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Abstract—Humans have impressive generalization capabilities when it comes to manipulating objects and tools in completely novel environments. These capabilities are, at least partially, a result of humans having internal models of their bodies and any grasped object. How to learn such body schemas for robots remains an open problem. In this work, we develop an self-supervised approach that can extend a robot’s kinematic model when grasping an object from visual latent representations. Our framework comprises two components: (1) we present a multimodal keypoint detector: an autoencoder architecture trained by fusing proprioception and vision to predict visual key points on an object; (2) we show how we can use our learned keypoint detector to learn an extension of the kinematic chain by regressing virtual joints from the predicted visual keypoints. Our evaluation shows that our approach learns to consistently predict visual keypoints on objects in the manipulator’s hand, and thus can easily facilitate learning an extended kinematic chain to include the object grasped in various configurations, from a few seconds of visual data. Finally we show that this extended kinematic chain lends itself for object manipulation tasks such as placing a grasped object and present experiments in simulation and on hardware.
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I. INTRODUCTION

Humans have impressive generalization capabilities when it comes to manipulating objects and tools. These capabilities are, at least partially, a result of humans having internal models of their bodies [1] which enables them to predict the consequences of their actions. Endowing robots with similar capabilities remains an important open research problem.

In this work, we consider the problem of learning predictive models for visual control of grasped objects. Specifically, we consider the setting of visual model-predictive control for object manipulation as visualized in Figure 1. In such settings, a low-dimensional representation of the object is extracted and then a predictive model is learned in that low-dimensional state-representation. This model is then used to optimize action sequences that accomplish a desired (visual) goal state. We built on the recent success of learned keypoint representations which have been shown to capture task-independent visual landmarks for various applications [2], [3]. Benefits of such learned representations over more traditional object representations (such as 6D pose), are the ability to represent non-rigid objects, and not requiring object models. In contrast to other learned latent-state representations, keypoints are interpretable, and are less prone to become task-dependent. Given this learned state representation, current state-of-the-art then learns action-conditioned predictive models over keypoints [2], [4], [5]. Once such a dynamics model is trained, the robot can optimize actions to move observed keypoints into a desired goal keypoint configuration.

While this overall framework is very promising, in the context of object manipulation at least two major challenges remain: 1) The self-supervised training of visual keypoints does not necessarily lead to keypoints that capture the object of interest. And even if it does, those keypoints may not consistently track the same part of the object throughout motion sequences; 2) In current state of the art methods [2], [4], [5], keypoint predictive models are represented by unstructured neural networks, which tend to not extrapolate well to observations outside of the training distribution. As a result, such predictive models often do not perform well when used for object manipulation tasks.

We address these challenges as follows: First, during keypoint training, we encourage keypoint learning around the end-effector location, which leads to more consistent on-object keypoint detection. We achieve this by merging proprioceptive

Fig. 1: Overview of visual MPC via keypoints. Our work improves this framework in two places. (1) we present a multimodal version of the keypoint detector that merges vision and proprioceptive information, and (2) we show how we can use the visual keypoints to learn an extended kinematic chain that serves as reliable visual dynamics model for model based control.
information, in form of joint positions, with visual information gathered from the camera. Then, instead of learning unstructured predictive models, we extend an existing kinematic model of the robots arm with virtual links and estimate the translation parameters of the links from visual keypoint predictions (see Figure 2). This leaves us with an extended kinematic chain or body schema that includes the object in the hand. Once the parameters of the virtual joints have been learned, we have a fully differentiable forward kinematics model that can be utilized for model-based control. A key feature of this approach is that we can estimate parameters to adapt to various grasp variations of the object. We will show experimental evaluation of these benefits in section VII.

To summarize, in this work we propose a fully self-supervised framework to automatically learn extended body schemas from multi-modal data to successfully perform object manipulation tasks. Towards this our contributions are as follows:

1) We propose a multi-modal keypoint learning approach that merges proprioceptive state, RGB and depth measurements to spatially bias the visual keypoints towards the end-effector. This leads to better on-object keypoint predictions as compared to keypoint methods that only take RGB measurements into account.

2) We use a fully differentiable kinematic representation of the manipulator that we extended with a priori unknown virtual links and joints representing the object. To recover the virtual joints parameters, we propose a gradient based learning approach that learns the parameters given the visual keypoint predictions as targets.

3) We evaluate the learned extended kinematic chain on a downstream object manipulation task and show that our self-supervised approach achieves good performance in simulation and on hardware.

4) We evaluate our multimodal keypoint detector and extended kinematic chain on a 7DoF iiwa Kuka arm that has various objects in hand, in simulation and on hardware.

Our results show that when trained with proprioceptive information, the learned keypoints represent the manipulated objects more reliably. After regressing the virtual joints from the visual keypoint information, we compare the resulting extended kinematic model to dynamics models learned with neural networks, on a model-based control task: placing a grasped object. Our method outperforms the learned dynamics models by an order of magnitude on the downstream task.

II. RELATED WORK

A. Internal Representations of Body in the Brain

It has been well established that distinct representations of the body are created, adapted and utilized by the brain while performing sensorimotor tasks and throughout one’s lifetime (See [1] for a review). Research in the domain of cognition [6], [7], [8] has additionally inferred that the “internal state” of a limb is informed by both vision and proprioception, and that both signals are combined in a weighted fashion to update this internal representation, with the weights attributed to each signal depending on their reliability. Several works (9), (10), (11), (12) also consider the plasticity or extension of body schemas during (or in anticipation of) tool use in human and primate subjects. (12) shows for instance that the use of a 40 cm long tool in a study causes the participants to move as though their arm is longer, indicating a change in their body schema. Taking inspiration from biological cognition, we combine the above notions in our approach. We extend the existing kinematic chain (analogous to body schema in humans) of our robotic arm to include a grasped object. Furthermore, we fuse signals from proprioception and vision for estimating the state of the extended parts of the chain more accurately. We expand more on related works in robotics in these contexts in sections II-C and II-D.

B. Learning Visual Representations for Model Predictive Control (MPC)

Since the core emphasis of the article is learning representations for robotic object manipulation, we contrast our framework to other relevant approaches with respect to latent space representation, dynamics model learning and action optimization. Approaches that employ model-predictive control in visual space can be distinguished by how much, and what kind of structure is infused into the predictive model. Approaches such as (13), utilize no structure and learn a predictive model directly in pixel space. Both, (14) and (15) learn a latent representations and a predictive model in the latent space. While (14) assumes no structure for learning z, they assume locally linear dynamics for learning the latent space transition model f. (15) on the other hands learns a structured SE3 latent representation that is more interpretable, and learns unstructured predictive models f. Our method builds upon an self-supervised keypoint representation learning approach in (2), (3), which (4), (16) utilize for object manipulation tasks. It relies on an auto-encoding scheme with a structural bottleneck that can extract 2D keypoints representing the object(s) of interest. However, as observed by (4), (16), the keypoints encoded by this method are not always consistently on the object of interest. We illustrate this further in our experiments that compare this keypoint detector (2) with our multimodal keypoint detector.

(5) is another recent work that takes a structured approach towards learning keypoints and utilizes them for model-predictive control. The keypoints learned are, by design, always located on the object and are consistent across frames. This is achieved by first learning a dense visual object descriptor (17) for the object of interest. which has two requirements: (a) pixel to pixel correspondences between image sets, and (b) an object mask learned by utilizing results from (18). Following the training of a dense visual descriptor, k descriptors are sampled as keypoints. An unstructured predictive model f is then learned in keypoint space (5). In contrast to this approach for keypoint detection, our multimodal detector does not need pixel-wise corresponding images for supervision or an object mask, while still being able to produce keypoints that are reliably present on an object (11-C).

The above mentioned approaches, also differ in how action sequences u are optimized: via the cross-entropy method CEM.
gradient based optimization \cite{15, 4}. Model Predictive Path Integrals \cite{5} or by using optimal control methods \cite{14}. Our framework is agnostic to the specific action optimization method. We present results using gradient based action optimization.

C. Multi-Modal Learning: Fusing Vision and Proprioception

In the previous subsection we discussed model-predictive control that utilize visual data only. However, there is more and more evidence that utilizing multi-modal sensor streams improves perception and manipulation \cite{20, 21, 22}. This has been explored in various robotics applications. For instance, fusing vision and proprioception \cite{23, 24, 25} or combining visual and tactile information \cite{25, 26, 27} has been explored for better state-estimation in applications such as object-tracking. These approaches are mostly concerned with understanding state-estimation from multi-modal sensor data and assume expert-designed low-dimensional features are extracted from each modality. Manually designing features for heterogeneous data is extremely challenging, time-consuming and thus not scalable. Because of this reason, there has been a recent push towards learning state representations from multi-modal data for a wide range of applications. For example, there have been many works that have explored the correlation between auditory and visual data for tasks such as speech or material recognition or for sound source localization \cite{28, 29, 30, 31}. Several work \cite{32, 33, 34, 35} fuse visual and haptic data for various applications such as grasp stability assessment, manipulation, material recognition, or object categorization.

As discussed above, fusing multiple sensor modalities for better state-estimation is common in the rigid-body tracking literature, and recently it has also been shown by \cite{36} that it leads to better learned state representations for robotic manipulation tasks. In this work we show how fusing proprioceptive and visual (rgb images and depth) significantly improves the learning of keypoint representations.

D. Learning body schemas

A promising alternative to learning unstructured predictive models are approaches that use structure for body schema learning. A body schema \cite{11} is a representation of a robot’s body and its extensions such as grasped objects or tools, which can then be used for control. Body schema approaches can be classified into approaches that estimate parameters of structured representations of a body and tool (i.e kinematic representation) \cite{17, 18, 19, 20, 21, 22}, or of unstructured models, such as neural network representations \cite{43, 44, 45, 46, 47, 48}. To address the challenge of learning models that generalize to different parts of the state space, we follow approaches that learn parametrized kinematic models. Prior work in this category typically utilizes markers or ground truth knowledge about the end-effector or tool-tip location in the robots workspace \cite{37, 38, 39, 41} or simplified visual signals \cite{40}, and instead focus on learning kinematic parameters. In contrast to this, our work extends an existing kinematic chain to include a grasped object purely from learned visual latent representations in a self supervised way.

III. PROBLEM SETTING AND METHOD OVERVIEW

In this work, we address deterministic, fixed-horizon and discrete-time control problems with continuous states \( s = (s_1, \ldots, s_T) \) and continuous actions \( u = (u_1, \ldots, u_T) \). Each state \( s_t = (\theta_t, z_t) \) is the concatenation of the measured joint angles \( \theta_t \) and a learned visual latent state \( z_t \) at time step \( t \). To solve the control problem we use a learned visual predictive dynamics model \( s_{t+1} = f(s_t, u_t) \) and a cost function \( C(z_t, z_{goal}) \) that measures the distance between current and desired goal state in the visual latent space.

The learned predictive model \( f \) predicts the change in object state, as perceived from the camera, given the current joint displacements. \( f \) is learned in a self supervised fashion by merging proprioceptive and visual information and we do not assume any additional model knowledge of the external object.

Learning \( f \) involves two phases. In the first phase a keypoint detector is trained to detect keypoints \( z \) on the object in the manipulator’s hand from the visual data. The keypoint
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**Fig. 2:** Overview of self-supervised learning of extended body schemas. Our approach comprises two phases, (1) in the first phase we learn an autoencoder architecture to detect visual keypoints on the object in the manipulator’s hand by merging proprioceptive and visual information. The forward kinematic model of the robot is used, to create a kinematic features map. The visual and the kinematic feature maps are then combined to train the keypoint detector. In the (2) second phase we use the predicted visual keypoints, that ideally are detected on the object, to learn an extended kinematic chain of the manipulator that inherently includes the object in the robot’s hand. The extended kinematic chain is then used to accomplish a manipulation task. Learning happens fully from visual and proprioceptive information and can adapt to different rigid bodies and grasps.
detector follows an autoencoder architecture and we present a novel approach to merge visual and proprioceptive information for keypoint detector training, when encoding the visual information. In the second phase of our approach, we use the learned keypoint detector to learn the parameters of an extended kinematic chain of the robot. The extended kinematic chain, extends the standard kinematics of the robot arm to include also the object in the manipulator’s hand. The extended kinematic chain can then be used to optimize a control policy for a manipulation task. The control tasks are characterized by a desired goal state for an object in the manipulator’s hand. The goal state is provided in the visual latent space i.e. the visual keypoints. An overview of our self-supervised learning approach can be seen in Fig. 2.

**IV. PHASE 1: FUSING PROPRIOCEPTION AND VISION FOR MULTI-MODAL KEYPONT LEARNING**

In this section we introduce a novel multimodal keypoint learning framework that leverages RGB, depth and proprioceptive measurements for improved keypoint training and prediction. Intuitively, proprioception is the sense of self movement and body position. In the context of this work we use robot joint positions and forward kinematics as proprioceptive information during learning.

**A. Learning Visual Keypoints for Object Manipulation**

We base our multi-modal keypoint learning framework on the visual keypoint detector presented in [2]. To learn keypoints [2] uses an autoencoder with a structural bottleneck to detect 2D visual keypoints that correspond to pixel positions with maximum variability in the input data. For keypoint prediction [2] extract K 2-D visual feature maps $\phi^\text{visual}_i$ through a mini-RESNET 18, where K is the number of keypoints. The autoencoder architecture is trained with RGB image sequences collected from videos. The maximum variability can intuitively be thought of as areas of biggest movement in the image. The autoencoder architecture is then trained with a combination of losses. The loss is composed of a reconstruction error ($L_{\text{rec}}$), a keypoint sparsity error ($L_{\text{spa}}$), and a keypoint separation loss ($L_{\text{sep}}$), that encourages the separation of keypoints in pixel-space.

$$L_{\text{loss}} = L_{\text{rec}} + \lambda_{\text{spa}} \cdot L_{\text{spa}} + \lambda_{\text{sep}} \cdot L_{\text{sep}}$$

(1)

where $\lambda_{\text{spa}}$ and $\lambda_{\text{sep}}$ represent the scale parameters for various losses.

In the next sections we are going to present how we extend the keypoint detector by [2] to a multimodal keypoint detector that merges vision and proprioception.

**B. Fusing visual and kinematic feature maps**

We now present how we include proprioceptive information when training our multimodal keypoint detector. Our method extends the one presented by [2] in two places. We (1) create, additionally to the visual feature map, a kinematic feature map, representing the end effector position of the robot in image space and (2) we extend the training loss with a kinematic consistency loss. In the following we are going to explain both extensions in detail.

To create the kinematic feature map we specify $s_{\text{img},\text{depth}} = h_i(\theta)$ as a forward kinematic function, that directly projects the 3D position of link n into image space when the robot is in configuration $\theta$. To retrieve $s_{\text{img}}$, first, the robot’s forward kinematic model is used to deliver $x_n$, the 3D location of link n in the robot’s coordinate frame. Then $x_n$ is projected into image and depth space. The full transformation is given by

$$L_{\text{img,depth}} = h_i(\theta) = T_{\text{proj}}T_{\text{cam}}x_n$$

where $T_i$ is the transformation matrix from the coordinate frame of link i to link $i-1$ and $\phi_i$ are the parameters (rotation and translation) of link i; $T_{\text{cam}}$ transforms $x_n$ from robot to camera coordinate frame, and $T_{\text{proj}}$ performs the projection to image and depth space. In the following, we will use $s_{\text{img},\text{depth}}$ to denote the use of both image and depth value, and $s_{\text{img}}$ when we only use image pixel predictions. In the following, we assume that the parameters $\phi_i$ up to the end-effector index $n = \text{ee}$ are known, and we will use $h_{\text{ee}}(\theta)$ to combine visual and proprioceptive information to train the keypoint detector.
In order to spatially bias keypoint learning to be close to end-effector location, we propose to include proprioceptive information during keypoint detector training in the encoding phase. We do this by computing a second feature map, which we call the kinematic feature-map $\phi^{\text{kin}}$, visible in Fig. 3. The kinematic feature-map is generated by first computing the end-effector position in image space, $s_{\text{ee}}^{\text{img}} = h_{\text{ee}}(\theta)$, as described in section IV-B followed by placing a Gaussian blob $g^{\text{kin}}$ over the location of the projected end-effector position in image space:

$$\phi^{\text{kin}} = g^{\text{kin}}(s_{\text{ee}}^{\text{img}})$$

where $g^{\text{kin}}$ converts the pixel coordinates of $s_{\text{ee}}^{\text{img}}$ into a heatmap with a Gaussian shaped blob $\mathcal{N}(s_{\text{ee}}^{\text{img}}, \Sigma)$ centered at $x, y$ pixel locations of $s_{\text{ee}}^{\text{img}}$.

We then combine the kinematic with the visual feature map, creating a joint feature-map $\phi^{\text{joint}} = \phi^{\text{visual}} + \phi^{\text{kin}}$, which fuses visual and proprioceptive information. Given $\phi^{\text{joint}}$, keypoints are trained through a reconstruction objective, similar to the method presented in [2]. Figure 3 provides an overview of our adapted encoder-decoder architecture.

C. Utilizing proprioception and depth to augment loss

We extend the loss proposed in [2] $\mathcal{L}_{\text{vis}}$ by including a term that penalizes the distance between keypoints and end-effector. This kinematic consistency loss, together with the kinematic information during feature map creation, spatially biases the keypoint learning towards the end-effector location to incentivize the detector to place keypoints on the object. The kinematic consistency loss, is given by

$$\mathcal{L}_{\text{kin}} = \sum_k (z_{k,x,y,\text{depth}}^k - s_{\text{ee}}^{\text{img}, \text{depth}})^2$$

(2)

where $z_{k,x,y,\text{depth}}^k$ is the $x, y$ pixel locations and depth value of the predicted keypoint $z_k$. The depth value of $z_k$ is retrieved, by querying the depth image at pixel locations $x, y$.

The complete loss that is minimized during Phase I is thus given by:

$$\mathcal{L} = \mathcal{L}_{\text{vis}} + \lambda_{\text{kin}} \cdot \mathcal{L}_{\text{kin}}$$

(3)

where $\lambda_{\text{kin}}$ again is a scaling parameter for kinematic consistency loss.

To train our keypoint detector we collect visual and proprioceptive data $D_{\text{key-train}}$ for self-supervised keypoint training. After this training phase, we have a keypoint detector that predicts keypoints $z$ of dimensionality $K \times 3$. Here $K$ is the number of keypoints, and each keypoint is given by $z_k = (z_{k,x}^x, z_{k,y}^y, z_{k,\text{depth}}^z)$, where $z_{k,x}^x, z_{k,y}^y$ are pixel locations of the $k$-th keypoint, and $z_{k,\text{depth}}^z$ is the value of the depth image at location $z_{k,x}^x, z_{k,y}^y$.

D. Inference at test time

It is important to note that the proprioceptive information is only added during keypoint detector training. Also during training, we do not need to necessarily include proprioceptive information for each datapoint, but can also train from mixed datasets that contain only visual information and visual and proprioceptive information. After training, the proprioceptive information is no longer needed for keypoint prediction at test time since the proprioceptive information is now inherently part of the learned keypoint detector. The keypoint detector can be used with purely visual input. This allows extraction of keypoints from a goal image that is produced, for instance, by recording human demonstrations. At inference time, the keypoint detector predicts the $x, y$ locations of the keypoint $z_k$, the depth value is then retrieved by querying the depth image at pixel location $x, y$.

V. PHASE II: LEARNING BODY SCHEMA EXTENSION FROM VISUAL KEYPOINTS

The multimodal keypoint detector presented in section IV merges visual and proprioceptive information during training, facilitating better on-object keypoint predictions during test time. Since the keypoints predicted by the detector are more likely placed on the object in the manipulator’s hand, they will enable us to learn an extended kinematic chain of the robot that includes the object in the manipulator’s hand. The extended kinematic chain can then be used for model-based control on a downstream manipulation task. In this section we are going to explain how we learn the extended kinematic chain and how it can be used for a downstream manipulation task.

As already pointed out in section II an object or a tool in the gripper of a manipulator can be seen as an extension of the kinematic chain of the robot. In Fig. 4 we visually show how the extension of the kinematic chain looks like for the kuka manipulator: additional virtual links and joints are added, representing the object in the manipulator’s hand, to create a full chain that includes the object. The extended kinematics of the robot can then be controlled.

In order to learn this extended body schema from vision we use the keypoint predictions of the multimodal keypoint detector presented in section IV. The predicted keypoints on the object are then used to regress the kinematic parameters of the extended body schema.

A. Estimating virtual joints from visual keypoints

During the second phase of our approach, the extended kinematic chain of the manipulator should be learned to include the object in the manipulator’s hand. The self-supervised nature of our approach allows the kinematic chain to adapt...
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Fig. 4: Phase 2: The translation parameters of the virtual joints representing the object in the manipulator’s hand (red dots) are estimated from the $x, y$ pixel location of the visual keypoints together with the depth information of the pixels. The virtual joints extend the kinematic chain of the robot to also include the object, as is illustrated in the figure.
when the object changes or the grasp around the object shifts, making the learning of the extended kinematic chain flexible to changes in the experimental setup. Once the keypoint detector has been trained, we use its predictions to learn an extension of the kinematic chain to include the object into the body schema. We extend the kinematics model from Section IV-B to include virtual joints, one per visual keypoint, such that \( s^\text{img.depth}_k = h^k(\theta) \) is the projection of the virtual joint in image space. Here, \( \phi \) are the learnable translation parameters of the virtual joints, that we aim to learn such that they represent the object (see Fig. 2 and Fig. 4, where the red circles represent the virtual joints with the virtual links connecting them to the robot end effector, we assume the extension of the kinematic chain starts at the end effector). To regress \( \phi \), a dataset \( \mathcal{D} = \{(x_t = \theta_t, y_t = z_t)\}_{t=1}^T \) is collected where the trained keypoint detector is used to predict visual keypoints \( z[x,y,\text{depth}] \) on images of the object in the robot’s hand while being in joint configuration \( \theta \). The goal of this learning problem is to regress the translations \( \phi \), such that the output of \( h^k(\theta) \) matches the keypoints detected by the detector. In other words, to optimize \( \phi \) we want to minimize the loss \( L^\text{trans} \) via gradient descent.

\[
L^\text{trans} = \| s^\text{img.depth}_k - z_x \|^2 \tag{4}
\]

where \( s^\text{img.depth}_k = h^k(\theta) \). This loss is a function of the learnable kinematic parameters \( \phi \), making it possible to update \( \phi \) via gradient descent. Learning the translation parameters of the virtual joints, results in a new extended kinematic model, which includes the object. This new kinematic chain does not require visual information anymore and can be used for action optimization. As will be presented in section VII using our version of the keypoint detector, that merges visual and proprioceptive information provides more accurate on-object keypoint predictions and thus makes learning the extended kinematic chain possible.

VI. GRADIENT-BASED CONTROL FOR OBJECT MANIPULATION

The goal is to successfully perform a manipulation task in the visual domain. This means that the desired goal position of the object in the manipulator’s hand is given in image space instead of in joint space. Specifying a desired goal position in image space is more intuitive compared to specifying it in joint positions, where the relationship between joint position and real world object position is not readily available. In contrast to other visual MPC work [13], [15], [4], that utilize learned visual dynamics models to optimize actions \( u \), we make use of our learned extended kinematic chain. Specifically, we define a visual predictive model \( s_{t+1} = f(s_t, u_t) \) where \( s_{t+1} = [\theta_{t+1}, z_{t+1}] \), and

\[
\begin{align*}
\theta_{t+1} &= \theta_t + u_t \\
z_{t+1} &= h^k(\theta_{t+1})
\end{align*}
\tag{5}
\]

where actions \( u_t \) are desired changes in joint positions and \( h \) is, as defined in section IV, the forward kinematic call of the learned extended kinematic model projected in image space. To optimize actions, we follow the gradient based action optimization presented in [15], [4] and minimize a task specific cost function \( C \). Specifically, to optimize a sequence of action parameters \( u = (u_0, u_1, \ldots, u_T) \) for a horizon of \( T \) time steps, we first predict the trajectory \( \hat{\tau} \), that is created using an initial \( u \) from starting configuration \( s_0 \): \( \hat{s}_1 = f(s_0, u_0), \hat{s}_2 = f(s_1, u_1), \ldots, \hat{s}_T = f(s_{T-1}, u_{T-1}) \), which generates a predicted (or planned) trajectory \( \hat{\tau} \).

Practically, this step uses the extended kinematics model \( h^k(\theta) \) to simulate forward what would happen if we applied action sequence \( u \) to the initial state \( s_0 \). We then measure the cost achieved \( C(\hat{\tau}, z_{\text{goal}}) \), where \( z_{\text{goal}} \) is a goal location in the visual domain. Since \( h \) is differentiable, the cost of the planned trajectory can be minimized via gradient descent by taking the gradient of the cost with respect to the action sequence and performing a gradient update step.

\[
u_{\text{new}} = u - \eta \nabla_u C(\hat{\tau}, z_{\text{goal}}) \tag{7}
\]

Algorithm I shows the details of our visual MPC algorithm.

Algorithm 1 Gradient Based Control

1: \( f(s_t, u_t) = [\theta_t + u_t, h^k(\theta_{t+1})] \)
2: initial state \( s_0 = [\theta_0, z_0] \)
3: for each epoch do
4: \( u_t = 0, \forall t = 1, \ldots, T \)
5: // rollout \( \hat{\tau} \) from initial state \( s_0 \) and actions \( u \)
6: \( \hat{\tau} \leftarrow \text{rollout}(s_0, u) \)
7: // Gradient descent on \( u \)
8: \( u_{\text{new}} \leftarrow u - \eta \nabla_u C(\hat{\tau}, z_{\text{goal}}) \)
9: end for

VII. EXPERIMENTS: SELF-SUPERVISED LEARNING OF BODY SCHEMAS

In this section, we present the experimental evaluation of our approach. We train two versions of the keypoint detector: our multimodal keypoint detector, merging vision and proprioception, following the approach presented in section V and the detector presented in [49], [2], as a baseline comparison. All of our experiments are performed on a 7 DoF iiwa Kuka arm [60], with an object attached to the Kuka’s gripper. We present experiments in simulation and on hardware. For our simulation experiments, we use the Habitat simulator [51] with a pybullet integration [52]. In simulation, we use three different objects to show the adaptability of our approach. The experimental setup together with the objects used, is shown in Fig. 5 for simulation and hardware.

A. Data Collection

Fig. 5: The 3 objects used for simulation experiments, and one object on hardware.

The keypoint architecture as presented in [2] is built to learn keypoints that capture motion in video-sequences. Because we aim to learn keypoints on the object, we collect data that only has object motion, similar to [4]. Specifically, we first
move the manipulator to a random joint configuration, then we keep the manipulator in its position and only move the end-effector for 6 seconds. In total we move the robot to 60 initial random joint configurations, and from there collect data at a frequency of 5Hz for a total of 5 seconds, for each object. We collect image data, which includes RGB and depth data, alongside with proprioceptive information about the joint positions. Data collection on hardware follows the same procedure as presented in [4]: we collect 50 sequences of motion data in which only the end-effector and object move, starting from a random joint configuration. Each sequence is 3 seconds long, and contains 10 data frames. In simulation we perform this data collection for 3 objects and for 1 object on hardware, as shown in Figure 5.

B. Does proprioception help train better keypoints?

In this section we want to analyse how merging proprioceptive information and visual information benefits on-object keypoint detection. For this purpose we train two kinds of keypoint detectors, one that includes proprioceptive and visual information which we call the multimodal keypoint detector and one that only uses visual information which is our baseline and equivalent to the keypoint detector presented in [2]. After training, we compare the performance of the multimodal and baseline keypoint detectors of achieving on-object keypoint detection. For our simulation experiments, we present results averaged over five seeds and 3 different objects, where we train a detector per object. On hardware, the experiments are also averaged over five seeds and we present results for two to four keypoints on a single object. First, we show the training loss curves in Figure 6 (left), averaged across seeds, objects and number of keypoints. In simulation, the loss curves are very similar, we believe that this is due to the reconstruction loss being the biggest component of the total training loss. Since only the gripper and object moves, the reconstruction for most of the image works well, reducing the loss and resulting in low training error even if the keypoints are not placed on the object.

Next, we evaluate how well the learned keypoints capture moving objects. To this end, we define an imaginary line, that cuts through the object in the middle and connects its extremities. A visualization of it is visible in Fig. 6 (2nd column). Computing the shortest distance of a keypoint \( z_k = (x_k, y_k) \) to this line, will give us a good intuition of whether this keypoint lies on the object or not. We perform this evaluation, for training detectors with \( K = 2, 3, 4 \) number of keypoints. We evaluate the detectors on a test dataset with 250 datapoints, that was held out during training. The distance is computed in pixel space and we report the mean and the standard deviation of that distance.

In Figure 6 we show the averaged distance of each trained keypoint to the line, with error bars, after training. Results for the simulation experiments (top row) and hardware experiments (bottom row) are shown. The bar plots illustrate the distance of the detected keypoints to the center line. We see that the multimodal keypoint detector, that was trained with proprioceptive information, outperforms the baseline detector. The low distance to the center line suggests that the multimodal detector places the keypoints on the object. This is confirmed by the qualitative analysis in Fig. 7 where three examples are shown. The multimodal detector detects keypoints that are on the object (top row). This is not true for the baseline detector, which often fails at detecting keypoints that lie on the object (bottom row).

C. How much proprioception is needed?

In this experiment, we want to evaluate how combining multi-modal observations, that contain both visual and proprioceptive measurements, with visual only observations affects results. This experiment will give us insights into whether a robot could combine visual observations obtained in a passive way (watching humans in action or videos) with observations gained in an active way (by moving the object itself) to learn keypoint detectors. To perform this experiment, we pretend that for a fraction of observations, the proprioceptive state measurement was not observed, and evaluate how stable keypoint training is as a function of that fraction. As can be seen in Fig. 8 while we can achieve already good performance when only including 50% of the proprioceptive information during training, the consistency of on-object keypoint detection significantly improves when we include all the proprioceptive information, as can be seen from the smaller standard deviation in the plot. In the plot we can also see that including or not including proprioceptive information during test time has no effect on the performance of detecting keypoints on the object. During test time the keypoint detector can be used only from visual information. This means that our multimodal keypoint detector learned to incorporate the proprioceptive information and has inherently access to it when predicting, even when the proprioceptive information is not available.

D. Virtual link/joint regression

In this section we present the experiments showing how we can learn an extended body schema from vision. The purpose of these experiments is to show that we can use our learned visual latent space to regress the translation parameters of some virtual joints that extend the kinematic chain of the robot to also include an object in the manipulator’s hand. For this to be successful it is a prerequisite that the visual keypoints are detected on the object, since otherwise the extended kinematic chain would not represent the object in the robot’s hand. As we already evaluated in the previous section only our multimodal keypoint detector successfully detects keypoints on the object, therefore we are using our multimodal keypoint detector for these experiments.

We perform two sets of experiments for the regression of virtual joint parameters: 1) to evaluate our virtual joint estimation procedure quantitatively, we test whether we can identify ground truth parameters \( \phi \), if we knew them; 2) We evaluate regressing virtual links from visual keypoints detected on 4 set of grasps.

To collect data for the first experiment, we pick a set of three ground truth virtual joint parameters \( \phi \) such that their
Fig. 6: (top) simulation results; (bottom) hardware results. (1st col) training loss for detector training, both detectors converge during training. (2nd col) illustration of evaluation metric. (3rd to 5th col) Results for training keypoint detectors with $K = 2, 3, 4$ keypoints, respectively. The bar plots show the average distance from the center line for each keypoint in pixel space. The multimodal keypoint detector (orange) predicts keypoints that are closer to the center line, and the average pixel distance suggests that they are placed on the object.

Fig. 7: Qualitative performance of multimodal (top) and baseline (bottom) keypoint detector on the hardware dataset. The multimodal keypoint detector, always detect keypoints on the object, this is not the case for the baseline detector.

projections $h_k^{\bar{\phi}}$ lie on the object. We collect a dataset $D = \{(\theta_t, h_k^{\bar{\phi}}(\theta_t))\}_{t=1}^{15}$ for 15 random joint configurations $\theta_t$. Then, we pretend to not know $\bar{\phi}$, initialize $\phi$ to be zero, and aim to estimate $\bar{\phi}$ from the observations in $D$ via gradient descent, as described in Section V-A. In Fig. 9 we show the MSE error between ground truth and estimated parameters $\|\phi - \bar{\phi}\|^2$ as a function of number of gradient steps, both from simulation and hardware data. We observe that after approximately 50 gradient steps $\phi$ converges towards their ground truth values, showing that the regression of virtual joint parameters from projected image and depth values is successful.

For our second set of experiments, we use the trained keypoint detectors to create a dataset $D = \{(\theta_t, z_t)\}_{t=1}^{15}$, where $z_t$ are the keypoints predicted by the detector, and learn virtual joints from these visual keypoint observations. The first image of Fig. 10 shows the visual keypoints predicted by the multimodal detector (in green), together with the projected virtual links $h_k^{\bar{\phi}}$ (in red) after learning $\phi$. The following two images show how the projection of the kinematic chain remains consistent, also when the pose $\theta$ of the manipulator changes. Results are presented for simulation (top) and on hardware (bottom) experiments. The results show that we can successfully learn $\phi$ from visual features.

Finally, we also evaluate our kinematic parameter regression when the robot re-grasps the object. Re-grasping changes the kinematic chain, by for example shifting it. In Fig. 11 we show how our method can successfully learn kinematic parameters $\phi$ that reflect this change. We show results for three new grasps. In the next section we present results for a downstream placing task, where our learned extended kinematic model is used, with different grasps, to place the object on a table.

VIII. DOWN-STREAM TASK EXPERIMENTS: MODEL-BASED CONTROL FOR OBJECT MANIPULATION

Finally, we want to use our approach of learning extended body schemas from multimodal data on a object manipulation task, specifically a placing task (see Figure 13). With these
Hardware results are averaged over five seeds. Simulation results are averaged over five seeds and three regress the virtual joint parameters successfully, on simulation and on virtual joint values over gradient steps. Our method is able to grasp we regress the kinematic parameters successfully.
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**Fig. 9:** Regression of kinematic parameters, MSE to ground truth virtual joint values over gradient steps. Our method is able to regress the virtual joint parameters successfully, on simulation and on hardware. Simulation results are averaged over five seeds and three object with manually chosen ground truth parameters for each object. Hardware results are averaged over five seeds.
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**Fig. 10:** Learned kinematic extension for three poses for simulation (top) and hardware (bottom). The first images shows, in green, the keypoints detected by the keypoint detector. The red dots are the projections in image given the learned virtual joints. Our method is able to successfully learn parameters $\phi$, that generalize across poses.

We show results for experiments in simulation and on hardware. Our approach learns an extended kinematic chain from the multimodal visual keypoints detector, that uses proprioceptive information during training (see section V). The virtual joints, that represent the object, are regressed from a few measurements, as we described previously. Specifically we used three keypoints and thus, regress the parameters of three virtual joints. We compare our approach to the following four baselines that learn a neural network dynamics model in the keypoint latent space:

- **a) DynModel in 2D Keypoint space (DynModel+2D):** We train a keypoint detector as described in [2], [4] without depth information. This keypoint detector does not use any proprioceptive information during training. We use the keypoint detector to train a dynamics model $s_{t+1} = g_{\beta}(s_t, u_t)$ from a collected dataset, this reimplements the approach presented in [4].

- **b) DynModel in 3D Keypoint space (DynModel+3D):** This baseline extends the baseline presented in a) by including also depth information during keypoint detector and dynamics model training. The latent space now is three dimensional as it includes $(x, y, d)$ - pixel locations and depth information. With this baseline we want to test whether adding depth information improves task performance.

- **c) DynModel in 2D-multimodal keypoint space (DynModel+2D+multi):** We train a structured keypoint detector as described in section IV-C, the structured keypoint detector is trained using proprioceptive information. After keypoint detector training we train a black box neural network dynamics model $s_{t+1} = g_{\beta}(s_t, u_t)$, instead of regressing virtual joint parameter. This baseline will allow us to see whether using the structured keypoint detector also improves performance on the manipulation task, even if the visual dynamics model is learned with a neural network.

- **d) DynModel in 3D-multimodal keypoint space DynModel+3D+multi:** same as above the baseline in c) but here again we include depth information for keypoint detector training and neural network dynamics model training. As in the baseline before we want to test whether using proprioceptive information during keypoint detector training improves performance on the task, but we also want to test whether adding depth information, and thus a third dimension to our visual latent space, improves performance.
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**Fig. 11:** Re-grasping for three different grasps. After each new grasp we regress the kinematic parameters successfully.
showed that the models were trained until convergence. The prediction error of the neural networks increases exponentially over time or is high to begin with, while the error for our method stays small. The plot on the right shows the training error of the neural network models, to show that they were trained until convergence. We report the mean and the standard deviation of the error.

The performance of three placing tasks. We compare our method to the baselines introduced before. We report the final distance of the object keypoints in the manipulators hand to the desired goal keypoints on the table. We perform a total of three tasks that vary in start-goal configurations. All the distances are reported in pixel space, and represents the root mean squared error (RMSE). Between all the baselines, the baselines c) and d) that use our proposed keypoint detector, perform best. This indicates, that the keypoints trained with our detector are better suited for the object manipulation task. Yet overall, compared to our extended kinematic chain, all of them perform fairly poorly in the model-based control task. Our approach outperforms all baseline variations and is the only one to successfully place the object on the table. This gap in performance can be explained by the fact that the extended kinematic is able to generalize throughout the state-space, while the trained dynamics models prediction quality deteriorates quickly outside of the training data distribution.

In Table I the simulation experiments are averaged over five seeds, the three objects introduced earlier and four different grasp positions. The results show the final distance of the object keypoints in the manipulators hand to the desired goal keypoints on the table. We perform a total of three tasks that vary in start-goal configurations. All the distances are reported in pixel space, and represents the root mean squared error (RMSE). Between all the baselines, the baselines c) and d) that use our proposed keypoint detector, perform best. This indicates, that the keypoints trained with our detector are better suited for the object manipulation task. Yet overall, compared to our extended kinematic chain, all of them perform fairly poorly in the model-based control task. Our approach outperforms all baseline variations and is the only one to successfully place the object on the table. This gap in performance can be explained by the fact that the extended kinematic is able to generalize throughout the state-space, while the trained dynamics models prediction quality deteriorates quickly outside of the training data distribution.

It is worthwhile highlighting, that our approach is successful also when used on the real robot, where we achieve an average RMSE of 3.92 pixels on the placing task. This is remarkable not only because on hardware noise and controller inaccuracies often make the task harder, but also because we run our

**TABLE I:** The performance of three placing tasks. We compare our method to the baselines introduced before. We report the final distance of the object in the hand from the desired target position of the object as root mean squared error. We average our results over five seeds and four different re-grasps of the object in simulation. On hardware we average over five seeds.

| Method | Task 1 (Mean (Std)) | Task 2 (Mean (Std)) | Task 3 (Mean (Std)) |
|--------|---------------------|---------------------|---------------------|
| Ours   | 4.85 (2.91)         | 2.04 (1.26)         | 2.06 (1.18)         |
| a      | 155.62 (343.84)     | 60.78 (73.67)       | 70.00 (67.73)       |
| b      | 135.16 (119.7)      | 69.60 (59.69)       | 85.32 (83.27)       |
| c      | 103.35 (85.07)      | 29.37 (48.09)       | 70.38 (88.42)       |
| d      | 120.21 (107.39)     | 40.14 (42.95)       | 96.58 (258.14)      |
| Hardware | 4.06 (3.83) | 2.12 (0.04) | 5.60 (4.43) |

In Fig. 13 we show the predictive behaviour of our baseline neural network models. In the image on the right, the training error of the models is shown and it is clearly possible to see that the models were trained until convergence. Nevertheless the two plots on the left show the long horizon prediction behaviour of the neural networks compared with our extended kinematic chain. On the x axis the time horizon is shown and on the y axis the prediction error. From the plots it becomes evident that predicting for longer horizons through the neural network dynamics models, which is necessary when optimizing actions for a motor control task like placing, leads to exponential prediction error. The plot on the left shows long horizon prediction for the placing task action sequence, the plot in the middle for a random action sequence. In all cases the predictive performance of the neural networks deteriorates exponentially over time for all baselines which also explains the poor results presented in Table I, where we report the results for our experiments. Only the neural network model that is trained using our multimodal keypoint detector with depth information (baseline d), can achieve a satisfactory predictive behaviour over 10 time steps, showing that improved on-object keypoint detection can increase also the performance of neural network visual dynamics models.

In Fig. 12 we show the predictive behaviour of our approach compared with neural networks dynamics models. We report the mean and the standard deviation of the error.
optimized action sequence in a feedforward fashion, without having to replan at each time step.

IX. DISCUSSION AND FUTURE WORK

We present a method for learning extended body schemas from vision. Our method inherently incorporates an external object in the manipulator’s hand. To this end we show how merging two sensor modalities, precisely proprioceptive information, in form of joint positions, and vision, enables us to learn better visual latent representation of the object. The latent representation is then used to successfully learn an extension of a robot’s kinematics model. As a result the learned extended kinematic chain incorporates the object into the kinematic model of the robot. We show how we can use the learned kinematic model for object manipulation on a placing task, where the task is defined in the visual domain. We also show how we can adapt the kinematic chain for different grasps from only few datapoints. Our experiments, on a 7 DoF iiwa Kuka arm in simulation and on hardware, show the generality of our approach and the good performance to out of distribution tasks and on the real system. In contrast to current state of the art, we leverage structured analytical models, i.e the kinematic model, and combine this structure with a data driven approach to learn visual latent keypoint representations for consistent on-object keypoint placing. When learning the extended kinematic chain, we again combine structure and learning to recover a representation on the robot’s arm with the object that transfers easily to new tasks. We believe the combination of data driven learning and structured models are an interesting avenue for further research. A remaining challenge of our approach is how to decide when to add or remove an object from the extended kinematic chain. This depends on the grasp and release behaviour of the desired task. In the future we would also like to explore more complex, contact rich manipulation tasks, that use the learned extended body schema to control the robot during contact rich manipulation. We also believe that combining vision only data with robot experience in form of proprioception is an interesting avenue for future work. This would allow to leverage larger visual dataset, not collected directly on the robot, and combine this visual data with a smaller but informative amount of robot experience.
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