TURING TYPE INSTABILITY IN A DIFFUSION MODEL WITH MASS TRANSPORT ON THE BOUNDARY
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Abstract. Some reaction-diffusion models describing the cell polarity are proposed, where the system has two independent variables standing for the concentration of proteins in the membrane and the cytosol respectively. In this article we deal with such a polarity model consisting of one equation on a unit sphere and the other one in the ball inside the sphere. The two equations are coupled through a nonlinear boundary condition and the total mass is conserved. We investigate the linearized stability of a constant steady state and provide conditions under which a Turing type instability takes place, namely, the constant state is stable against spatially uniform perturbations on the sphere for all choices of diffusion rates, while unstable against nonuniform perturbations on the sphere as the diffusion coefficient of the equation on the sphere becomes small relative to the one in the ball.

1. Introduction. There are a huge number of mathematical models in the fields of cellular and molecular biologies to understand complex phenomena exhibited by organisms in vivo. One of the interesting phenomena is the polarity of cells (see [8, 16, 23, 24], and references therein). To understand mechanisms of the polarity, reaction-diffusion models have been proposed by a number of authors in the works [11, 15, 17, 29, 30, 31, 32]. Most of these studies are able to account for the emergence of polarity, in which the reactions of active proteins on the membrane and inactive ones in the cytosol are taken into account and these two types are transformed from one to the other by some action of enzymes. In addition, the active proteins and the inactive ones diffuse in their own domains, slowly in the membrane while faster in the cytosol.

As for rigorous mathematical studies in the cell polarity models we refer to [12, 13, 15, 14, 21, 22, 23, 24, 25, 26]. These papers are concerned with a class of reaction-diffusion systems in the bulk under periodic boundary conditions or the Neumann boundary conditions on the boundary. One of the interesting aspects of...
the model for the cell polarity is the emergence of wave patterns by a Turing type
instability (see [11] and [30]). In fact, it is easily verified that the constant solution,
\( (u, v) = (\overline{u}, \overline{v}) \), of the model equations
\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 u_{xx} + h(u, v), & 0 < x < 2\pi, \\
\frac{\partial v}{\partial t} &= d_2 v_{xx} - h(u, v),
\end{align*}
\]
under periodic boundary conditions is stable against spatially uniform perturba-
tions, but unstable for spatially nonuniform perturbations provided that the condi-
tions
\[
\begin{align*}
h_u(\overline{u}, \overline{v}) < h_v(\overline{u}, \overline{v}) \quad \text{and} \quad d_1 d_2 k^2 - d_2 h_u(\overline{u}, \overline{v}) + d_1 h_v(\overline{u}, \overline{v}) < 0
\end{align*}
\]
are met for a wave number \( k \) (see also [26]). We note that \( u \) and \( v \) are supposed
to stand for the active and inactive proteins on the membrane and in the cytosol,
respectively. However, in (1) as it stands, \( u \) and \( v \) are both defined in the entire
bulk interval \((0, 2\pi)\). The only distinction between the active one \((u)\) residing on the
membrane and the inactive one \((v)\) residing in the entire bulk interval is modeled
as the difference between the respective diffusion rates. Hence, \( u \) moves slower than
\( v \), so that \( d_1 < d_2 \) is assumed.

If one distinguishes the domains of membrane and cytosol, it is more realistic
to consider model equations in each domain, the one corresponding to the cytosol,
and the other on the boundary supposed to be the inner surface of the membrane.
In this setting the linearized stability analysis around the constant steady state
solution, together with some numerics displaying spatial patterns, is reported in
[31] and [32] (see also [17]).

Taking the model equations in [30] and those of [31] and [32] into account, instead
of (1), we consider the following system
\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta \Gamma u + h(u, v) \quad \text{on} \quad \Gamma, \\
\frac{\partial v}{\partial t} &= d_2 \Delta v \quad \text{in} \quad \Omega, \\
d_2 \frac{\partial v}{\partial \nu} &= -h(u, v) \quad \text{on} \quad \Gamma,
\end{align*}
\]
and develop an instability analysis around a constant steady state. In the system
(3)-(4)-(5), \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) \( (n = 2, 3) \) with smooth boundary \( \partial \Omega =: \Gamma \)
and \( \Delta \) stands for the Laplacian in \( \Omega \) while \( \Delta \Gamma \) stands for the Laplace-Beltrami
operator on the boundary. We assume \( \Gamma \) is a closed manifold at first, and later we
specify it as the unit ball in \( \mathbb{R}^n \). As for the relation between our model (3)-(4)-(5)
and the models in [31] and [32], refer to \( \S 4 \) (Appendix I) of the present article. On
the well-posedness of the initial value problem in various function spaces, consult
[1]. In addition one can refer to [33] on the global existence of the solution ([18],
[19] and [20] are helpful, as well).

We are interested in the linearized stability of a constant equilibrium of (3)-(4)-(5).
We first observe that this system has a conservation property by
\[
\frac{d}{dt} \left( \int_\Gamma u(x, t) \, dx + \int_\Omega v(x, t) \, dx \right) = 0,
\]
since \( \int_\Gamma \Delta \Gamma u \, dx = 0 \). Throughout this article, we denote the total mass by
\[
m := \int_\Gamma u(x, t) \, dx + \int_\Omega v(x, t) \, dx = \int_\Gamma u(x, 0) \, dx + \int_\Omega v(x, 0) \, dx.
\]
The system has a positive constant steady state \((u, v) = (u_c, v_c)\), defined as a solution of
\[ h(u, v) = 0, \quad |\Gamma|u + |\Omega|v = m. \] (7)

We always assume
\[ \beta = h_v(u_c, v_c) > 0, \] (8)
which biologically means that the protein represented by \(v\) in the cytosol is transformed on the boundary (cf. (5)) by the action of some enzymes and contribute to increase the growth rate of the protein \(u\) residing on the membrane (cf. (3)).

Moreover, in order to avoid the critical situation in which the two curves of (7) are tangent at \((u, v) = (u_c, v_c)\), it is natural to set
\[ h_u(u_c, v_c)|\Omega| - h_v(u_c, v_c)|\Gamma| \neq 0. \]

Here we assume that the sign of the left hand side is negative:
\[ \alpha|\Omega| - \beta|\Gamma| < 0, \quad \alpha := h_u(u_c, v_c), \quad \beta := h_v(u_c, v_c). \] (9)

Geometrically, (9) means that the slope \(-\alpha/\beta\) of the tangent line to the curve \(h(u, v) = 0\) at \((u_c, v_c)\), is larger than the slope \(-|\Gamma|/|\Omega|\) of the straight line \(|\Omega|v + |\Gamma|u = m\). Note that the condition (9) is met for any \(\alpha \leq 0\). Although we have no explanation of a biological significance on this assumption, as it will turn out in §2, it is the condition to ensure the stability against spatially uniform perturbations on the boundary \(\Gamma\) of the constant steady state \((u_c, v_c)\), so it corresponds to the former condition of (2) for the equations (1) (see Lemma 2.5 and its proof).

Under the conditions (8) and (9), we deal with the linearized eigenvalue problem:
\begin{align*}
d_1 \Delta_{\Gamma} \phi + \alpha \phi + \beta \psi &= \lambda \phi \quad \text{on} \quad \Gamma, \\
d_2 \Delta \psi &= \lambda \psi \quad \text{in} \quad \Omega, \\
d_2 \frac{\partial \psi}{\partial \nu} &= -\alpha \phi - \beta \psi \quad \text{on} \quad \Gamma,
\end{align*}

in the space
\[ X := \{ (\phi, \psi) \in H^2(\Gamma) \times H^2(\Omega) : \int_{\Gamma} \phi \, dx_{\Gamma} + \int_{\Omega} \psi \, dx = 0 \}. \]

For any non-zero eigenvalue, the corresponding eigenfunctions \((\phi, \psi)\) satisfy the constraint. This is easily proven by integrating the equations (10) and (11) on \(\Gamma\) and on \(\Omega\), respectively, and using the boundary condition (12). In the absence of the constraint \(\int_{\Gamma} \phi \, dx_{\Gamma} + \int_{\Omega} \psi \, dx = 0\), the eigenvalue problem (10)-(11)-(12) with \(\lambda = 0\) admits the nontrivial solution being the constant vector \((\phi, \psi) = c(\beta, -\alpha) \ (c \neq 0)\), which is tangent to the curve defined by \(h(u, v) = 0\) at \((u, v) = (u_c, v_c)\). However, by the assumption (9), this vector never satisfies the constraint, hence, it is not an eigenvector of the problem.

When \(\alpha \leq 0\), the constant steady state \((u_c, v_c)\) is stable for general domains \(\Omega\), which is stated as follows:

**Proposition 1.** Assume (8) and (9). If \(\alpha \leq 0\), then all the eigenvalues \(\lambda\) of (10)-(11)-(12) are negative for any bounded domain \(\Omega\) with smooth boundary.

Therefore, Turing instability never occurs when \(\alpha \leq 0\), hence, our main concern in what follows is the case \(\alpha > 0\). We prove Proposition 1 in the next section.
In order to go further in our (in)stability analysis, we specify the domain to be \( \Omega = B^n := \{ x \in \mathbb{R}^n : |x| < 1 \} \) and \( \Gamma = S^{n-1} := \partial B^n \) \( (n = 2, 3) \). Denote by \( \Delta_s \) the Laplace-Beltrami operator on \( S^{n-1} \), that is, \( \Delta_s \) in the polar coordinate is given by
\[
\Delta_s = \partial^2 / \partial \theta^2 \quad (n = 2) \quad \text{or} \quad \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \quad (n = 3).
\]

Let \( \{ V_k \}_{k=0}^\infty \) denote the complete orthogonal system of eigenspaces of \(-\Delta_s\) corresponding to the eigenvalues \( \mu_k = k^2 + (n-2)k \), namely, for \( k \geq 1 \), \( \text{dim} \ V_k = 2 \) for \( n = 2 \) \( (\text{dim} \ V_k = 2k+1 \text{ for } n = 3) \), and
\[
-\Delta_s \Psi_k(\omega) = \mu_k \Psi_k(\omega) \quad (\omega \in S^{n-1}), \quad \forall \Psi_k \in V_k \quad k = 0, 1, 2, \ldots.
\]

We expand an eigenfunction \((\phi, \psi)\) for \((10)-(11)-(12)\) in terms of eigenspaces \(\{ V_k(\omega) \}_{k=0}^\infty\) and unknown radial functions \(W_k(r)\) and unknown constants \(\xi_k\) as follows.

\[
\phi(\omega) = \xi_k \Psi_k(\omega) \quad (\text{on } \Gamma), \quad \psi(x) = W_k(r) \Psi_k(\omega) \quad (\text{in } \Omega), \quad \Psi_k \in V_k
\]

where \( x = r \omega \) is the polar coordinate expression of \( x \in \mathbb{R}^n \) with \( 0 \leq r < 1, \omega \in S^{n-1} \).

From this point on, we mean by “spatially homogeneous perturbations on \( \Gamma \)” the perturbations realized as the multiples of the spatially uniform eigenfunction \( \Psi_0 \equiv 1 \) on \( S^{n-1} \), namely, perturbations of the form \((\phi, \psi) = (\xi, W(r))\), where we write \( \xi = \xi_0, W(r) = W_0(r) \). Note that \( \text{dim} \ V_0 = 1 \) for both \( n = 2 \) and \( n = 3 \). Plugging this form into the system (10)-(12), we obtain the eigenvalue problem
\[
\alpha \xi + \beta W(1) = \lambda \xi, \quad (13)
\]
\[
d_2 \left[ W_{rr} + \frac{n-1}{r} W_r \right] = \lambda W, \quad r \in (0, 1), \quad (14)
\]
\[
d_2 W_r(1) = -\alpha \xi - \beta W(1). \quad (15)
\]

For the brevity, perturbations of the form
\[
(\phi(\omega), \psi(x)) = (\xi \Psi_k(\omega), W(r) \Psi_k(\omega))
\]
are called “\((k, \Gamma)\)-mode perturbations”. Therefore, the expression “spatially homogeneous perturbation on \( \Gamma \)” is the same as \((0, \Gamma)\)-mode perturbation. We also call an eigenvalue \( \lambda \) of the problem (13)-(14)-(15) “a \((0, \Gamma)\)-mode eigenvalue”. Similarly, the eigenvalues corresponding to \((k, \Gamma)\)-mode perturbations are called \((k, \Gamma)\)-mode eigenvalues. They are the eigenvalues of (25)-(26)-(27) to be exhibited in §2.3.

As we will show below, all the \((0, \Gamma)\)-mode eigenvalues are real and negative; \( \lambda < 0 \), under the standing hypotheses (8) and (9). This implies that the steady state solution of (3)-(4)-(5) is linearly stable under any spatially uniform perturbation on \( S^{n-1} \). We, however, show that the steady state \((u_c, v_c)\) is unstable for \((k, \Gamma)\)-mode perturbations \((k \geq 1)\) if the diffusion rates \(d_1\) and \(d_2\) satisfy suitable conditions. Our main result is as follows:

**Theorem 1.1.** Under the conditions (8) and (9) consider the eigenvalue problem (10)-(11)-(12) in the domain \( \Omega = B^n \) and \( \Gamma = S^{n-1} \) \( (n = 2, 3) \). Let \( \mu_k = k^2 \) when \( n = 2 \), while \( \mu_k = k(k+1) \) when \( n = 3 \).

1. If \( d_1 \mu_1 > \alpha \) is satisfied, then every eigenvalue of (10)-(12) has negative real part.

The following two items (2) and (3) are valid for each \( \ell \geq 1 \):

\[\text{(2)}\]
\[\text{(3)}\]}
(2) If $\alpha > d_1 \mu_\ell$ and
\[
\frac{\beta d_1 \mu_\ell}{\ell (\alpha - d_1 \mu_\ell)} < d_2
\]
are satisfied, then there exist at least one positive ($\ell, \Gamma$)-mode eigenvalue in the interval $(0, \alpha - d_1 \mu_\ell)$. All the $(0, \Gamma)$-mode complex (non-real) eigenvalues have negative real part.

If $\alpha > d_1 \mu_\ell$ and
\[
\frac{\beta d_1 \mu_\ell}{\ell (\alpha - d_1 \mu_\ell)} > d_2
\]
are satisfied, then there do not exist non-negative ($\ell, \Gamma$)-mode eigenvalues.

(3) Under the situation $\alpha > d_1 \mu_\ell$, if (16) or
\[
d_1 (\alpha - d_1 \mu_\ell) < d_2 \quad (18)
\]
is met, then any ($\ell, \Gamma$)-mode complex (non-real) eigenvalue has negative real part.

Remark 1. In view of the monotonicity:
\[
\frac{\beta d_1 \mu_k}{k (\alpha - d_1 \mu_k)} < \frac{\beta d_1 \mu_{k+1}}{(k+1) (\alpha - d_1 \mu_{k+1})} \quad \text{and} \quad \alpha - d_1 \mu_k > \alpha - d_1 \mu_{k+1},
\]
if (16) and $\alpha - d_1 \mu_\ell > 0$ are met for a pair $(d_1, d_2)$, then for any $k, 1 \leq k \leq \ell$,
\[
\frac{\beta d_1 \mu_k}{k (\alpha - d_1 \mu_k)} < d_2 \quad \text{and} \quad \alpha - d_1 \mu_k > 0
\]
are valid for the pair $(d_1, d_2)$. From Theorem 1.1 (2), there exists at least one positive $(k, \Gamma)$-mode eigenvalue in $(0, \alpha - d_1 \mu_k)$ for $k = 1, 2, \ldots, \ell$. Therefore, if (16) and $\alpha - d_1 \mu_\ell > 0$ are satisfied, there are at least $\ell$ positive eigenvalues of (10)-(11)-(12) in $(0, \alpha - d_1 \mu_{\ell})$.

We may regard Theorem 1.1 as a Turing instability theorem for our system (3)-(4)-(5) at the constant equilibrium $(u_c, v_c)$. This summarize as a corollary.

Corollary 1. When the diffusion rate $d_1$ is not small (i.e., $d_1 > \alpha/\mu_1 > 0$), the constant equilibrium is stable for any perturbation, in particular, for spatially uniform perturbation on $\Gamma$. When the diffusion rate $d_1 > 0$ of $u$-component gets smaller and crosses one of the values
\[
0 < \alpha/\mu_1 < \alpha/\mu_{\ell-1} < \ldots, \alpha/\mu_2 < \alpha/\mu_1
\]
successively, and moreover the pair $(d_1, d_2)$ crosses the hyperbola
\[
d_2 = \frac{\beta}{\ell} \cdot \frac{\mu_1 d_1}{\alpha - \mu_1 d_1}
\]
from right to left, then the constant equilibrium loses stability in the direction of ($\ell, \Gamma$)-mode perturbations.

Proof. This is proven by the fact that the largest ($\ell, \Gamma$)-mode real eigenvalue $\lambda$ crosses $\lambda = 0$ from left to right.

Remark 2. Now, let us compare our conditions in Theorem 1.1 and the conditions for the Turing type instability for (1). The conditions in (2) read (for $\alpha > d_1 \mu_\ell$)
\[
\alpha < \beta \quad \text{and} \quad \frac{\beta d_1 \mu_\ell}{\alpha - d_1 \mu_\ell} < d_2 \quad (\text{equivalently} \quad d_1 d_2 \mu_\ell + d_1 \beta \mu_\ell - d_2 \alpha < 0)
\]
(19)
for some wave number \( \ell \) (we replaced \( k \) by \( \ell \)). Therefore, in our system (3)-(4)-(5) the condition (16)
\[
\frac{1}{\ell} \cdot \frac{\beta d_1 \mu}{(\alpha - d_1 \mu \ell)} < d_2
\]
allowing the Turing type instability is less restrictive on the choice of \( d_1 \) and \( d_2 \) than the second condition in (19) except for \( \ell = 1 \).

**Remark 3.** We see that \( \beta > \alpha \) in (19) implies that the second condition of (19) is not met for the equal diffusion case: \( d_1 = d_2 \). However, our condition (9) in Theorem 1.1 accommodates the situation \( \alpha > \beta \). In fact, (9) reads
\[
\frac{\alpha}{\beta} < \frac{|\Gamma|}{|\Omega|} = n,
\]
which allows the situation \( \alpha > \beta \) if \( \beta \) is taken, for example, as follows:
\[
\beta = \begin{cases} 
3\alpha/4 & (n = 2), \\
2\alpha/5 & (n = 3).
\end{cases}
\]
For the equal diffusion case \( d := d_1 = d_2 \), (16) is equivalent to
\[
d(d \mu_1 + \beta \mu_1 - \alpha \ell) < 0.
\]
If we set \( \ell = 1 \), then
\[
d \mu_1 + \beta \mu_1 - \alpha = \begin{cases} 
d \mu_1 + (3\alpha/4)\mu_1 - \alpha & (n = 2), \\
d \mu_1 + (2\alpha/5)\mu_1 - \alpha & (n = 3)
\end{cases}
\]
holds. In view of \( \mu_1 = 1 \) (\( n = 2 \)) and \( \mu_1 = 2 \) (\( n = 3 \)), we easily find that the condition (16) is fulfilled for \( d \ll 1 \). Theorem 1.1 (2) applies and the constant steady state is unstable in the direction of \((1, \Gamma)\)-mode perturbations for sufficiently small \( d > 0 \) by (16) even if the diffusion coefficients are the same. Moreover, it is possible to take \( d_1 \) slightly larger than \( d_2 \) so that (16) is still valid.

More generally, if \( \beta < \frac{\ell}{\mu_\ell} \alpha \), we could obtain the Turing instability in the direction of \((\ell, \Gamma)\)-mode perturbations for small equal diffusion \( d_1 = d_2 = d < \frac{\alpha}{\mu_\ell} - \frac{\beta}{\ell} \).

However, because of the standing hypothesis (9), the condition \( \alpha < n \beta \) must be satisfied. Then, only the case \( \ell = 1 \) is realized.

There are two possible ways to further reduce the eigenvalue problem (10)-(11)-(12). One way of reduction is this: Consider the following Dirichlet problem for the Laplacian \( \Delta \) in \( \Omega \)
\[
\Delta f = \lambda f \quad \text{in} \ \Omega, \quad f = g \quad \text{on} \ \Gamma,
\]
where \( g \in H^{3/2}(\Gamma) \) is a given Dirichlet datum, while \( \lambda \in \mathbb{C} \setminus \sigma_{\text{Dir}}(\Delta) \) with \( \sigma_{\text{Dir}}(\Delta) \) standing for the eigenvalues of the Laplacian under the zero Dirichlet boundary condition on \( \Gamma \). Then there is a unique solution \( f(\cdot; \lambda, g) \in H^2(\Omega) \). Define the Dirichlet-Neumann map for \((\Delta, \Omega)\) by
\[
T : H^{3/2}(\Gamma) \ni g(\cdot) \mapsto \nu \cdot \nabla_x f(\cdot; \lambda, g)|\Gamma.
\]
We can verify that \( T(\lambda)g \) is analytic in \( \lambda \in \mathbb{C} \setminus \sigma_{\text{Dir}}(\Delta) \) and for each \( \lambda \in \mathbb{C} \setminus \sigma_{\text{Dir}}(\Delta) \), the map \( T(\lambda) : H^{3/2}(\Gamma) \to H^{1/2}(\Gamma) \) is a bounded linear operator (see [4], and [3] is
also helpful). Utilizing $T$, we can reduce the eigenvalue problem (10)-(12) to
\[ d_1 \Delta_{\Gamma} \phi + \alpha \phi + \beta \psi = \lambda \phi, \]
\[ d_2 T (\lambda/d_2) \psi = -\alpha \phi - \beta \psi, \]
on $\Gamma$ if $\lambda/d_2 \in \mathbb{C} \setminus \sigma_{\text{Dir}}(\Delta)$. In this direction the linear stability analysis for a related model in the specific domain $\Omega = B^3$ is done in [31] and [32] though there is no explicit formulation by the Dirichlet-Neumann map (see also the work in [27] for a related problem).

The second way to further reduce the problem (10)-(12) is to recast it as follows:
\[ d_2 \Delta \psi = \lambda \psi \quad (x \in \Omega), \]
\[ d_2 \frac{\partial \psi}{\partial \nu} = -\beta [\alpha (-d_1 \Delta_{\Gamma} \phi - \alpha + \lambda)^{-1} + 1] \psi \quad (x \in \Gamma). \]

In our present study, rather than identifying the parameter values at which the stability properties switch, we reveal how the eigenvalues qualitatively change as the parameters varies. To this end we use a variational approach and some properties of Dirichlet-Neumann map for the analysis. In what follows, we display a clear mathematical argument for the proof of the instability.

We finally remark that the possibility of complex eigenvalues with positive real part is discussed neither in [31] nor in [32]. In our study as seen in Theorem 1.1 we provide conditions on nonexistence of complex eigenvalues with positive real part.

When we had almost completed the manuscript, Professor Muratov kindly sent us a recent paper [7] which deals with a system almost similar to our system (3)-(4)-(5). Given a specific kinetic term and reducing the system to a single equation, he and his collaborators constructed spherical cap-solutions and analytically determined the linear stability of these non-uniform steady states. In their model, it is easy to verify that constant steady states are always linearly stable, while in our general case, constant steady states may change stability properties according to the diffusion rates $(d_1, d_2)$ through Turing mechanism.

In §2, we will provide proofs of our results. In §2.1 we prove Proposition 1 and in §2.2 we study stability against $(0, \Gamma)$-perturbations. §2.3 is devoted to the investigation of the eigenvalues corresponding to $(k, \Gamma)$-perturbations ($k \geq 1$). By using the variational characterization of $(k, \Gamma)$-eigenvalues, we discuss complex eigenvalues and complete the proof of Theorem 1.1. In §3, to illustrate, we apply the main results to specific examples. In order to relate our study to the problem of pattern formation, we derive a shadow system by reducing original system of two equations into a system of a single equation on $\Gamma$ and state a spatial pattern for a specific case in §4. We conclude the paper by §§5, 6 and §7 of three Appendices in which technical results are proven for the sake of completeness.

In this paper, we have proven that at the constant steady state $(u, v) = (u_c, v_c)$ the system (3)-(4)-(5) exhibits Turing type instability when the conditions (8)-(9) are satisfied. This was established in Theorem 1.1 and Corollay 1 by the careful analysis of eigenvalues of the linearized eigenvalue problem (10)-(11)-(12). The next step may be to develop a weakly nonlinear analysis around the destabilization threshold in order to determine the branch of bifurcating solutions. We are aiming to perform computations to establish such weakly nonlinear analysis. However, it turned out that even formal computations are quite lengthy and making those formal computations rigorous require substantial amount of work. We therefore leave such investigations as future projects and do not pursue in this paper.
2. Linearized stability.

2.1. Proof of Proposition 1.

Proof. Multiply (10) by \( \overline{\phi} \) (the complex conjugate of \( \phi \)) and integrate over \( S \), and then multiply (11) by \( \psi \) and integrate over \( \Omega \). Then, we obtain the following two identities:

\[
\begin{align*}
- & d_1 \| \nabla \phi \|^2_{L^2(\Gamma)} + \alpha \| \phi \|^2_{L^2(\Gamma)} + \beta (\psi, \overline{\phi})_{L^2(\Gamma)} = \lambda \| \phi \|^2_{L^2(\Gamma)}, \\
- & d_2 \| \nabla \psi \|^2_{L^2(\Omega)} + \int_{\Gamma} d_2 \frac{\partial \psi}{\partial n} \psi dx_{\Gamma} = -d_2 \| \nabla \psi \|^2_{L^2(\Omega)} - \alpha (\phi, \overline{\psi})_{L^2(\Gamma)} - \beta \| \psi \|^2_{L^2(\Gamma)} = \lambda \| \psi \|^2_{L^2(\Omega)}.
\end{align*}
\]

When \( \alpha = 0 \), it is clear that \( \lambda \) is real and negative. Let \( \alpha < 0 \). Multiply the first identity by \( \alpha \) and multiply the second identity by \( \beta \) and subtract the latter from the former. We obtain the identity

\[
\begin{align*}
& d_1 |\alpha| \| \nabla \phi \|^2_{L^2(\Gamma)} + d_2 \beta \| \nabla \psi \|^2_{L^2(\Omega)} \\
& + \alpha^2 \| \phi \|^2_{L^2(\Gamma)} + 2\alpha \beta \text{Re}(\psi, \overline{\phi})_{L^2(\Gamma)} + \beta^2 \| \psi \|^2_{L^2(\Gamma)} \\
& = d_1 |\alpha| \| \nabla \phi \|^2_{L^2(\Gamma)} + d_2 \beta \| \nabla \psi \|^2_{L^2(\Omega)} + \| \alpha \phi + \beta \psi \|^2_{L^2(\Gamma)} \\
& = -\lambda (\| \phi \|^2_{L^2(\Gamma)} + \beta \| \psi \|^2_{L^2(\Omega)}).
\end{align*}
\]

This implies \( \lambda \) is real and negative. \( \square \)

From this point on, therefore, we are concerned with \( \alpha > 0 \) throughout.

2.2. Stability under \((0, \Gamma)\)-mode perturbations. We make the following observations: If \( \alpha \) is an eigenvalue of the problem (14) with boundary condition \( W(1) = 0 \), then \( \lambda = \alpha < 0 \) is an eigenvalue of (13)-(14)-(15). In fact, for such an eigenvalue \( \lambda = \alpha \), let \( W(\cdot) \neq 0 \) be the corresponding eigenfunction of (14) with \( W(1) = 0 \).

Then, we easily see \( \alpha \) must be negative and these three equations (13)-(14)-(15) are satisfied by the nontrivial pair \((\xi, W(\cdot))\) with \( \xi = -d_2 W(r) / \alpha \).

On the other hand, if \( \alpha \) is not an eigenvalue of (14) with \( W(1) = 0 \), then, for \( \lambda = \alpha \), the eigenvalue problem (13)-(14)-(15) has only the trivial solution \((\xi, W(\cdot)) = (0, 0)\). Therefore, from now on, we may always assume that \( \lambda \neq \alpha \) and, then, the eigenvalue problem (13)-(14)-(15) is equivalent to

\[
\begin{align*}
& d_2 \left[ W_{rr} + \frac{n-1}{r} W_r \right] = \lambda W, \quad r \in (0, 1), \\
& d_2 W_r(1) = \frac{\beta \lambda}{\alpha - \lambda} W(1),
\end{align*}
\]

as far as eigenvalues with \( \text{Re} \lambda \geq 0 \) are concerned.

In this subsection, we concentrate on the eigenvalue problem (13)-(14)-(15) for \((0, \Gamma)\)-perturbations. For our purpose, the eigenvalue problem (13)-(14)-(15) is equivalent to (21)-(22).

Lemma 2.1. All the eigenvalues \( \lambda \) of (13)-(14)-(15), or equivalently of (21)-(22), are real.
Proof. Suppose that \( W \) and \( \lambda \) are a complex-valued function and a complex number respectively. We assume that the imaginary part of \( \lambda \) is nonzero and then derive a contradiction. Since
\[
W_{rr} + \frac{n-1}{r} W_r = \frac{1}{r^{n-1}} (r^{n-1} W_r)_r,
\]
the equations in (21)-(22) yield
\[
\lambda \int_0^1 |W|^2 r^{n-1} \, dr = d_2 \int_0^1 \{(r^{n-1} W_r)_r \} \, dr
\]
\[
= d_2 W_r(1) \overline{W}(1) - d_2 \int_0^1 |W_r|^2 r^{n-1} \, dr
\]
\[
= \frac{\beta \lambda}{\alpha - \lambda} |W(1)|^2 - d_2 \int_0^1 |W_r|^2 r^{n-1} \, dr.
\]
Putting \( \lambda = \lambda_1 + i\lambda_2 \) (\( \lambda_1, \lambda_2 \in \mathbb{R} \)), we obtain
\[
\lambda_1 \int_0^1 |W|^2 r^{n-1} \, dr = -\frac{\beta(|\lambda|^2 - \alpha \lambda_1)}{|\lambda - \alpha|^2} |W(1)|^2 - d_2 \int_0^1 |W_r|^2 r^{n-1} \, dr,
\]
\[
\lambda_2 \int_0^1 |W|^2 r^{n-1} \, dr = \frac{\beta \alpha \lambda_2}{|\lambda - \alpha|^2} |W(1)|^2.
\]
Dividing, then, the second equation above by \( \lambda_2 \neq 0 \) and plugging the resulting identity into the first equation, we obtain the identity
\[
\frac{\alpha \beta \lambda_1}{|\lambda - \alpha|^2} |W(1)|^2 = -\frac{\beta(|\lambda|^2 - \alpha \lambda_1)}{|\lambda - \alpha|^2} |W(1)|^2 - d_2 \int_0^1 |W_r|^2 r^{n-1} \, dr,
\]
which implies that (23) cannot hold for nontrivial \( W(r) \). Consequently, for the pair \((W, \lambda)\) to be \((0, \Gamma)\)-eigenpair, the imaginary part of \( \lambda \) has to vanish, \( \lambda_2 = 0 \), and hence, \( W \) must be real valued and the eigenvalues \( \lambda \) must be real.

We prove the negativity of the eigenvalue of (13)-(15), hence, of (21)-(22). To this end we introduce the following auxiliary eigenvalue problem with a parameter \( s \):
\[
\begin{cases}
\frac{d^2}{r^{n-1}}(r^{n-1} \tilde{W}_r)_r = \sigma \tilde{W}, & 0 < r < 1, \\
d_2 \tilde{W}_r(1) = \frac{\beta s}{\alpha - s} \tilde{W}(1).
\end{cases}
\]
Corresponding to the eigenvalue problem (24), we define the Rayleigh quotients as
\[
R_0[\Phi, s] := \frac{d_2 \int_0^1 \Phi_r^2 r^{n-1} \, dr - \frac{\beta s}{\alpha - s} \Phi(1)^2}{\int_0^1 \Phi^2 r^{n-1} \, dr}.
\]
Utilizing the Rayleigh quotients, we can characterize the principal (largest) real eigenvalue \( \sigma = \sigma^{(0)}(s) \) of \( (24) \) as a function of \( s \). Namely, given \( s \in (-\infty, \alpha) \), the largest eigenvalue \( \sigma^{(0)}(s) \) is achieved by

\[
\sigma^{(0)}(s) := -\inf\{ R_0[\Phi, s] : \Phi \in H^1(0, 1) \}.
\]

If \( s \in (\alpha, \infty) \), then \( R_0[\Phi, s] > 0 \) and hence \( \sigma^{(0)}(s) < 0 \). From this fact and that \( \alpha > 0 \) cannot be an eigenvalue of \((13)-(15)\), which we have shown in the process of converting \((13)-(15)\) to \((21)-(22)\) in §1, the next lemma follows.

**Lemma 2.2.** The largest real eigenvalue \( \lambda \) of \((13)-(14)-(15)\), hence of \((21)-(22)\), is given by \( \lambda = \sigma^{(0)}(s_*) \), where \( s_* \) is the number such that \( \sigma^{(0)}(s_*) = s_* \). Moreover, there is no such \( s_* \) in \([\alpha, \infty)\).

**Proof.** From the variational characterization, the principal eigenvalue of \( (24) \) is given by \( \sigma = \sigma^{(0)}(s) \). Comparing the structure of \( (24) \) and of \((21)-(22)\), it must be that \( \lambda = \sigma^{(0)}(s_*) = s_* \). Because of \( \sigma^{(0)}(s) < 0 \) for \( s \in (\alpha, \infty) \), there cannot exist \( s_* \geq \alpha \) such that \( \sigma^{(0)}(s_*) = s_* \).

Therefore, we should be concerned with \( \sigma^{(0)}(s) \) for \( s \in (-\infty, \alpha) \). To continue the proof of Lemma 2.2, we put \( \tilde{\sigma}^{(0)}(s) := -\sigma^{(0)}(s) \).

We have the next lemma.

**Lemma 2.3.** \( \tilde{\sigma}^{(0)}(s) \) is continuous in \( s \). Moreover, \( \tilde{\sigma}^{(0)}(s)/s \) is monotone decreasing in \(-\infty < s < \alpha\).

**Proof.** The continuity of a simple eigenvalue in the parameter is known (for instance, see [6]). The recent work of [13] could also be of help, where the simplicity of the eigenvalue is not required for the continuity. In order to prove the monotonicity of \( \tilde{\sigma}^{(0)}(s)/s \), we differentiate the numerator of \( R[\Phi, s] \) divided by \( s \) with respect to \( s \);

\[
\frac{\partial}{\partial s} \left[ (d_2/s) \int_0^1 \Phi^2 r \, dr - \frac{\beta}{\alpha - s} \Phi(1)^2 \right] = -(d_2/s^2) \int_0^1 \Phi^2 r \, dr - \frac{\beta}{(\alpha - s)^2} \Phi(1)^2 < 0.
\]

Indeed, this leads us to the monotonically decreasing of \( \tilde{\sigma}^{(0)}(s)/s \) \( (s \neq 0) \) by utilizing the Rayleigh quotient (for the details of the argument, consult [13]). In view of \( \tilde{\sigma}^{(0)}(0) = 0 \) and the next lemma, \( \tilde{\sigma}^{(0)}(s)/s \) is defined at \( s = 0 \) so that it is continuous at \( s = 0 \). This concludes the proof.

**Lemma 2.4.** The principal eigenvalue \( \tilde{\sigma}^{(0)}(s) = -\sigma^{(0)}(s) \), parametrized by \( s \), is differentiable in \( s \), and the derivative at \( s = 0 \) is evaluated as follows.

\[
\frac{d\tilde{\sigma}^{(0)}}{ds}(0) = -\frac{n\beta}{\alpha}.
\]

**Proof.** The the differentiability of \( \tilde{\sigma}^{(0)}(s) \) in \( s \) will be detailed in §6 (Appendix II).

We let \( \bar{W}_0(r; s) \) denote the principal eigen-pair of \( (24) \). We may assume that \( \bar{W}_0(r; s) \) is positive, and \( \sigma^{(0)}(s) \) is a simple eigenvalue. To be shown in Appendix II (§6), the appropriately normalized \( \bar{W}_0(r; s) \) and \( \tilde{\sigma}^{(0)}(s) = -\sigma^{(0)}(s) \) are differentiable in \( (r, s) \). Differentiating \( \bar{W}_0(r; s) \) with respect to \( s \) in \( (24) \) yields

\[
\frac{d_2}{r^{n-1}} \left\{ r^{n-1} (\partial \bar{W}_0/\partial s)_r \right\}_r(r; s) = -\frac{d\tilde{\sigma}^{(0)}}{ds}(s) \bar{W}_0(r; s) - \tilde{\sigma}^{(0)}(s) (\partial \bar{W}_0/\partial s)(r; s),
\]

\[
d_2(\partial \bar{W}_0/\partial s)_r(1; s) = \frac{\alpha \beta}{(\alpha - s)^2} \bar{W}_0(1; s) + \frac{\beta s}{\alpha - s} (\partial \bar{W}_0/\partial s)(1; s).
\]
Integrate the first identity over [0, 1] after multiplying \( r^{n-1} \). Then evaluating the integrated identity and the boundary condition at \( s = 0 \), and combining the resulting two identities, we are led to

\[
d_2(\partial \tilde{W}_0/\partial s)_r(1; 0) = \frac{\beta}{\alpha} \tilde{W}_0(1; 0) = -\frac{d\tilde{\sigma}(0)}{ds}(0) \int_0^1 \tilde{W}_0(r; 0) r^{n-1} \, dr,
\]

by \( \tilde{\sigma}(0) = 0 \). Since \( \tilde{W}_0(r; 0) \) is constant in \( r \) and \( \int_0^1 r^{n-1} \, dr = 1/n \), we obtain the desired result. \( \square \)

**Lemma 2.5.** Under the condition (9), \( \lim_{s \to 0} \tilde{\sigma}(0)(s)/s < -1 \) holds and any real eigenvalue of (13)-(14)-(15) is negative.

**Proof.** Noticing 

\[
\alpha |\Omega| - \beta |\Gamma| = \begin{cases} 
\alpha \pi - 2\beta \pi & (n = 2), \\
(4/3)\alpha \pi - 4\beta \pi & (n = 3),
\end{cases}
\]

the assumption (9) implies \( \alpha < n\beta \). By Lemma 2.4 we have

\[
\lim_{s \to 0} \tilde{\sigma}(0)(s)/s = \frac{d\tilde{\sigma}(0)(0)}{ds} = -\frac{n\beta}{\alpha} < -1.
\]

From Lemma 2.3 and \( \lim_{s \to -\infty} \tilde{\sigma}(0)(s)/s = -\infty \), it follows that the graph of the function \( y(s) := \tilde{\sigma}(0)(s)/s \) has no intersection with the line \( y = -1 \) in \( s > 0 \). Because

\[
\lim_{s \to -\infty} \tilde{\sigma}(0)(s)/s = 0 \quad \text{and} \quad \frac{d\tilde{\sigma}(0)(s)}{ds} < 0 \quad \text{for} \quad s < \alpha,
\]

\( y(s) = -1 \) has a unique solution \( s = s_* < 0 \). Consequently, there is a unique \( s_* < 0 \) which solves the equation \( -\tilde{\sigma}(0)(s_*) = \sigma^{(0)}(s_*) = s_* \). Since \( \sigma^{(0)}(s_*) = s_* < 0 \) is the largest real eigenvalue of (13)-(14)-(15), this concludes the proof. \( \square \)

2.3. **Instability against \((k, \Gamma)\)-mode perturbations** for \( k \geq 1 \). Under the condition \( \alpha > 0 \) we consider the case \( \Omega = B^n \ (n = 2, 3) \). The decomposed eigenvalue problems consist of (13)-(15) for \( k = 0 \), and

\[
(-d_1 \mu_k + \alpha) \xi_k + \beta W_k(1) = \lambda \xi_k, \tag{25}
\]

\[
d_2 \left\{ \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1} \frac{d}{dr} W_k \right) - \frac{\mu_k}{r^2} W_k \right\} = \lambda W_k, \quad 0 < r < 1, \tag{26}
\]

\[
d_2 \frac{d}{dr} W_k(1) = -\alpha \xi_k - \beta W_k(1). \tag{27}
\]

for \( k \geq 1 \). We call the eigenvalues of this problem \((k, \Gamma)\)-mode eigenvalues. Due to the similar arguments to show the equivalence of (13)-(14)-(15) to (21)-(22), we may assume that \( \lambda \neq \alpha - d_1 \mu_k \). Therefore, (25)-(26)-(27) is equivalent to

\[
d_2 \left\{ \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1} \frac{d}{dr} W_k \right) - \frac{\mu_k}{r^2} W_k \right\} = \lambda W_k, \quad 0 < r < 1, \tag{28}
\]

\[
d_2 \frac{d}{dr} W_k(1) = \frac{\beta (d_1 \mu_k + \lambda)}{\alpha - \lambda - d_1 \mu_k} W_k(1). \tag{29}
\]

The case \( k = 0 \) was already treated in the previous subsection (§2.1) to establish the stability against the \((0, \Gamma)\)-mode perturbations.

In this subsection, we study (25)-(27) (or (28)-(29)) for \( k \geq 1 \). The following proposition, which characterize \((k, \Gamma)\)-mode real eigenvalues, is crucial.
Proposition 2. Consider the eigenvalue problem (25)-(26)-(27).

(i) If $\alpha < d_1\mu_k$, then any real eigenvalue is negative.

(ii) If $\alpha > d_1\mu_k$ and if

\[
d_2 < \frac{\beta d_1\mu_k}{k(\alpha - d_1\mu_k)},
\]

then there is no positive eigenvalue.

(iii) If $\alpha > d_1\mu_k$ and if

\[
\frac{\beta d_1\mu_k}{k(\alpha - d_1\mu_k)} < d_2,
\]

then there exists a positive eigenvalue.

Proof. Let $\lambda$ and $W_k$, respectively, be an eigenvalue and the corresponding eigenfunction of (25)-(26)-(27). It suffices to prove the same assertion for (28)-(29).

To this end we need some preparation. Given $\eta_1 > 0$, we let $\tilde{w}(r; \tilde{s}, \eta_1)$ be a solution to

\[
\begin{cases}
\frac{1}{r^{n-1}}(r^{n-1}w_r)_r - \frac{\mu_k}{r^2}w = \tilde{s}w, & 0 < r < 1, \\
w(1) = \eta_1.
\end{cases}
\]

In terms of the Dirichlet-Neumann map we have that $T_k(\tilde{s})[\eta_1] := \tilde{w}(1; \tilde{s}, \eta_1)$, and then the problem (25)-(27) is reduced to

\[
-d_1\mu_k \xi + \alpha \xi + \beta \eta_1 = \lambda \xi,
\]

\[
d_2 T_k(\lambda/d_2)[\eta_1] = -\alpha \xi - \beta \eta_1.
\]

For $\lambda \neq \alpha - d_1\mu_k$, the first equation reads

\[
\xi = \frac{-\beta \eta_1}{\alpha - d_1\mu_k - \lambda}.
\]

Inserting this into the second equation yields

\[
d_2 T_k(\lambda/d_2)[\eta_1] = \beta \left( \frac{d_1\mu_k + \lambda}{\alpha - d_1\mu_k - \lambda} \right) \eta_1.
\]

Since the operator is linear in $\eta_1$, we consequently obtain the equation

\[
d_2 T_k(\lambda/d_2) = \beta \left( \frac{d_1\mu_k + \lambda}{\alpha - d_1\mu_k - \lambda} \right),
\]

in which we simply write $T_k(\lambda/d_2)[1]$ as $T_k(\lambda/d_2) = T_k(\lambda/d_2)[1]$ being nothing but the eigenvalue of the Dirichlet-Neumann map $T(\lambda/d_2)$ corresponding to the eigenfunction $\Psi_k \in H^{3/2}(\Gamma)$.

We restrict our attention to real $\lambda$, and rewrite the equation (32) by replacing $\lambda$ by $s$;

\[
d_2 T_k(s/d_2) = q(s) := \beta \left( \frac{d_1\mu_k + s}{\alpha - d_1\mu_k - s} \right) = \beta \left( -1 + \frac{\alpha}{\alpha - d_1\mu_k - s} \right).
\]

(33)

A real eigenvalue $\lambda$ of (25)-(27) is characterized as the solution $s = \lambda$ of (33). For brevity of notation, we define the differential operator $A_k$ by

\[
A_k := \frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1} \frac{d}{dr} \right) - \frac{\mu_k}{r^2}
\]

and we simply denote by $\tilde{w}(r; \tilde{s})$ a unique solution of

\[
A_k[w] = \tilde{sw}, \quad w(1) = 1.
\]
This completes the proof of the Proposition 2.

The next lemma is useful.

**Lemma 2.6.** For \( s/d_2 \notin \sigma_{Dir}(A_k) \), the following identities hold.

\[
\mathcal{T}_k(0) = k; \tag{35}
\]

\[
\frac{d}{ds} \mathcal{T}_k(s/d_2) = \frac{1}{d_2} \int_0^1 \tilde{w}^2(r; s)r^{n-1}dr > 0 \quad (s \geq 0); \tag{36}
\]

\[
\frac{d^2}{ds^2} \mathcal{T}_k(s/d_2) < 0 \quad (s \geq 0). \tag{37}
\]

The proof of this Lemma will be given §7.1 (Appendix III).

From (35) and (36), the inequality

\[
\mathcal{T}_k(s) \geq k \quad (s \geq 0) \tag{38}
\]

follows. This yields the assertion of Proposition 2 (i). Indeed, if (32) has a nonnegative solution \( \lambda = \lambda^* \geq 0 \), then the right hand side of (32) is clearly negative by the condition \( \alpha - d_1 \mu_k < 0 \), while the left side of (32) is positive due to (38).

We next prove Proposition 2 (ii). Under the assumption (30), we have

\[
d_2 \mathcal{T}_k(0) = d_2k < q(0) = \frac{d_1 \beta \mu_k}{\alpha - d_1 \mu_k}. \]

In view of

\[
\frac{dq}{ds}(0) = \frac{\alpha \beta}{(\alpha - d_1 \mu_k)^2} > \frac{\alpha \beta}{\alpha^2} = \frac{\beta}{\alpha} > \frac{|\Omega|}{|\Gamma|} = \frac{1}{n},
\]

\[
d_2 \frac{d}{ds} \mathcal{T}_k(s/d_2)_{s=0} = \int_0^1 \tilde{w}^2(r; 0) r^{n-1} dr = \int_0^1 r^{n-1} dr = \frac{1}{n} < \frac{dq}{ds}(0),
\]

there is no positive solution \( s \) of (33) in \([0, \alpha - d_1 \mu_k]) since \( d^2 q/ds^2 > 0 \) on \((0, \alpha - d_1 \mu_k)\), and \( d^2 \mathcal{T}_k(s/d_2)/ds^2 < 0 \) for \( s > 0 \).

To prove Proposition 2 (iii), assume that (31) and \( \alpha - d_1 \mu_k > 0 \) are satisfied. Then \( d_2 \mathcal{T}_k(0) > q(0) \). We see \( dq(s)/ds > 0 \) \((s < \alpha - d_1 \mu_k)\) and \( q(s) \rightarrow \infty \) as \( s \uparrow (\alpha - d_1 \mu_k) \). Since \( d_2 \mathcal{T}_k(\alpha - d_1 \mu_k) \) is finite, there is an \( s^* \in (0, \alpha - d_1 \mu_k) \) such that \( d_2 \mathcal{T}_k(s^*/d_2) = q(s^*) \). Utilizing

\[
\frac{d^2 q}{ds^2} = \frac{2 \alpha \beta}{(\alpha - d_1 \mu_k - s)^3} > 0 \quad \text{for} \quad s \in (0, \alpha - d_1 \mu_k),
\]

and \( d^2 \mathcal{T}_k/ds^2 < 0 \) for \( s > 0 \) in Lemma 2.6, we find that \( s^* \) is a unique solution of (33) in \( s \in [0, \alpha - d_1 \mu_k) \). Recall that such an \( s^* \) gives a eigenvalue of (25)-(26)-(27). This completes the proof of the Proposition 2. \( \square \)

**Remark 4.** We note that if \( \alpha - d_1 \mu_k > 0 \), then the condition (31) is equivalent to

\[
d_1 d_2 k \mu_k - \alpha d_2k + d_1 \mu_k \beta < 0.
\]

In order to handle the case of complex eigenvalues, we use the following technical inequality.

**Lemma 2.7.** Let \( \mu_k := k^2 + (n - 2)k \) \((n = 2, 3)\). For a function \( w(r) \in H^1(0, 1) \) with \( \int_0^1 w^2 r dr < \infty \) in the case \( n = 2 \), the inequality

\[
kw(1)^2 \leq \int_0^1 \left( r^{n-1}w_r^2 + \mu_k w^2 r^{n-3} \right) dr
\]

holds for each \( k \in \mathbb{N} \).
We will prove Lemma 2.7 in §7.2 (Appendix III).

**Proposition 3.** Consider the eigenvalue problem (25)-(26)-(27) \((k \geq 1)\).

(i) If \(\alpha < d_1 \mu_k\), then any complex eigenvalue has negative real part.

(ii) If \(\alpha > d_1 \mu_k\) and (31) are satisfied, then any complex eigenvalue has negative real part.

(iii) If the pair \((d_1, d_2)\) satisfies \(\alpha > d_1 \mu_k\) and

\[
\frac{d_1(\alpha - d_1 \mu_k)}{\alpha} < d_2, \tag{39}
\]

then all the eigenvalues have to satisfy \(-2d_1 \mu_k < \Re \lambda < 0\).

**Proof.** We simply write \(W = W_k\) and put \(\delta_k = d_1 \mu_k\). From (28)-(29) it follows that

\[
\lambda \int_0^1 |W|^2 r^{n-1} \, dr = d_2 \int_0^1 \left\{ (r^{n-1} W_r)_r W - \mu_k |W|^2 r^{n-3} \right\} \, dr \tag{40}
\]

Plugging \(\lambda = \lambda_1 + i \lambda_2 \) \((\lambda_1, \lambda_2 \in \mathbb{R})\) in (40) yields

\[
\lambda_1 \int_0^1 |W|^2 r^{n-1} \, dr = \frac{\beta(\alpha(\lambda_1 + \delta_k) - |\lambda + \delta_k|^2)}{|\lambda - \alpha + \delta_k|^2}|W(1)|^2 \tag{41}
\]

Using the assumption \(\lambda_2 \neq 0\), we divide (42) by \(\lambda_2\), and plugging the resulting relation in (41), we obtain the following identity:

\[
\frac{\beta \alpha \lambda_1}{|\lambda - \alpha + \delta_k|^2}|W(1)|^2 = \frac{\beta(\alpha(\lambda_1 + \delta_k) - |\lambda + \delta_k|^2)}{|\lambda - \alpha + \delta_k|^2}|W(1)|^2 - d_2 \int_0^1 \left\{ r^{n-1} |W_r|^2 + \mu_k |W|^2 r^{n-3} \right\} \, dr,
\]

In view of the following computation

\[
-\{\alpha \lambda_1 + |\lambda + \delta_k|^2 - \alpha(\lambda_1 + \delta_k)\} = \alpha \delta_k - |\lambda + \delta_k|^2
= \alpha \delta_k - |\lambda + \delta_k|^2 + |\lambda - \alpha + \delta_k|^2 - |\lambda - \alpha + \delta_k|^2
= \alpha(\alpha - \delta_k - 2\lambda_1) - |\lambda - \alpha + \delta_k|^2,
\]

we obtain

\[
\beta \left\{ \frac{\alpha(\alpha - \delta_k - 2\lambda_1)}{|\lambda - \alpha + \delta_k|^2} \right\} |W(1)|^2
= \beta |W(1)|^2 + d_2 \int_0^1 \left\{ r^{n-1} |W_r|^2 + \mu_k |W|^2 r^{n-3} \right\} \, dr. \tag{43}
\]
We conclude that if $\lambda_2 \neq 0$, then we have
\[
\lambda_1 < \frac{\alpha - \delta_k}{2} = \frac{\alpha - d_1 \mu_k}{2},
\tag{44}
\]
and the assertion in Proposition 3 (i) follows from the assumption $\alpha - d_1 \mu_k < 0$.

We go to the proof of Proposition 3 (ii). We derive $\lambda_1 < 0$ by a contradiction argument, because of (44). We know that $\lambda_1 < (\alpha - d_1 \mu_k)/2$ must be satisfied. Assume $\lambda_1 \in [0, (\alpha - \delta_k)/2)$. Applying Lemma 2.7 to (43), we have
\[
\alpha \beta h(\lambda_1)|W(1)|^2 \geq (\beta + kd_2)|W(1)|^2, \quad h(\lambda_1) := \frac{\alpha - \delta_k - 2\lambda_1}{(\lambda_1 - \alpha + \delta_k)^2 + \delta_k^2}.
\]
Since
\[
\frac{d}{d\lambda_1} h(\lambda_1) = -2 \left\{ \frac{2(\alpha - \delta_k - \lambda_1)\lambda_1 + \lambda_2^2}{[(\lambda_1 - \alpha + \delta_k)^2 + \delta_k^2]} \right\} < 0 \quad (0 \leq \lambda_1 < (\alpha - \delta_k)/2),
\]
the maximum of $h(\lambda_1)$ is attained at $\lambda_1 = 0$, namely, the maximum is given by
\[
h(0) = \frac{\alpha - \delta_k}{(\alpha - \delta_k)^2 + \delta_k^2}.
\]
We therefore obtain the inequality
\[
k d_2 \leq \beta h(0) - 1 \leq \beta \left\{ \frac{\alpha (\alpha - \delta_k)}{(\alpha - \delta_k)^2} - 1 \right\} = \frac{\beta \delta_k}{\alpha - \delta_k} = \frac{\beta d_1 \mu_k}{\alpha - d_1 \mu_k},
\]
which contradicts (31), so $\lambda_1$ must be negative. This concludes the proof of Proposition 3 (ii).

We next prove Proposition 3 (iii). Assume (39) instead of (31). From (41) and (42)
\[
d_2 \int_0^1 \{ r^{n-1}|W_r|^2 + \mu_k |W|^2 r^{n-3} \} \leq \left[ \frac{\alpha (\lambda_1 + \delta_k) - |\lambda + \delta_k|^2}{\alpha} - \lambda_1 \right] \int_0^1 |W|^2 r^{n-1} dr.
\]
Applying
\[
\int_0^1 |W|^2 r^{n-3} dr \geq \int_0^1 |W|^2 r^{n-1} dr,
\]
we obtain
\[
d_2 \int_0^1 \mu_k |W|^2 r^{n-1} dr < \left[ \frac{\alpha \delta_k - |\lambda + \delta_k|^2}{\alpha} \right] \int_0^1 |W|^2 r^{n-1} dr,
\]
from which, for nontrivial $|W| \neq 0$, it follows that
\[
0 < \alpha \delta_k - |\lambda + \delta_k|^2 - \alpha d_2 \mu_k = \alpha \delta_k - \alpha d_2 \mu_k - \delta_k^2 - (|\lambda + \delta_k|^2 - \delta_k^2).
\]
Suppose $\lambda$ is such that $(|\lambda + \delta_k|^2 - \delta_k^2) \geq 0$, then
\[
0 < \alpha \delta_k - |\lambda + \delta_k|^2 - \alpha d_2 \mu_k \leq \alpha \delta_k - \alpha d_2 \mu_k - \delta_k^2 = \mu_k [d_1 (\alpha - d_1 \mu_k) - \alpha d_2].
\]
Due to (39), the last term is negative, which lead us to a contradiction. Therefore, $\lambda$ must be such that $|\lambda + \delta_k|^2 - \delta_k^2 < 0$, consequently, $-2 \delta < \lambda_1 < 0$, proving Proposition 3 (iii).
Proof of Theorem 1.1. The assertions of Theorem 1.1 immediately follow from Lemmas 2.1, 2.5 and Propositions 2, 3.

3. Applications. As mentioned in Introduction the model equations (1) are proposed in [11] and [30] with the following specific functions $h(u,v)$:

$$h(u,v) = -\frac{a_1 u}{u^2 + b} + v, \quad (45)$$

$$h(u,v) = -\frac{u + v}{(a_2(u + v) + 1)^2} + v, \quad (46)$$

where $a_1, a_2$ and $b$ are positive constants. For these cases we verify the conditions in Theorem 1.1. To this end we show that there are positive equilibria at which $m > m_3$. These equations always allow a positive solution for any $m > 0$. We look for critical cases that the number of positive solutions changes. Such cases take place when

$$\alpha[\Omega] - \beta[\Gamma] = (-g'(u) - \kappa)|\Omega| = 0,$$

namely,

$$g'(u) = \frac{a_1(b - u^2)}{(u^2 + b)^2} = -\kappa,$$

from which

$$\kappa u^4 + (2\kappa - a_1)u^2 + a_2b + b^2 \kappa = 0$$

(47) follows. This equation has two positive solutions if

$$2\kappa b < a_1, \quad (2\kappa - a_1)^2 - 4\kappa(a_1b + b^2 \kappa) > 0,$$

namely, $a_1 > 8\kappa b$. Assume $a_1 > 8\kappa b$ and let $u_c(i) = u_c(1), u_c(2)$ be the two solutions of (47). We put

$$v_c(i) := g(u_c(i)) \quad \text{and} \quad m(i) := |\Omega|u_c(i) + |\Gamma|v_c(i) \quad (i = 1, 2).$$

Then we have

1. if $m < m(2)$, there is unique positive equilibrium $(\overline{u}_1, \overline{v}_1)$ satisfying $\overline{u}_1 < u_c(1)$ and $\alpha_1 := -g'(\overline{u}_1) < 0$;
2. if $m(2) < m < m(1)$, there are three positive equilibria $(\overline{u}_j, \overline{v}_j)(j = 1, 2, 3)$ such that

$$\overline{u}_1 < u_c(1) < \overline{u}_2 < u_c(2) < \overline{u}_3,$$

and $\alpha_2 := -g'(\overline{u}_2) > \alpha_3 := -g'(\overline{u}_3) > 0$;
3. if $m > m(1)$, there is unique positive equilibrium $(\overline{u}_3, \overline{v}_3)$ satisfying $u_c(2) < \overline{u}_3$ and $\alpha_3 > 0$.

From the shape of the graph of $v = g(u)$, we easily see that the conditions (8) and (9) are met at $(u, v) = (\overline{u}_3, \overline{v}_3)$ for the cases $m(2) < m < m(1)$ and $m > m(1)$. In the case $m(2) < m < m(1)$, our system (3)-(4)-(5) with nonlinearity $h$ in (45) is bistable with respect to $(0, \Gamma)$-perturbations, while it is monostable when $m > m(1)$. 


Next consider the case (46). We solve the equations
\[ v = g_2(u + v) := \frac{u + v}{(a_2(u + v) + 1)^2}, \quad \kappa u + v = m/|\Omega|. \] (48)
Put \( w = u + v \). Then (48) turns to be
\[ v = g_2(w), \quad \kappa w - (\kappa - 1)v = m/|\Omega|. \] (49)
By
\[ g_2'(w) = \frac{1 - a_2w}{(a_2w + 1)^3}, \]
and \( \kappa > 1 \), there is a unique solution \((w_c, v_c)\) of (49) if \((1/a_2) < m/\kappa |\Omega| = m/|\Gamma|\).
We see
\[ \alpha := h_u = -g_2'(w_c) > 0, \quad \beta := h_v = -g_2'(w_c) + 1 > 0, \]
and (9) turns to be
\[ -g_2'(w_c)|\Gamma| - (-g_2'(w_c) + 1)|\Omega| = -g_2'(w_c)(|\Gamma| - |\Omega|) - |\Omega| < 0. \]
The last inequality is realized by taking \( m \) large, since \( w_c \to \infty \) as \( m \to \infty \), hence, \( g_2'(w_c) \to 0 \) for large \( m \gg 1 \). In this case, our system (3)-(4)-(5) with nonlinearity \( h \) in (46) is monostable with respect to \((0, \Gamma)-perturbations.

4. Shadow systems. In this section we discuss the shadow system obtained by taking the limit \( d_2 \to \infty \) in (3)-(5). Formally, as \( d_2 \to \infty \), the bulk component \( v(x, t) \) spatially homogenizes:
\[ v(x, t) \to \xi(t) := \frac{1}{|\Omega|} \int_{\Omega} v(x, t) dx, \]
and the limiting equation of (3) is
\[ u_t = d_1 \Delta_{\Gamma} u + h(u, \xi) \quad \text{on} \quad \Gamma, \] (50)
with the constraint
\[ m = \int_{\Gamma} u \, dx + |\Omega| \xi. \] (51)
Plug (51) into (50), then we obtain
\[ u_t = d_1 \Delta_{\Gamma} u + h \left( u, \left( m - \int_{\Gamma} u \, dx_{\Gamma} \right)/|\Omega| \right) \quad \text{on} \quad \Gamma. \] (52)
Thus, the limiting problem turns out to be the scalar equation (52) for \( u \) with a nonlocal term. We note that the limiting equation of \( \xi \)
\[ \xi_t = -\frac{1}{|\Omega|} \int_{\Gamma} h(u, \xi) \, dx_{\Gamma} \] (53)
is equivalent to the equation (51). Indeed, differentiating (51) with respect to \( t \) yields
\[ |\Omega| \xi_t = -\int_{\Gamma} u_t \, dx_{\Gamma} = -\int_{\Omega} h \left( u, \left( m - \int_{\Gamma} u \, dx_{\Gamma} \right)/|\Omega| \right), \]
in which (52) is used.
Here, we consider the specific nonlinearity \( h(u, v) = -g(u) + v \) of (45) in the domain \( \Omega = B^2 \). Then, the limiting problem (52) have a more concrete form:
\[ u_t = d_1 u_{\theta \theta} - g(u) + \frac{1}{\pi} \left( m - \int_0^{2\pi} u \, d\theta \right), \quad u_{\theta \theta} = \partial^2 u/\partial \theta^2. \] (54)
This equation has a nice variational property. In fact, (54) is the gradient flow of the functional
\[ E(u) := \int_0^{2\pi} \left\{ \frac{d_1}{2} |u_\theta|^2 + G(u) \right\} d\theta + \frac{1}{2\pi} \left( m - \int_0^{2\pi} u \ d\theta \right)^2. \] 
and the stationary problem of (52) is the Euler-Lagrange equation of \( E(u) \).

As seen in the previous section the constant solution becomes unstable for an appropriate \( m \). Then it is known that there exist a stable unimodal stationary solution to (54) and no stable solutions with other spatial patterns (see [26]).

5. **Appendix I.** We state how our model is related to those in [32]. We also verify that our conditions are consistent with those in [32] in the stability for the spatially uniform perturbation on \( \Gamma \). The reduction argument below is mathematically not rigorous, but it supports that our model is worth studying.

The model equations with the same diffusion rate on \( \Gamma \) in [32] reads
\[
\begin{align*}
    u_t &= d_1 \Delta_\Gamma u + f(u, v) \quad (x \in \Gamma), \\
    v_t &= d_1 \Delta_\Gamma v - f(u, v) + q(u, v, V) \quad (x \in \Gamma), \\
    V_t &= d_2 \Delta V \quad (x \in \Omega), \\
    d_2 \frac{\partial V}{\partial \nu} &= -q(u, v, V) \quad (x \in \Gamma).
\end{align*}
\]
Putting \( U := u + v \), we obtain the equations for \( (u, U, V) \) as
\[
\begin{align*}
    u_t &= d_1 \Delta_\Gamma u + f(u, U - u) \quad (x \in \Gamma), \\
    U_t &= d_1 \Delta_\Gamma U + q(u, U - u, V) \quad (x \in \Gamma), \\
    V_t &= d_2 \Delta V \quad (x \in \Omega), \\
    d_2 \frac{\partial V}{\partial \nu} &= -q(u, U - u, V) \quad (x \in \Gamma).
\end{align*}
\]
In order to simplify the system we assume that the quasi steady state approximation works for the first equation, and that
\[ f(u, U - u) = 0 \]
is solved as \( u = \varphi(U) \). We insert it into \( q \) as \( h(U, V) := q(\varphi(U), U - \varphi(U), V) \) and get to
\[
\begin{align*}
    U_t &= d_1 \Delta_\Gamma U + h(U, V) \quad (x \in \Gamma), \\
    V_t &= d_2 \Delta V \quad (x \in \Omega), \\
    d_2 \frac{\partial V}{\partial \nu} &= -h(U, V) \quad (x \in \Gamma).
\end{align*}
\]
This system is nothing but (3)-(4)-(5). We note that if \( q(u, v, V) = h(u + v, V) \), then (60)-(62) immediately follows from (56)-(57)-(58)-(59) by putting \( U = u + v \), namely, the quasi steady state assumption is not necessary.

We verify that the assumptions (8) and (9) are consistent with those in [32]. First \( \beta = h_v(u_c, v_c) > 0 \) of (8) coincides with the assumption \( q_v > 0 \) in (2.5) in [32]. We consider the next condition of Proposition 2.1 in [32]
\[
\frac{1}{3} (f_u q_v - f_v q_u) + q_v (f_v - f_u) > 0,
\]
which is a necessary and sufficient condition for the stability of the constant solution under spatially homogeneous perturbations on \( \Gamma = S^2 \), though in [32] the possibility
of complex eigenvalues with positive real part is not discussed. From the equation
\[ f(\varphi(U), U - \varphi(U), V) = 0 \]
we see
\[ f_u \varphi' + f_v (1 - \varphi') = (f_u - f_v) \varphi' + f_v = 0, \]
thus,
\[ \varphi' = f_v/(f_v - f_u), \]
at the constant steady state. Then compute \( \alpha, \beta \)
as
\[ \alpha = h_u = q_u \varphi' + q_v (1 - \varphi'), \]
\[ \beta = h_v = q_v. \]
Hence the condition (8) implies
\[ 3\beta - \alpha = 3q_v - \frac{f_u q_v + f_v q_u}{f_u - f_v} = \frac{3q_v (f_v - f_u) + (f_u q_v - f_v q_u)}{f_v - f_u} > 0 \]
Following the computation of [32], we see
\[ 3q_v (f_v - f_u) + (f_u q_v - f_v q_u) = (3q_v - q_u) (f_v - f_u) + (q_v - q_u) f_v. \]
Since they assume \( f_v > 0, q_v \leq q_u \) and \( q_v < 0 \) (see (2.1) and (2.5) of [32]), the condition (63) yields \( f_v - f_u > 0 \). In the sequence, (63) implies (8) while (3q_v - q_u) (f_v - f_u) + (q_v - q_u) f_v cannot be realized simultaneously. This concludes the equivalence of (8) and (63).

We remark that the quasi-steady state approximation does not work when the Turing instability is discussed, therefore it is reasonable that the conditions of Theorem 1.1 do not coincide with those in [32]. We emphasize that they don’t discuss the case of complex eigenvalues.

6. Appendix II. Although the differentiability for a simple eigenvalue in a parameter is well studied, for completeness of the present article we give a proof of the differentiability of the eigenvalue \( \sigma^{(0)}(s) \) and a corresponding eigenfunction \( W_0(r; s) \) of (24) with respect to \( s \). Moreover, we only consider it in a neighborhood of \( s = 0 \) and set \( d_0 = 1 \) for the sake of clarity.

We look for a solution in the form
\[ W_0 = W_c + s \hat{W}, \quad \hat{W}(1) = 0, \quad \sigma = s \hat{\sigma}(s), \]
where \( W_c \) is any positive constant. Plug it in the equation (24). Then
\[
\hat{W}(r) = \hat{\sigma} \int_1^r \left[ \frac{1}{\tau^{n-1}} \int_0^\tau (W_c + s \hat{W}(\zeta)) \zeta^{n-1} \, d\zeta \right] \, d\tau
\]
\[ = \hat{\sigma} W_c (r^2 - 1)/2n + s \hat{\sigma} \int_1^r \left[ \frac{1}{\tau^{n-1}} \int_0^\tau \hat{W}(\zeta) \zeta^{n-1} \, d\zeta \right] \, d\tau, \]
\[ = \frac{\beta}{s - \alpha} W_c = -\hat{\sigma} \int_1^r (W_c + s \hat{W}(r)) \tau^{n-1} \, d\tau. \]

We first solve (64). Define the operator
\[ [\mathcal{F}(\hat{W}, \hat{\sigma}, s)](r) := \hat{\sigma} \int_1^r \left[ \frac{1}{\tau^{n-1}} \int_0^\tau (W_c + s \hat{W}(\zeta)) \zeta^{n-1} \, d\zeta \right] \, d\tau, \]
in the domain
\[
X := \{ w \in C^0([0, 1]; \mathbb{R}) : w(1) = 0, \|w\|_\infty := \sup_{0 \leq r \leq 1} |w(r)| \leq M \}.
\]
There are \( \varepsilon_1 > 0 \) and \( M > 0 \) such that \( \mathcal{F} \) maps \( X \) into itself provided \( |s| < \varepsilon_1 \).
Moreover, we can see that there is a constant \( L > 0 \) such that
\[
\|\mathcal{F}(\hat{W}_1, \hat{s}, s) - \mathcal{F}(\hat{W}_2, \hat{s}, s)\|_\infty \leq |s| L \|\hat{W}_1 - \hat{W}_2\|_\infty, \quad \hat{W}_1, \hat{W}_2 \in X
\]
holds. This implies that there is a unique fixed point \( \hat{W}(r; \hat{s}, s) \) of \( \mathcal{F} \) for every small \( |s| \). By the continuous differentiability of \( \mathcal{F}(\hat{W}_1, \hat{s}, s) \) in the arguments and the uniform contraction we see that the fixed point \( \hat{W}(r; \hat{s}, s) \) is continuously differentiable in \( (\hat{s}, s) \) (for instance, see [10]). Inserting this solution \( \hat{W}(r; \hat{s}, s) \) into (65) yields
\[
H(\hat{s}, s) := \frac{\beta}{s - \alpha} W_c + \hat{s} \int_0^1 (W_c + s\hat{W}(r; \hat{s}, s)) r^{n-1} dr
= \left( \frac{\beta}{s - \alpha} + \frac{\hat{\sigma}}{n} \right) W_c + s\sigma \int_0^1 \hat{W}(r; \hat{s}, s) r^{n-1} = 0.
\]
Since
\[
H(n\beta/\alpha, 0) = 0, \quad \frac{\partial H}{\partial \hat{s}}(n\beta/\alpha, 0) = W_c/n \neq 0,
\]
the implicit function theorem tells that there is a continuously differential function \( \hat{s}(s) \) in a neighborhood \( I_s \) of \( s = 0 \) such that \( \hat{s}(0) = n\beta/\alpha \) and \( H(s, \hat{s}(s)) = 0 \), \( s \in I_s \). Consequently, we obtain a solution of (64)-(65) by \( (\hat{W}, \hat{s}) := (\hat{W}(r; \hat{s}(s), s), \hat{s}(s)) \) in \( I_s \).

7. Appendix III. In this section, we will give the proof of technical Lemma 2.6 used in §2 together with a variational approach to Proposition 2 (iii).

7.1. Proof of Lemma 2.6. We prove Lemma 2.6.
Since \( \hat{w}(r; 0) = r^k \) and \( T_k(0) = \hat{w}_c(1; 0) \), we obtain \( T_k(0) = k \), i.e., (35) follows.
For \( \hat{s} \not\in \sigma_{\text{Dir}}(A_k) \), \( \hat{w}(r; \hat{s}) \) is differentiable with respect to \( \hat{s} \) and \( r \in [0, 1] \). We differentiate (34) with respect to \( \hat{s} \) to obtain
\[
A_k[D_\hat{s}\hat{w}(\cdot; \hat{s})] = \hat{w}(\cdot; \hat{s}) + \hat{s}D_\hat{s}\hat{w}(\cdot; \hat{s}), \quad D_\hat{s}\hat{w}(1; \hat{s}) = 0.
\]
Multiplying (66) by \( r^{n-1}\hat{w}(\cdot; \hat{s}) \) and integrating it over \([0, 1]\) yields,
\[
\int_0^1 \{ \hat{w}(r; \hat{s}) + \hat{s}D_\hat{s}\hat{w}(r; \hat{s}) \} \hat{w}(r; \hat{s}) r^{n-1} dr
= \int_0^1 A_k[D_\hat{s}\hat{w}(\cdot; \hat{s})] \hat{w}(r; \hat{s}) r^{n-1} dr
= \left[ r^{n-1} \frac{d}{dr} \left( \hat{w}(r; \hat{s}) \hat{w}(r; \hat{s}) \right) \right]_0^1
- \left[ r^{n-1} \frac{d}{dr} \left( \hat{w}(r; \hat{s}) \right) \right]_0^1 + \int_0^1 \hat{s}\hat{w}(\cdot; \hat{s}) A_k[D_\hat{s}\hat{w}(\cdot; \hat{s})] r^{n-1} dr
= \frac{\partial}{\partial \hat{s}} \hat{w}(1; \hat{s}) + \int_0^1 \hat{s}\hat{w}(r; \hat{s}) \frac{d}{dr} \hat{w}(r; \hat{s}) r^{n-1} dr,
\]
where we used (34) and \( D_\hat{s}\hat{w}(1; \hat{s}) = 0 \). As the consequence, comparing the first and the last lines, we obtain
\[
\frac{d}{ds} T_k(\hat{s}) = \frac{\partial}{\partial \hat{s}} \frac{d}{dr} \hat{w}(1; \hat{s}) = \int_0^1 \{ \hat{w}(r; \hat{s}) \}^2 r^{n-1} dr.
\]
This implies (36).
In order to prove (37) we multiply (66) by \( r^{n-1} \partial_z \bar{w}(\cdot; \bar{s}) \) and integrate it.

\[
\int_0^1 A_k [\partial_z \bar{w}(\cdot; \bar{s})] \partial_z \bar{w}(r; \bar{s}) r^{n-1} dr \\
= \left[ r^{n-1} \partial_z \bar{w}_r (r; \bar{s}) \partial_z \bar{w}(r; \bar{s}) \right]_0^1 - \int_0^1 \{ \partial_z \bar{w}_r \}^2 r^{n-1} dr - \mu_k \int_0^1 (\partial_z \bar{w})^2 r^{n-3} dr \\
= - \int_0^1 \{d(\partial_z \bar{w}) / dr\}^2 r^{n-1} dr - \mu_k \int_0^1 (\partial_z \bar{w})^2 r^{n-3} dr \\
= \int_0^1 \{ \bar{w}(\cdot; \bar{s}) + \bar{s} \partial_z \bar{w}(\cdot; \bar{s}) \} \partial_z \bar{w}(r; \bar{s}) r^{n-1} dr.
\]

where \( \partial_z \bar{w}(1; \bar{s}) = 0 \) is used again. By using (36) and the equality in the last line, we have, for \( \bar{s} \geq 0 \)

\[
\frac{1}{2} \frac{d^2}{d \bar{s}^2} \mathcal{T}_k (\bar{s}) = \int_0^1 \bar{w}(\cdot; \bar{s}) \partial_z \bar{w}(r; \bar{s}) r^{n-1} dr \\
= - \int_0^1 \{d(\partial_z \bar{w}(r; \bar{s}) / dr\}^2 + \mu_k \{ \partial_z \bar{w}(r; \bar{s}) \}^2 / r^2 + \bar{s} \{ \partial_z \bar{w}(\cdot; \bar{s}) \}^2 \} r^{n-1} dr < 0.
\]

This proves (37), hence the proof of Lemma 2.6 has been completed.

7.2. **Proof Lemma 2.7.** In this subsection, we give a proof of Lemma 2.7. First consider the case \( n = 2 \).

\[
r_2^k w(r2) - r_1^k w(r1) = \int_{r_1}^{r_2} (r^k w(r))_r dr = \int_{r_1}^{r_2} r^k w_r dr + \int_{r_1}^{r_2} kr^{k-1} w dr \\
\leq \left( \int_0^1 (r^{k-1/2})^2 dr \right)^{1/2} \left( \int_0^1 (w r^{1/2})^2 dr \right)^{1/2} \\
+ k \left( \int_0^1 (r^{k-1/2})^2 dr \right)^{1/2} \left( \int_0^1 (w/r^{1/2})^2 dr \right)^{1/2} \\
\leq \frac{1}{(2k)^{1/2}} \left\{ \left( \int_0^1 (w r) dr \right)^{1/2} + k \left( \int_0^1 (w^2 / r) dr \right)^{1/2} \right\}.
\]

Putting \( r_1 = 0 \) and \( r_2 = 1 \), we have

\[
w(1)^2 \leq \frac{1}{2k} \left\{ \left( \int_0^1 (w r) dr \right)^{1/2} + k \left( \int_0^1 (w^2 / r) dr \right)^{1/2} \right\}^2
\]

The inequality \( (|a| + k|b|)^2 \leq 2(a^2 + k^2 b^2) \) yields

\[
kw(1)^2 \leq \int_0^1 (w r)^2 dr + k^2 \int_0^1 (w^2 / r) dr,
\]

which is the desired inequality.
We go to the case \( n = 3 \). With a little modification we have
\[
{r_2^{k+1}w(r_2) - r_1^{k+1}w(r_1)} = \int_{r_1}^{r_2} r^{k+1} w_r \, dr + \int_{r_1}^{r_2} (k+1)r^k w \, dr
\]
\[
\leq \left( \int_{r_1}^{r_2} r^{2k} \, dr \right)^{1/2} \left( \int_{r_1}^{r_2} w^2 r^2 \, dr \right)^{1/2} + (k+1) \left( \int_{r_1}^{r_2} r^{2k} \, dr \right)^{1/2} \left( \int_{r_1}^{r_2} w^2 \, dr \right)^{1/2}
\]
\[
\leq \frac{1}{(2k+1)^{1/2}} \left( \int_{r_1}^{r_2} w^2 r^2 \, dr \right)^{1/2} + (k+1) \left( \int_{r_1}^{r_2} w^2 \, dr \right)^{1/2}.
\]
In view of
\[
a^2 + k(k+1)b^2 - \frac{k}{2k+1} \left\{ a^2 + 2(k+1)|a||b| + (k+1)^2b^2 \right\}
\]
\[
= \frac{1}{2k+1} \left\{ (k+1)a^2 - 2k(k+1)|a||b| + k^2(k+1)b^2 \right\}
\]
\[
= \frac{k}{2k+1} (|a| - k|b|)^2 \geq 0,
\]
we have
\[
\frac{k}{2k+1} (|a| + (k+1)|b|)^2 \leq a^2 + k(k+1)b^2.
\]
Applying this inequality to the above inequality yields
\[
k w(1)^2 \leq \int_{r_1}^{r_2} w^2 r^2 \, dr + (k+1) \int_{r_1}^{r_2} w^2 \, dr.
\]
This concludes the proof of Lemma 2.7.

7.3. A variational treatment of Proposition 2 (iii). We are able to show that a variational approach works for the proof of Proposition 2 (iii). We introduce the following eigenvalue problem with a parameter \( s \neq \alpha - d_1\mu_k \):
\[
\begin{cases}
d_2 \left( \frac{1}{r^{n-1}} (r^{n-1}\Phi)_r - \frac{\mu_k}{r^2} \Phi \right) = \omega \Phi, & 0 < r < 1, \\
d_2 \Phi(1) = \frac{\beta(d_1\mu_k + s)}{\alpha - d_1\mu_k - s} \Phi(1).
\end{cases}
\]

Let \( \omega^{(k)}(s) \) be the largest eigenvalue \( \omega^{(k)}(s) \) of (67). Then the following variational characterization works:
\[
\omega^{(k)}(s) := - \inf \{ R_k[\Phi, s] : \Phi \in H^1(0, 1) \},
\]
\[
R_k[\Phi, s] := \frac{\beta(d_1\mu_k + s)}{\alpha - d_1\mu_k - s} \Phi(1)^2 - \frac{d_2}{\alpha - (d_1\mu_k + s)} \int_0^1 (\Phi^2 r^{n-1} + \mu_k \Phi^2 r^{n-3}) \, dr - \frac{d_2}{\alpha - (d_1\mu_k + s)} \int_0^1 \Phi^2 r^{n-1} \, dr.
\]
We easily see that \( \omega^{(k)}(s) \) is continuous in \( s \), which is proved by utilizing the variational characterization (this is well known, but the readers may refer to [13]). From the next lemma, Proposition 2 (iii) immediately follows. Indeed, \( \omega^{(k)}(s_k^* \alpha) \) in the lemma gives the desired eigenvalue.

Lemma 7.1. Assume \( \alpha - d_1\mu_k > 0 \) and (31). Then there is an \( s_k^* \in (0, (\alpha - d_1\mu_k)) \) such that \( \omega^{(k)}(s_k^* \alpha) = s_k^* \).
Proof. For \( s > \alpha - d_1 \mu_k \), we have \( R_k[\Phi, s] > 0 \), so \( \omega^{(k)}(s) < 0 \) follows. This implies that there are no solutions of \( \omega_k(s) = s > \alpha - d_1 \mu_k \). We may consider \( s \in [0, \alpha - d_1 \mu_k] \). By Lemma 2.7, we have
\[
 k \Phi(1)^2 \leq \int_0^1 r^{n-1} \Phi_r^2 \, dr + \mu_k \int_0^1 \Phi^2 r^{n-3} \, dr.
\]
This yields
\[
 d_2 \left\{ \int_0^1 \Phi^2 r^{n-1} \, dr + \mu_k \int_0^1 \Phi^2 r^{n-3} \, dr \right\} - \frac{\beta d_1 \mu_k}{\alpha - d_1 \mu_k} \Phi(1)^2 \\
\geq \left( d_2 k - \frac{\beta d_1 \mu_k}{\alpha - d_1 \mu_k} \right) \Phi(1)^2 > 0,
\]
for nonzero \( \Phi \). This gives \( R_k[\Phi, 0] > 0 \) and \( \omega^{(k)}(0) < 0 \) by the variational characterization of the eigenvalue. On the other hand \( \omega^{(k)}(s) \to \infty \) as \( s \uparrow (\alpha - d_1 \mu_k) \). By the continuity of \( \omega^{(k)}(s) \), there exists an \( s^*_k \in (0, (\alpha - d_1 \mu_k)) \) such that \( \omega^{(k)}(s^*_k) = s^*_k \). \( \square \)
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