Three-level laser heat engine at optimal performance with ecological function
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Although classical and quantum heat engines work on entirely different fundamental principles, there is an underlying similarity. For instance, the form of efficiency at optimal performance may be similar for both types of engines. In this work, we study a three-level laser quantum heat engine operating at maximum ecological function (EF) which represents a compromise between the power output and the loss of power due to entropy production. We derive analytic expressions for efficiency under the assumptions of strong matter-field coupling and high bath temperatures. Upper and lower bounds on the efficiency exist in case of extreme asymmetric dissipation when the ratio of system-bath coupling constants at the hot and the cold contacts respectively approaches, zero or infinity. These bounds have been established previously for various classical models of Carnot-like engines. We conclude that while the engine produces at least 75% of the power output as compared with the maximum power conditions, the fractional loss of power is appreciably low in case of the engine operating at maximum EF, thus making this objective function relevant from an environmental point of view.

I. INTRODUCTION

With the explosion of interest in quantum thermodynamics [1–3], we may be entering an era whereby energy conversion devices are able to harness non-classical properties like coherence between internal states, entanglement, quantum degeneracy and so on. Thus, it is of great importance to ascertain the extent up to which these devices may surpass the performance of macroscopic, classical heat devices.

On the other hand, rising concerns about the effects of human activity on the environment make it prudent that the new technologies be better from an ecological point of view. Most comparisons that are usually studied between quantum [4–17] and classical models of heat engines [18–20], focus on the optimization of power output [19, 21–29]. However, to be ecologically aware, we must care about the extent of entropy production which ultimately impacts the environment. As has been noted [30, 31], real thermal plants and practical heat engines may not operate at maximum power point, but rather in a regime with a slightly smaller power output and appreciably larger efficiency. In recent years, a few such alternate measures of performance have been studied. Thus, the ecological function [32–33] or Omega function [34] and efficient-power function [35, 36] fall under such a category, as they pay equal attention to both power and efficiency.

In this work, we study the optimization of ecological function in the performance of a three-level steady state laser heat engine [37]. The ecological function (EF) is defined as [32]

\[ E = P - T_c \dot{S}_{\text{tot}}, \]

where \( P \) is the power output, \( T_c \) is the temperature of the cold reservoir and \( \dot{S}_{\text{tot}} \) is the total rate of entropy production. Optimization of EF represents a compromise between the power output and the loss of power due to entropy production. In the context of classical models, this function suggests optimal working conditions which lead to a drop of about 20% in power output (compared to maximum power output), but on the other hand, reduce the entropy production by about 70% [32].

Our second motivation for this analysis is to study the correspondence between classical and quantum heat engines (QHEs). In most of the studies so far, QHEs show exotic behavior owing to additional resources such as quantum coherence [15, 29, 38–43], quantum entanglement [44–48], squeezed baths [49–51], among others. Otherwise, QHEs may show a remarkable similarity to macroscopic heat engines. In such cases, Carnot efficiency provides an upper bound on the efficiencies of QHEs operating between two heat reservoirs. The irreversible operation of quantum engines with finite power output has many similarities to macroscopic endoreversible engines and the low-dissipation model [19, 21]. Also in the high temperatures limit, QHEs are expected to behave like classical heat engines [52–53]. We confirm these expectations in the analysis of the three-level laser engine using the ecological function.

The paper is organised as follows. In Sec. II, we discuss the model of three-level laser quantum heat engine. In Sec. III, we obtain the general expression for the efficiency of the engine operating at maximum EF and find lower and upper bounds on the efficiency for two different optimization schemes. In Secs. IV and V, we compare the performance of heat engine operating at maximum
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FIG. 1. (Color online) Model of three-level laser heat engine continuously coupled to two reservoirs of temperatures $T_h$ and $T_c$ having coupling constants $\Gamma_h$ and $\Gamma_c$, respectively. The system is interacting with a classical single mode field. $\lambda$ represents the strength of matter-field coupling.

EF to the engine operating at maximum power. We conclude in Sec. VI by highlighting the key results.

II. MODEL OF THREE-LEVEL LASER QUANTUM HEAT ENGINE

One of the simplest QHEs is three-level laser heat engine [37] introduced by Scovil and Schulz-DuBois (SSD). It converts the incoherent thermal energy of heat reservoirs into a coherent laser output. The model has been studied extensively in the literature, and three-level systems are also employed to study quantum absorption refrigerators [41, 57]. The model proposed by Scovil and DuBois was further analyzed by Geva and Kosloff [58, 59] in the spirit of finite time thermodynamics. In the presence of strong time dependent external fields, they optimized the power output of the amplifier w.r.t different control parameters. In their model, the second law of thermodynamics is generally satisfied if one incorporates the effect of external field on the dissipative superoperator. In a series of papers [60, 62], Boukobza and Tannor formulated a new way to partition energy into heat and work [63]. They applied their analysis to a three level amplifier continuously coupled to two reservoirs and to a classical single mode field [62]. Their formulation is quite general and one does not need to incorporate the effect of external field on the dissipative super operator of the Liouvillian, and yet the second law of thermodynamics is always satisfied at the steady state. In this paper, we use the formalism of Ref. [62] to study the optimal performance of a three-level QHE operating in high temperature regime.

More precisely, the model consists of a three-level system continuously coupled to two thermal reservoirs and to a single mode classical field (see Fig. 1). A hot reservoir at temperature $T_h$ drives the transition between the ground level $|g\rangle$ and top level $|1\rangle$, whereas the transition between the intermediate level $|0\rangle$ and ground level $|g\rangle$ is constantly de-excited by a cold reservoir at temperature $T_c$. The power output mechanism is modeled by coupling the levels $|0\rangle$ and $|1\rangle$ to a classical single mode field. The Hamiltonian of the system is given by:

$$H_0 = \hbar \sum \omega_k |k\rangle \langle k|$$

where the summation runs over all three states and $\omega_k$ represents the relevant atomic frequency. The interaction with the single mode lasering field of frequency $\omega$, under the rotating wave approximation, is described by the semiclassical hamiltonian:

$$V(t) = \hbar \lambda (e^{i\omega t}|1\rangle \langle 0| + e^{-i\omega t}|0\rangle \langle 1|)$$

where $\lambda$ is the matter-field coupling constant. The time evolution of the system is described by the following master equation:

$$\dot{\rho} = -\frac{i}{\hbar} [H_0 + V(t), \rho] + \mathcal{L}_h[\rho] + \mathcal{L}_c[\rho],$$

where $\mathcal{L}_h(\rho)$ represents the dissipative Lindblad superoperator describing the system-bath interaction with the hot (cold) reservoir:

$$\mathcal{L}_h[\rho] = \Gamma_h (n_h + 1) \langle 2|g\rangle \langle g| \rho_{11} - |1\rangle \langle 1| \rho - |1\rangle \langle 1|$$

$$+ \Gamma_h n_h \langle 2|1\rangle \langle 1| \rho_{gg} - |g\rangle \langle g| \rho - |g\rangle \langle g|,$$

and $\mathcal{L}_c[\rho] = \Gamma_c (n_c + 1) \langle 2|g\rangle \langle g| \rho_{00} - |0\rangle \langle 0| \rho - |0\rangle \langle 0|$$

$$+ \Gamma_c n_c \langle 0|0\rangle \langle 0| \rho_{gg} - |g\rangle \langle g| \rho - |g\rangle \langle g|.$$  (4)

Here $\Gamma_h$ and $\Gamma_c$ are the Weisskopf-Wigner decay constants, and $n_{h(c)} = 1/(exp[\hbar \omega_{h(c)}/k_B T_{h(c)}] - 1)$ is average occupation number of photons in hot (cold) reservoir satisfying the relations $\omega_c = \omega_g - \omega_1$, $\omega_h = \omega_1 - \omega_g$.

In this model, it is possible to find a rotating frame in which the steady-state density matrix $\rho_R$ is time independent [62]. Defining $\tilde{H} = \hbar (\omega_g |g\rangle \langle g| + \omega_1 |1\rangle \langle 1| - \omega_0 |0\rangle \langle 0|)$, an arbitrary operator $A$ in the rotating frame is given by $A_R = e^{i\tilde{H}t/\hbar} A e^{-i\tilde{H}t/\hbar}$. It can be seen that $\mathcal{L}_h[\rho]$ and $\mathcal{L}_c[\rho]$ remain unchanged under this transformation. Time evolution of the system density matrix in the rotating frame can be written as

$$\dot{\rho}_R = -\frac{i}{\hbar} [H_0 - H + V_R, \rho_R] + \mathcal{L}_h[\rho_R] + \mathcal{L}_c[\rho_R]$$  (5)

where $V_R = \hbar \lambda (|1\rangle \langle 0| + |0\rangle \langle 1|)$.

For a weak system-bath coupling, the output power, the heat flux and the efficiency of the engine can be defined [62], as follows:

$$P = \frac{i}{\hbar} \text{Tr}([H_0, V_R] \rho_R),$$  (6)

$$Q_h = \text{Tr}(\mathcal{L}_h[\rho_R] H_0),$$  (7)

$$\eta = \frac{P}{Q_h}.$$  (8)

Plugging the expressions for $H_0$, $V_R$ and $\mathcal{L}_h[\rho_R]$, and calculating the traces (see Appendix A) appearing on the right hand side of Eqs. (6) and (7), the power and heat flux can be written as:

$$P = i\hbar \lambda (\omega_h - \omega_1)(\rho_{10} - \rho_{11}),$$  (9)

$$Q_h = i\hbar \lambda \omega_h (\rho_{10} - \rho_{11}),$$  (10)
We identify the total rate of entropy production in the power has already been studied recently \[29\]. In this section, we will work in the high temperatures regime and assume the matter-field coupling to be very strong as compared to the system-bath coupling (\(\lambda \gg \Gamma_{h,c}\)). In the high temperatures limit, we set \(n_h \simeq k_B T_h / \hbar \omega_h\) and \(n_c \simeq k_B T_c / \hbar \omega_c\). The function \(E\) can then be written in the following form (Appendix B)

\[
E \simeq \frac{2\hbar \Gamma_h(\omega_c - \tau \omega_h)[2(\omega_h - \omega_c) - (1 - \tau) \omega_h]}{3(\omega_c \gamma + \tau \omega_h)},
\]

where \(\gamma = \Gamma_h / T_c\). Here, we choose frequencies \(\omega_h\) and \(\omega_c\) as control parameters. Note that it is not possible to optimize \(E\) in Eq. \(15\) w.r.t both \(\omega_c\) and \(\omega_h\) simultaneously. Such two-parameter optimization yields the trivial solution, \(\omega_c = \omega_h = 0\). Therefore, we will consider the optimization problem w.r.t one parameter only, while keeping the other one fixed at some given value. First, keeping \(\omega_h\) fixed, we optimize Eq. \(15\) w.r.t. \(\omega_c\), i.e., by setting \(\partial E / \partial \omega_c = 0\), we evaluate EMEF as

\[
\eta_{\omega_c}^E = 1 + \frac{\tau}{\gamma} - \frac{\sqrt{(1 + \gamma) \tau (1 + (2 + \gamma) \tau)}}{\sqrt{2 \gamma}},
\]

Now, \(\eta_{\omega_c}^E\) is a monotonically increasing function of \(\gamma\). Therefore, we can obtain the lower and upper bounds of EMEF by letting \(\gamma \to 0\) and \(\gamma \to \infty\), respectively. Further, writing in terms of \(\eta_c = 1 - \tau\), we have

\[
\frac{3}{4} \eta_c \leq \eta_{\omega_h}^E \leq 1 - \frac{(1 - \eta_c)(2 - \eta_c)}{2}.
\]

The lower bound, \(3\eta_c / 4\), obtained here is also derived as the lower bound for low-dissipation heat engines \[64\] and minimally nonlinear irreversible heat engines \[65\]. The upper bound, \(\sqrt{(1 - \eta_c)(2 - \eta_c) / 2}\), was first derived by Angulo-Brown for a classical endoreversible heat engine \[32\]. Henceforth, we denote it as \(\eta_{AB}\). Under the conditions of tight-coupling and symmetric dissipation, \(\eta_{AB}\) can also be obtained for low-dissipation heat engines \[64\] and minimally nonlinear irreversible heat engines \[65\].

Alternately, we may fix the value of \(\omega_c\) and optimize \(E\) w.r.t \(\omega_h\), thus obtaining EMEF in the following form

\[
\eta_{\omega_h}^E = \frac{(1 - \tau^2) + 2(1 + \gamma) \tau - \sqrt{(1 + \gamma) \tau^2 (1 + (2 + \gamma) \tau)}}{\gamma + 2 \tau + 3 \gamma \tau}.
\]
Again $\eta^E$ is monotonic increasing function of $\gamma$. So we obtain lower and upper bounds on EMEF in the limiting cases $\gamma \to 0$ and $\gamma \to \infty$, respectively. In terms of $\eta_C$, we have

$$\eta_{AB} \leq \eta^E \leq \frac{3 - 2\eta_C}{4 - 3\eta_C}. \quad (19)$$

Under the conditions of extreme dissipation, upper bound $(3 - 2\eta_C)\eta_C/(4 - 3\eta_C)$ reported here, also serves as the upper bound for the low-dissipation [19] and minimally non-linear irreversible [65] heat engines.

IV. FRACTIONAL LOSS OF POWER AT MAXIMUM ECOLOGICAL FUNCTION AND MAXIMUM POWER OUTPUT

In this section, we compare performance of the three-level heat engine operating at maximum EF to the engine operating at maximum power. Now, in the definition of EF, $T_cS_{tot} = P_{\text{lost}}$ represents the loss of power. So, we rewrite EF as $E = P - P_{\text{lost}}$ and after rearranging terms, we obtain

$$R' \equiv \frac{P_{\text{lost}}}{P} = 1 - \frac{E}{P} = 1 - R. \quad (20)$$

We calculate $R$, and hence $R'$, in four different cases, as discussed in Appendix C. For optimization of EF w.r.t $\omega_c$, at a fixed $\omega_h$, the ratio of optimal EF, $E(\omega_c)$, to the power at maximum EF, $P(\omega_c)$, is given by Eq. (C3). We mention here only the limiting cases $\gamma \to 0$ and $\gamma \to \infty$, for which the respective equations for $R'$ can be derived using Eqs. (20) and (C4):

$$R'_{\omega(h)}^{E(0)} = \frac{1}{3}, \quad R'_{\omega(h)}^{E(\infty)} = \frac{\sqrt{\tau}}{\sqrt{\tau} + \sqrt{2(1 + \tau)}}. \quad (21)$$

Similar equations for the optimization of $E$ w.r.t $\omega_h$, while keeping $\omega_c$ fixed, are given by

$$R'_{\omega(h)}^{E(0)} = \frac{\sqrt{\tau}}{\sqrt{\tau} + \sqrt{2(1 + \tau)}}, \quad R'_{\omega(h)}^{E(\infty)} = \frac{\tau}{1 + 2\tau}. \quad (22)$$

All the above expressions approach the value $1/3$ near equilibrium, i.e. for small temperature differences. The fractional loss of power is, in general, higher for the case with fixed $\omega_h$ than with a fixed $\omega_c$. As $\gamma$ increases, the fractional loss of power decreases. Also note that $R'_{\omega(h)}^{E(\infty)} = R'_{\omega(h)}^{E(0)}$, as expected, since efficiencies are also equal for the corresponding cases, $\eta^E(\infty) = \eta^E(0) = \eta_{AB}$, as can be seen from Eqs. [17] and [19].

Next we calculate the ratio of power loss to power output for the cases when we optimize power output. First, we discuss the case when the optimization is performed over $\omega_c$. As seen from Eq. (C13), $R'_{\omega(h)}^{\omega(h)} = 0$, which indicates that corresponding EF is zero in this case, which in turn implies that the loss of power is equal to the power output. The ratios $R'$ for the extreme cases $\gamma \to 0$ and $\gamma \to \infty$ are given by

$$R'_{\omega(h)}^{\omega(h)} = \frac{1}{3}, \quad R'_{\omega(h)}^{\omega(h)} = \sqrt{\tau}. \quad (23)$$

The corresponding expressions, at optimal power output w.r.t $\omega_h$, are given by

$$R'_{\omega(h)}^{\omega(h)} = R'_{\omega(h)}^{\omega(h)} = \sqrt{\tau}. \quad (24)$$

Similar trend is observed for the fractional loss of power in this case also, as noted for the optimal EF above. More importantly, for near equilibrium conditions (small values of $\eta_C$), optimal EF yields lower values of fractional loss of power as compared to optimal power output.

V. RATIO OF POWER AT MAXIMUM ECOLOGICAL FUNCTION TO MAXIMUM POWER

Fig. 3 indicates that the fractional loss of power is larger when the three-level laser heat engine operates at maximum power as compared to the engine operating at maximum EF. So, it is useful to evaluate the ratio of power output at maximum EF to the maximum power. Defining $R'_{\omega(h)}^{\omega(h)} = P_{\text{eco}(\omega_c)}/P_{\text{pow}(\omega_c)}$ (see Eqs. [C2] and [C10]), and by taking limits $\gamma \to 0$ and $\gamma \to \infty$, we have following two equations, respectively

$$R'_{\omega(h)}^{\omega(h)} = \frac{1 + 3\tau - \tau(3 + \tau)}{1 + 3\tau - 2\sqrt{2}(1 + \tau)}, \quad R'_{\omega(h)}^{\omega(h)} = \frac{1 + \tau - \frac{\tau(3 + \tau)}{\sqrt{2(1 + \tau)^2}}}{1 + \frac{\tau}{\sqrt{2(1 + \tau)^2}}}. \quad (25)$$

Similar equations can be obtained for fixed $\omega_c$ by dividing $P_{\text{eco}(\omega_c)}$ with $P_{\text{pow}(\omega_c)}$ (see Eqs. [C6] and [C15]) and repeating the above mentioned step. Thus we have

$$R'_{\omega(h)}^{\omega(h)} = R'_{\omega(h)}^{\omega(h)}, \quad R'_{\omega(h)}^{\omega(h)} = \frac{1 + 2\tau}{(1 + \tau)^2}. \quad (26)$$
FIG. 4. (Color online) Comparison of the ratio $\bar{R}$ of the power output at maximum EF to the maximum power [Eqs. (25) and (26)].

FIG. 5. (Color online) 3D-plot of EF [Eq. (A14)] in terms of control frequencies $\omega_c$ and $\omega_h$ for $\hbar = 1, k_B = 1, \Gamma_h = \Gamma_c = 1, \lambda = 1, T_h = 20, T_c = 5$.

Again $\bar{R}_0^{\omega_c}$ is equal to $\bar{R}_0^{\omega_h}$ as expected. Plotting Eqs. (25) and (26) in Fig. 4, we observe that at least 75% of the maximum power is produced in the maximum EF regime. The ratio $P_{\text{eco}}^*/P_{\text{pow}}^*$ increases with increasing $\eta_c$, which is expected since the efficiency of the engine also increases, while the dissipation decreases.

VI. CONCLUDING REMARKS

We have analyzed and optimized thermodynamic performance of SSD heat engine with the ecological function (EF). Here we performed one parameter optimization of EF alternatively w.r.t $\omega_c$ ($\omega_h$ fixed) and $\omega_h$ ($\omega_c$ fixed) and obtained the general expressions for the EMEF in high temperatures regime. In the limit of extremely asymmetric dissipation, lower and upper bounds on the efficiency are obtained. $\eta_{AB}$ serves as the upper bound in the former case and lower bound in the later case, thus separating the entire parameter regime of $\eta^E$ into two parts. To this end, we want to remark that although the two-parameter global maximum of EF does not exist under strong matter-field coupling ($\lambda \gg \Gamma_{h,c}$) and in high temperatures limit, for the general case—where $\lambda$ may be comparable to $\Gamma_{h,c}$ numerical results indicate that the global maximum of EF may exist (See Fig. 5). But, it is difficult to obtain analytic expressions for EMEF in this case.

Finally, we have compared the performance of a quantum heat engine operating at maximum EF to the engine operating at maximum power. It is inferred that the fractional loss of power is appreciably low in case of engine operating at maximum EF while it produces at least 75% of the power output by the engine working in maximum power regime. These conclusions concur with the optimal performance of a classical endoreversible heat engine operating in the ecological regime [32]. Hence, we conclude that classical as well as quantum heat engines operating at maximum ecological function are much more efficient and environment friendly than the engines operating at maximum power. Therefore, it is reasonable as well as sensible to design real heat engines along the lines of maximizing the ecological function, both for economical and ecological purposes. Similarly, the analogue of ecological function for refrigerators [33] may be employed for quantum models where usually the cooling power is optimized [55] [67].
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Appendix A: Steady state solution of density matrix equations

Here, we solve the equations for density matrix in the steady state. Substituting the expressions for $H_0, \bar{H}, V_0$, and using Eqs. (3) and (4) in Eq. (5), the time evolution of the elements of the density matrix are governed by
following equations:
\[
\dot{\rho}_{11} = i\lambda(\rho_{10} - \rho_{01}) - 2\Gamma_h[(n_h + 1)\rho_{11} - n_h\rho_{gg}], \quad (A1)
\]
\[
\dot{\rho}_{00} = -i\lambda(\rho_{10} - \rho_{01}) - 2\Gamma_c[(n_c + 1)\rho_{00} - n_c\rho_{gg}], \quad (A2)
\]
\[
\dot{\rho}_{10} = -[\Gamma_h(n_h + 1) + \Gamma_c(n_c + 1)]\rho_{10} + i\lambda(\rho_{11} - \rho_{00}), \quad (A3)
\]
\[
\rho_{11} = 1 - \rho_{00} - \rho_{gg}, \quad (A4)
\]
\[
\dot{\rho}_{01} = \dot{\rho}_{10}. \quad (A5)
\]
\[
\rho_{10} = \frac{i\lambda(n_h - n_c)\Gamma_c\Gamma_h}{\lambda^2[(1 + 3n_h)\Gamma_h + (1 + 3n_c)\Gamma_c] + \Gamma_c\Gamma_h[1 + 2n_h + n_c(2 + 3n_h)][(1 + n_c)\Gamma_c + (1 + n_h)\Gamma_h]}, \quad (A6)
\]

and
\[
\rho_{01} = \rho_{10}^*. \quad (A7)
\]
Calculating the trace in Eq. (A4), the output power is given by
\[
P = i\hbar\lambda(\omega_h - \omega_c)(\rho_{10} - \rho_{01}). \quad (A8)
\]
Similarly evaluating the trace in Eq. (A7), heat flux \(\dot{Q}_h\) can be written as
\[
\dot{Q}_h = -\hbar\omega_h(2\Gamma_h[(n_h + 1)\rho_{11} - n_h\rho_{gg}]). \quad (A9)
\]
Using the steady state condition \(\dot{\rho}_{11} = 0\) (see Eq. (A1)), Eq. (A9) becomes
\[
\dot{Q}_h = -i\hbar\lambda\omega_h(\rho_{10} - \rho_{01}). \quad (A10)
\]
\[
P = \frac{2\hbar\lambda^2\Gamma_c\Gamma_h(n_h - n_c)(\omega_h - \omega_c)}{\lambda^2[(1 + 3n_h)\Gamma_h + (1 + 3n_c)\Gamma_c] + \Gamma_c\Gamma_h[1 + 2n_h + n_c(2 + 3n_h)][(1 + n_c)\Gamma_c + (1 + n_h)\Gamma_h]}, \quad (A11)
\]
\[
E = \frac{2\hbar\lambda^2\Gamma_c\Gamma_h(n_h - n_c)[2(\omega_h - \omega_c) - \eta_c\omega_h]}{\lambda^2[(1 + 3n_h)\Gamma_h + (1 + 3n_c)\Gamma_c] + \Gamma_c\Gamma_h[1 + 2n_h + n_c(2 + 3n_h)][(1 + n_c)\Gamma_c + (1 + n_h)\Gamma_h]}, \quad (A12)
\]

**Appendix B: Optimization in the high temperatures limit**

In order to obtain analytic expressions of interest, we optimize power output and the EF given above, in the high temperatures limit, while assuming a strong matter-field coupling \(\lambda \gg \Gamma_{h,c}\). In the said limit, \(n_h\) and \(n_c\) can be approximated as
\[
n_h = \frac{1}{\epsilon\hbar\omega_h/k_B T_h} - 1 \approx \frac{k_B T_h}{\hbar\omega_h}, \quad (B1)
\]
\[
n_c = \frac{1}{\epsilon\hbar\omega_c/k_B T_c} - 1 \approx \frac{k_B T_c}{\hbar\omega_c}. \quad (B2)
\]
Solving Eqs. (A1) - (A5) in the steady state by setting \(\dot{\rho}_{mn} = 0\ (m,n = 0,1)\), we obtain
\[
P \approx \frac{2\hbar\Gamma_h(\omega_h - \omega_c)(\omega_c - \tau\omega_h)}{3(\omega_c\gamma + \tau\omega_h)} \quad (B3)
\]
\[
E \approx \frac{2\hbar\Gamma_h(\omega_c - \tau\omega_h)[2(\omega_h - \omega_c) - (1 - \tau)\omega_h]}{3(\omega_c\gamma + \tau\omega_h)}. \quad (B4)
\]
One parameter optimization of ecological function

We optimize $E$ w.r.t to either $\omega_c$ or $\omega_h$, while keeping the other fixed. Optimizing Eq. (A14) w.r.t $\omega_c$, for a fixed $\omega_h$, and solving for $\omega_c$, we obtain

$$\omega_c^* = \frac{\omega_h}{2\gamma} \left( \sqrt{2\tau(1+\gamma)[\gamma + (2+\gamma)\tau]} - 2\tau \right).$$

(B5)

Using Eq. (B5) in Eq. (11), EMEF is given by Eq. (16). Similarly, the following four cases.

$$\omega_h^* = \omega_c^* \sqrt{(1+\gamma)(1+\tau)[\gamma + (2+\gamma)\tau]} - \gamma(1+\tau) \tau(1+\tau).$$

(B6)

In this case, EMEF is given by Eq. (18).

Appendix C: Ratio $E/P$ for two different target functions

Here, we derive the expressions for the ratio $E/P$ for the following four cases.

Optimal $E$ for a fixed $\omega_h$

The optimal value of the EF, $E^{\star}(\omega_h)$, can be evaluated by substituting Eq. (B5) into Eq. (B4). Similarly, substituting Eq. (B5) into Eq. (B3), we obtain the expression for power at maximum EF, $P^{\star}_{eco}(\omega_h)$. Therefore, we have

$$P^{\star}_{eco}(\omega_h) = \frac{2\hbar \omega_h \Gamma h}{3\gamma^2} \left( \gamma + 4\tau + 3\gamma \tau - 2\gamma \right),$$

(C1)

$$P^{\star}_{eco}(\omega_h) = \frac{h \omega_h \Gamma h}{3\gamma^2 A} \left( A - 2(\gamma + \tau) \right) \left( A - 2(1+\gamma) \right).$$

(C2)

where $A = \sqrt{2(1+\gamma)\tau[\gamma + (2+\gamma)\tau]}$. The ratio of $E^{\star}_{eco}(\omega_h)$ and $P^{\star}_{eco}(\omega_h)$ is evaluated to be

$$R^{\omega_h}_{eco(\gamma)} = \frac{A}{(1+\gamma)\tau + A}.$$

(C3)

Now, consider $\gamma \to 0$ and $\gamma \to \infty$. For these limiting cases, the above equation reduces to:

$$R^{\omega_h}_{eco(0)} = \frac{2}{3}; \quad R^{\omega_h}_{eco(\infty)} = \frac{\sqrt{2(1+\tau)}}{\sqrt{\tau + \sqrt{2(1+\tau)}}}.$$

(C4)

Optimal $E$ for a fixed $\omega_c$

In this case, the expression for optimal EF and the corresponding power output can be obtained by using Eqs. (B6) and (B4), and Eqs. (B6) and (B3), respectively.

$$E^{\star}_{eco}(\omega_c) = \frac{2\hbar \omega_c \Gamma h\left( 1 + 3\tau + 2\gamma(1+\tau) - 2B \right)}{3\tau},$$

(C5)

Again, the expressions for optimal power and for the EF at optimal power are evaluated to be

$$P^{\star}_{pow}(\omega_h) = \frac{2\hbar \omega_h \Gamma h(\gamma + 2\tau + \gamma \tau - 2C)}{3\gamma^2},$$

(C10)

$$E^{\star}_{pow}(\omega_h) = \frac{2\hbar \omega_h \Gamma h(C - (1+\gamma)\tau)(C - 2\tau - (1+\gamma)\gamma)}{\gamma^2 C},$$

(C11)

where $C = \sqrt{\tau(1+\gamma)(\tau + \gamma)}$. The required ratio is calculated to be

$$R^{\omega_c}_{pow(\gamma)} = 1 - \frac{C}{\tau + \gamma},$$

(C12)

from which we can write

$$R^{\omega_h}_{pow(0)} = 0, \quad R^{\omega_h}_{pow(\infty)} = 1 - \sqrt{\tau}.$$

(C13)
Optimal power with a fixed $\omega_c$

For this case, the optimal value of $\omega^*_{\text{pow}}$ is given by \[29\]

$$\omega^*_{\text{pow}} = \frac{1}{\tau}[-\gamma + \sqrt{(1 + \gamma)(\tau + \gamma)]\omega_c. \quad (C14)$$

Then, we can obtain

$$P^*_{\text{pow}}(\omega_c) = \frac{2\hbar\omega_c\Gamma_h (1 + \tau + 2\gamma - 2D)}{3\tau}, \quad (C15)$$

and

$$P^*_{\text{pow}}(\omega_c) = \frac{(D - (1 + \gamma))(1 + \tau)D - 2\gamma - (1 + \gamma))}{(2\hbar\omega_c\Gamma_h)^{-3}\tau \sqrt{(1 + \gamma)(\tau + \gamma)}}, \quad (C16)$$

where $D = \sqrt{(1 + \tau)(\tau + \gamma)}$. The ratio of $P^*_{\text{pow}}(\omega_c)$ to $P^*_{\text{pow}}$ is evaluated to be

$$R^\omega_{\text{pow}(\gamma)} = 1 - \frac{(1 + \gamma)\tau}{D}, \quad (C17)$$

whose limiting values for $\gamma \to 0$ and $\gamma \to \infty$, are

$$R^\omega_{\text{pow}(0)} = 1 - \sqrt{\tau}, \quad R^\omega_{\text{pow}(\infty)} = 1 - \tau. \quad (C18)$$

---
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