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ABSTRACT. We prove the homogenization of fully nonlinear parabolic equations with periodic oscillating Dirichlet boundary conditions on certain general prescribed space-time domains. It was proved in [9,10] that for elliptic equations, the homogenized boundary data exists at boundary points with irrational normal directions, and it is generically discontinuous elsewhere. However for parabolic problems, on a flat moving part of the boundary, we prove the existence of continuous homogenized boundary data \( \bar{g} \). We also show that, unlike the elliptic case, \( \bar{g} \) can be discontinuous even if the operator is rotation/reflection invariant.
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1. Introduction

We investigate the homogenization problem of fully nonlinear parabolic equations in general space-time domains. Fix \( T > 0 \) and \( d \in \mathbb{N}^+ \), let \( \Omega_T \) be an open bounded subset of \( \mathbb{R}^d \times (0,T) \) of the following form

\[
\Omega_T := \bigcup_{0 < t < T} (\Omega(t) \times \{t\})
\]

for some \( \Omega(t) \subset \mathbb{R}^d \). Write \( \partial_t \Omega_T := \bigcup_{0 < t < T} (\partial_t \Omega(t) \times \{t\}) \) as the lateral boundary of \( \Omega_T \). We consider the following problem:

\[
\begin{cases}
\frac{\partial}{\partial t} u^\varepsilon(x,t) - F(D^2 u^\varepsilon, x, \frac{x}{\varepsilon}, t, \frac{t}{\varepsilon^2}) = 0 & \text{in } \Omega_T, \\
u^\varepsilon(x,t) = g(x, \frac{x}{\varepsilon}, t, \frac{t}{\varepsilon^2}) & \text{on } \partial_t \Omega_T := \partial_t \Omega_T \cup (\Omega(0) \times \{0\}),
\end{cases}
\]

where \( F(M, x, y, t, s) \) is uniformly elliptic in \( M \), and both \( F \) and \( g(x, y, t, s) \) are \( \mathbb{Z}^d/\mathbb{Z} \)-periodic in \( y/s \) variables. Section 2 will give the precise assumptions we make on the operator, boundary data and the domain. When \( \varepsilon > 0 \) is small, both the operator and the boundary data involve large oscillations. The goal in this paper is to understand the averaging behaviour of solutions \( u^\varepsilon(x, t) \) as \( \varepsilon \to 0 \), especially when \( (x, t) \) is close to the boundary. If \( u^\varepsilon \) converges, we say the problem (1.1) homogenizes.

Homogenization problems have a long history and we will only mention a small portion of works, particularly nonlinear periodic problems, that are closely related to our work. We refer readers to [16] and the book [3] for the extensive bibliography. For problems with non-oscillating boundary data, García-Azorero et al. [12] proved homogenization for a class of quasilinear parabolic problem in divergence form. Later the fully nonlinear, non-divergence form problem was studied by Marchi [18]. For general uniformly elliptic equations but with oscillating Dirichlet boundary data, Barles and Mironescu [2] worked on half-planes with boundaries passing through the origin. In their paper, the homogenized boundary data arises as a boundary layer limit of a problem set in half spaces.

In general domains, the homogenized boundary data cannot be identified at boundary points of rational normal (the normal vector lies in \( \mathbb{R} \mathbb{Z}^d \)). Despite possible discontinuities at rational directions, Feldman [9] proved that homogenization happens when there is no flat portions on the boundary of the domain (i.e. the set of boundary points of rational normal has a small Hausdorff dimension). Feldman and Kim
showed in [10] that the homogenized boundary data is Hölder continuous if the homogenized operator is either rotation/reflection invariant or linear. More recently, continuity of the homogenized boundary data for linear elliptic system of divergence form is proved in [11, 19].

In this work, under some conditions on the domain, we are going to show that the solutions \( u^\varepsilon \) of (1.1) converge locally uniformly to \( \bar{u} \) which solves a parabolic equation:

\[
\begin{aligned}
\frac{\partial}{\partial t} \bar{u}(x, t) - \bar{F}(D^2 \bar{u}, x, t) &= 0 \quad \text{in } \Omega_T, \\
\bar{u}(x, t) &= \bar{g}(x, t) \quad \text{on } \partial_p \Omega_T.
\end{aligned}
\]

Here \( \bar{F} \) is the homogenized operator from [5, 18] which will be recalled in Section 2.2.2. And \( \bar{g} \) is called the homogenized boundary data which is supposed to be the limit, if exists, of \( u^\varepsilon(x, t) \) as \( (x, t) \) approaches the boundary.

To study the limit of \( u^\varepsilon \) near the boundary, we need to introduce the boundary layer problem which can also be called the cell problem, also see [2, 9, 11]. Let us take a lateral boundary point \((x_0, t_0) \in \partial_0 \Omega_T\) and denote its interior spatial normal as \( \nu \). As done in the literatures, the analysis proceeds by blowing up a sequence of functions

\[ u^\varepsilon(x, t) := u^\varepsilon(x_0 + \varepsilon x, t_0 + \varepsilon^2 t). \]

By passing to a subsequence of \( \varepsilon \to 0 \), suppose \( \frac{x_0}{\varepsilon} \to z \) in \( \mathbb{R}^d / \mathbb{Z}^d \) and \( \frac{t_0}{\varepsilon} \to \tau \) in \( \mathbb{R} / \mathbb{Z} \). Then formally taking \( \varepsilon \to 0 \) in (1.1) gives rise to the following boundary layer problem:

\[
\begin{aligned}
\frac{\partial v^{z, \tau}}{\partial t} - F(D^2 v^{z, \tau}, x_0, x + z, t_0, t + \tau) &= 0 \quad \text{in } P_{\nu_0} := \{(x, t) \in \mathbb{R}^{d+1} \mid x \cdot \nu_0 \geq 0\}, \\
v^{z, \tau}(x, t) &= g(x_0, x + z, t_0, t + \tau) \quad \text{on } \partial P_{\nu_0}.
\end{aligned}
\]

The solution to (I) (has a boundary layer limit):

\[ \varphi_{\nu_0}^{z, \tau} := \lim_{R \to \infty} v^{z, \tau}(x + R\nu_0, t), \]

and the limit can be shown to be independent of \( \tau, x, t \). It is typically not independent of the translation \( z \). When \( \nu_0 \) is irrational (\( \nu_0 \in S^{d-1} \setminus \mathbb{Q} \mathbb{Z}^d \)), similarly as in the elliptic problem [9], \( \varphi_{\nu_0}^{z, \tau} \) is also independent of \( z \). For these \((x_0, t_0)\), we can identify \( \bar{g}(x_0, t_0) \) to be the boundary layer limit \( \varphi_{\nu_0}^{z, \tau} \). In fact it is not hard to show

\[ \lim_{R \to \infty} \limsup_{\varepsilon \to 0} |u^\varepsilon(x_\varepsilon + \varepsilon R\nu_0, t_\varepsilon) - \varphi_{\nu_0}^{z, \tau}| = 0 \]

for all \( \Omega_T \ni (x_\varepsilon, t_\varepsilon) \to (x_0, t_0) \) as \( \varepsilon \to 0 \). However when the normal direction \( \nu_0 \) is rational, there is a serious problem that the limit (1.3) depends on \( z \). Actually it was proved in [10] in the elliptic setting that, generically, the limit of \( u^\varepsilon \) cannot be continuous on the boundary. To resolve this problem, as mentioned before, [9, 10] assumed that boundary points with rational direction is a small set, and so they need the dimension \( d \geq 2 \).

The novelty of this paper is that we provide another solution to the above problem (and we allow \( d = 1 \)). We observe that for the parabolic equation, when the lateral boundary is moving along time, boundary homogenization occurs even on spatially flat part with rational normal. In order to see the ideas behind, let us go back to the boundary layer problem (I) with rational \( \nu_0 \) and explain the reason why the boundary layer limit depends on \( z \). For \( x \in \partial P_{\nu_0} \) and \( z_1, z_2 \) such that \( z_1 \cdot \nu_0 \neq z_2 \cdot \nu_0 \) in \( \mathbb{R}^d / \mathbb{Z}^d \), then \( \partial P_{\nu_0 + z_1} \) and \( \partial P_{\nu_0 + z_2} \) are different hyperplanes (even after shifting in directions that are perpendicular to \( \nu_0 \)), and the values of \( g(x_0, \cdot, t_0, t + \tau) \) on them can be very different. Therefore the corresponding boundary layer limit depends on \( z \). However for space-time domain, if the boundary is moving, we expect that the solution will see all values of \( g(x_0, \cdot, t_0, t) \) in a larger scale. Using this approach, we can also show homogenization for \( d = 1 \).

Now we proceed to describe more precisely the mechanism of the homogenization at flat moving boundary with a rational direction \( \nu \). Fix one such boundary point and for simplicity we assume it is \((x_0, 0)\) (there is no essential difficulties of considering \((x_0, t_0)\)). Then write \( c_0 \neq 0 \) as the boundary speed.
In order to see how the moving boundary could help, consider the following transformation

\[ \mu^\varepsilon(x,t) := u^\varepsilon(x_\varepsilon + \varepsilon x + c_0(t_\varepsilon + \varepsilon^2 t) \nu, t_\varepsilon + \varepsilon^2 t) \]

where \( x_\varepsilon, t_\varepsilon \) are going to be specified. By passing \( \varepsilon \to 0 \) along subsequences, we assume that

\[ \frac{x_\varepsilon + c_0(t_\varepsilon + \varepsilon^2 t) \nu}{\varepsilon} \to z_* \pmod{\mathbb{Z}^d}. \tag{1.4} \]

Then, similarly as done in (1.3), we obtain a boundary layer limit \( \chi^{z_*}_\nu \) from a boundary layer problem (R1) (see section 3.2) (since \( t_0 = 0 \), there is no \( \tau \) dependence here). But now \( \chi^{z_*}_\nu \) depends on \( z_* \cdot \nu \), and we can show that it only depends on \( z_* \cdot \nu \). Then this \( \chi^{z_*}_\nu \) provides the value of \( u^\varepsilon \) at \( (x_\varepsilon + R \varepsilon \nu + c_0 t_\varepsilon \nu, t_\varepsilon) \) for large \( R > 1 \) with a small error depending on \( R^{-1} \varepsilon \) (along the subsequence of \( \varepsilon \to 0 \)).

Now we pull ourselves further away from the boundary on which \( (x_0,0) \) resides to a distance of \( R \varepsilon \) (from a distance of \( R \varepsilon \)) by sending

\[ x_\varepsilon := x_0 + \frac{1}{\varepsilon^2} y, \quad t_\varepsilon := \varepsilon s. \]

Then assuming \( \frac{\varepsilon}{s} \to z \) in \( \mathbb{R}^d/\mathbb{Z}^d \) along subsequence of \( \varepsilon \to 0 \), (1.4) yields \( z_* \cdot \nu = z \cdot \nu + c_0 s \) for all \( y \in \{ y' \mid y' \cdot \nu = 0 \} \). Next define

\[ w^\varepsilon(y,s) := u^\varepsilon(x_0 + \varepsilon^2 y + c_0 \varepsilon s \nu, \varepsilon s). \]

which gives rise to (after ignoring higher order terms)

\[ \frac{\partial}{\partial t} w^\varepsilon(y,s) - F(D_y^2 w^\varepsilon, x_0, \varepsilon^{-1} y + z + c_0 s \nu, t_0, \varepsilon^{-1} s) \approx 0 \quad \text{in} \quad P_\nu. \]

As for the boundary information, we will use \( \chi_{\nu}(z \cdot \nu + c_0 s) := \chi_{\nu}(z \cdot \nu + c_0 s) \) which is approximately the value of \( u^\varepsilon \) near the boundary but of distance of the small scale \( R \varepsilon \) in space. This equation is a homogenization problem with non-oscillating boundary data. The classical theorem suggests that its limit is

\[ \text{(R2)} \quad \begin{cases} \partial_t w^\varepsilon(y,s) - F^0(D_y^2 w) = 0 & \text{in} \quad P_\nu, \\ w^\varepsilon(y,s) = \chi_{\nu}(z \cdot \nu + c_0 s) & \text{on} \quad \partial P_\nu \end{cases} \]

where \( F^0(M) \) is the homogenized operator of \( F(M, x_0, \cdot, t_0, \cdot) \). This is our second boundary layer problem. Though the boundary data in (R2) depends on \( z \), the boundary layer limit is independent of \( z \) (the choice of subsequences of \( \varepsilon \to 0 \)) due to the fact that different \( z \)'s only cause some shifts in the time
direction. From the above informal argument, we expect that at a larger scale ($\varepsilon^{\frac{d}{2}}$ in space and $\varepsilon$ in time), the solutions converge at the boundary:

$$\lim_{\varepsilon \to 0} u^\varepsilon(x_0 + \varepsilon^{\frac{d}{2}} R\nu, 0) = \lim_{\varepsilon \to 0} w^\varepsilon(R\nu, 0) = w^\nu(R\nu, 0)$$

Thus we define the boundary layer limit of $w^\nu$ as the homogenized boundary data $\tilde{g}$ at $(x_0, 0)$.

At the end of the story, we will show boundary layer homogenization in the following subsets of the lateral boundary:

$$\Gamma_1(T) := \{(x, t) \mid t \in (0, T), x \in \partial\Omega(t), \nu_{x,t} \text{ is irrational}\},$$

$$\Gamma_2(T) := \{(x, t) \mid t \in (0, T), x \in \partial\Omega(t), \nu_{y,s} = \nu \text{ is rational and constant}, \nu \in \mathbb{R}^d\}$$

for all $(y, s) \in \partial\Omega$ that are sufficiently close to $(x, t)$. Later we drop $(T)$ from $\Gamma_1(T)$ and $\Gamma_2(T)$ for simplicity. Let us remark that when $d = 1$, then the unit normal $\nu_{x,t}$ is always to a rational direction, and therefore $\Gamma_1 = \emptyset$.

Next we discuss the continuity property of $\tilde{g}$. It is not hard to show that $\tilde{g}$ is continuous on $\Gamma_T := \Gamma_1 \cup \Gamma_2 \in \partial_\Omega T$. However we will show by examples that $\tilde{g}$ cannot be continuous extend to $\Gamma_T$ (where the closure is taken in $\partial_\Omega T$). Let us mention that in [6, 10] it was proved for the elliptic problems, if the operators homogenize to a rotation/reflection invariant or a linear operator, then the homogenized boundary data is continuous on the closure of the set where it is well-defined. Nevertheless, in our setting, if $F$ is rotation/reflection invariant, $\tilde{g}$ can be continuously defined on $\Gamma_1 \setminus \Gamma_2$ (but still not $\Gamma_T$). We show the possibility of the discontinuities in Example 4.4. Finally in the case when $F$ is linear, $\tilde{g}$ can be continuously extended to $\Gamma_T$.

After identifying $\tilde{g}$ on $\Gamma_T$ as well as the bottom boundary $\Omega(0) \times \{0\}$, and showing the continuity properties of $\tilde{g}$, we are in the position of proving the homogenization result despite a possible lack of continuity in the homogenized boundary data. This will be done by a comparison principle which is used by Feldman [9] in the proof of homogenization for the elliptic problem.

Now we state our main theorem:

**Theorem A.** (Theorem 7.2) Let $d \geq 1$, and assume conditions (F1)--(F4)(O) hold (see Section 2 for details). Suppose the Hausdorff dimension of $\partial_\Omega T \setminus \Gamma_T$ is less than $\frac{d\lambda}{\Lambda}$ where $\lambda, \Lambda$ are the elliptic constants of the operator. Then (1.1) homogenizes in the sense that $u^\varepsilon$ converges locally uniformly to the unique solution of the homogenized problem

$$\begin{align}
\frac{\partial}{\partial t} \bar{u}(x, t) - \bar{F}(D^2 \bar{u}, x, t) &= 0 \quad \text{in} \quad \Omega_T, \\
\bar{u}(x, t) &= \tilde{g}(x, t) \quad \text{on} \quad \Gamma_T \cup (\Omega(0) \times \{0\}),
\end{align}$$

where $\bar{F}$ and $\tilde{g}$ are, respectively, the homogenized operator and the homogenized boundary data.

We remark that a slightly weaker hypothesis on the size of $\partial_{\partial T} \setminus \Gamma_T$ is required if we use of the parabolic Hausdorff dimension (see Definition 7.1). However, to the best of our knowledge, the sharp hypothesis that guarantees the well-posedness of (1.6) remains open.

Concerning linear operators, we only need to assume that there is no flat stationary lateral boundary.

**Theorem B.** (Example 4,4, Theorem 7.3) Let $d \geq 1$, and assume conditions (F1)--(F4)(O) hold. Let $\Omega_T$ be a time-dependent domain such that $\partial_\Omega T \subset \overline{\Gamma_T}$. Then if $F$ is a linear operator (particularly when $F$ is linear), problem (1.1) homogenizes with continuous homogenized boundary data $\tilde{g}$ on $\partial_\Omega T$. If $F$ is not linear, $\tilde{g}$ can be discontinuous on $\partial_\Omega T$.

1.1. **Outline.** In Section 2 we collect most important notation, the assumptions, and some previous results. We will prove one localization lemma and, as a corollary, a comparison principle in $P_\nu$. The boundary layer problems for the lateral boundary with both irrational and rational normal will be formulated in Section 3. From these problems, we define the homogenized boundary data $\tilde{g}$. In Section 4 we study the continuity properties of $\tilde{g}$. In 4.2, we give two examples showing the failure of continuous extension of $\tilde{g}$ on $\Gamma_1 \cap \Gamma_2$. In Section 5, we show the local uniform convergences of $u^\varepsilon$ to $\tilde{g}$ on $\Gamma_T$. Section
6 discusses the homogenization on the bottom boundary. In Section 7, we prove the well-posedness of the homogenized problem given discontinuous boundary data, and finish the proofs of Theorem A and Theorem B.

1.2. Acknowledgements. The author would like to thank his advisor Inwon Kim for suggesting the problem, as well as for the stimulating guidance and discussions. The author would also like to thank William M. Feldman and Olga Turanova for helpful discussions.

2. Notations, Assumptions and Preliminaries

Let $\mathcal{M}$ be the space of $d \times d$ symmetric matrices equipped with the spectral norm.

By rational vector or a vector to a rational direction we mean $\nu \in \mathbb{R}Z^d \cap S^{d-1}$. And we call a unit vector irrational if it is not a rational vector. In this paper, $\nu$ will always be unit spatial vectors.

We will consider a bounded time interval: $[0, T]$ for some $T > 0$, and by passing $T \to +\infty$ the results hold for all time. Let us call $\Omega(0) \times \{0\}$ the bottom boundary of $\Omega_T$ and $\partial_T \Omega_T$ the lateral boundary. The union of the bottom and lateral boundary is denoted by $\partial_T \Omega_T$.

By universal constants, we mean constants which only depend on $d$, $\lambda$, $\Lambda$, bounds on $F, g$ given in condition (F1) and the $C^1$ norm of $\partial_T \Omega_T$.

By parabolic cylinders of radius $r$ we mean

$$ S_r(x, t) := \{(y, s) \mid |y - x| < r, |s - t| < r^2\}. \quad (2.1) $$

We may omit $x, t$ if they are 0.

Recall the definition of half-relaxed limits of a sequence of functions $u^\varepsilon(x, t) : \Omega \to \mathbb{R}$:

$$ u^*(x, t) := \limsup_{\varepsilon \to 0} u^\varepsilon(x', t'), $$

$$ u_*(x, t) := \liminf_{\varepsilon \to 0} u^\varepsilon(x', t'). $$

We write them as $\limsup u^*(x, t), \liminf u_*(x, t)$ respectively for abbreviation of notation.

The oscillation operator osc is defined to be: for any $U \subseteq \mathbb{R}^{d+2}$ and a continuous function $u : U \to \mathbb{R}$,

$$ \text{osc}(u) := \sup \{|u(x_2, t_2) - u(x_1, t_1)| \mid (x_i, t_i) \in U, i = 1, 2\}. $$

2.1. The assumptions. Suppose $F$ is a function on $\mathcal{M} \times \mathbb{R}^{2d+2}$ and $g$ is a function on $\mathbb{R}^{2d+2}$. For any $(M, x_i, y_i, t, s), (M, x, y, t, s) \in \mathcal{M} \times \mathbb{R}^{2d+2}, i = 1, 2$, we assume

(F1) $F(M, x, y, t, s)$ is locally Lipschitz continuous in all its parameters and there is a function $\rho \in C[0, \infty)$ with $\rho(0^+) = 0$ such that

$$ |F(M_1, x_1, y_1, t, s) - F(M_2, x_2, y_2, t, s)| \leq \rho(|M_1 - M_2| + (|x_1 - x_2| + |y_1 - y_2|)(1 + |M_1| + |M_2|)). $$

The boundary data $g(x, y, t, s)$ is $\alpha$-Hölder continuous in all its parameters.

(F2) There exist $\Lambda > \lambda > 0$ such that for any $\mathcal{M} \ni N \geq 0$,

$$ \lambda \text{Tr} (N) \leq F(M + N, x, y, t, s) - F(M, x, y, t, s) \leq \Lambda \text{Tr} (N). $$

(F3) $F(M, x, y, t, s), g(x, y, t, s)$ are $\mathbb{Z}^d / \mathbb{Z}$ periodic in $y/s$.

(F4) For any $(x, t), \varepsilon F(\varepsilon^{-1} M, x, y, t, s) \to F^{x', t'}(M, y, s)$ locally uniformly as $\varepsilon \to 0$. For any $(M, x, t)$, there exists a neighbourhood of $(M, x, t)$ such that for any $(M', x', t')$ inside the neighbourhood, there is a constant $C(M, x, t)$ such that

$$ |F(M' + N, x', y, t', s) - F^{x', t'}(N, y, s)| \leq C \quad \text{for all } (N, y, s) \in \mathcal{M} \times \mathbb{R}^{d+1}. $$
The uniform elliptic condition (F2) induces condition (A1) in [18] and from which we have comparison principle. Condition (F4) will be used for homogenization near the boundary. The second part of (F4) is the same as (A3) in [18]. The assumptions made in [2, 5, 20] hold if assuming (F1)–(F4), and so we can apply their results directly. Operators of the following forms are covered

\[ F(M, x, y, t, s) = f(x, y, t, s) + \inf_{\beta} \inf_{\alpha} \text{Tr} (A_{\alpha\beta}(x, y, t, s)M) \]

(where \(A_{\alpha\beta}(x, y, t, s) \in \mathcal{M}\) is positive definite, and satisfies some continuity and periodicity conditions). While our method does not fit in the case when the operator is of divergence form.

For the domain, we assume

(O) \(\Omega(t)\) is open, bounded and connected for every \(0 \leq t \leq T\). The lateral boundary \(\partial_t \Omega_T\) is \(C^1\) in both space and time.

Next let \(G(M, y, s)\) be a function on \(\mathcal{M} \times \mathbb{R}^{d+1}\) and \(h(y, s)\) a function on \(\mathbb{R}^{d+1}\). We say \(G, h\) satisfies condition (G) if

(G1) \(G(M, y, s)\) is locally Lipschitz continuous in all its parameters and there is a function \(\rho \in C[0, \infty)\) with \(\rho(0^+) = 0\) such that

\[ |G(M_1, y_1, s) - G(M_2, y_2, s)| \leq \rho(|M_1 - M_2| + (|y_1| - |y_2|)(1 + |M_1| + |M_2|)) \]

\(h(y, s)\) is \(\alpha\)-Hölder continuous in \(y, s\).

(G2) There exist \(\Lambda > \lambda > 0\) such that for any \(\mathcal{M} \ni N \geq 0\),

\[ \text{XTr} (N) \leq G(M + N, y, s) - G(M, y, s) \leq \Lambda \text{Tr} (N). \]

(G3) \(G(M, y, s), h(y, s)\) are \(\mathbb{Z}^d/\mathbb{Z}\) periodic in \(y/s\).

(G4) \(G\) is homogeneous in \(M\) in the sense that for all \(c \in \mathbb{R}, (M, y, s)\) in the domain,

\[ G(cM, y, s) = cG(M, y, s). \]

Here (G1)–(G3) is the same as (F1)–(F3) with \(x, t\) removed. Notice that if \(F, g\) satisfy (F1)–(F4), \(G := F^{x,t}, h := g(x, \cdot, t, \cdot)\) satisfy (G).

In view of the results in [2] and Lemma 2.5 below, our method applies to the following operators

\[ F_\varepsilon(D^2u, x, y, t, s) + G_\varepsilon(Du, x, y, t, s) \]

with some suitable conditions, including \(\varepsilon^2 F_\varepsilon(\varepsilon^{-2}M, x, y, t, s) \rightarrow F^{x,t}(M, y, s), \varepsilon G_\varepsilon(\varepsilon^{-1}p, x, y, t, s) \rightarrow G^{x,t}(p, y, s)\) locally uniformly as \(\varepsilon \to 0\), and \(G_\varepsilon(p, x, y, t, s)\) is uniformly Lipschitz continuous in \(p\). If we assume the well-posedness and the interior homogenization of the general equations, then our homogenization results concerning oscillating boundary data in space-time domain hold as well.

### 2.2. Previous results

We use the notion of viscosity solutions throughout this paper which were originally introduced in [7]. We also refer readers to [8, 14] concerning viscosity solutions to elliptic/parabolic equations with Dirichlet boundary conditions.

Consider the problem:

\[
\begin{cases}
\partial_t u(x, t) - F(D^2u, x, t, s) = 0 & \text{in } \Omega_T, \\
u(x, t) = g(x, t) & \text{on } \partial_p \Omega_T
\end{cases}
\]

(2.2)

with \(F, g\) satisfying (G1)(G2).

**Definition 2.1. (Viscosity solution)**

(i) We say an upper semi-continuous function \(u : \Omega_T \to \mathbb{R}\) is a subsolution to (2.2) if the following holds: for any \((x, t) \in \partial_p \Omega_T, \lim sup_{(y, s) \to (x, t)} u(y, s) \leq g(x, t)\); for any smooth function \(\phi\) such that \(u - \phi\) has a local max at \((x_0, t_0) \in \Omega_T,\) then \(\partial_t \phi(x_0, t_0) - F(D^2 \phi, x_0, t_0) \leq 0\).

(ii) We say a lower semi-continuous function \(u : \Omega_T \to \mathbb{R}\) is a subsolution to (2.2) if the following holds: for any \((x, t) \in \partial_p \Omega_T, \lim inf_{(y, s) \to (x, t)} u(y, s) \geq g(x, t)\); for any smooth function \(\phi\) such that \(u - \phi\) has a local min at \((x_0, t_0) \in \Omega_T,\) then \(\partial_t \phi(x_0, t_0) - F(D^2 \phi, x_0, t_0) \geq 0\).
We say a continuous function \( u : \Omega_T \to \mathbb{R} \) is a solution to (2.2) if it is both a subsolution and a supersolution.

It is known that viscosity solutions are stable under uniform convergence, see [7,9].

**Lemma 2.1.** Let \( \{F_i, g_i\} \) be a sequence of operators and boundary data satisfying (G1)(G2). Suppose \((F, g)\) converge locally uniformly to \((F, g)\). Let \( u_i \) be a sequence of bounded subsolutions (supersolutions) to (2.2) with \( F_i, g_i \) replaced by \( F, g \). Let \( u^* \) be the upper half-relaxed limit of \( u_i \), then \( u^* \) is one subsolution to (2.2) (resp. the lower half-relaxed limit \( u_* \) is one supersolution).

Comparison principle of fully nonlinear parabolic equations on a space-time domain with general Neumann type boundary condition is proved by Lundström and Önskog [17] which generalizes the results on fixed domains by Dupuis and Ishii [8]. It is by now classical that well-posedness for equation (1.1) follows from Perron’s method and comparison principle.

### 2.2.1. Comparison, boundedness, and regularity results.

To state the comparison principle, we need to introduce the well-known Pucci’s extremal operators. The Pucci’s operators with parameters \( \Lambda > \lambda > 0 \) are defined as
\[
\mathcal{P}^+(\lambda, \Lambda)(M) = \Lambda \text{Tr} M_+ - \lambda \text{Tr} M_-, \\
\mathcal{P}^-(\lambda, \Lambda)(M) = \lambda \text{Tr} M_+ - \Lambda \text{Tr} M_- 
\]
where \( M_+ \geq 0 \) are respectively the positive and negative part of \( M \). We refer readers to [4] for more discussions.

Condition (G2) implies that if \( u \) and \( v \) satisfy, in the viscosity sense,
\[
\partial_t u(x, t) - F(D^2 u(x, t)) \leq 0, \\
\partial_t v(x, t) - F(D^2 v(x, t)) \geq 0
\]
in \( \Omega_T \), then \( w := u - v \) satisfies
\[
\partial_t w(x, t) - \mathcal{P}^+(D^2 w) \leq 0
\]
in the viscosity sense. We have the following comparison principle.

**Lemma 2.2.** (Theorem 3.14 [20]) Let \( u(x, t), v(x, t) \) be as the above. Then
\[
\sup_{\Omega_T} (u - v)_+ = \sup_{\partial_p \Omega_T} (u - v)_+.
\]

Due to condition (G2),
\[
\mathcal{P}^-(M) - |F(0, x, t)| \leq F(M, x, t) \leq \mathcal{P}^+(M) + |F(0, x, t)|.
\]

If for some bounded function \( h(x, t) \), a continuous function \( u \) satisfies
\[
\frac{\partial}{\partial t} u - \mathcal{P}^-(D^2 u) + C_1|Du| - h \geq 0, \\
\frac{\partial}{\partial t} v - \mathcal{P}^+(D^2 v) - C_1|Dv| - h \leq 0
\]
in the viscosity sense in some domain, then we say \( u \in S(\lambda, \Lambda, h) \).

We have the following result showing the boundedness of solutions.

**Proposition 2.3.** (Corollary 3.20 [20]) Let \( u \in S(\lambda, \Lambda, h) \) in \( \Omega_T \). Then there exits \( C \) such that
\[
\|u\|_{L^\infty(\Omega_T)} \leq \|u\|_{L^\infty(\partial_p \Omega_T)} + C\|h\|_{L^{d+1}(\Omega_T)}.
\]

In particular, solutions to (2.2) are bounded.

Regularities of viscosity solutions to fully nonlinear parabolic equations are studied by Wang [20,21] and Imbert et al. [13]. The following two theorems provide the interior regularity and the boundary regularity of solutions respectively.
Theorem 2.1. (Theorem 4.19 [20]) Let \( u \in S(\lambda, \Lambda, h) \) in a parabolic cylinder \( S_1 \). There exist \( \beta \in (0,1), C \geq 1 \) such that for all \( r < 1 \),
\[
\osc_{(S_r)}(u) \leq C(r^\beta \osc_{(S_1)}(u) + r\|h\|_{d+1, S_1})
\]
and
\[
\|u\|_{C^3(S_{1/2})} \leq C(\|u\|_{\infty, S_1} + \|h\|_{d+1, S_1}).
\]

Corollary 2.4. Let \( R \geq N \geq 1 \). Suppose a bounded function \( u \) solves (2.2) in \( S_R \) and \( F, g \) satisfy (G). Then
\[
\osc_{(S_N)}(u) \leq C(N/R)^\beta.
\]

Proof. Let \( v(x,t) = u(Rx, R^2t) \) which then solves \( \partial_t v(x,t) - F(D^2v, \frac{x}{R}, \frac{t}{R^2}) = 0 \) in \( S_1 \). Here we used the homogeneity condition (G4). Also by (G4), \( v \in S(\lambda, \Lambda, 0) \) and thus Theorem 2.1 concludes the proof. \( \square \)

Theorem 2.2. (Theorem 2.5 [21]) Let \( u \in S(\lambda, \Lambda, h) \). If \( u|_{\partial_p \Omega} \) is Hölder continuous at \( (x_0, t_0) \in \partial_p \Omega \) and \( \partial_p \Omega \) is Lipschitz at \( (x_0, t_0) \), then \( u \) is \( C^\beta \) at \( (x_0, t_0) \) for some \( \beta \).

Though [21] only considered stationary domain, the regularity result for space-time domains with \( C^1 \) boundary can be proved in the same way.

2.2.2. Interior homogenization. Interior periodic homogenization result for fully nonlinear parabolic equations is proved Marchi [18]. From the results (see Propositions 2.1, 3.2 [18]), we have the existence of the homogenized operator.

Theorem 2.3. Suppose \( F \) satisfies conditions (F1)–(F3). Then there exists a unique operator \( \bar{F} : M \times \mathbb{R}^{d+1} \to \mathbb{R} \) satisfying (F1)–(F2) such that the following happens. Let \( \{u^\varepsilon\} \) be a sequence of uniformly bounded subsolutions to
\[
\partial_t u^\varepsilon(x,t) - F(D^2u^\varepsilon, x, \frac{x}{\varepsilon}, t, \frac{t}{\varepsilon^2}) \leq 0
\]
in a bounded open set \( O \subset \mathbb{R}^{d+1} \). Then \( u^\ast := \limsup u^\varepsilon \) satisfies
\[
\partial_t u^\ast(x,t) - F(D^2u^\ast, x, t) \leq 0 \text{ in } O.
\]
Similarly if \( u^\varepsilon \) are supersolutions to (2.3), then \( u_* := \liminf u^\varepsilon \) is a supersolution to (2.4).

2.3. Localization lemmas. For any unit vector \( \nu \), let
\[
P_\nu := \{(x,t) \in \mathbb{R}^{d+1} | x \cdot \nu \geq 0\}.
\]
Denote
\[
x_\nu := (x, \nu), \quad x' := x - x_\nu \nu,
\]
and
\[
Q_L := \{(x,t) \in \mathbb{R}^{d+1} | 0 < x_\nu < L, |t| < L^2, |x'| < L\}.
\]

Since in later sections the parabolic operator with a first order term in \( P_\nu \) is used, we show the following localization lemma for Pucci’s operator with a drift.

Lemma 2.5. Suppose that for some \( \varepsilon \geq 0 \) and \( C_0 > c_0 > 0 \), \( w(x,t) \) satisfies
\[
\begin{align*}
\frac{\partial}{\partial t} w - P_\nu^+(D^2w) - \varepsilon |Dw| &\leq 0 \quad \text{in } Q_L, \\
w(x,t) &\leq c_0 \quad \text{on } Q_L \cap \partial P_\nu, \\
w(x,t) &\leq C_0 \quad \text{on } \overline{Q_L}.
\end{align*}
\]

Then there exist constants \( c = \frac{\lambda(d-1)}{4d} \) and \( C > 0 \) depending only on \( \lambda, \Lambda, d, C_0 \) such that for any \( R < L \), if \( L \varepsilon \leq c \) we have
\[
w(x,t) \leq c_0 + CR/L \quad \text{for } (x,t) \in Q_R.
\]
Proof. Let \( C_1 = C_0 \max \{1, \frac{\lambda}{d-1}, \frac{2}{\Lambda(d-1)} \} \). We construct the following barrier,

\[
\phi(x,t) = \frac{C_1}{L^2} (|x'|^2 - \frac{2\lambda}{\lambda}(d-1)x_\nu^2) + \frac{4C_1\Lambda}{L^2} (d-1)x_\nu + c_0 + \frac{C_0}{L^4} t^2.
\]

It follows from direct computations that in \( Q_L \)

\[
\frac{\partial}{\partial t} \phi - \mathcal{P}^+(D^2\phi) \geq \frac{2C_0}{L^4} t - \frac{4C_1}{L^2} \text{Tr}(D^2|x'|^2) + \frac{C_1\lambda}{L^2} \text{Tr}(D^2\frac{2\lambda}{\lambda}(d-1)x_\nu^2)
\]

\[
\geq -2C_0L^{-2} + 2C_1\lambda(d-1)L^{-2},
\]

where we used the definition of the Pucci’s operator and \((x,t) \in Q_L \). Notice

\[
|D\phi| = 2C_1L^{-2} \left( |x'|^2 + \left( \frac{2\lambda}{\lambda}(d-1) \right)^2 (x_\nu - L)^2 \right)^{\frac{1}{2}}
\]

\[
\leq 2C_1L^{-1} \left( 1 + \left( \frac{2\lambda}{\lambda}(d-1) \right)^2 \right)^{\frac{1}{2}} (\text{since } |x'| \leq L, |x_\nu| \leq L)
\]

\[
\leq 4C_1dL^{-1}\lambda^{-1}\Lambda.
\]

Therefore inside \( Q_L \), we have

\[
\frac{\partial}{\partial t} \phi - \mathcal{P}^+(D^2\phi) - \varepsilon|D\phi|
\]

\[
\geq -2C_0L^{-2} + 2C_1(d-1)\lambda L^{-2} - 4\varepsilon C_1L^{-1}\Lambda
\]

\[
\geq C_1\lambda L^{-2} ((d-1) - 4\varepsilon Ld\lambda^{-1}) \quad (\text{since } C_1\lambda(d-1) \geq 2C_0).
\]

If \( L\varepsilon \leq \frac{\lambda(d-1)}{4d} \), the above is non-negative and so \( \phi \) is a supersolution.

Also it is not hard to verify that \( \phi \geq w \) on the boundary: when \( |x'| = L \) or \( x_\nu = L \), we have

\[
\phi(x,t) \geq C_1 \min \{1, \frac{2\lambda}{\lambda}(d-1) \} \geq C_0 \geq w(x,t);
\]

when \( t = \pm L^2 \),

\[
\phi(x,\pm L^2) \geq C_0 \geq w(x,\pm L^2);
\]

finally when \( x_\nu = 0, \phi \geq c_0 \geq w \) by the assumption. From the definition of viscous solution, we know \( w(x,t) \leq \phi(x,t) \) in \( Q_L \). In particular for \((x,t) \in Q_R \), we derive

\[
w(x,t) \leq \phi(x,t)
\]

\[
\leq C_1 |x'|^2 + C_1(d-1)\frac{2\lambda}{\lambda} \frac{x_\nu}{L} (2 - \frac{x_\nu}{L}) + c_0
\]

\[
\leq c_0 + CR/L
\]

where \( C \) is a constant only depending on \( \lambda, \Lambda, d, C_0 \).

\[\square\]

**Corollary 2.6.** (Comparison Principle for bounded solutions in half-space) Suppose \( F : \mathcal{M} \times \mathbb{R}^{d+1} \rightarrow \mathbb{R} \)

is uniformly elliptic and there are two bounded solutions \( v_1, v_2 \) of

\[
\frac{\partial}{\partial t} v(x,t) - F(D^2v, x, t) = 0 \quad \text{in } \mathcal{P}_\nu.
\]

Then

\[
\sup_{(x,t) \in \mathcal{P}_\nu} (v_1(x,t) - v_2(x,t))_+ \leq \sup_{(x,t) \in \partial \mathcal{P}_\nu} (v_1(x,t) - v_2(x,t))_+.
\]
Proof. Suppose, to the contrary, there exists $(x_0,t_0) \in \mathcal{P}_\nu$ such that

$$v_1(x_0,t_0) - v_2(x_0,t_0) > \sup_{(x,t) \in \partial \mathcal{P}_\nu} (v_1(x,t) - v_2(x,t))_+ =: c_0.$$ 

Write $w = v_1 - v_2$ and assume $w \leq C_0$. Since $F$ is elliptic, $w$ satisfies $\frac{\partial}{\partial \nu} w - \mathcal{P}(D^2 w) \leq 0$. Take $R$ to be large enough such that $(x_0,t_0) \in Q_R$. By Lemma 2.5, for any $L > R$ we have $w(x,t) \leq c_0 + CR/L$ in $Q_R$. If taking $L \to \infty$, we get $(v_1 - v_2)(x_0,t_0) \leq \sup_{Q_{CR}} w \leq c_0$ which contradicts with the assumption. □

Remark 2.7. Let us point out that for the equation (2.6) in the domain $\mathcal{P}_\nu$, we may not have uniqueness among bounded continuous functions when $\varepsilon > 0$. Indeed, consider

$$\begin{cases} w_t - w_{xx} - \varepsilon w_x = 0 & \text{for } x > 0, t \in \mathbb{R}, \\ w(0,t) = 1. \end{cases}$$ 

Then $w = 1$, $w = e^{-\varepsilon x}$ are obviously two solutions. Though uniqueness fails, Lemma 2.5 implies that if the first order term is small enough ($L \varepsilon < c$), we can still bound the difference of two solutions in the interior by the difference of their boundary values plus a small error.

The claim of Lemma 2.5 is still valid when the boundary of the domain is (only) varying in time. The following corollary is stated in a version which can be directly applied in Section 5.

Corollary 2.8. Let $f : \mathbb{R} \to \mathbb{R}$ be a $C^1$ function with $f(0) = 0$, and let $\nu \in \mathbb{S}^{d-1}$, $\varepsilon \in (0,1)$. Using the notation (2.5), denote

$$D(f,L) := \{(x,t) \mid \sqrt{\varepsilon} f(t) < x_\nu < L + \sqrt{\varepsilon} f(t), |x'| < L, |t| \leq L^2\}$$

and

$$\partial_t D(f,L) := \{(x,t) \mid x_\nu = \sqrt{\varepsilon} f(t), |x'| < L, |t| < L^2\}.$$ 

Assume that the operator $F_\varepsilon$ satisfies (G1)–(G3) and $|F_\varepsilon(0,\cdot,\cdot)|_\infty \leq C_1$ for some $C_1 > 0$. Suppose that $w$ is a bounded solution to

$$\partial_t w - \varepsilon F_\varepsilon \left( \varepsilon^{-1} D^2 w, \frac{x_\nu}{\sqrt{\varepsilon}}, \frac{t}{\sqrt{\varepsilon}} \right) - \sqrt{\varepsilon} \xi \cdot Dw = 0$$

in $D$ for some bounded vector field $\xi = \xi(x,t)$, and for any $\delta \in (0,1)$, $|w| \leq \delta$ on $\partial_t D(f,L)$. Then there exists $c = c(C_1) > 0$ and $R = R(\delta) < L$ such that if

$$L \sqrt{\varepsilon} (|\xi|_\infty + |f'|_\infty) < c \quad \text{and} \quad L^2 \varepsilon \leq c \delta,$$

we have

$$|w| \leq 3 \delta \quad \text{in } D(f,R).$$ 

Proof. Let $\tilde{w} := w(x + \sqrt{\varepsilon} f(t) \nu, t)$ and then $\tilde{w}$ satisfies

$$\partial_t \tilde{w} - \varepsilon F_\varepsilon \left( \varepsilon^{-1} D^2 \tilde{w}, \frac{x + \sqrt{\varepsilon} f(t) \nu}{\sqrt{\varepsilon}}, \frac{t}{\sqrt{\varepsilon}} \right) - \sqrt{\varepsilon} \xi \cdot D\tilde{w} - \sqrt{\varepsilon} f'(t) \nu \cdot D\tilde{w} = 0.$$ 

Let us denote the above operator $\varepsilon F_\varepsilon(\varepsilon^{-1} M, \cdot, \cdot)$ as $F_{\varepsilon,f}(M,x,t)$. In view of (G2) and boundedness of $F_{\varepsilon,f}(0,x,t)$, we have

$$\mathcal{P}^-(M) - C_1 \varepsilon \leq F_{\varepsilon,f}(M,\cdot,\cdot) \leq \mathcal{P}^+(M) + C_1 \varepsilon,$$

which implies that that in $Q_L$,

$$\begin{align*} \partial_t \tilde{w} - \mathcal{P}^+(D^2 \tilde{w}) - c_1 \sqrt{\varepsilon} |D\tilde{w}| - C_1 \varepsilon \leq 0, \\ \partial_t \tilde{w} - \mathcal{P}^-(D^2 \tilde{w}) - c_1 \sqrt{\varepsilon} |D\tilde{w}| + C_1 \varepsilon \geq 0 \end{align*}$$

where $c_1 := |\xi|_\infty + |f'|_\infty$. To get rid of the zero order term, let $w_\pm := \pm \tilde{w} \pm C_1 \varepsilon t$. Applying Lemma 2.5 to both $w_+$ and $-w_-$ yields

$$w_+ \leq \delta + C_1 \varepsilon L^2 + CR/L$$

in $Q_R$ if $L \sqrt{\varepsilon} c_1$ is small enough. We obtain

$$|w| \leq \delta + C_1 \varepsilon (L^2 + R^2) + CR/L$$
in $D(f,R)$ and the conclusion follows if taking $R = \frac{L\delta}{\epsilon}$ and using the assumption that $L^2\epsilon$ is small. $\square$

3. The Boundary Layer Problems

In this section, for each lateral boundary point we will analyze the cell problems and study their boundary layer limits. In the end, we will identify the lateral homogenized boundary data to be the boundary layer limit.

3.1. Irrational normal case. Before studying the cell problems, we recall Lemma 2.7 in [6] which shows that any points on half-planes with irrational normal $\nu$ can be approximated in some sense by a point in $\mathbb{Z}^d$.

**Lemma 3.1.** Let $\nu \in \mathbb{Z}^{d-1}$ be irrational. There exists a function $\omega_\nu : \mathbb{Z}^+ \to \mathbb{R}^+$ satisfying $\omega_\nu(N) \to 0$ as $N \to \infty$ such that the following holds. For any $x_0 \in \mathbb{R}^d$ and then any $x \in \{y \mid (y-x_0) \cdot \nu = 0\}$ and any $N > 1$, there exists $m \in \mathbb{Z}^d$ such that

$$|x - m| \leq N, \quad \text{dist}(m, \partial P_\nu) \leq \omega_\nu(N).$$

The function $\omega_\nu$ is given through a discrepancy function, see [9,15].

Now fix $(x_0, t_0) \in \partial\Omega$ with $t_0 > 0$ and write $\nu$ as the interior spatial normal at $(x_0, t_0)$. In the case when $\nu$ is irrational, consider

$$v_\epsilon(x,t) := u(x_0 + \epsilon x, t_0 + \epsilon^2 t).$$

Then the corresponding domain $\Omega^\nu = \bigcup \epsilon \mathbb{Z} \cdot \epsilon^{-1}(\Omega(\epsilon^2 t + t_0) - x_0) \times \{t\}$ converges to $P_\nu$ locally uniformly in Hausdorff distance. As explained in the introduction, by passing to a subsequence of $\epsilon \to 0$, we assume $\epsilon^{-1}x_0, \epsilon^{-2}t_0$ converge to $z, \tau$ in $\mathbb{R}^d/\mathbb{Z}^d, \mathbb{R}/\mathbb{Z}$ respectively. Fix one such $z, \tau$ for a moment. Formally we derive

\[
\begin{cases}
\frac{\partial}{\partial t} v^{z,\tau}(x,t) - F^0(D^2 v^{z,\tau}, x + z, t + \tau) = 0 & \text{in } P_\nu, \\
v^{z,\tau}(x,t) = g^0(x + z, t + \tau) & \text{on } \partial P_\nu
\end{cases}
\]

where $g^0(y,s) := g(x_0, y, t_0, s), F^0(M, y, s) := F_{x_0, t_0}(M, y, s)$. We call this the cell problem of irrational normal case. Since $v_\epsilon$ is uniformly bounded, we solve for bounded solutions of (I). Lemma 2.5 and Perron’s method gives the well-posedness of the problem.

In the following proposition, we show the existence of the boundary layer limit of (I).

**Lemma 3.2.** Suppose $\nu$ is irrational, and $v^{z,\tau}(x,t)$ is the unique solution to equation (I). Then for any $(x,t) \in P_\nu$,

$$\lim_{R \to \infty} v^{z,\tau}(x + R \nu, t)$$

exists and the limit is independent of $x, t, z, \tau$ which is denoted as $\varphi(F^0, g^0, \nu)$. Moreover, for any $N \geq 1$, we have

$$|v^{z,\tau}(x + R \nu, t) - \varphi(F^0, g^0, \nu)| \leq C((N/R)^\beta + \omega_\nu(N)^\beta)$$

for some constant $C = C(\nu, g^0, F^0)$. Here $\beta$ is from Theorem 2.1 and $\omega_\nu(\cdot)$ is given in Lemma 3.1.

**Proof.** The lemma is analogous to Lemma 3.1 and Lemma 5.2 in [9]. First we show that the limit exists and is independent of $x, t$. By Lemma 3.1, for any $(x,t) \in \partial P_\nu$ and $N \geq 1$, there exists $m_1 \in \mathbb{Z}^d$ such that

$$|x - m_1| \leq N \quad \text{and dist}(m_1, \partial P_\nu) \leq \omega_\nu(N).$$

Also we can select $m_2 \in \mathbb{Z}$ be such that $|t - m_2| \leq 1$. First let us assume $h := m_1 \cdot \nu = \text{dist}(m_1, \partial P_\nu) > 0$. Then consider

$$\tilde{v}^{z,\tau}(x,t) = v^{z,\tau}(x - m_1, t - m_2),$$

which satisfies

\[
\begin{cases}
\frac{\partial}{\partial t} \tilde{v}^{z,\tau}(x,t) - F^0(D^2 \tilde{v}^{z,\tau}, x + z, t + \tau) = 0 & \text{for } (x,t) \in P_\nu + h\nu, \\
\tilde{v}^{z,\tau} = g^0(x + z, t + \tau) & \text{for } (x,t) \in \partial P_\nu + h\nu.
\end{cases}
\]
By Hölder estimate and continuity of the boundary data, \(|\tilde{v}^{z,\tau} - v^{z,\tau}| \leq Ch^\beta\) on \(\partial P_\nu + h\nu\). Since \(v^{z,\tau}\) and \(\tilde{v}^{z,\tau}\) satisfy the same equation, we compare the two in \(P_\nu + h\nu\) to get

\[
|\tilde{v}^{z,\tau}(R_\nu,0) - v^{z,\tau}(R_\nu,0)| \leq Ch^\beta \leq C\omega(N)^\beta.
\]

By Corollary 2.4,

\[
|v^{z,\tau}(x + R_\nu, t) - v^{z,\tau}(R_\nu,0)| \leq |v^{z,\tau}(x + R_\nu, t) - v^{z,\tau}(m_1 + R_\nu, m_2)| + |\tilde{v}^{z,\tau}(R_\nu,0) - v^{z,\tau}(R_\nu,0)| \leq (\osc_{(x',t')}|z,\tau\rangle - (x + R_\nu, t)| \leq CN) (v^{z,\tau} + C\omega_\nu(N)^\beta) \leq C ((N/R)^\beta + \omega_\nu(N)^\beta).
\]

By maximum principle,

\[
\osc_{(P_\nu)} v^{z,\tau}(\cdot + R_\nu) \leq \osc_{(\partial P_\nu)} v^{z,\tau}(\cdot + R_\nu) \leq C ((N/R)^\beta + \omega_\nu(N)^\beta).
\]

Thus \(\lim_{R \to \infty} v^{z,\tau}(x + R_\nu, t)\) exists and is independent of the choice of \(x, t\). If \(h = -\dist(m_1, \partial P_\nu) < 0\), we only need to compare \(\tilde{v}^{z,\tau}\) and \(v^{z,\tau}\) in \(P_\nu\) instead of \(P_\nu + h\nu\) to complete the proof.

Next we show that the limit is also independent of \(z, \tau\). Suppose \(\tilde{v}^0\) is the solution to the equation (I) with \(\{z, \tau\}\) replaced by \(\{0, 0\}\). Again let \(m_1 \in \mathbb{Z}^d\) be such that

\[
|z + m_1| \leq N, \dist(m_1 + z, \partial P_\nu) \leq \omega_\nu(N).
\]

Let \(h := (m_1 + z) \cdot \nu\) and without loss of generality we assume \(h \geq 0\). Then \(\tilde{v}(x, t) := v^{z,\tau}(x - z - m_1, t - \tau)\) satisfies

\[
\begin{align*}
\frac{\partial}{\partial t} \tilde{v}(x, t) - F^0(D^2\tilde{v}, x, t) &= 0 &\text{for } (x, t) \in P_\nu + h\nu, \\
\tilde{v} &= g^0(x, t) &\text{for } (x, t) \in \partial P_\nu + h\nu.
\end{align*}
\]

Similarly as above, we compare \(\tilde{v}\) with \(v^0\) to find that

\[
|\tilde{v}^{z,\tau}(R_\nu,0) - v^0(R_\nu,0)| \leq C ((N/R)^\beta + \omega_\nu(N)^\beta)
\]

which shows that the limit is indeed independent of \(z, \tau\). Finally (3.2) and (3.3) give the rate of convergence (3.1) and the constant \(C\) only depends on \(\nu, g^0, F^0\). \(\square\)

Remark 3.3. In general, in the lemma we cannot remove the condition that \(\nu\) is irrational. But if \(\{x \mid (x - x_0) \cdot \nu = 0\}\) passes through the origin point, it is not hard to check that different \(z\)'s just cause shifts along hyperplane \(\partial P_\nu\) and the limit \(\lim_{R \to \infty} v^{z,\tau}(x + R_\nu, t)\) is then again independent of \(z, \tau\) (see problem 1.1 in [2]).

3.2. Rational normal case. Fix \((x_0, t_0) \in \Gamma_2\) with rational normal \(\nu\). Denote \(c(x, t)\) as the interior normal speed of \((x, t) \in \partial \Omega\). Due to the local spacial flatness assumption, \(c = c(t)\) in \(S_\nu(x_0, t_0) \cap \partial \Omega = S_\epsilon(x_0, t_0) \cap \Gamma_2\) for some \(r > 0\) and it is nonzero. As described in the introduction, we set

\[
v^{s}(x, t) := u^{s}(x_0 + x + c_0 t_\nu, t_0 + t_\epsilon)
\]

where \(x_\epsilon = \epsilon^{\frac{1}{2}} y + \epsilon x, t_\epsilon = \epsilon s + \epsilon^{2} t\) and \(c_0 = c(t_0)\). The equation becomes

\[
\partial_t v^\epsilon(x, t) - \epsilon c_0 \nu \cdot Dv^\epsilon - \frac{\epsilon^2}{2} F(\epsilon^{-2} D^2v^\epsilon, x_0 + x, \epsilon^{-1}(x_0 + x + c_0 t_\nu), t_0 + t_\epsilon, \epsilon^{-2}(t_0 + t_\epsilon)) = 0
\]

By passing to a subsequence of \(\epsilon \to 0\), we assume \((\epsilon^{-1} x_0 + \epsilon^{-\frac{1}{2}} y), (\epsilon^{-2} t_0 + \epsilon^{-1} s)\) converges to \(z, \tau\) in \(\mathbb{R}^d/\mathbb{Z}^d, \mathbb{R}/\mathbb{Z}\) respectively. Then formally, we derive our first boundary layer problem:

\[
(R1) \begin{cases}
\frac{\partial}{\partial t} v^{z,\tau}(x, t) - F^0(D^2v^{z,\tau}, x + z + c_0 s t_\nu, t + \tau) = 0 &\text{in } P_\nu, \\
v^{z,\tau}(x) = g^0(x + z + c_0 s t_\nu, t + \tau) &\text{on } \partial P_\nu.
\end{cases}
\]

Here \(g^0, F^0\) are the same as before (as in (I)). By Perron’s method and comparison principle, there exists a unique bounded solution \(v^{z,\tau}\). For simplicity of notation, we may write \(c = c_0\) later. We prove the following lemma.
Lemma 3.4. Let \( v_s^{x,\tau} \) be the unique bounded solution of (R1) for some \( z, \tau, s \). Then for any \( (x,t) \), \( \lim_{R \to \infty} v_s^{x,\tau}(x + R \nu, t) \) exists and it only depends on \( z \cdot \nu + cs, \nu, F^0, g^0 \). Let us write the limit as \( \chi_{\nu,s}^z(cs) = \chi_{\nu,s}^z(F^0, g^0, \nu, z \cdot \nu + cs) \). Then for some constant \( N \) only depending on \( \nu \) and for all \( x, t \in P_\nu \), we have

\[
|v_s^{x,\tau}(x + R \nu, t) - \chi_{\nu,s}^z(cs)| \leq C(N/R)^{\beta}.
\]

Moreover, if \( \nu = \frac{\hat{\nu}}{|\hat{\nu}|} \) with irreducible \( \hat{\nu} \in \mathbb{Z}^d \), then \( \chi_{\nu,s}^z(c \cdot \cdot) \) is a periodic function with periodicity \( \frac{1}{|\hat{\nu}|} \).

Proof. Fix any \( (x,t) \in P_\nu \). Since \( \nu \) is rational, we can take \( m_1 \in \mathbb{Z}^d, m_2 \in \mathbb{Z} \) such that

\[
|x - m_1| \leq N(\nu), \quad m_1 \cdot \nu = 0, \quad |t - m_2| \leq 1
\]

where \( N(\nu) \) is a constant only depending on \( \nu \). Since

\[
v_s^{x,\tau}(x, t) = v_s^{x,\tau}(x - m_1, t - m_2)
\]

is also a solution to (R1) with the same boundary data, by uniqueness \( \tilde{v}_s^{x,\tau} := v_s^{x,\tau} \). By Corollary 2.4

\[
|v_s^{x,\tau}(x + R \nu, t) - v_s^{x,\tau}(R \nu, 0)| = |v_s^{x,\tau}(x - m_1 + R \nu, t - m_2) - v_s^{x,\tau}(R \nu, 0)| \leq C(N/R)^{\beta}.
\]

Then similarly as done in Lemma 3.2, we conclude with the help of the comparison principle that the boundary layer limit

\[
\chi_{\nu,s}^{x,\tau} := \lim_{R \to \infty} v_s^{x,\tau}(x + R \nu, t)
\]

exists and it is independent of \( x, t \).

Note that \( v_0^{x+z,cs,\nu,\tau} = \chi_{\nu,s}^{x,\tau} \). Thus we have \( \chi_{\nu,0}^{x+z,cs,\tau} = \chi_{\nu,s}^{x,\tau} \). Now write \( z = z' + z_\nu \) with \( z_\nu = (z \cdot \nu)\nu \). We are going to show the independence of \( \chi_{\nu,s}^{x,\tau} \) on \( z', \tau \). Set

\[
\hat{v}_s^{x,\tau}(x, t) := v_s^{x,\tau}(x - z', t - \tau).
\]

which is then the unique solution to equation (R1) in \( P_\nu \) with \( z, \tau \) replaced by \( z_\nu, 0 \) respectively. Since the boundary layer limit is independent of \( x, t \), we have

\[
\chi_{\nu,s}^{x',0} = \lim_{R \to \infty} v_s^{x',\tau}(x - z' + R \nu, t - \tau) = \lim_{R \to \infty} v_s^{x,\tau}(x + R \nu, t) = \chi_{\nu,s}^{x,\tau}.
\]

So \( \chi_{\nu,s}^{x,\tau} \) only depends \( z \cdot \nu + cs, \nu \), and we might denote \( \chi_{\nu,s}^{x,\tau} \) as \( \chi_{\nu,s}^{z}(cs) \). The rate of convergence estimate (3.4) follows from (3.5).

Furthermore, by the geometry there is \( i \in \mathbb{Z}^d \) such that \( y := i - \frac{\nu}{|\hat{\nu}|} \in \partial P_\nu \). Thus

\[
cs\nu - y = c(s + (c|\hat{\nu}|)^{-1}) \nu \mod \mathbb{Z}^d.
\]

By periodicity and \( y \in \partial P_\nu \), we have \( v_s^{x,\tau}(x - y, t) = v_s^{x,\tau}(x - y, t) \). Therefore the boundary layer limit satisfies \( \chi_{\nu,s}^{z}(cs) = \chi_{\nu,s}^{z}(cs + (|\hat{\nu}|)^{-1}) \).

Then we look at a larger scale by considering

\[
w^\varepsilon(y, s) := u^\varepsilon(x_0 + \varepsilon^{\frac{1}{2}} y + cs \nu, t_0 + \varepsilon s)
\]

which solves

\[
\begin{aligned}
\partial_s w^\varepsilon &- (\varepsilon^{\frac{1}{2}} c) \nu \cdot D_y w^\varepsilon - \\
\varepsilon F(\varepsilon^{-1} D_y^2 w^\varepsilon, x_0 + \varepsilon^{\frac{1}{2}} y + cs \nu, \varepsilon^{-1}(x_0 + \varepsilon^{\frac{1}{2}} y) + cs \nu, t_0 + \varepsilon s, \varepsilon^{-2}(t_0 + \varepsilon s)) &= 0
\end{aligned}
\]

As described in the introduction, we will use \( \chi_{\nu,s}^{z}(c \cdot \cdot) \) as the boundary data for the second boundary layer problem. Suppose \( \varepsilon^{-\frac{1}{2}} x_0 \rightarrow z_0, \varepsilon^{-1} t_0 \rightarrow \tau_0 \) along a subsequence of \( \varepsilon \rightarrow 0 \). This and (3.6) suggest us to consider the following operator

\[
\partial_s w^\varepsilon - \lim_{\varepsilon \to 0} F^0(D_y^2 w^\varepsilon, \varepsilon^{-\frac{1}{2}} y + z_0 + cs \nu, \varepsilon^{-1} s + \tau_0) = 0
\]

which is itself a homogenization problem.

By Theorem 2.3, there exists a unique homogenized operator, written as \( \tilde{F}^0(M, z_0 + cs \nu, \tau_0) \), associated to \( F^0(M, \varepsilon^{-\frac{1}{2}} y + z_0 + cs \nu, \varepsilon^{-1} s + \tau_0) \). We need the following lemma.
Lemma 3.5. For each $M$, the homogenized operator $\bar{F}^0(M, z + ct \nu, \tau)$ is independent of $z + ct \nu, \tau$.

Proof. Let $\bar{F}^1(M, z + ct \nu, \tau)$ and $\bar{F}^0(M)$ be the homogenized operators for $F^0(M, \varepsilon^{-1} x, z + ct \nu, \varepsilon^{-2} t + \tau)$ and $F^0(M, \varepsilon^{-1} x, \varepsilon^{-2} t)$ respectively in the sense of Theorem 2.3. We only need to show $\bar{F}^1 = \bar{F}^0$.

By Theorem 2.1 [18], Marchi showed that there exists one unique real number $\bar{w}$ such that $w$ solves (R2) and by uniqueness $\tilde{w}$ solves (R2) with $\nu$ replaced by $\nu - \tau$. From the equation,

$$\left\{ \begin{array}{ll}
\frac{\partial}{\partial \sigma} \rho(\xi, \sigma) - F^0(D^2 \rho + M, \xi + z + ct \nu, \sigma + \tau) = \bar{F}^1 & \text{for } (\xi, \sigma) \in \mathbb{R}^{d+1}, \\
\rho = \rho(\xi, \sigma) & \text{is periodic in } \xi, \sigma
\end{array} \right.$$

and the $\bar{F}^1$ is defined to be $\bar{F}^1(M, z + ct \nu, \tau)$. We notice that if $\rho(\xi, \sigma)$ is a solution to the above problem, then $\rho(\xi - z - ct \nu, \sigma - \tau)$ is a solution to

$$\left\{ \begin{array}{ll}
\frac{\partial}{\partial \sigma} \rho(\xi, \sigma) - F^0(D^2 \rho + M, \xi, \sigma) = \bar{F}^1 & \text{for } (\xi, \sigma) \in \mathbb{R}^{d+1}, \\
\rho = \rho(\xi, \sigma) & \text{is periodic in } \xi, \sigma.
\end{array} \right.$$

From this and [18], we can conclude that $\bar{F}^1 = \bar{F}^0$. □

With this lemma, we derive our second layer cell problem:

$$(R2) \begin{cases}
\frac{\partial}{\partial t} w^z - \bar{F}^0(D^2 w^z) = 0 & \text{in } P_\nu, \\
w^z(x, t) = \chi^z_\nu(ct) & \text{on } \partial P_\nu.
\end{cases}$$

As before, we study the boundary layer limit of $w^z$.

Lemma 3.6. Consider problem (R2) with rational $\nu$ and let $\psi^z$ be the unique solution of (R2). Then $
lim_{R \to \infty} w^z(x + R \nu, t) = \psi^z(x, t)$ exists and the limit is independent of $x, t, z$ and $|c|$. Furthermore for some constant $N$ only depending on $\nu$ and for all $x, t \in P_\nu$, we have

$$|w^z(x + R \nu, t) - \psi| \leq C \frac{(N/R)^3}{|c|^2}.$$  \hspace{1cm} (3.7)

Proof. By the same proof of Lemma 3.4, $
lim_{R \to \infty} w^z(x + R \nu, t)$ exists and is independent of $x, t$. Again by Lemma 3.4, in terms of $z, \nu, t, \chi^z_\nu(ct)$ only depends on $z \cdot \nu + ct$. Therefore $\chi^z_\nu(ct) = \chi^0_\nu (ct + z \cdot \nu)$. From the equation,

$$\tilde{w}(x, t) := w^0 \left( x, t + \frac{z \cdot \nu}{c} \right)$$

solves (R2) and by uniqueness $\tilde{w}(x, t) = w^z(x, t) = w^0 \left( x, t + \frac{z \cdot \nu}{c} \right)$ (here we need $c \neq 0$). While the boundary layer limits of $w^0 \left( x, t + \frac{z \cdot \nu}{c} \right)$ and $w^0(x, t)$ coincide which shows that the limit $\psi$ is independent of $z$.

To show the independence on $|c|$, consider $w'(x, t) := w^z \left( \frac{z \cdot \nu}{c}, \frac{t}{|c|} \right)$. Since $\bar{F}^0$ satisfies condition (G4), it can be checked that $w'$ solves (R2) with $c$ replace by $\frac{c}{|c|}$. By definition, the boundary layer limits of $w', w^z$ agree and hence $\psi$ is independent of $|c|$. Finally (3.7) follows the same as the proof of Lemma 3.4. □

Remark 3.7. From the two cell problems (R1)(R2), we can also write $\psi = \psi \left( F^{x, t}, g^{z, t}, \nu, \frac{z \cdot \nu}{|c|}, \frac{t}{|c|} \right)$ for $(x, t) \in \Gamma_2$. Due to the lemma, there is no loss of assuming $z = \tau = 0$ in the two cell problems. We might drop them from the notations of $w^z, \psi^z$.

Let us also mention that the double homogenization procedure used for points in $\Gamma_2$ also works for the irrational case. Indeed if $(x_0, t_0) \in \Gamma_1$, $\chi^z_\nu(c \cdot)$ is just a constant and in this situation $\psi = \chi^z_\nu$.

At the end of the section, we consider convex and translation invariant operators.
Lemma 3.8. Suppose $F = F(M)$ is a uniformly elliptic, convex and homogeneous operator, $\nu$ is any unit vector. Function $g(x,t)$ is Hölder continuous and $\mathbb{Z}^d/\mathbb{Z}$ periodic in $x/t$. Let $u$ be a solution to
\[
\begin{aligned}
\frac{\partial}{\partial t} u - F(D^2 u) &= 0 \quad \text{in } P_{\nu}, \\
u(x,t) &= g(x,t) \quad \text{on } \partial P_{\nu}.
\end{aligned}
\]
Then \( \bar{g} := \lim_{R \to \infty} u(R\nu, 0) \) exists and
\[
\bar{g} \geq \int_{[0,1]^{n+1}} g(x,t) dx dt.
\]
The opposite inequality holds in case when $F$ is concave. In particular if $F(M)$ is linear, we have
\[
\bar{g} = \int_{[0,1]^{n+1}} g(x,t) dx dt.
\]
The proof follows from the one of Lemma 3.6 [9] and it is given by Riesz Representation Theorem.

Corollary 3.9. Suppose the homogenized operator $\bar{F}(M)$ in (R2) is linear. Then the boundary layer limit of (R2) satisfies:
\[
\psi = |\nu| \int_{t=0}^{|\nu|^{-1}} \chi_{\nu}^z(ct) dt = |\nu| \int_{t=0}^{|\nu|^{-1}} \tilde{\chi}_{\nu}^z(t) dt.
\]

Later we show in section 4.2 that in general if the operator is not linear, the corresponding boundary layer limit might not be the same as the average of the original boundary data.

4. Continuity of the Homogenized Boundary Data

In this section we mainly prove the following continuity property.

Theorem 4.1. Let $\Gamma_T := \Gamma_1(T) \cup \Gamma_2(T) \subset \partial \Omega$ and define
\[
\bar{g}(x,t) = \begin{cases} 
\varphi(F^{x,t}, g^{x,t}, \nu_{x,t}) & \text{if } (x,t) \in \Gamma_1(T) \quad \text{(see Lemma 3.2)}, \\
\psi \left( F^{x,t}, g^{x,t}, \nu_{x,t} \left| \frac{c_{x,t}}{|c_{x,t}|} \right. \right) & \text{if } (x,t) \in \Gamma_2(T) \quad \text{(see Remark 3.7)}. 
\end{cases} \tag{4.1}
\]

Then $\bar{g}(x,t)$ is continuous on $\Gamma_T$.

Before the proof of the theorem, we need two lemmas. The first one shows the continuity of the boundary layer limit on the direction $\nu$ when $\nu$ is irrational. It is basically the parabolic generalization of Lemma 3.4 [9]. For the completion, we will provide the proof.

Lemma 4.1. Suppose $F, g$ satisfy condition (G), $\nu_{i} \in S^{d-1}$ for $i = 0, 1$ and $\nu_0$ is irrational. Suppose for $i = 0, 1$, $v^i$ solves
\[
\begin{aligned}
\frac{\partial}{\partial t} v^i(x,t) - F(D^2 v^i, x, t) &= 0 \quad \text{in } P_{\nu_i}, \\
v^i(x,t) &= g(x,t) \quad \text{on } \partial P_{\nu_i}.
\end{aligned}
\]
Then there exists $C(\nu_0)$ such that for any $R > 1$, if $|\nu_0 - \nu_1|$ is sufficiently small, we have
\[
\sup_{x,t \in B_{\nu_1}^R} |\varphi(F, g, \nu_0) - v^1(x + R\nu_1, t)| \leq C \left( R^{2\beta} |\nu_0 - \nu_1|^{\beta} + R^{-2^{\beta}} + w_{\nu_0}(R) \right),
\]
where $\varphi(F, g, \nu_0)$ is the boundary layer limit of $v^0$, $w_{\nu_0}$ is given in Lemma 3.1 and $\beta$ in Theorem 2.1. Furthermore, if $\nu_1$ is also irrational, as a corollary we have for any $\delta > 0$, there exists $C = C(\delta, \nu_0)$ such that
\[
|\varphi(F, g, \nu_0) - \varphi(F, g, \nu_1)| \leq C|\nu_0 - \nu_1|^{\beta} + \delta.
\]
Proof. By Lemma 3.2, for any \( N > 0 \) there exists a constant \( C \) independent of \( N, R \) such that
\[
\sup_{x,t \in P_{v_0}} |v^0(x + R
u_0, t) - \bar{g}(G,h,v_0)| \leq C \left( (N/R)^\beta + w_{v_0}(N)^\beta \right).
\]

Now we compare \( \varphi(F,g,v_0) \) with \( v^1(x_1 + R\nu_1, t_1) \) for any fixed \( (x_1, t_1) \in \partial P_{v_1} \). Let \( \tilde{v}^i(x,t) := v^i(x_1 + x, t_1 + t) \) which then solves
\[
\begin{cases}
\frac{\partial}{\partial t} \tilde{v}^i(x,t) - F(D^2 \tilde{v}^i, x + x_1, t + t_1) = 0 & \text{in } P_{\nu_i}, \\
\tilde{v}^i(x,t) = g(x + x_1, t + t_1) & \text{on } \partial P_{\nu_i}.
\end{cases}
\]
Again by Lemma 3.2, since for the irrational case the boundary layer limit is independent of \( z, \tau \), we have
\[
\varphi(F,g,v_0) = \varphi(F(\cdot + x_1, \cdot + t_1), g(\cdot + x_1, \cdot + t_1), v_0).
\]

By shifting the operator and the boundary data, we can assume \( x_1 = 0, t_1 = 0 \).

For each \( i = 0,1 \) and any \( L > R \geq 1 \), denote
\[
Q^i_L := \{(x,t) \mid 0 \leq x_{\nu_i} \leq L, -L^2 \leq t \leq L^2, |x'| \leq L \}
\]
where \( x_{\nu_i} = x \cdot \nu_i, x'_i = x - x_{\nu_i} \nu_i \), and
\[
\tilde{\nu} = \frac{v_0 + \nu_1}{|v_0 + \nu_1|}, R' = \frac{|v_0 + \nu_1|}{2} R, L' = 0.9L, \delta = L|v_0 - \nu_1|, \tilde{Q}_{L'} = \tilde{Q}_L' + \delta \tilde{\nu}.
\]

If \( \delta \) is small enough, we can have \( \tilde{Q}_{L'} \subset Q^0_L \cap Q^1_L \). By Theorem 2.2, Hölder continuity of solutions,
\[
|v^0(x,t) - v^1(x,t)| \leq C\delta^\beta \text{ for } (x,t) \in \tilde{Q}_L' \cap \{x' \mid x' \cdot \tilde{\nu} = \delta \}.
\]

Now we apply Lemma 2.5 in the region \( \tilde{Q}_{L'} \) to obtain
\[
|v^0(Rv_0, 0) - v^1(R\nu_1, 0)| = |v^0(|Rv_0, 0) - v^1(|R\nu_1, 0)| + |v^0(Rv_0, 0) - v^0(R\nu_1, 0) |
\leq C\delta^\beta + C\frac{R'}{L} + C|Rv_0 - R\nu_1|^{\beta} \quad \text{(by Hölder continuity of } v^0 \text{)}
\leq CL^2|v_0 - \nu_1|^\beta + CR/L.
\]

Next select \( L = NR, N = R^{1/3} \) and then by (3.1), we obtain
\[
|\varphi(F,g,v_0) - v^1(R\nu_1, 0)| \leq |\varphi(F,g,v_0) - v^0(R\nu_1, 0)| + |v^1(Rv_0, 0) - v^1(R\nu_1, 0) |
\leq C(N/R)^\beta + Cw_{v_0}(N)^\beta + C(RN)^\beta |v_0 - \nu_1|^\beta + C/N 
\leq C \left( R^{\frac{3}{2}\beta}|v_0 - \nu_1|^\beta + R^{-\frac{1}{3}\beta} + w_{v_0}(R^{\frac{3}{2}})^\beta \right).
\]

We proved the first claim.

If \( \nu_1 \) is irrational, we have
\[
|v^1(R\nu_1, 0) - \varphi(F,g,\nu_1)| \leq C \left( (N/R)^\beta + w_{\nu_1}^\beta(N) \right).
\]

Lemmas 2.2, 3.4 in [9] show that if \( |\nu_1 - \nu_0| \) is small enough, \( w_{\nu_1}(N) \leq 2w_{v_0}(N) \). Thus we find
\[
|\varphi(F,g,v_0) - \varphi(F,g,\nu_1)| \leq C \left( R^{\frac{3}{2}\beta}|v_0 - \nu_1|^\beta + R^{-\frac{1}{3}\beta} + w_{v_0}(R^{\frac{3}{2}})^\beta \right)
\]
holds when \( |v_0 - \nu_1|, \frac{1}{\pi} \) are small enough. The second claim follows if we further take \( R = R(\delta, v_0) \) to be large. \( \square \)

In the following lemma, we prove the stability of cell problems on the operator and the boundary data.
Lemma 4.2. Let $\nu \in \mathbb{S}^{d-1}$. Assume $\{F^n(M,x,t),g^n(x,t), n \geq 0\}$ satisfy (G) and $F^n \to F^0$, $g^n \to g^0$ locally uniformly as $n \to \infty$. Suppose for each $n \geq 0$, $v^n$ is the unique bounded solution to
\[
\begin{cases}
\frac{\partial}{\partial t}v^n(x,t) - F^n(D^2v^n,x,t) = 0 & \text{in } P_{v^n}, \\
v^n(x,t) = g^n(x,t) & \text{on } \partial P_{v^n}.
\end{cases}
\tag{4.2}
\]
Then $v^n \to v^0$ locally uniformly.

Proof. This lemma is the parabolic generalization of Lemma 3.3 (i)(ii)(v) in [9]. To show the locally uniformly convergence, we take both upper and lower half-relaxed limits of $v^n$ which are denoted as $v^*, v_*$ respectively. Then $v^* \geq v_*$ and $v^* = v_* = g^0$ on the boundary. By Lemma 2.1, $v^*, v_*$ are respectively sub and supersolution to (4.2) with $n = 0$. Therefore $v^* \leq v_*$ by comparison which, combining with the definition, leads to $v^* = v_* = v^0$. The last equality holds because of the uniqueness of bounded solutions of (4.2). Thus we proved the convergence.

Now we are ready to prove the main theorem of this section.

Proof. (of Theorem 4.1.) First let $(x_0,t_0) \in \Gamma_1$. Take any sequence $\Gamma_T \ni (x_n,t_n) \to (x_0,t_0)$ as $n \to \infty$. Because by definition $\Gamma_2$ is open, we can assume $(x_n,t_n) \in \Gamma_1$. For simplicity denote $F^n = F_{x_n,t_n}$, $g^n = g^{x_n,t_n}$ and we know $F^n \to F^0$, $g^n \to g^0$ locally uniformly. By Lemma 4.1 and Lemma 4.2,
\[
\lim_{n \to \infty} |\tilde{g}(x_n,t_n) - \bar{g}(x_0,t_0)| = \lim_{n \to \infty} |\varphi(F^n,g^n,\nu_n) - \varphi(F^0,g^0,\nu_0)| \\
\leq \lim_{n \to \infty} |\varphi(F^n,g^n,\nu_n) - \varphi(F^n,g^n,\nu_0)| + \lim_{n \to \infty} |\varphi(F^n,g^n,\nu_0) - \varphi(F^0,g^0,\nu_0)| \\
= 0,
\]
which provides the continuity of $\bar{g}$ on $\Gamma_1$.

Next fix $(x_0,t_0) \in \Gamma_2$. By definition, the spatial normal vector $\nu$ is constant in a small neighbourhood. Take $(x_n,t_n) \in \Gamma_2$ inside the neighbourhood and suppose $(x_n,t_n)$ converges to $(x_0,t_0)$. Write the boundary speed at $t_n$ as $c_n$ and then $c_n \to c_0 \neq 0$. And we can assume that $c_n, c_0$ are of the same sign. Suppose for each $n$, $v^n$ solves (R1) at point $(x_n,t_n)$ with $z = \tau = 0$. Let $\chi^n(c_n \beta)$ be the boundary layer limit of $v^n$. By Lemma 3.4, $\{\chi^n(\cdot)\}_{n \geq 0}$ are periodic with periodicity $\frac{1}{|\beta|}$. Then Lemma 4.2 implies that for all $t$,
\[
\chi^n(c_n \beta) \to \chi^0(c_0 \beta).
\]
Let $\tilde{F}^n$ be the homogenized operator of $F^n$ for all $n \geq 0$. By Proposition 3.2 [5] and locally uniform convergence of $F^n$, we deduce that $\tilde{F}^n \to \tilde{F}^0$ locally uniformly. Now let $\bar{w}^n$ be the solution to (R2) with boundary data $\chi^n(c_0 \beta)$. From above, both the operators and the boundary data converge. So the solutions $\{w^n\}$ converge locally uniformly and the limit equals $\bar{w}^0$ which is the unique solution to (R2) with operator $\tilde{F}^0$ and boundary data $\chi^0(c_0 \beta)$.

According to Lemma 3.6, since $c_n, c_0$ are of the same sign, the boundary layer limit of $w^n$ equals $\psi^n$. Furthermore, for some universal $C$ and a constant $N(\nu)$ we have for each $n$,
\[
|w^n(R\nu + x,t) - \psi^n| \leq C (N/R)^\beta
\]
where $\psi^n = \psi^n(F^n,g^n,\nu,c_n)$ is the boundary layer limit of $w^n$. Since the convergence is uniform in $n$ and $w^n \to \bar{w}^0$ locally uniformly, we have
\[
\lim_{n \to \infty} |\tilde{g}(x_n,t_n) - \bar{g}(x_0,t_0)| = \lim_{n \to \infty} |\psi^n - \psi^0| = 0.
\]
We proved that $\bar{g}$ is continuous on $\Gamma_2$. 

\[\square\]
4.1. Continuity Extension for Special Operators. In this section we study the continuity extension of the homogenized boundary data which corresponds to the study of the continuous dependence of the boundary layer limits on operators and boundary data, and the comparison of the two types of boundary layer tail problems. Because of the failure of the continuity extension in general, we will put more assumptions on operators.

Following from the idea of [6, 10], the boundary layer limit \( \varphi(\nu) = \varphi(F^0, g^0, \nu) \) of problem (I) has a directional limit as \( \nu \) approaches one rational direction \( \xi \) and the limit can be characterized by a second boundary layer problem. We state the theorem below.

**Theorem 4.2.** For any fixed rational unit vector \( \xi \) and a unit vector \( \eta \) perpendicular to \( \xi \). Let \( \zeta : [0, 1) \to \mathbb{R}^{d-1} \) be a geodesic path with unit speed and \( \zeta(0) = \xi, \zeta(1) = \eta \). Recall equation (I) with irrational normal \( \zeta(s) \), let \( \varphi(F^0, g^0, \zeta(s)) \) be the boundary layer limits. Let \( M_{\xi}(s) \) be the boundary layer limit of the following problem (which is (R1) with \( c = 1 \))

\[
\begin{aligned}
\frac{\partial v_s}{\partial t}(x,t) - F^0(D^2v_s, x + s\xi, t) &= 0 & \text{in } P_\xi, \\
v_s(x) &= g^0(x + s\xi, t) & \text{on } \partial P_\xi.
\end{aligned}
\]  

\tag{4.3}

Let \( L_{\xi} = L_{\xi}(F^0, g^0, \eta) \) be the boundary layer limit of

\[
\begin{aligned}
\frac{\partial w_{\xi,\eta}}{\partial t}(x,t) - \bar{F}^0(D^2w_{\xi,\eta}, x) &= 0 & \text{in } P_\xi, \\
w_{\xi,\eta}(x,t) &= M_{\xi}(x \cdot \eta) & \text{on } \partial P_\xi.
\end{aligned}
\]  

\tag{4.4}

Then \( L_{\xi}(F^0, g^0, \eta) = \lim_{s \to 0} \varphi(F^0, g^0, \zeta(s)) \).

For the proof, we refer readers [6,10,11]. The theorem is significant since it gives a characterization of the directional limit of \( \varphi(\nu) \) at rational direction. With this, we give our main theorem of this section.

**Theorem 4.3.** (Continuity extension)

(i.) Let \( (x_0, t_0) \in \Gamma_1 \) and write the corresponding rational normal vector as \( \xi \). Suppose \( \bar{F}^{x_0,t_0} \) is rotation/reflection invariant. Then \( L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \) is independent of \( \eta \) and for any \( (x_n, t_n) \in \Gamma_1 \) such that \( (x_n, t_n) \to (x_0, t_0) \) as \( n \to \infty \), we have \( \bar{g}(x_n, t_n) \to L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \).

(ii.) Let \( (x_0, t_0) \in \Gamma_1 \cup \Gamma_2 \) and write the corresponding rational normal as \( \xi \). Suppose \( F^{x_0,t_0} \) is linear. Then \( L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \) is independent of \( \eta \) and for any \( (x_n, t_n) \in \Gamma_1 \cup \Gamma_2 \) such that \( (x_n, t_n) \to (x_0, t_0) \) as \( n \to \infty \), we have \( \bar{g}(x_n, t_n) \to L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \).

Proof. First we show that \( L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \) is independent of \( \eta \). Because \( \bar{F}^0 = \bar{F}^{x_0,t_0} \) is rotation/reflection invariant, the equation in (4.4) is preserved by unitary transformations on \( x \). Therefore for any \( \eta_1 \perp \xi, \eta_2 \perp \xi \), by the uniqueness of (4.4),

\[
w_{\xi,\eta_1}(x,t) = w_{\xi,\eta_2}(Qx,t)
\]

where \( Q \) is an orthogonal matrix satisfying \( Q\xi = \xi \) and \( Q\eta_1 = \eta_2 \). By Lemma 3.6 the boundary layer limits of \( w_{\xi,\eta_1} \) and \( w_{\xi,\eta_2} \) are the same. Thus \( L_{\xi}(F^0, g^0) := L_{\xi}(F^{x_0,t_0}, g^{x_0,t_0}, \eta) \) is independent of \( \eta \).

Next by definition, since for \( n \geq 1 \) the normal vector \( \nu_n \) at \( (x_n, t_n) \) is irrational,

\[
\bar{g}(x_n, t_n) = \varphi(F^{x_n,t_n}, g^{x_n,t_n}, \nu_n).
\]

By Lemma 2.1, to show the existence of \( \lim_{n \to \infty} \bar{g}(x_n, t_n) \) and identify the limit, we only need to show

\[
\lim_{n \to \infty} \varphi(F^{x_0,t_0}, g^{x_0,t_0}, \nu_n) = L_{\xi}(F^0, g^0)
\]

which is certainly true by Theorem 4.2. We proved (i).

Write \( \xi = \frac{\xi}{|\xi|} \) where \( \xi \in \mathbb{Z}^d \) is irreducible. Notice that (4.3) is the same as (R1) with \( c = 1, z = 0, \tau = 0, \nu = \xi \). By Lemma 3.4, \( M_{\xi}(s) = \chi_\xi = \chi(s)(c = 1) \) is periodic in \( s \) with periodicity \( |\xi|^{-1} \). When \( \bar{F}^0 \) is linear, by Lemma 3.8 we get for any \( \eta \),

\[
L_{\xi}(F^0, g^0, \eta) = |\xi| \int_0^{1/|\xi|} M_{\xi}(t) dt.
\]
The right-hand side is independent of \( \eta \) and so is \( L_\xi(F^0, g^0, \eta) =: L_\xi(F^0, g^0) \).

If \((x_n, t_n) \in \Gamma_1\), as before by Theorem 4.2 and stability of boundary layer limit, \( \bar{g}(x_n, t_n) \to L_\xi(F^0, g^0) \) as \( n \to \infty \). If \((x_n, t_n) \in \Gamma_2\), let \( c_0 \neq 0 \) to be the speed of the boundary at \( x_0, t_0 \). After comparing (R2) and \( (4.4) \), we find \( M_\xi(\cdot) = \chi_\xi(\cdot) \). Thus by Lemma 3.8,

\[
\psi(F^0, g^0, \nu_0, c_0) = |\nu_0 \xi| \int_0^{1/|\nu_0 \xi|} \chi_\xi(c_0 t) dt = |\xi| \int_0^{1/|\xi|} \chi_\xi(t) dt = |\xi| \int_0^{1/|\xi|} M_\xi(t) dt = L_\xi(F^0, g^0).
\]

Finally by stability of the boundary layer limit, we have \( \bar{g}(x_n, t_n) \to L_\xi(F^0, g^0) \) as \( n \to \infty \). □

**Remark 4.3.** Theorem 4.3 illustrates that in the case the homogenized operator \( \bar{F} \) is linear, \( \bar{g} \) can be extended continuously to \( \bar{\Gamma}_T \): the entire lateral boundary except non-moving flat boundary parts of rational normal. This observation will lead to Theorem 7.3.

When \( F(M, x, y, t, s) \) is linear in \( M \), in view of the proof of Lemma 3.5, \( \bar{F}(M, x, t) \) is linear in \( M \).

### 4.2. Discontinuity of Homogenized Boundary Data

The discontinuity of the boundary layer tail is discussed in [10] for elliptic problems. In this section, we give two examples showing the failure of continuous extension of \( \bar{g} \) if the parabolic operator \( F \) is not linear.

**Example 4.4.** Recall the definition of \( \bar{g} \) in Theorem 4.1. There exist \( F, g \) satisfying (F1)–(F4), such that \( \bar{g} \) cannot be continuously extended to \( \bar{\Gamma}_1 \cap \bar{\Gamma}_2 \). The same result holds even if \( F \) is rotation/reflection invariant.

**Proof.** The first example is given with non-rotation/reflection invariant operator. Because only local information of the original problem is needed to identify the homogenized boundary data, without loss of generality we can consider problems in unbounded domains. Consider the following continuous space-time region in \( \mathbb{R}^3 \),

\[
\Omega(t) := \{(x, y) \mid y > t \text{ for } t < 0 \} \cup \{(x, t) \mid y - \tan(t)x > t \text{ for } t \geq 0 \}.
\]

Write \( \Omega = \bigcup_{t \in (-1, 1)} (\Omega(t) \times \{t\}) \).

Denote two spacial vectors \((1, 0), (0, 1)\) as \( e_1, e_2 \) respectively. Consider a set of spatial orthogonal bases which are close to \( e_1, e_2 \): for \( \delta \in (0, 1) \),

\[
B_\delta = \{(\eta, \nu) \mid \eta = \cos(\tau)e_1 + \sin(\tau)e_2, \nu = -\sin(\tau)e_1 + \cos(\tau)e_2, -\delta < \tau < \delta \}.
\]

Let \( u^\varepsilon \) be a solution to

\[
\begin{cases}
\frac{\partial u^\varepsilon}{\partial t} - \sup_{(\eta, \nu) \in B_\delta} \{\Delta u^\varepsilon, 4u^\varepsilon_{\eta\eta} + u^\varepsilon_{\nu\nu}\} = 0 & \text{in } \Omega \\
u^\varepsilon(x, y, t) = \sin\left(\frac{y}{\varepsilon}\right) & \text{on } \partial \Omega.
\end{cases}
\quad (4.5)
\]

It is straightforward that

\[
u^\varepsilon(x, y, t) = \sin\left(\frac{y}{\varepsilon}\right) \text{ on } y = t, \quad \text{for } t < 0,
\]

\[
u^\varepsilon(x, y, t) = \sin\left(\frac{y}{\varepsilon}\right) \text{ on } y - \tan(t)x = t, \quad \text{for } t \geq 0.
\]

First let us compute the homogenized boundary data for \( t < 0 \). Fix any \((x, y, t) = (x_0, t_0, t_0)\) with \( t_0 < 0 \). At this point, the inner normal vector is \( e_2 \) and the boundary speed is 1. Then for the first cell problem (R1) (with parameter \( z = \tau = 0, s \)), we use the operator \( F \) in (4.5), boundary data \( \sin(s) \) and
the domain is $P_{e_2}$. By uniqueness, the solution to (R1) is just a constant: $v_s = \sin s$ which shows that the boundary layer limit
\[ \chi_{e_2,s} = \chi(F, \sin(\cdot), e_2, 1) = \sin s. \]

Since $F$ only depends on $D^2u$, we get $\bar{F} = F$. Then the corresponding second boundary layer problem (R2) becomes
\[
\begin{aligned}
\left\{ \begin{array}{ll}
\partial_t \bar{w} - \sup_{(\eta, \nu) \in B_\delta} \{ \Delta \bar{w}, 4w_{\eta\eta} + w_{\nu\nu} \} = 0 & \text{in } P_{e_2} \\
\bar{w}(x, y, t) = \sin t & \text{on } \partial P_{e_2}.
\end{array} \right.
\end{aligned}
\tag{4.6}
\]

By uniqueness again, the solution to (4.6) is constant in $x$-direction. So we only need to solve for the following equation in $\mathbb{R} \times \mathbb{R}^+$:
\[
\left\{ \begin{array}{ll}
\partial_t \bar{w} - \sup_{|\theta| \leq \delta'} \{ \theta \bar{w}_{yy} \} = 0 & \text{in } \{ y > 0 \} \\
\bar{w}(y, t) = \sin t & \text{on } \{ y = 0 \}
\end{array} \right.
\]

and we have $w(x, y, t) = \bar{w}(y, t)$. Here $\delta'$ depends on $\delta$ which can be arbitrarily small if $\delta$ is small. Notice that if $\delta'$ is 0, the operator is linear. For linear equation, Lemma 3.8 implies that the boundary layer limit $\bar{\psi}(\delta = 0) = \lim_{R \to \infty} \bar{w}(R, 0)$ is the average of $\sin t$ which is 0. Then by the stability of viscosity solutions, we find that $\bar{g}(x_0, y_0, t_0)$ can be arbitrarily close to 0 which is uniform in $(x_0, y_0, t_0)$ if $\delta$ is small enough.

Next we compute the boundary data for $(x, y, t) = (0, t_0, t_0)$ with $t_0 > 0$ small enough. Denote
\[ z_1 = \cos(t_0)x + \sin(t_0)y, \quad z_2 = -\sin(t_0)x + \cos(t_0)y. \]

So $x = \cos(t_0)z_1 - \sin(t_0)z_2$, $y = \sin(t_0)z_1 + \cos(t_0)z_2$. We change the coordinate from $(x, y)$ to $(z_1, z_2)$. If $(\cos t_0, \sin t_0)$ is irrational, we need to use cell problem (I) which is
\[
\left\{ \begin{array}{ll}
\partial_t v - \sup_{(\eta, \nu) \in B_0} \{ \Delta v, 4v_{\eta\eta} + v_{\nu\nu} \} = 0 & \text{in } \{ z_2 > 0 \}, \\
v(z_1, z_2, 0) = \sin (\sin(t_0)z_1) & \text{on } \{ z_2 = 0 \}.
\end{array} \right.
\tag{4.7}
\]

If $t_0$ is small enough, $z_1, z_2$ directions are belong to $B_0$. Then it is not hard to check that
\[ v_1 = e^{-\sin(t_0)z_2} \sin (\sin(t_0)z_1), \quad v_2 = e^{-\sin(t_0)z_2} \sin (\sin(t_0)z_1) \]
are two subsolutions to (4.7). Therefore by comparison,
\[ v(z_1, z_2, t) \geq \max\{v_1(z_1, z_2, t), v_2(z_1, z_2, t)\} =: \kappa(z_1, z_2). \]

Direct computation shows that on the hyperplane $\{(z_1, z_2) \mid z_2 = (\sin(t_0))^{-1}\}$, we have
\[ \kappa = e^{-2[\sin (\sin(t_0)z_1)]_{-}} + e^{-1[\sin (\sin(t_0)z_1)]_{+}} \]

Also since the operator $F$ is convex, by Lemma 3.8, we have
\[ \bar{g}(0, t_0, t_0) = \lim_{R \to \infty} v(0, R, 0) \geq \frac{\sin(t_0)}{2\pi} \int_0^{\frac{\pi}{\sin(t_0)}} \kappa(z_1)dz_1 =: \alpha > 0 \]
which is an universal constant independent of $t_0, \delta$.

Now we fix to $\delta$ small enough such that $\bar{g}(x, y, t) < \frac{\alpha}{2}$ for all $t < 0$. Then take $\alpha_0 > 0$ small enough such that for all $0 < t < \alpha_0$, we have $\bar{g}(0, t, 0) \geq \alpha$. This shows that $\bar{g}(x, y, t)$ is not continuous at point $(0, 0, 0) \in \Gamma_1 \cap \Gamma_2$.

Next we construct an example with rotation/reflection invariant operator and we will show that the continuous extension of $\bar{g}$ on $\Gamma_T$ still fails. For simplicity, we only work on the cell problems and we are going to show that the boundary layer limit $\psi_\xi$ from (R1)(R2) can be different from $L_\xi$ from (4.3) and (4.4).

Let
\[ P_\xi := \{(x, y, t) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R}\} \]
and $\xi$ is to positive $y$-direction. Let $F(M) = \max\{tr M, Atr M\}$ with $\Lambda > 1$ which is a rotation/reflection invariant operator. We select $g(x,y) = \sin y$. Since $c = 1$, (R1) and (4.3) on $P_{\xi}$ coincide and notice that the solutions are just constants. We get

$$\chi(F, g, \xi, 0)(s) = M_{\xi}(s) = \sin s.$$ 

Let $\eta$ in (4.4) be $x$-direction and then the equation becomes

$$\begin{cases}
\partial_t w_{\xi, \eta} - \max\{D_\xi^2 w_{\xi, \eta} + D_\eta^2 w_{\xi, \eta}, \Lambda_+, (\partial_\xi^2 w_{\xi, \eta} + \partial_\eta^2 w_{\xi, \eta})\} = 0 & \text{for } y > 0, \\
\partial_\eta w_{\xi, \eta}(x, y, t) = \sin x & \text{for } y = 0.
\end{cases}$$

By uniqueness of the equation, $w(x, y, t) = \sin(x) e^{-y}$ is the bounded solution which tells that the boundary layer limit

$$L_\xi(F, \sin(\cdot)) = \lim_{y \to \infty} \sin(x) e^{-y} = 0.$$

As for (R2), we have

$$w(x, y, t) = w(y, t) \geq \max\{\sin(t - \frac{1}{\sqrt{2\Lambda}} y), e^{-\frac{1}{\sqrt{2\Lambda}} y}\}.$$

We denote the right-hand side in the above by $\kappa'(y, t)$. Since the operator is convex, by Lemma 3.8,

$$\bar{g} = \psi(F, f, \xi, 1) \geq \frac{1}{2\pi} \int_0^{2\pi} \kappa'(1, t) dt > 0 = L_\xi(F, f)$$

which finishes the proof. \qed

5. Homogenization on the Lateral Boundary

In this section we go back to the original problem (1.1) and prove the homogenization on $\Gamma$. 

**Theorem 5.1.** Suppose conditions $(F1)$–$(F4)(O)$ are satisfied. Let $(x_0, t_0) \in \Gamma_T$ and take any $(x_\varepsilon, t_\varepsilon) \in \Omega_T$ such that $(x_\varepsilon, t_\varepsilon) \to (x_0, t_0)$ as $\varepsilon \to 0$. Let $\bar{g}$ be the function on $\Gamma_T$ given in (4.1). If $(x_0, t_0) \in \Gamma_1$, then for any $\delta > 0$, there exists $R_0$ such that for all $R > R_0$ we have

$$\limsup_{\varepsilon \to 0} \|u^\varepsilon(x_\varepsilon + \varepsilon R, t_\varepsilon) - \bar{g}(x_0, t_0)\| \leq \delta. \quad (5.1)$$

If $(x_0, t_0) \in \Gamma_2$, for any $\delta > 0$ there exists $R'_0$ such that for all $R > R'_0$ we have

$$\limsup_{\varepsilon \to 0} \|u^\varepsilon(x_\varepsilon + \frac{1}{2} R, t_\varepsilon) - \bar{g}(x_0, t_0)\| \leq \delta. \quad (5.2)$$

The key to proving the theorem is a local uniform convergence result (see (5.7), (5.9)). Let us start with the case when $\{(x_\varepsilon, t_\varepsilon)\}$ are on the boundary.

**Lemma 5.1.** Let $u^\varepsilon$ be the solution to equation (1.1) and take any sequence $(x_\varepsilon, t_\varepsilon) \in \partial\Omega_T$ such that $(x_\varepsilon, t_\varepsilon) \to (x_0, t_0) \in \Gamma_T$. Suppose along a sequence of $\varepsilon \to 0$, $\varepsilon^{-1} x_\varepsilon \to z, \varepsilon^{-2} t_\varepsilon \to \tau$ in $\mathbb{R}^d/\mathbb{Z}^d$ and $\mathbb{R}/\mathbb{Z}$ respectively. Then if letting $v^\varepsilon(x, t) := u^\varepsilon(x + \varepsilon x, t_\varepsilon + \varepsilon^2 t)$, $v^\varepsilon(x, t)$ converges locally uniformly, along the sequence of $\varepsilon \to 0$, to $v(x, t)$ which is the unique solution to

$$\begin{cases}
\frac{\partial}{\partial t} v(x, t) - F_\varepsilon(D^2 v, x + z, t + \tau) = 0 & \text{in } P_{\varepsilon}, \\
v(x, t) = g^0(x + z, t + \tau) & \text{on } \partial P_{\varepsilon}.
\end{cases} \quad (5.3)$$
Proof. Without loss of generality, assume $z = \tau = 0$ and we write $\varepsilon \to 0$ meaning along the sequence of $\varepsilon \to 0$. By (1.1), $v^\varepsilon$ satisfies
\[
\begin{cases}
\frac{\partial}{\partial t} v^\varepsilon(x,t) - \varepsilon^2 F(\varepsilon^{-2}D^2 v^\varepsilon, x, \varepsilon x, \varepsilon^{-1} x + x, t, \varepsilon^2 t, \varepsilon^{-2} t + t) = 0 & \text{in } \Omega^\varepsilon, \\
v^\varepsilon(x,t) = g(x, \varepsilon x, \varepsilon^{-1} x + x, t, \varepsilon^2 t, \varepsilon^{-2} t + t) & \text{on } \partial \Omega^\varepsilon.
\end{cases}
\]
The domains converge locally uniformly to $P_\nu$ in Hausdorff distance as $\varepsilon \to 0$. The operators $\varepsilon^2 F(\varepsilon^{-2}M, x, \varepsilon x, \varepsilon^{-1} x + x, t, \varepsilon^2 t, \varepsilon^{-2} t + t)$ converge locally uniformly to $F^0(M, x, t)$ by condition (F1)(F4).

Let $v^*, v_*$ be respectively the upper and lower half-relaxed limits of $v^\varepsilon$ which are then functions defined in $P_\nu$. By stability of viscosity solutions (Lemma 2.4 in [9]), $v^*$ and $v_*$ are respectively sub and supersolutions of equation (5.3). If $v^* = v_*$ on $\partial P_\nu$, by Corollary 2.6, $v^* \leq v_*$. However since the inverse inequality holds by definition, we obtain $v^* = v_*$ in $P_\nu$ which gives the desired convergence result. Consequently we are left to show the convergence of $v^\varepsilon$ on the boundary.

Fix any point $(y_0, s_0) \in \partial P_\nu$. Take any $(z, s) \to (y_0, s_0)$ such that $(x_\varepsilon + \varepsilon y_\varepsilon, t_\varepsilon + \varepsilon^2 s_\varepsilon) \in \overline{P}_T$. It follows from Hölder continuity of both $v^\varepsilon$, $g$, and the assumption $\varepsilon^{-1} x_\varepsilon \to 0$, $\varepsilon^{-2} t_\varepsilon \to 0$ that
\[
\lim_{\varepsilon \to 0} |v^\varepsilon(y_\varepsilon, s_\varepsilon) - g(\varepsilon y_\varepsilon, \varepsilon^{-1} x_\varepsilon + y_\varepsilon, t_\varepsilon + \varepsilon^2 s_\varepsilon)| = 0.
\]
This shows that $v^* = v_*$ on the boundary which finishes the proof.

Next we study the case when $(x_0, t_0) \in \Gamma_2(T)$.

**Proposition 5.2.** Let $w^\varepsilon$ be the solution to equation (1.1) and take any sequence $(x_\varepsilon, t_\varepsilon) \in \partial \Omega_T$ such that $(x_\varepsilon, t_\varepsilon) \to (x_0, t_0) \in \Gamma_2$. Suppose along a sequence of $\varepsilon \to 0$, $\varepsilon^{-1} x_\varepsilon \to z$, $\varepsilon^{-2} t_\varepsilon \to \tau$ in $\mathbb{R}^d$ and $\mathbb{R}/\mathbb{Z}$ respectively. Write $c_\varepsilon = c(t_\varepsilon)$ as the speed of the boundary at time $t_\varepsilon$ (since $(x_\varepsilon, t_\varepsilon) \in \Gamma_2$, $c$ is locally independent of $x$). Then if letting
\[
w^\varepsilon(x,t) := w^\varepsilon(x_\varepsilon + \varepsilon^{1/2} x + c_\varepsilon \varepsilon t_\varepsilon + x_\varepsilon + \varepsilon t_\varepsilon),
\]
$w^\varepsilon(x,t)$ converges locally uniformly along the sequence of $\varepsilon \to 0$ to $w(x,t)$ which is the unique solution to (R2).

**Proof.** Without loss of generality, assume $z = \tau = 0, c(t_0) = 1$. Let $w^*$, $w_*$ be the upper and lower half-relaxed limits of $w^\varepsilon$. Since $w^\varepsilon$ is a solution to (3.6), by Lemma 3.5 and stability of viscosity solutions, $w^*$ and $w_*$ are respectively sub and super solutions to
\[
\partial_t w - F(D^2 w) = 0 \text{ in } P_\nu.
\]
As before, we only need to show that $w^\varepsilon(x,t)$ converges to $\chi_\nu(t)$ on the boundary where $\chi_\nu(t) = \chi_\nu^0(t)$ is given in Lemma 3.4. The fact that $\nu$ is locally a constant vector will be essential.

Fix any point $(y_0, s_0) \in \partial P_\nu$. First we take $(y_\varepsilon, s_\varepsilon) \to (y_0, s_0)$ such that
\[
(x_\varepsilon + \varepsilon^{1/2} y_\varepsilon + c_\varepsilon \varepsilon t_\varepsilon, t_\varepsilon + \varepsilon s_\varepsilon) \in \partial \Omega_T.
\]
Let $\mu^\varepsilon(x,t) = w^\varepsilon(y_\varepsilon + \varepsilon^{1/2} x, s_\varepsilon + \varepsilon t)$. For abbreviation of notations, we write $\hat{x}_\varepsilon = x_\varepsilon + \varepsilon^{1/2} y_\varepsilon, \hat{t}_\varepsilon = t_\varepsilon + \varepsilon s_\varepsilon$. Then $\mu^\varepsilon$ satisfies
\[
\partial_t \mu^\varepsilon - \varepsilon c_\varepsilon \nu \cdot D\mu^\varepsilon - \varepsilon^2 F(\varepsilon^{-2}D^2 \mu^\varepsilon, \hat{x}_\varepsilon + \varepsilon x + c_\varepsilon (s_\varepsilon + \varepsilon t) \nu, \varepsilon^{-1} \hat{x}_\varepsilon + x + c_\varepsilon (s_\varepsilon + \varepsilon t) \nu, \hat{t}_\varepsilon + \varepsilon^2 t, \varepsilon^{-2} \hat{t}_\varepsilon + t) = 0.
\]
The domain converges to a half plane in Hausdorff distance and for $(x,t)$ on the boundary and near the origin
\[
\mu^\varepsilon(x,t) = g(\hat{x}_\varepsilon + \varepsilon x + c_\varepsilon (s_\varepsilon + \varepsilon t) \nu, \varepsilon^{-1} \hat{x}_\varepsilon + x + c_\varepsilon (s_\varepsilon + \varepsilon t) \nu, \hat{t}_\varepsilon + \varepsilon^2 t, \varepsilon^{-2} \hat{t}_\varepsilon + t).
\]
By passing to a subsequence again, we can assume $\varepsilon^{-1}\hat{x}_s \to z_0, \varepsilon^{-2}\hat{r}_s \to \tau_0$. Therefore on $\partial P_\nu$, $\mu^\varepsilon(x,t)$ converges locally uniformly to $g(x_0, z_0 + x + s_0\nu, t_0, \tau_0 + t)$. The key fact here is $z_0 \cdot \nu = 0$. Indeed by the fact that $\partial_\nu \Omega_T$ is $C^1$ and is locally spatially flat near $x_0, y_0$, and by (5.4), we have

$$
\varepsilon^\frac{1}{2}|(y_s - y_0) \cdot \nu| = o(\varepsilon|s_0|)
$$

and so

$$
\varepsilon^{-1}\hat{x}_s \cdot \nu = \varepsilon^{-1} x_s \cdot \nu + \varepsilon^{-2} y_s \cdot \nu \to 0.
$$

We remark that the same estimate does not hold if $\nu$ varies in space direction. In that case we only have $\varepsilon^\frac{1}{2}|y_s - y_0| \leq o(\varepsilon^\frac{1}{2}|y_0| + \varepsilon|s_0|)$.

Then we send $\varepsilon \to 0$ along the subsequence, and take the upper and lower half-relaxed limits of $w^\varepsilon$, denoted as $\tilde{w}^*, \tilde{w}^*$ which are then respectively the sub and super solutions to

$$
\begin{cases}
\frac{\partial w}{\partial t} - F^0(D^2w, z_0 + x + s_0\nu, \tau_0 + t) = 0 & \text{in} & P_\nu \\
 w(x,t) = g^0(z_0 + x + s_0\nu, \tau_0 + t) & \text{on} & \partial P_\nu.
\end{cases}
$$

Due to (5.5), $\tilde{w}^* = \tilde{w}^*$ on $\partial P_\nu$. Then by comparison they are equal and we denote it by $w^{\varepsilon_0}$ which solves (5.6). By Lemma 3.4, the boundary layer limit $\lim_{R \to \infty} w^{\varepsilon_0}(x + R\nu, t)$ exists and it only depends on $z_0 \cdot \nu + s, \nu, F^0, g^0$. Since $z_0 \cdot \nu = 0$, we have

$$
\lim_{R \to \infty} w^{\varepsilon_0}(x + R\nu, t) = \chi_\nu(s_0).
$$

Hence we proved that for any $\delta > 0$, there exists $R_0$ such that for $R > R_0$

$$
\limsup_{\varepsilon \to 0} |w^\varepsilon(y, s) - \varepsilon^\frac{1}{2} R\varepsilon, s) - \chi_\nu(s_0)| = \limsup_{\varepsilon \to 0} |w^\varepsilon(R\varepsilon, 0) - \chi_\nu(s_0)| < \delta.
$$

Moreover the convergence is uniform in $(y, s)$. We can prove the following statement through a compactness argument.

**Lemma 5.3.** For any fixed $\delta > 0$, there are positive constants $L_\delta, \varepsilon_0$ and $R_0$ such that for all $(y, s)$ on the boundary of the domain of $w^\varepsilon$, if $(y, s) \in S_{L_\delta}(y_0, s_0)$, we have for all $R \geq R_0$

$$
\sup_{\varepsilon \leq \varepsilon_0} |w^\varepsilon(y, s + \varepsilon \Delta s) - \chi_\nu(s_0)| \leq \delta.
$$

**Proof.** Denote $\mu_\gamma^\varepsilon(x, t) := w^\varepsilon(y + \varepsilon \hat{x}_s, s + \varepsilon \hat{r}_s)$. Suppose the claim fails, we can assume that there exists $\delta > 0$ such that for some $R > 0$ which can be arbitrarily large, there exist sequences $\varepsilon_n \to 0$ and $(y_n, s_n) \to (y_0, s_0)$ (as $n \to \infty$) with $(y_n, s_n)$ is on the boundary of the domain of $w^{\varepsilon_n}$, such that we have

$$
\limsup_{n \to \infty} |\mu_\gamma^{\varepsilon_n}(y_n, s_n) - \chi_\nu(s_0)| > \delta.
$$

Because $(y_n, s_n)$ is on the boundary, $\varepsilon^{-\frac{1}{2}} y_n \cdot \nu = o(|s_n|) = o(1)$. By Lemma 5.1, by passing to a subsequence of $n \to \infty$, $\mu_\gamma^{\varepsilon_n}$ converges locally uniformly to $\mu_\gamma^{\varepsilon_0, \tau_0}$ which solves (5.3) with $z = z_0 + s_0\nu, \tau = \tau_0$ or (R1) with $z = z_0, cs = s_0, \tau = \tau_0$. By Lemma 3.4, the boundary layer limit $\lim_{R \to \infty} \mu_\gamma^{\varepsilon_0, \tau_0}(R\nu, 0) \to \chi_\nu(s_0)$ as $R \to \infty$. Therefore

$$
\limsup_{n \to \infty} |\mu_\gamma^{\varepsilon_n, \varepsilon_0}(y_n, s_n) - \chi_\nu(s_0)| = \limsup_{n \to \infty} |\mu_\gamma^{\varepsilon_n, \varepsilon_0}(R\nu, 0) - \mu_\gamma^{\varepsilon_0, \tau_0}(R\nu, 0)| + |\mu_\gamma^{\varepsilon_0, \tau_0}(R\nu, 0) - \chi_\nu(s_0)| < \delta
$$

if we take $R$ large enough, which leads to the contradiction. 

Now we turn to the proof of Proposition 5.2. More generally, for any $(y_s, s_e) \to (y_0, s_0)$ such that $(x_s + \varepsilon \hat{x}_s + c_s \varepsilon, t_s + \varepsilon s_e) \in \overline{\Omega}_T$, write $y_s = y'_s + r_e$ so that $(y'_s, s_e)$ is on the boundary and $r_e$ is to $\nu$. 


direction. Then obviously \( r_\varepsilon \to 0 \). The goal is to show that for any \( \delta \in (0,1) \) and \( R \) large enough, we have
\[
\limsup_{\varepsilon \to 0} |w^\varepsilon(y_\varepsilon + \varepsilon^\frac{1}{2} R\nu, s_\varepsilon) - \chi_\nu(s_0)| \leq 3\delta.
\] (5.8)

Let \( \Omega' := (\Omega^\varepsilon + \varepsilon^\frac{1}{2} R\nu) \cap S_{L_\delta}(y_0, s_0) \) where \( S_{L_\delta}(y_0, s_0) \) is the parabolic cylinder and
\[
\Omega^\varepsilon := \bigcup_t \left( \varepsilon^{-\frac{1}{2}}(\Omega(t_\varepsilon + \varepsilon t) - x_\varepsilon - c_0\varepsilon t\nu) \times \{t\} \right).
\]

According to (5.7), if \( L_\delta \) is small enough there exist \( \varepsilon_0, R_0 \) such that for all \( R \geq R_0 \)
\[
\sup_{\varepsilon \leq \varepsilon_0} |w^\varepsilon(y, s) - \chi_\nu(s_0)| < \delta
\]
for all \((y, s) \in (\partial \Omega^\varepsilon + \varepsilon^\frac{1}{2} R\nu) \cap S_{L_\delta}(y_0, s_0) =: \partial \Omega'\).

Now we want to apply Corollary 2.8 for \( w^\varepsilon - \chi_\nu(s_0) \). Since \( w^\varepsilon \) solves (3.6) and so does \( w^\varepsilon - \chi_\nu(s_0) \), the equation meets the condition of the corollary. By the scaling, \( \Omega' \) satisfies the condition of the domain. By the corollary we obtain that there exists \( \varepsilon s_3 < L_\delta \) such that for all \( \varepsilon \) small enough and all \( y, s \in \Omega^\varepsilon \cap S_{\varepsilon s}(y_0, s_0) \) we have
\[
|w^\varepsilon(y + \varepsilon^\frac{1}{2} R\nu, s) - \chi_\nu(s_0)| \leq 3\delta
\]
which implies (5.8). Then \( w^\varepsilon \) converges in the half-relaxed limit sense on the boundary which finishes the proof. \( \square \)

With the help of the above Lemma 5.1 and Proposition 5.2, we are going to show the main theorem in this section.

Proof. (of Theorem 5.1) Let us only prove (5.2), while the proof for (5.1) is similar to the one of Lemma 5.2 [9] by applying Lemma 5.1. As done in Lemma 5.3, first we show the following statement: for any fixed \( \delta > 0 \), we can find positive constants \( L_\delta, \varepsilon_0 \) and \( R_0 \) such that for any \((x, t), \in \partial \Omega \cap S_{L_\delta}(x_0, t_0)\), there holds for \( R \geq R_0 \)
\[
\sup_{\varepsilon \leq \varepsilon_0} |u^\varepsilon(x + \varepsilon^\frac{1}{2} R\nu, t) - \bar{g}(x_0, t_0)| \leq \delta.
\] (5.9)

The proof is similar to the one of Lemma 5.3. Suppose the statement fails, there exists \( \delta > 0 \) such that for any fixed \( R \) which can be arbitrarily large, there are sequences \( \varepsilon_n \to 0 \) and \((x_n, t_n) \in \partial \Omega \) satisfying \((x_n, t_n) \to (x_0, t_0)\) such that,
\[
|u_n^\varepsilon(x_n + \varepsilon^\frac{1}{2} R\nu, t_n) - \bar{g}(x_0, t_0)| > \delta.
\] (5.10)

Let
\[
w_n^\varepsilon(x, t) = u^\varepsilon(x + \varepsilon^\frac{1}{2} x + c(t_\varepsilon)\varepsilon t, t_\varepsilon + \varepsilon t)
\]
and then \(|w_n^\varepsilon(\varepsilon^\frac{1}{2} R\nu, 0) - \bar{g}(x_0, t_0)| > \delta\). However by Proposition 5.2, by passing to a subsequence of \( n \to \infty \), \( w_n^\varepsilon \) converges locally uniformly to \( w^\varepsilon \) for some \( z \) which solves (R2). By Lemma 3.6 the boundary layer limit of \( w^\varepsilon \) (independent of \( z \)) equals \( \psi = \bar{g}(x_0, t_0)\). Therefore
\[
\limsup_{n \to \infty} |w_n^\varepsilon(\varepsilon^\frac{1}{2} R\nu, 0) - \bar{g}(x_0, t_0)|
\]
\[
\leq \limsup_{n \to \infty} |w_n^\varepsilon(\varepsilon^\frac{1}{2} R\nu, 0) - w^\varepsilon(\varepsilon^\frac{1}{2} R\nu, 0)| + |w^\varepsilon(\varepsilon^\frac{1}{2} R\nu, 0) - \bar{g}(x_0, t_0)| < \delta
\]
for some \( R(\delta) \) large enough which contradicts with (5.10) and we proved the claim.

As done in Lemma 5.3, we are going to apply Corollary 2.8. We use
\[
\tilde{w}^\varepsilon(x, t) = u^\varepsilon(x_0 + \varepsilon^\frac{1}{2} R\nu + \varepsilon^\frac{1}{2} x + c_0\varepsilon t, t_0 + \varepsilon t) - \bar{g}(x_0, t_0)
\]
and by the claim \(|\tilde{w}^\varepsilon| \leq \delta\) for all \( \varepsilon \leq \varepsilon_0 \) on the boundary of its domain near the origin: \( \partial \tilde{\Omega}^\varepsilon \cap S_{\varepsilon^\frac{1}{2} L_\delta} \), where
\[
\tilde{\Omega}^\varepsilon := \bigcup_t \left( \varepsilon^{-\frac{1}{2}}(\Omega(t_\varepsilon + \varepsilon t) - x_0 - c_0\varepsilon t\nu) \times \{t\} \right).
\]
Set the domain to be $D = \{(x, t) \in \partial \Omega^\varepsilon + r \nu \mid r \in [0, \varepsilon^{-\frac{1}{2}} L_\delta]\}$. Denote $\| \partial_t \Omega_T \|_{C^1}$ as the $C^1$ norm of the lateral boundary of $\Omega_T$ and then
\[
\| \partial_t \tilde{\Omega}^\varepsilon \|_{C^1} = \varepsilon^\frac{1}{2} \| \partial_t \Omega_T \|_{C^1}.
\]
Let $c > 0$ be the small constant from Corollary 2.8. It is straightforward that
\[
(\varepsilon^{-\frac{1}{2}} L_\delta)(\varepsilon^{\frac{1}{2}} \| \partial_t \Omega_T \|_{C^1} + \varepsilon^{\frac{1}{2}} \| \varepsilon \|_{C^1}) \leq c, \quad (\varepsilon^{-\frac{1}{2}} L_\delta)^2 \varepsilon \leq c\delta
\]
when $L_\delta$ is small only depending on $\delta$ and universal constants. Thus the corollary yields that there exists $r_\delta > 0$ such that $|\tilde{w}| \leq 3\delta$ in $S_{\varepsilon^{-\frac{1}{2}} r_\delta}$, which implies (5.2).

6. Homogenization on the Bottom Boundary

In this section we briefly discuss the homogenization of $u^\varepsilon$ on the bottom boundary. Since the bottom boundary is just flat, the proofs are actually simpler than those in previous sections. Below we start with a localized comparison lemma on $Q$.

Lemma 6.1. Let $C_0 > c_0 > 0$ and $L > R > 0$. Assume $w$ satisfies the following equation
\[
\begin{align*}
\frac{\partial}{\partial t}w - \mathcal{P}^+(D^2w) &\leq 0 \quad \text{in } Q^0_L, \\
w(x, 0) &\leq c_0 \quad \text{on } \{t = 0\}, \\
w(x, t) &\leq C_0 \quad \text{in } \overline{Q^0_L},
\end{align*}
\]
where $Q^0_L := \{(x, t) \mid |x| < L, 0 < t < L^2\}$. Then there exists a constant $C$ only depending on $C_0, d, \Lambda$ such that
\[
w(x, t) \leq c_0 + CR^2/L^2 \quad \text{for } (x, t) \in \overline{Q^0_R}.
\]
Proof. Let $C_1 = C_0 \max \{2\Lambda d, 1\}$. Consider the following barrier
\[
\phi(x, t) = C_0 L^{-2} |x|^2 + c_0 + C_1 L^{-2} t.
\]
It is direct to check that
\[
\frac{\partial}{\partial t} \phi - \mathcal{P}^+(D^2 \phi) \geq C_1 L^{-2} - C_0 L^{-2} \Lambda 2d \geq 0,
\]
and $\phi(x, 0) \geq c_0$ for all $x$. By definition of viscosity solution, $w(x, t) \leq \phi(x, t)$. Then restricting $(x, t)$ to $\overline{Q^0_R}$ finishes the proof.

As before, we will formally derive the cell problem, from which we define the homogenized boundary data as a boundary layer limit. After showing the continuity property, we prove bottom boundary homogenization.

Fix a point $x_0 \in \Omega(0)$ and set
\[
v^\varepsilon(x, t) := u^\varepsilon(x_0 + \varepsilon x, \varepsilon^2 t).
\]
Write $\Omega^\varepsilon := \bigcup_i (\Omega^\varepsilon(t) \times \{t\})$ with $\Omega^\varepsilon(t) = \varepsilon^{-1}(\Omega(\varepsilon^2 t) - x_0)$, and then $v^\varepsilon$ satisfies
\[
\begin{align*}
\frac{\partial}{\partial t}v^\varepsilon(x, t) - \varepsilon^2 F(\varepsilon^{-2} D^2 v^\varepsilon, x_0 + \varepsilon x, \varepsilon^{-1} x_0 + x, \varepsilon^2 t, t) &\leq 0 \quad \text{in } \Omega^\varepsilon, \\
v^\varepsilon(x, 0) &\leq g(x_0 + \varepsilon x, \varepsilon^{-1} x_0 + x, 0, 0) \quad \text{on } \Omega^\varepsilon(0).
\end{align*}
\]
Suppose $\varepsilon^{-1} x_0$ converges to $z$ as $\varepsilon \to 0$ in $\mathbb{R}^d/\mathbb{Z}^d$ along subsequences. Formally, we get the cell problem
\[
(B) \begin{cases}
\frac{\partial}{\partial t}v^z(x, t) - F_0(D^2 v^z, x + z, t) = 0 &\text{in } \mathbb{R}^d \times \mathbb{R}^+, \\
v^z(x, 0) = g_0(x + z, 0) &\text{on } \mathbb{R}^d.
\end{cases}
\]
By Lemma 6.1 and Perron’s method, there exists a unique solution to (B).

In the following lemma, we study the boundary layer limit of (B).
Lemma 6.2. Let $v^z$ be the bounded solution to equation (B). Then $v^z(x,R)$ converges uniformly for all $x,z$ as $R \to \infty$ and the boundary layer limit $\varphi_b$ is independent of $x,z$. Furthermore, if $F^0(M,y,s) = F^0(M)$ and is linear in $M$, then $\varphi_b$ satisfies

$$\varphi_b = \int_{[0,1]^n} g^0(y,0) dy.$$ 

Proof. By the periodicity of $F^0(M,y,s), g^0(y,0)$ in $y,s$ variables, we have $v^z(x+Z,t) = v^z(x,t).$. So we only need to consider $v^z(x,t)$ when $|x| \leq \sqrt{d}$. Since $v^z$ is bounded, Corollary 2.4 implies that $|v^z(x,R) - v^z(0,R)| \leq CR^{-\beta}$ for some universal positive constants $C, \beta$. By Lemma 6.1, for $t > 0$,

$$\operatorname{osc}_{\{(x,t) \in \mathbb{R} \times [R,\infty)\}}(v^z(\cdot,\cdot)) \leq \operatorname{osc}_{\{(x,t) \in \mathbb{R}\}}(v^z(\cdot,R)).$$

This shows the existence of the boundary layer limit $\varphi_b^z := \lim_{R \to \infty} v^z(x,R)$ and

$$|v^z(x,R) - \varphi_b^z| \leq CR^{-\beta}. \quad (6.1)$$

Next for a different $z'$, take $v^{z'}$ to be the equation (B) with $z$ replaced by $z'$. Take $\tilde{v}(x,t) = v^{z'}(x+z-z',t)$ which then solves the same equation as $v^z(x,t)$ does. By uniqueness, $v^z(x+z-z',t) = v^z(x+z,t)$. Since the boundary layer limit is independent of $x$ and thus $\varphi_b^z = \varphi_b^{z'} := \varphi_b(F^0,g^0)$.

For the second claim, the proof is similar to the one in Lemma 3.6 [9] and Lemma 7.1 [11] where elliptic equations and systems are concerned. Indeed we can consider a linear map $T$ which maps periodic functions $g^0(\cdot)$ to $\varphi_b$. It can be checked that $T$ is continuous, translation invariant and $T(1) = 1$. By Riesz Representation theorem $T(g^0(\cdot)) = \int_{[0,1]^n} g^0(y) dy$.

Definition 6.1. For any $x_0 \in \Omega(0)$, define

$$\bar{g}(x_0,0) = \varphi_b(F^{x_0,0},g^{x_0,0})$$

where $\varphi_b$ is the boundary layer limit of $v^z$ given in the previous lemma.

Now we prove the main theorem of this section.

Theorem 6.1. (Bottom boundary homogenization)

(i.) $\bar{g}(\cdot,0)$ is continuous on $\Omega(0)$.

(ii.) For any $\delta > 0$ and $x_0 \in \Omega(0)$, there exists $R_0 > 0$ such that the following holds. Take any sequence $(x_\varepsilon,t_\varepsilon) \in \Omega_T$ such that $(x_\varepsilon,t_\varepsilon) \to (x_0,0)$ as $\varepsilon \to 0$, we have for all $R > R_0$

$$\limsup_{\varepsilon \to 0} |u^\varepsilon(x_\varepsilon,t_\varepsilon + \varepsilon R) - \bar{g}(x_0,0)| \leq \delta. \quad (6.2)$$

Proof. The continuity property follows from the fact that $F^{x,t}, g^{x,0}$ are uniformly continuous in $x$ and the convergence of the boundary layer limit is uniform in $x$ (see (6.1)).

For the second part, let $v^\varepsilon(x,t) = u(x_\varepsilon + x,t_\varepsilon + t)$. Suppose along a subsequence of $\varepsilon \to 0$, $\frac{x_\varepsilon}{\varepsilon} \to z$ in $\mathbb{R}^d/\mathbb{Z}^d$. We take upper and lower half-relaxed limits of $v^\varepsilon$ along the subsequence and we denote the limits as $v^{xz}$ and $v^z_x$ respectively. As before, $v^{xz}$ is a subsolution to equation (B) while $v^z_x$ is a supersolution.

By continuity properties, $v^{xz} = v^z_x = \bar{g}(x_0,0)$. Hence by comparison principle $v^{xz} \leq v^z_x$. Also since the reverse inequality holds by definition, we have $v^{xz} = v^z_x = v^z$. Note for all $z, x$, $v^z(x,R) \to \bar{g}(x_0,0)$ uniformly. Therefore we proved (6.2).

7. Uniqueness and Conclusions

In the previous sections we identified the homogenized boundary data on $\Gamma_T$ which is most of the lateral boundary and the whole bottom boundary. In this section, we want to prove the comparison principle for fully nonlinear parabolic equations even if the ordering on the lateral boundary only holds outside a small subset. Once this is done and suppose $\Gamma_T$ almost covers the whole boundary, we can show the homogenization of (2.3).
To measure the subsets of the boundary, let us introduce the following parabolic Hausdorff dimension of subsets in $\mathbb{R}^{d+1}$.

**Definition 7.1.** Suppose $\Sigma$ is a subset of $\mathbb{R}^d \times \mathbb{R}$. Define the $d$-dimensional parabolic Hausdorff content:

$$C_p^0(\Sigma) = \inf \left\{ \sum_j r_j^d \mid \Sigma \subset \bigcup_j S_{r_j}(x_j, t_j) \right\}.$$  

Here $S_r(x, t)$ is the parabolic cylinder given by (2.1). We say that $\Sigma$ has parabolic Hausdorff dimension $d_P$ if

$$d_P(\Sigma) = \inf \left\{ d \geq 0 \mid C_p^0(\Sigma) = 0 \right\}.$$  

We remark here that if denoting the standard Hausdorff dimension by $d$, then we have for all $\Sigma \subset \mathbb{R}^{d+1}$

$$d_h(\Sigma) \leq d_P(\Sigma) \leq 2d_h(\Sigma).$$

**Theorem 7.1.** Suppose $G$ is a function on $\mathcal{M} \times \mathbb{R}^{d+1}$ satisfying (G) and $\Omega_T \subset \mathbb{R}^{d+1}$ is a space-time parabolic domain satisfying (O). Let $\Sigma \subset \partial\Omega_T$ be such that

$$C_p^{d_0}(\Sigma) = 0 \quad \text{where } d_0 := d\lambda/\Lambda.$$  

(In particular, this condition holds when the Hausdorff dimension of $\Sigma$ is less than $\frac{d+1}{2}$.) If two bounded functions $u, v$ are respectively upper and lower semi-continuous in $\Omega_T$ and they satisfy

$$\begin{cases}
\frac{\partial}{\partial t} v(x, t) - G(D^2v, x, t) \leq \frac{\partial}{\partial t} u(x, t) - G(D^2u, x, t) & \text{in } \Omega_T, \\
\limsup_{(y, s) \rightarrow (x, t)} v(y, s) \leq \liminf_{(y, s) \rightarrow (x, t)} u(y, s) & \text{on } \partial_p \Omega_T \setminus \Sigma,
\end{cases}$$

then $v \leq u$ in $\Omega$.

In order to prove the theorem, we construct a singular super solution to the fully nonlinear parabolic equation with Pucci’s operator.

**Lemma 7.1.** Let $\mathcal{P}^+$ be the Pucci’s extremal operator with parameters $\Lambda \geq \lambda > 0$. Set

$$\Phi(x, t) = \begin{cases}
t - \frac{d\lambda}{\Lambda} e^{-\frac{|x|^2}{4t}} & \text{if } t > 0, \\
0 & \text{if } t \leq 0.
\end{cases}$$

Then we have $\Phi(kx, kt^2) = k^{-\frac{d\lambda}{\Lambda}} \Phi(x, t)$ and $\Phi$ is a singular super solution to

$$\frac{\partial \Phi}{\partial t} - \mathcal{P}^+(D^2\Phi) \geq 0 \quad \text{in } \mathbb{R}^{d+1} \setminus (0, 0).$$

The proof follows from a direct computation. As a remark, Armstrong, Sirakov and Smart [1] constructed singular solutions to general fully nonlinear elliptic equations and the parallel result for the parabolic equations remains to be studied. For us, one singular solution is enough for the purpose.

**Proof.** (of Theorem 7.1) Set $w = v - u$ and it satisfies

$$\begin{cases}
\frac{\partial}{\partial t} w - \mathcal{P}^+(D^2w) \leq 0 & \text{in } \Omega_T, \\
\limsup_{(y, s) \rightarrow (x, t)} w(y, s) \leq 0 & \text{on } \partial_p \Omega_T \setminus \Sigma.
\end{cases}$$

Let $m_1 = \min \{ \Phi(x, 1) \mid |x| \leq 1 \}$, $m_2 = \max \{ \Phi(x, t) \mid t = 1 \text{ or } |x| = 1 \}$ and it is obvious that $m_2 > m_1 > 0$. Since $u, v$ are bounded, we assume $|w| \leq C_0$. For any fixed $\delta > 0$, by the $0$ dimension assumption, we can assume that $\Sigma$ is covered a set of countably many parabolic cylinders $\{ S_{r_j}(x_j, t_j) \}_{j}$ and

$$\sum_{j \geq 1} r_j^{d_0} \leq \delta^2 \frac{m_1}{C_0 m_2^{d_0}} =: \frac{\delta^2}{M m_2}.$$
Let $\Phi$ be as in Lemma 7.1 and consider the following barrier

$$
\Phi_\delta(x,t) = M \sum_j r_j^{d_0} \Phi(x-x_j, t-t_j + 2r_j^2) =: M \sum_j r_j^{d_0} \Phi_j(x,t).
$$

By Lemma 7.1, this $\Phi_\delta$ is a super solution to

$$
\partial_t \Phi_\delta - \mathcal{P}^+(D^2 \Phi_\delta) \geq M \sum_j r_j^{d_0} \left( \frac{\partial}{\partial x_j} \Phi_j - \mathcal{P}^+(D^2 \Phi_j) \right) \geq 0 \quad \text{in } \Omega_T.
$$

Note for any $(x,t) \in S_j(x_j,t_j)$ for some $j$, we have

$$
3r_j^2 \geq t - t_j + 2r_j^2 \geq r_j^2, \quad \left| (x-x_j)(t-t_j + 2r_j^2)^{-1/2} \right| \leq 1.
$$

Therefore

$$
\Phi_j(x,t) \geq (t-t_j + 2r_j^2)^{-d_0} \Phi \left( (x-x_j)(t-t_j + 2r_j^2)^{-1/2}, 1 \right) \geq (2r_j)^{-d_0} m_1.
$$

So we have

$$
\Phi_\delta(x,t) \geq 2^{-d_0} M m_1 = C_0 \geq w(x,t).
$$

For points on the boundary outside $\Sigma$, we have $\Phi_\delta(x,t) \geq 0 \geq w(x,t)$. Then by comparison principle, $w \leq \Phi_\delta$ in $\Omega_T$.

Now for any $(x,t) \in \Omega_T$ that $(x,t) \notin \bigcup_j S_{\delta/\delta_0}(x_j,t_j)$, we have either

$$
|x-x_j| \geq \delta^{1/2} \text{ or } |t-t_j| \geq \delta^{2/\alpha},
$$

and then $\Phi_j(x,t) \leq \delta^{-1} m_2$. This gives

$$
\Phi_\delta(x,t) \leq M \delta^{-1} m_2 \sum_j r_j^{d_0} \leq \delta.
$$

Since $w \leq \Phi_\delta$ in $\Omega_T$, letting $\delta \to 0$ shows $w \leq 0$ in $\Omega_T$, which finishes the proof. \hfill \Box

In all, let us put together the results obtained and conclude with the following main theorem of the paper.

**Theorem 7.2.** Assume conditions (O)/(F1)-(F4) hold. For any $T > 0$, recall (1.5) and let $\Gamma_T = \Gamma_1(T) \cup \Gamma_2(T) \subseteq \partial \Omega_T$. Denote $d_0 = \frac{\lambda_0^2}{\chi}$ and suppose

$$
\mathcal{C}^{d_0}_{\mathcal{P}}(\partial \Omega_T \setminus \Gamma_T) = 0.
$$

Then for $t \in (0,T)$, the solutions $u^\varepsilon(x,t)$ to (1.1) converge locally uniformly to the unique solution $\bar{u}(x,t)$ of

$$
\begin{cases}
\frac{\partial}{\partial t} \bar{u}(x,t) - \bar{F}(D^2 \bar{u}, x,t) = 0, & \text{in } \Omega_T \\
\bar{u}(x,t) = \bar{g}(x,t) & \text{on } \Gamma_T, \\
\bar{u}(x,0) = \bar{g}(x,0) & \text{on } \Omega(0)
\end{cases}
$$

(7.1)

where $\bar{F}$ is the homogenized operator associated with $F$ given by Theorem 2.3 and $\bar{g}$ is a continuous on $\Gamma_T \cup (\Omega(0) \times \{0\})$ given by (4.1) and (6.1).

**Proof.** Let $u^*$ and $u_*$ be respectively the upper and lower half-relaxed limits of $u^\varepsilon$. Then by Theorem 2.3, $u^*$, $u_*$ are respectively sub and super solutions to equation (7.1). By Theorem 5.1 and Theorem 6.1, we know that for $(x,t) \in \Gamma_T \cup (\Omega(0) \times \{0\})$

$$
u^*(x,t) = u_*(x,t) = \bar{g}(x,t).
$$

The continuity of $\bar{g}$ is proved in Theorem 4.1 and Theorem 6.1. By the assumption, the $d_0$-dimensional parabolic Hausdorff content of the set $\partial \Omega_T \setminus \Gamma_T$ equals 0. We apply Theorem 7.1 and find out

$$
u_*(x,t) \geq u^*(x,t) \quad \text{in } \Omega_T.$$
Since the other direction of the above inequality holds trivially by definitions, we have \( u_+ = u^* = \bar{u} \). This shows that \( u^* \) converges locally uniformly in \( \Omega_T \) and the limit equals \( \bar{u} \), the unique solution to (7.1). Uniqueness of solutions of (7.1) again follows from Theorem 7.1.

Moreover if the associated homogenized operator \( \bar{F} \) is linear, we have the following theorem.

**Theorem 7.3.** Assume conditions (F1)-(F4)(O) hold, the homogenized operator \( \bar{F}(M, x, t) \) is linear in \( M \) for all \( x, t \) and we have \( \partial_1 \Omega \subset \Gamma_T \). Then the homogenized boundary data \( \bar{g} \) is continuous on \( \partial_1 \Omega_T \). The solutions \( u^*(x, t) \) to (1.1) converge locally uniformly to the unique solution \( \bar{u}(x, t) \) to (1.2). Furthermore suppose that in a neighbourhood of \( (x, t) \in \partial_1 \Omega_T \) the original operator \( F(M, x, y, t, s) \) is independent of \( y, s \) and is linear in \( M \), then we have

\[
\bar{g}(x, t) = \int_{[0,1]^{n+1}} g(x, y, t, s) dy ds \quad \text{if } t > 0,
\]

\[
\bar{g}(x, 0) = \int_{[0,1]^n} g(x, y, 0, 0) dy \quad \text{otherwise}.
\]

**Proof.** Continuity extension of the homogenized boundary data \( \bar{g} \) on \( \partial_1 \Omega_T \) follows from Remark 4.3. Having a continuous boundary data \( g \) defined on the whole parabolic boundary, the proof of the convergence follows from the proof of Theorem 7.2.

For the second statement, first suppose \( (x, t) \in \Gamma_1 \). From the assumption, we can write

\[
F(M, x, y, t, s) = F(M, x, t).
\]

The operator in the cell problem (I) is simply \( F^{x,t}(M) = F(M, x, t) \). By Lemma 3.8, the boundary layer limit of (I) equals the linear average of \( g^{x,t}(y, s) = g(x, y, t, s) \) about \( y, s \) variables. If \( x \in \Omega(0) \), we apply Lemma 6.2 instead to get the same result. In the case when \( (x, t) \in \Gamma_2 \), due to Lemma 3.4, \( \chi_{\nu}(\cdot) \) is periodic with periodicity \( |\hat{\nu}|^{-1} \) where \( \hat{\nu} \) is such that \( \hat{\nu} \in \mathbb{Z}^d \) is irreducible and \( \nu = \frac{\hat{\nu}}{|\hat{\nu}|} \). Let us write one smallest periodic block in \( \partial P_\nu \) as \( T_\nu \). Then using linearity of the operators and applying Lemma 3.8 twice, we get

\[
\bar{g}(x, t) = |\hat{\nu}| \int_0^{1/|\hat{\nu}|} \chi_{\nu}(c\tau) d\tau
\]

\[
= \frac{1}{\text{vol}(T_\nu \times [0, |\hat{\nu}|^{-1}])} \int_{[0,1]^{n+1}} \int_{T_\nu \times [0,1]} g^{x,t}(z + \tau \nu, s) dz ds d\tau
\]

\[
= \int_{[0,1]^{n+1}} g^{x,t}(y, s) dy ds
\]

\[
= \int_{[0,1]^{n+1}} g(x, y, t, s) dy ds.
\]

We finished the proof. \( \square \)
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