A non-relativistic Dirac equation: An application to photo ionization of highly charged hydrogen-like ions
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We investigate the role of relativity in photo ionization of hydrogen-like ions by a laser pulse. For hydrogen, the wavelengths of the laser resides in the weakly ultra violet region. For higher nuclear charges, the laser parameters are scaled in a manner which renders the time-dependent Schrödinger equation in the dipole approximation independent of nuclear charge. The ionization potentials of these highly charged ions are strongly modified by relativistic effects. In an earlier work, Ivanova et al., Phys. Rev. A 98, 063402 (2018), it is demonstrated how this explains most of the relativistic correction to the ionization probability. Here we investigate to what extent remaining discrepancies can be attributed to relativistic effects stemming from the strong external field. To this end, we solve semi-relativistic formulations of both the Schrödinger and the Dirac equations; the former accounts for increased inertia due to the external laser field, while the latter features a non-relativistic interaction term.

I. INTRODUCTION

Motivated by experimental breakthroughs, we have seen an increased interest in the theoretical and computational study of relativistic dynamics for atoms and ions exposed to strong laser pulses [1]. Such investigations tend to be quite demanding from a computational point of view as the ionization process is governed by the time-dependent Dirac equation, which typically is quite hard to solve. For this reason, many studies resort to models and approximations – such as the strong field approximation and models of reduced dimensionality. However, also on the theoretical and computational side we have seen recent breakthroughs when it comes to fully relativistic descriptions, see, e.g., [2–11]. Moreover, it has also been shown how exponential speedup in solving the Dirac equation may be achieved on a quantum computer [12].

The numerical solution of the time-dependent Dirac equation is subject to several issues which its non-relativistic counterpart, the time-dependent Schrödinger equation, does not suffer from. For instance, many conventional numerical schemes for the time evolution is subject to very restrictive limitation on the numerical time step. This problem may, however, often be evaded by the use of so-called Magnus propagators [13].

Another issue, which arises when using spectral methods, is the fact that the inclusion of the spatial dependence of external electromagnetic fields, such as laser pulses, is non-trivial [6–14]. However, it has been shown that this challenge to a large extent can be overcome by formulating the interaction in what is coined the propagation gauge [11][18–19]. Another fruitful approach is that of expanding the external field in terms of a finite Fourier series [11]. Also, within a non-relativistic framework, the notion of partial Fourier transforms within a split operator scheme [20][21] seems a promising venue – one that hopefully can be extended into the relativistic realm in the near future.

Other methods aim to incorporate relativistic corrections in a non-relativistic context by means of a semi-relativistic Schrödinger equation. Substituting the electron’s rest mass with a field-dressed, relativistic mass has proven to be a viable path in this direction [9]. For strong fields, this approach has been used to describe photo ionization of atoms at photon energies in both the optical [22] and the X-ray [19][23] regime – in addition to ultra-violet frequencies with general ellipticity [24]. Incidentally, it has also been shown that a similar mass-replacement may be introduced into a non-relativistic framework in order to account for the mass shift induced by internal energy-transitions for a moving atom [25].

In Ref. [8] the photo ionization of various hydrogen-like ions by laser pulses was studied in a relativistic framework. For hydrogen, the photon energies involved corresponded to the weakly ultra violet region – more specifically, with wavelengths ranging from 100 to 400 nm. For highly charged ions, strong relativistic effects where seen in the total ionization yield. It was convincingly argued that these corrections predominantly originated from relativistic corrections to the ionization potential of the ions as the nuclear charge Z was increased. To this end, scaling relations was introduced which, to a large extent, were able to reproduce the ionization probabilities obtained for the non-relativistic hydrogen case, Z = 1. These relativistic calculations were performed within the so-called dipole approximation, in which the spatial dependence of the external laser field is neglected. While this approximation may be questioned in this regime, the argument that the increased ionization potential should lead to shifted, reduced ionization probability should still hold. However, the shift of the spectrum of the unperturbed ion does not explain the relativistic photo ionization yield in full. By direct solutions of the Schrödinger equation and the Dirac equation – within and without semi-relativistic approximations – we set out to identify potential relativistic corrections induced by external field adding to relativistic effects stemming from the strong Coulomb attraction from the nucleus.

The paper is organized as follows: In Sec. [1] the theoretical framework and numerical implementations are outlined, and in Sec. [11] the results are presented and discussed. Conclusions are drawn in Sec. [11]. Atomic units are used where stated explicitly.
II. THEORY AND IMPLEMENTATION

The time-dependent Dirac equation may, like its non-relativistic counterpart, the Schrödinger equation, be written

$$i\hbar \frac{d}{dt} \Psi = H \Psi. \quad (1)$$

The wave function $\Psi$ is a scalar function in the Schrödinger equation, while the state is a four-component vector in the Dirac case. And the relativistic Hamiltonian $H^R$ is a $4 \times 4$ matrix:

$$H^R = c\alpha \cdot (p + eA) + V(r; Z) I_4 + mc^2 \beta. \quad (2)$$

Here,

$$V(r; Z) = -\frac{1}{4\pi\varepsilon_0} \frac{Z}{r} \quad (3)$$

is the Coulomb potential of the nucleus, which is assumed to be of infinite mass. For the $\alpha$-matrices, we have adopted the usual formulation in terms of Pauli matrices.

$$\alpha_k = \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}, \quad (4)$$

where $k$ is either $x$, $y$ or $z$, and

$$\beta = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix}. \quad (5)$$

The non-relativistic Schrödinger Hamiltonian reads

$$H^{NR} = \frac{(p + eA)^2}{2m} + V(r; Z) = \quad (6a)$$

$$H_0^{NR} + \frac{e}{m} A \cdot p + \frac{e^2}{2m} A^2, \quad (6b)$$

where $H_0^{NR}$ is the time-independent part of the non-relativistic Schrödinger Hamiltonian.

The external laser pulse enters via the vector potential $A$. In our numerical studies, we impose the dipole approximation, i.e., we will take $A$ to be purely time-dependent. Consequently, the electric field will be homogeneous and the magnetic field will be absent. While this approximation may be challenged in the regime in which we aim to apply it, this does not prevent us from illustrating how the alternative, semi-relativistic formulations of the interaction enables us to distinguish between structural and dynamical relativistic effects.

A. Relativistic mass in the Schrödinger equation

In Ref. [9] it explained how the leading relativistic corrections induced by the external field $A$ may be accounted for within the Schrödinger equation by replacing the rest mass $m$ by the field-dressed effective mass. This is done within the relativistic version of the propagation gauge [23] with the spatial dependence of the vector potential retained.

Within the dipole approximation it simplifies a bit, and the expressions for the field-dressed mass reads

$$\mu(t) = m \sqrt{1 + \left( \frac{eA}{mc} \right)^2}. \quad (7)$$

If we neglect spin and relativistic corrections to the Coulomb potential, the mass-adjusted semi-relativistic Hamiltonian becomes a rather direct replacement of $m$ by $\mu(t)$ in Eq. (6a) in the dipole approximation:

$$H_0^{SR} + \frac{e}{\mu(t)} A \cdot p + \frac{e^2}{2m} A^2, \quad (8b)$$

Note that the correction to the kinetic energy term in effect introduces an additional interaction term as compared to Eq. (6b).

The notion of a field-dressed, effective mass enables us to account, to leading order, for strong-field relativistic effects induced by the external field accelerating the electron towards a significant fraction of the speed of light. Correspondingly, a comparison of the solutions of the Schrödinger equation with the Hamiltonians of Eqs. (6) and (8) should reveal such effects.

B. Non-relativistic interaction in the Dirac equation

If we separate the Hamiltonian of Eq. (2) in a time-dependent and a time-independent part, it reads

$$H^D = H_0^R + c\alpha \cdot A \quad . \quad (9)$$

In Ref. [14] an alternative, non-relativistic form of the interaction was presented. For completeness, we will here briefly revise the derivation of this formulation, which is attributable to prof. Eva Lindroth. By introducing the Foldy-Wouthuysen-like unitary transformation [26]

$$\Psi' = U \Psi \quad \text{with} \quad U = \exp \left[ \frac{e}{2mc} \beta \alpha \cdot A \right], \quad (10)$$

and formulating the Dirac equation, Eq. (1), in terms of $\Psi'$ rather than $\Psi$, we arrive at the effective Hamiltonian

$$H_D^{SR} = U H^R U^\dagger + i\hbar \frac{\partial U}{\partial t} U^\dagger. \quad (11)$$

If we expand $U$ up to second order, we will find that $H_D^{SR}$ may be written

$$H_D^{SR} = c\alpha \cdot p \quad + \quad \frac{e}{m} A \cdot p \beta + \frac{e^2}{2m} A^2 \beta \quad + \quad \frac{e\hbar}{2m} \sigma \cdot B \beta$$

$$+ V(r; Z) + \mathcal{O}(e^{-2}) \quad , \quad (12)$$

If we neglect spin and relativistic corrections to the Coulomb potential, the mass-adjusted semi-relativistic Hamiltonian becomes a rather direct replacement of $m$ by $\mu(t)$ in Eq. (6a) in the dipole approximation.
which holds beyond the dipole approximation as well. In arriving at \( \text{Eq. (12)} \), we impose the Coulomb gauge restriction: \( \nabla \cdot \mathbf{A} = 0 \). Also, the identity

\[
(\alpha \cdot \mathbf{a}) (\alpha \cdot \mathbf{a}) = \mathbf{a} \cdot \mathbf{b} + i\sigma \cdot (\mathbf{a} \times \mathbf{b}) \tag{13}
\]
is useful in deriving this semi-classical form of the interaction.

Within the dipole approximation, the magnetic field \( \mathbf{B} = \nabla \times \mathbf{A} \) vanishes, and we arrive at the following semi-relativistic formulation:

\[
H_D^{\text{SR}} = c\alpha \cdot \mathbf{p} + \left( \frac{e}{m} \mathbf{A} \cdot \mathbf{p} + \frac{e^2}{2m} \mathbf{A}^2 \right) \beta + V(r; Z) \tag{14a}
\]

\[
= H_0^R + \left( \frac{e}{m} \mathbf{A} \cdot \mathbf{p} + \frac{e^2}{2m} \mathbf{A}^2 \right) \beta \tag{14b}
\]

Eq. \((14)\) is semi-classical in the sense that it features the interaction terms of the non-relativistic Schrödinger Hamiltonian within the minimal coupling formulation. Apart from the \( \beta \)-matrix, the interaction terms of Eq. \((14b)\) coincides with those of Eq. \((6b)\).

The crucial difference between Eq. \((14b)\) and Eq. \((6b)\) is their time-independent parts, \(H_0\). In the former case, this part is fully relativistic and, thus, entirely capable of resolving the relativistic structure of the system. RELativistic effects induced by the external laser field, on the other hand, are not resolved by this formulation as it features a non-relativistic formulation of the interaction. Correspondingly, by comparing the predictions within the two different formulations of the Dirac Hamiltonian, we should be able to distinguish between structural and dynamical relativistic effects – between relativistic corrections induced, respectively, by the Coulomb interaction alone on one hand and the external laser field – or the interaction between the two – on the other.

C. Scaling relations

It has been shown that by introducing the appropriate scaling of the variables and laser parameters, the time-dependent Schrödinger equation for the laser-matter interaction becomes independent of the nuclear charge within the dipole approximation \([27]\). We will identify these scaled variables and parameters by a tilde,

\[
\tilde{r} = Z r \tag{15a}
\]

\[
\tilde{t} = Z^2 t \tag{15b}
\]

\[
\tilde{E}_0 = E_0/Z^3 \quad \text{and} \quad \tilde{\omega} = \omega/Z^2 \tag{15c}
\]

As an illustration, we demonstrate the ionization probability as a function of the scaled wavelength \( \tilde{\lambda} = \lambda/Z^2 \) in Fig. 1. For a hydrogen atom, the wavelengths falls into the moderately ultra-violet region. To the extent that the dipole approximation and the non-relativistic treatment is valid, this plot is independent of \( Z \). Here, the scaled peak intensity is \( \tilde{I} = 3.16 \cdot 10^{13} \) a.u. According to Eq. \((15c)\), the actual peak intensity \( I = Z^6 \tilde{I} \).

As explained in Ref. \([8]\), the strongly non-monotonic behaviour is due to the onset of the two, three and three-photon thresholds, accompanied by pronounced peaks whenever photon absorption happens to be in resonance with intermediate excited bound states \( (\text{resonantly enhanced multi photon ionization - REMPI}) \). In Fig. 1 we have indicated both thresholds and REMPI-energies by vertical lines.

The \( Z \)-independence does not survive any transition beyond the dipole approximation nor to any relativistic description. Thus, any deviation from the scaling law of Eqs. \((15)\) is indicative of the breakdown of the dipole approximation and/or the non-relativistic approach – the latter in the present case.

It is worth mentioning that in Ref. \([8]\) another set of approximate scaling relations which also accounted for the relativistic shift in ionization potential was imposed. These scaling relations were quite successful in explaining the photo ionization’s dependence of laser wavelength within the dipole approximation. In this context, however, we will resort to the scaling of Eqs. \((15)\).

D. Implementation

A spectral method is applied for resolving the time evolution dictated by Eq. \((1)\). The wave functions are expressed in terms of basis functions consisting of the eigenstates of the time-independent part of the Hamiltonians, \( H_0^{R/NR} \), by means of expansions in \( B \)-splines \([28]\) and spherical harmon-
ics. Specifically, for the time-independent Dirac Hamiltonian, the basis function have the form
\[ \psi_{n,j,m_j}^{\text{R}} = \frac{1}{r} \left( P_{n,k}(r) X_{j,m_j,k}(\Omega) \right) \]  
(16a)
\[ P_{n,k}(r) = \sum_i a_{n,k} B_i^k(r), \]  
(16b)
\[ Q_{n,k}(r) = \sum_i b_{n,k} B_i^k(r), \]  
(16c)
\[ X_{j,m_j,k}(\Omega) = \sum_{m_\ell,m_\ell} \langle \ell, m_\ell, 1/2, m_k | j, m_j \rangle \chi_{m_\ell} Y_{\ell,m_\ell}(\Omega), \]  
(16d)
\[ \kappa = \begin{cases} \ell, & j = \ell - 1/2 \\ -(\ell + 1), & j = \ell + 1/2 \end{cases}, \]  
(16e)
where \( B_i^k(r) \) is a B-spline of order \( k \) and \( \chi_{m_\ell} \) is an eigen-spinor. We impose Dirichlet boundary conditions at \( r_{\text{max}} = 250/2 \) a.u.

The non-relativistic basis functions are simpler:
\[ \psi_{n,\ell,m_\ell}^{\text{NR}} = \frac{1}{r} P_{n,\ell}(r) Y_{\ell,m_\ell}(\Omega), \]  
(17)
where the radial part \( P_{n,\ell}(r) \) is expanded analogous to Eq. (16b).

For linearly polarized fields pointing along the \( z \)-axis described within the dipole approximation, we need only include angular components within the same \( m \) quantum number, be it \( m_j \) or \( m_\ell \), as the initial ground state. We include all angular momenta \( \ell \) up to \( \ell_{\text{max}} = 20 \), as well as all states with energies below \( mc^2 + 100Z^2 \) a.u. for the positive part of the spectrum and above \( -mc^2 - 100Z^2 \) for the negative part: prior works have shown the negative part of the spectrum cannot be neglected in general, see, e.g., [29]. The numerical solution of the time-independent Dirac equation is typically plagued with the emergence of so-called spurious states. For the present method, Ref. [30] has presented detailed evidence that the choice \( k_1 = k_2 = 1 \) for the order or the B-splines used to expand \( P \) and \( Q \) in Eqs. (16b) and (16e), respectively, successfully resolves this issue. Here, we have chosen the values \( k_1 = 7 \) and \( k_2 = 8 \), which, in our experience, provide good accuracy for these kind of calculations [6,7].

For a Coulomb potential strong enough to induce relativistic effects, a uniform knot sequence is highly impractical in solving the time-independent Dirac equation. Instead we have applied the same type of sequence as in Ref. [29]: the knot points are first distributed in a geometric sequence which switches to a linear distribution at a certain point. We found that \( N_{\text{Knot}} = 759 \) with geometric factor 1.05 and switching point at the 280th knot point gives well-converged good numerical spectra for the relativistic calculations in this paper.

For the solution of the time-dependent Dirac equations, we need to calculate coupling elements of form
\[ \langle \psi_{n,j,m_j,k}^{\text{R}} | H_I | \psi_{n',j',m_j',k'}^{\text{R}} \rangle, \]  
(18)
where \( H_I \) would correspond to \( \alpha_z \) in the case of Eq. (9) and \( p_z \beta \) and \( \beta \), respectively, in the case of Eq. (14). Each of these coupling elements is to be multiplied with their respective time-dependent factor. The corresponding non-relativistic matrix elements,
\[ \langle \psi_{n,\ell,m_\ell}^{\text{NR}} | H_I | \psi_{n',\ell',m_\ell'}^{\text{NR}} \rangle, \]  
(19)
has \( H_I \sim p_z \) for the Hamiltonian of Eq. (6b) and \( p^2 \) and \( p_z \), respectively, for Eq. (6f). In both cases, the term proportional to \( A^2 \) may safely be ignored since we work within the dipole approximation. The radial integrals involved in calculating the coupling elements of Eqs. (18) and (19) are evaluated by a Gauss-Legendre quadrature.

Next, the time evolution is carried out by propagating the state vector using a Magnus type propagator [13].
\[ \Psi(t + \tau) \approx \exp(-i/\hbar H(t + \tau/2)\tau)\Psi(t) + O(\tau^3). \]  
(20)
This evades the extreme restriction that the numerical time step must be significantly lower than the inverse of the electron’s mass energy, which several other propagation schemes suffer from when solving the time-dependent Dirac equation. On the other hand, repeatedly exponentiating large matrices is not tractable either. To this end, we have approximated the action of the Magnus propagator in Eq. (20) by projecting it into the time-dependent Krylov subspace of dimension \( k \),
\[ \exp(-i/\hbar H(t + \tau/2)\tau)\Psi(t) \approx V \exp(-i/\hbar H_K(t + \tau/2)\tau)V^\dagger \Psi(t), \]  
(21)
where the orthonormal Krylov basis consists of the columns of the projection matrix \( V \). These, in turn, are constructed from the set obtained from the repeated series of matrix-vector multiplications
\[ [H(t + \tau/2)]^m \Psi(t), \quad m = 0, \ldots, k - 1 \]  
(22)
by the Arnoldi procedure with reorthogonalization. The Krylov representation of the Hamiltonian matrix, \( H_K \), is a \( k \times k \) matrix, where \( k \) is considerably lower than the full dimensionality of the numerical problem. Thus, the most time consuming part is not the exponentiation but rather the repeated series of matrix-vector multiplications, Eq. (22). These iterations are performed until the estimated error of the propagated wave is below some specified limit [31].

For all cases presented here we have checked for convergence in all numerical parameters. It is found that 450-600 numerical time steps per optical cycle suffices for the Krylov propagators to converge within \( k = 15 \) iterations for the non-relativistic calculations and 30 iterations for the relativistic ones per time step. The factor two in the relativistic Krylov subspace size is directly related to the stiffness induced by the mass energy term, i.e., the last term in the Hamiltonian of Eq. (2). For the Dirac equation our predictions were compared with the corresponding results of Ref. [8] and found to be in agreement.

III. RESULTS AND DISCUSSION

As mentioned, we take our laser field to be linearly polarized along the \( z \)-axis. Moreover, we use a model for the ho-
Ionization Probability

1. For the hydrogen case, no noticeable difference between non-relativistic, semi-relativistic or fully relativistic calculations are seen. For higher nuclear charges, however, we see strong deviations between the predictions of the Schrödinger equation and the Dirac equation. Figure 2 shows the relativistic ionization probability for the same case as in Fig. 1 with $Z = 50$ and $Z = 92$. Although the laser intensity is somewhat higher, what we see is in perfect alignment with the findings of [8]: the ionization probability is shifted towards shorter wavelengths and there is an over all down-shift in ionization yield. The former was convincingly explained in terms of increased ionization potential. To some extent, this relativistic shift can also, via the introduction of an effective nuclear charge, explain the decrease in over all yield. But not fully.

To investigate this further, we have solved the semi-relativistic Schrödinger equation, i.e., we have solved Eq. (1) using the Hamiltonian of Eq. (9). While this will not be able to explain the shift towards shorter wavelengths, one may hope that the decrease in ionization yield can be understood in terms of increased inertia induced by the laser pulse. The results are shown in Fig. 3 for the same cases as in Fig. 2.

As it turns out, introducing the relativistic mass has actually led to an increase of the ionization yield. This may appear surprising since the replacement $m \rightarrow \mu(t)$, in effect, reduces the strength of the laser field in the dipole interaction term:

$$\frac{e}{m} \cdot \mathbf{A} \cdot \mathbf{p} \rightarrow \frac{e}{m_{\text{eff}}} \cdot \mathbf{A} \cdot \mathbf{p} \quad \text{with} \quad m_{\text{eff}}(t) = \frac{m}{\mu(t)} A(t).$$

However, as also the kinetic energy term is affected by the field dressed mass, a second ionization mechanism is introduced, see Eq. (25). Apparently, this mechanism compensates any decrease that comes about via the reduced effective field strength.

Next, we implement the other semi-relativistic approach – the one in which the time-independent part remains fully relativistic, Eq. (14). The resulting ionization probability is shown in Fig. 4. With a fully relativistic spectrum for the unperturbed system, it should come as no surprise that the shift towards lower wavelengths is reproduced. More interestingly, the Dirac Hamiltonian with non-relativistic interaction overestimates the ionization yield.

Despite the conclusion in regard to Fig. 3 we will still argue that this can be understood in terms of increased inertia. However, the effective, higher mass, $\mu$ in Eq. (24), is not attributable to the external field. Since the internal Coulomb field drives the electron towards relativistic speeds, also this contributes to an increased inertia which, in effect, renders the external field experienced by the electron weaker. The proper Dirac Hamiltonian, Eq. (2), accounts for this, the semi-relativistic formulation, Eq. (14), does not.

IV. CONCLUSIONS

We studied the role of relativistic corrections in photo ionization of hydrogen-like ions by comparatively strong laser fields. For hydrogen, the wavelengths ranged from the weakly ultra violet region up to the onset of the optical region, while, in order to facilitate comparison, the field parameters were scaled appropriately with the nuclear charge for ions.

We took advantage of a semi-relativistic approximation of the Dirac Hamiltonian to study the nature of the relativistic corrections – an approximation which combined a fully relativistic spectrum with non-relativistic interaction terms. While it was well known that the increased ionization poten-
FIG. 3: The ionization probability for a hydrogen-like ion with nuclear charge $Z = 50$ (upper) and $Z = 92$ (lower). The scaled field parameters are the same as in Figs. 1 and 2. As before, the black curve is result from the Schrödinger equation while the red, dashed curve is obtained using the semi-relativistic Schrödinger Hamiltonian of Eq. (8).

tial of highly charged ions accounted for most of the relativistic shifts, we also identified how the increased inertia of the bound electron leads to an effective stabilization; since the Coulomb field of highly charged nuclei accelerates the electron towards relativistic speeds which, in effect, renders the external electric field of the laser weaker than would be the case for a non-relativistic electron.
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