A Photonic Digitization Scheme With Enhanced Bit Resolution Based on Hierarchical Quantization
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ABSTRACT The major limitation of the photonic digitization schemes based on the phase-shifting of modulation transfer function lies in its relatively low bit resolution, which is \( \log_2(2^N) \), where \( N \) is the number of optical channels or modulators. In this paper, we propose a novel photonic digitization scheme based on hierarchical quantization, which could greatly improve the system resolution with a relatively simple configuration. It is shown that \( 6^N \) quantization levels, can be realized by using only three Mach-Zehnder modulators (MZMs) and a hierarchical quantization module (HQM) in the proposed scheme. By adjusting the fine quantization module inside HQM, the system resolution can be enhanced greatly. A proof-of-concept experiment is implemented, which fully verifies the correctness of the approach. Since simpler configuration and higher resolution are achieved, the proposed scheme provides a promising solution for high-performance photonic analog-to-digital conversion.

INDEX TERMS Analog-to-digital conversion, hierarchical quantization, ENOB.

I. INTRODUCTION

The wideband signal acquisition, such as wideband radars, electronic monitor, high-speed optical and wireless communications, requires high performance analog-to-digital conversion (ADC) [1]–[3]. However, limited by the inherent aperture jitter of sampling clock and comparator ambiguity, it is a big challenge for the current electronic ADCs to digitize analog signals with a sampling rate over tens of gigahertz while keeping high resolution [4]. Benefiting from the ultra-wide bandwidth and electromagnetic interference immunity offered by photonic components as well as the ultra-low jitter of mode-locked lasers, photons-assisted ADC is widely regarded as a promising candidate to break the bottleneck of electronic digitization in bandwidth and resolution [5]. In the past several decades, many ADC schemes with the help of photonic technologies have been proposed. Typical schemes include the techniques of photonic sampling and electronic digitizing [6], [7], the technique of photonic time stretch for preprocessing signals prior to electronic quantization [8], [9], the approaches based on amplitude-to-frequency conversion using optical nonlinearities [10], [11], and the photonic digitization schemes using Mach-Zehnder interferometers (MZIs) or Mach-Zehnder modulators (MZMs) [12]–[18], as well as others [19], [20].

Taylor proposed a photon digitization scheme based on an MZM array in 1970s, which employs the sinusoidal modulation transfer functions of MZMs to quantize the input analog signal [12]. In this approach, the digital output is Gray code and the bit resolution is equal to the number of MZMs. However, the achievable system resolution is limited by the geometrically scaled half-wave voltages \( V_\pi \) of employed MZMs, e.g., for a 4-bit system, \( V_\pi \) of the MZM for the least significant bit (LSB) is 1/16 of that for the most significant bit (MSB), which is hard to realize even with the state-of-art photonic fabrication techniques. In order to overcome this limitation, Stigwall et al. put forward a photonic digitization scheme based on the phase-shifting of the modulation transfer function of an MZI, which was realized by using a free-space MZI with a phase modulator (PM) in one arm and placing photodetectors (PDs) at different positions in the interference pattern [13]. Since this approach avoids the difficulty relating to \( V_\pi \) scaling as in Taylor’s approach, the concept of phase-shifting photonic digitization (PSPD) has attracted a great deal of attention. Up to now a number of PSPD schemes have been proposed, such as the approach using a PM and polarization interferometric phase shifters [14], the scheme using properly biased MZMs with identical \( V_\pi \) [15], the...
differential encoding scheme using a single PM and delay line interferometers [16], the approach using an unbalanced MZM [17], and so on [18]. Although the PSPD schemes avoid the geometrical scaling of $V_g$, the realized quantization levels are relatively low, which is $2N$ for a system with $N$ channels but not $2^N$ as in Taylor’s scheme. Accordingly, the bit resolution is $\log_2(2N)$, which is much lower than $N$ bits when $N > 2$. Hence, how to improve the bit resolution is a major issue for the PSPD schemes. Some efforts have been made to enhance the bit resolution of PSPD scheme, which include the technique of the symmetrical number system (SNS) [21], the approach using electrical circuits for linear combination [22], the method with cascaded quantization modules [23], as well as the scheme based on signal rectification [24]. However, these solutions improve the system bit resolution at the cost of huge number of comparators [21], the complicated logic circuits [22], specially designed MZMs with cascaded optical couplers [23], or wideband signal rectifiers [24]. Therefore, it is still an open question to find a relatively simple design of PSPD schemes with improved bit resolution.

In this paper, we propose and demonstrate a novel photonic digitization scheme based on hierarchical quantization, which greatly improves the bit resolution with a much simpler configuration. The scheme employs three parallel MZMs with identical $V_T$ and a hierarchical quantization module (HQM). The MZMs are properly biased to achieve the desired phase shifts among different transfer functions. The HQM is used to quantize the modulated signals out of the MZMs. With the help of HQM, $6N$ levels can be obtained, which is much greater than previous PSPD schemes with the same number of MZMs. Accordingly, the bit resolution is enhanced from $\log_2(6)$ to $\log_2(6N)$. Moreover, compared with the previous resolution-enhanced ADC schemes, the proposed scheme features less complexity since only 3 MZMs and an HQM are required. We implement a proof-of-concept experiment of a system with 18 quantization levels to verify the correctness and feasibility of the approach. We also present a comparison of the required number of MZMs and comparators among the proposed scheme and other typical PSPD schemes.

II. PRINCIPLE OF OPERATION

A schematic diagram of the proposed photonic digitization scheme based on hierarchical quantization is shown in Fig. 1(a). The system consists of a mode-locked laser, three MZMs with identical $V_T$, a hierarchical quantization module (HQM), and a combining logic module. An optical pulse train from the mode-locked laser is sent to three parallel MZMs via an optical coupler to sample the input radio frequency (RF) signal, which is applied to the MZMs via RF ports. The modulated pulse train from the parallel MZMs is then delivered to the HQM to perform quantization and encoding. The output of HQM is the thermometer code, which is converted into the ordinary binary code by the following combining logic module. In order to achieve the desired phase shifts among three modulation transfer functions, the MZMs are properly biased by adjusting the applied bias voltages. The detailed configuration of the HQM is shown in Fig. 1(b). It consists of three optical splitters, a coarse quantization module (CQM) and a fine quantization module (FQM). Both the CQM and FQM consist of PDs and comparators.

The modulated pulse trains from MZM2 and MZM3 are split into $N$ (i.e. the number of optical paths split from S2 or S3) paths by S2 and S3, respectively. The first paths from both S2 and S3 are connected to the CQM, the remaining $N - 1$ paths are connected to the FQM. The modulated pulse train from MZM1 is split into $N + 1$ paths by the splitter 1 (S1). The first two paths out of S1 are connected to the CQM, and the remaining $N - 1$ paths are connected to the FQM. There is a PD in each path for O/E conversion. The following comparator generates the digital code by comparing the detected electrical signal with the preset threshold value.

In the scheme, the modulated signals from the three MZMs are quantized in two stages by the HQM. The first stage is the coarse quantization performed by the CQM, which quantizes the input signal into 6 levels. Coarse bits shown in Fig. 1(b) denote the digital code output of CQM. The second stage is the fine quantization realized by the FQM, which further quantizes each level obtained from the CQM. Fine bits in Fig. 1(b) denote the digital code generated by FQM.
Benefitting from the FQM, each of 6 CQM quantization levels is further divided into $N$ levels. Accordingly, the number of total quantization levels is enhanced from 6 to $6N$.

In the proposed scheme, the output optical intensity from the $i$-th MZM ($i = 1, 2, 3$) is given by

$$I_i = \frac{I_0}{2} (1 + \cos[\varphi_d(t) + \varphi_i]) \quad (1)$$

where $I_0$ is the input optical intensity, $\varphi_d(t) = \pi V_s(t)/V_\pi$ is the phase shift induced by the applied analog signal $V_s(t)$, $V_\pi$ is the half-wave voltage of the MZMs, $\varphi_i = \pi V_{bi}/V_\pi$ is the phase shift induced by the bias voltage $V_{bi}$ applied to the $i$-th MZM. To get a uniform quantization, the bias voltages applied to the MZMs should be properly adjusted to guarantee a difference of $\pi/3$ between adjacent $\varphi_i$. For simplicity, we assume the bias phase shift of the three MZMs as 0, $\pi/3$ and $2\pi/3$. The modulated signals from the three MZMs are split into $N+1$, $N$ and $N$ paths by S1, S2 and S3, respectively. We denote the $j$-th ($1 \leq j \leq N+1$) path out of S1 as $c_{1j}$, the $j$-th ($1 \leq j \leq N$) path from S2 as $c_{2j}$, and that following S3 as $c_{3j}$, then $c_{11}, c_{12}, c_{21}$ and $c_{31}$ are connected to the CQM to perform the coarse quantization. By setting the normalized threshold values of comparators in paths $c_{11}$, $c_{12}$, $c_{21}$, $c_{31}$ as 0.75, 0.25, 0.25 and 0.25, respectively, the CQM quantizes the input signal into 6 levels. The FQM performs the further quantization of each level obtained by the CQM. The optical signals sent to the FQM are digitized by the following comparators. The threshold value of the comparator in $k$-th ($k = 1, 2, \ldots, N-1$) path following the $i$-th splitter is set as

$$T_{ik} = \frac{1}{2}[1 + \cos(\pi V_k/V_\pi)] \quad (2)$$

where $V_k = V_\pi(N + k)/3N$. We assume that the signal intensity greater than the threshold value is digitized as “1”, otherwise it is digitized as “0”. Note that in CQM, the signals out of MZM1 are digitized based on the threshold values of $c_{11}$ and $c_{12}$, while those of MZM2 and MZM3 are compared with $c_{21}$ and $c_{31}$ respectively.

The detailed quantization and encoding process of a digitization system with quantization levels of 18 ($N = 3$) is shown in Fig. 2. A simulation model built by Matlab is used to verify the proposed photonic digitization scheme. The input analog signal $V_s(t)$ is assumed to be a sinusoidal signal with the bandwidth of 4 GHz. The output time-domain signals from the three MZMs are shown in Fig. 2(a). Fig. 2(b) gives the modulation transfer functions of the three MZMs and the quantization/encoding process of the CQM, where the horizontal axis denotes the phase signal $\varphi_d(t)$ induced by the RF signal and the vertical axis indicates the normalized intensity of the output optical signal. The normalized threshold values of the four paths are set as 0.75 ($c_{11}$), 0.25 ($c_{21}$), 0.25 ($c_{22}$) and 0.25 ($c_{31}$), respectively. By comparing the signal intensity with the preset threshold values, the digital output is obtained. From Fig. 2(b), it is seen that 6 quantization levels can be obtained by the CQM, which are expressed in the form of the digital words as [011, 111, 211, 210, 100, 001].

Note that the digit in the code represents the total number of output “1”. Then, two paths from each splitter are connected.
to the FQM, the normalized threshold values are set to be $T_{11} = 0.59$, $T_{12} = 0.41$, $T_{21} = 0.59$, $T_{22} = 0.41$, $T_{31} = 0.59$ and $T_{32} = 0.41$. The quantization and encoding process of the FQM is shown in Fig. 2(c). Since all threshold values (for both CQM and FQM) are used for encoding, the digital code shown in Fig. 2(c) denote that output of HQM, and it will be delivered to the following combing logic to achieve the ordinary digital code. Obviously, each quantization level generated by the CQM is further divided into 3 ($N = 3$) levels. Since 6 levels are achieved by the CQM, the total quantization levels achieved is 18 when $N = 3$. Based on the quantization and encoding shown in Fig. 2(b) and (c), the quantized values of the input sinusoidal signal can be obtained. Fig. 2(d) gives the quantization results as well as the input sinusoidal signal. Note that the output digital codes converted from MZM1 denote the MSB, those from MZM3 indicate LSB, and those from MZM2 denote the less significant bits. As shown in Figs. 2(b) and (c), the digital codes of the maximum and minimum amplitudes only differ in less significant bits, which are dominated by the signal from MZM2. Since the hierarchical quantization requires specific phase shifts of modulation transfer functions, the parallel MZMs should be properly biased. Especially, the error of the bias phase on MZM2 may lead to the transition between the codes corresponding to the maximum and minimum, as can be seen from Figs. 2(b) and (c).

III. EXPERIMENT RESULTS AND DISCUSSIONS

To verify the feasibility of the proposed digitization scheme based on HQM, a proof-of-concept experiment with the setup shown in Fig. 3 is carried out, where we focus on the correctness of the quantization and encoding. A tunable laser source (HLT ITLA-C-WT) with a wavelength of 1550 nm and an output power of 8 dBm is employed as the light source. The lightwave generated by the laser source is sent to an MZM (FUJITSU FTM7937EZ200) with $V_\pi$ of about 5.2 V through a polarization controller (PC). The PC is adjusted to minimize the polarization-dependent loss in the modulator. A 500 MHz sinusoidal signal, generated by a signal generator (Rohde & Schwarz SMA100B) and amplified by a radio frequency amplifier (HLT RFA-M-10-20-SMA), is used to drive the MZM, which is biased with a dc power source. A PD (DSC-R402PIN 10 GHz) is employed to implement the O/E conversion. The output temporal waveforms are observed and recorded by a 4 GHz real-time digital oscilloscope (Agilent MSO9404A). The captured waveforms are processed in an off-line program, which includes the functions of the CQM and FQM.

In the experiment, we investigate a digitization system with 18 quantization levels. Limited by the available devices, we use one MZM biased at difference phase shifts to achieve the waveforms instead of three parallel MZMs. We record the output waveforms of the MZM at the bias phase shifts of 0, $V_\pi/3$ and $2V_\pi/3$, respectively, which are sufficient to verify the proposed digitization scheme. The recorded waveforms are shown in Fig. 4(a). Since the quantization levels are 18, the output signal from MZM1 is split into 4 paths and the outputs from both MZM2 and MZM3 are split into 3 paths. According to the operation principle of the HQM, 4 of 10 paths are sent to the CQM to realize the coarse quantization. The other 6 paths are sent to the FQM for fine quantization. The threshold values of both the CQM and FQM are set according to the discussions above. By comparing the sampled signal intensities with the

FIGURE 3. Experimental setup. TLS: tunable laser source; PC: polarization controller; MZM: Mach-Zehnder modulator; PD: photodetector; RFA: radio frequency amplifier; OSC: oscilloscope.
threshold values, the normalized digitized signal is obtained, which is shown in Fig. 4(b). For comparison, the fitted sinusoidal signal is also given. Fig. 4(c) shows the errors between the quantized and the fitted signals. Based on the errors as shown in Fig. 4(c), the digital signal-to-noise ratio (dSNR) is estimated to be around 273 (24.4 dB) and the corresponding effective number of bits (ENOB) is 3.75, according to the formula $\text{ENOB} = (\text{dSNR} - 1.76)/6.02$. It should be noted that the quantization levels of the system are 18, which corresponds to a nominal bit resolution of above 4. The ENOB deviation from the ideal case is around 0.5. The ENOB degradation is mainly owing to the errors in bias voltages and the system noise. We give the spectrum of the recovered waveform in Fig. 4(d), which also indicates the good quantization performance.

Note that in proposed scheme, three parallel MZMs are used, which means the input signal should be split to drive each MZM. In order to realize the full-scale quantization of input signal (i.e. achieve 18 quantization levels), the RF power for each MZM should be about 270 mW and the total RF power is about 810 mW. Since the splitting of the input signal will introduce the power loss, the RF power amplifier can be used to compensate the RF power loss.

![FIGURE 5. The ENOB degradation induced by the bias phase deviation.](image)

In the proposed scheme, the parallel MZMs should be properly biased to guarantee the difference of phase shifts between any two adjacent channels as $\pi/3$. Here we focus on the impact of phase bias deviation on the system performance in terms of ENOB. We investigate the influence of the phase deviation on the ENOB in a system with 18 quantization levels. In the study, one of three MZMs is biased with the phase deviation from 0 to 0.03$^\circ$π, and the other two MZMs are biased without error. The obtained results are shown in Fig. 5. It is seen that the ENOB decreases as the phase bias deviation increases in all cases. Furthermore, it is observed that the impact of the phase error in MZM2 is much greater than that in MZM1 or MZM3. The ENOB degrades to less than 1 bit when the phase bias deviation in MZM2 increases to 0.03$^\circ$π. As discussed in section 2, the phase bias deviation of MZM2 may lead to the transition of the digital codes corresponding to the maximum and minimum. Therefore, the ENOB decreases very fast as the phase error increases due to the coding error. Meanwhile, since the MSB is converted from the signals out of MZM1 and the LSB is from the signals out of MZM3, the impact of the phase error in MZM1 is greater than that in MZM3. Hence, the precise control of the bias voltages applied on MZMs is vital for the proposed system. One possible implementation is to use the bias voltage holding circuit to keep the strict bias phases of MZMs.

In addition, we also estimate the optical power budget of the proposed photonic digitization system. We also consider a digitization system with 18 quantization levels, in which the modulated signals from the three MZMs are split into 10 paths. We assume the input signal is phase-modulated in full-scale, i.e. the phase shift varies from 0 to $\pi$. The responsivity and bandwidth of PD are set as 0.8 A/W and 40 GHz, respectively. We assume the system noise is dominated by the thermal noise. The insertion loss of the applied MZM is assumed to be 3 dB. If the SNR after the PDs should be greater than 30 dB, it is estimated that the optical power prior to the MZMs should be larger than 4 mW. For the systems with higher bit resolution, higher optical power is needed since that more optical channels are required inside the HQM.

IV. CONCLUSION

In this paper, a novel photonic digitization scheme with enhanced bit resolution based on hierarchical quantization was proposed and demonstrated. The hierarchical quantization module contains a coarse quantization module and a fine quantization module, both of which consist of photodetectors and comparator arrays. By properly adjusting the threshold values of the comparators inside the fine quantization module, the bit resolution of system can be dramatically improved. The principle of quantization and encoding has been described and a proof-of-concept experiment with 18 quantization levels was presented to verify the proposed scheme. We also analyzed the influence of the bias phase errors on the ENOB. In addition, we also estimate the optical power budget of the system. All obtained results show that the proposed scheme can greatly improve the bit resolution with much simpler configuration.
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