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Abstract

A standard practice in Generative Adversarial Networks (GANs) is to completely discard the discriminator when generating samples. However, this sampling method loses valuable information learned by the discriminator regarding the data distribution. In this work, we propose a collaborative sampling scheme between the generator and the discriminator for improved data generation. Guided by the discriminator, our approach refines generated samples through gradient-based optimization at a particular layer of the generator, shifting the generator distribution closer to the real data distribution. Additionally, we present a practical discriminator shaping method that can smoothen the loss landscape and further improve the sample refinement process. Through experiments on synthetic and image datasets, we demonstrate that our proposed method is able to improve generated samples both quantitatively and qualitatively, offering a new degree of freedom in GAN sampling. We finally show its potential for tackling mode collapse as well as adversarial examples.

1. Introduction

Generative Adversarial Networks (GANs) [1] are a class of deep generative models known for producing state-of-the-art realistic samples. Despite successful applications in a wide variety of tasks [1, 2, 3, 4, 5, 6, 7, 8], training GANs is notoriously unstable, impacting the model distribution. Numerous works have attempted to improve GAN training by introducing different loss functions [9, 10], regularization schemes [11, 12, 13], training procedures [14, 15] as well as novel architectures [2, 16]. Yet, stabilizing GANs at scale remains an open problem. In this work, we go beyond the lines of work in modifying training process and explore methods for sampling process. Our goal is to improve the model distribution by fully exploiting the value contained in the trained networks.
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Code is available at http://github.com/vita-epfl/collaborative-gan-sampling

A standard practice in GAN sampling is to completely discard the discriminator while using only the generator for sample generation. Recent works [17, 18] show that it is beneficial to post-process the generator distribution by rejecting bad samples based on the discriminator output. However, this accept-reject paradigm not only suffers from low sampling efficiency but also restricts the accepted samples to the data manifold learned by the generator. We address these limitations by refining, rather than simply rejecting, the generated samples.

Figure 1 illustrates our proposed collaborative sampling scheme between the generator and discriminator. Once training is complete, we freeze the parameters of the generator and refine the proposed samples using the gradients provided by the discriminator. This gradient-based sample refinement can be performed repeatedly at any layer of the generator, ranging from the low-level feature maps to the final output space, until the samples are classified as “real” by the discriminator.
the discriminator. To further improve the sample refinement process, we propose a practical discriminator shaping method that fine-tunes the discriminator using the refined samples. This method not only enhances the robustness of the discriminator for classification but also smoothen the learned loss landscape spanning from the generator distribution to the real data distribution, thereby strengthening the discriminator’s ability to guide the sample refinement updates.

Through extensive experiments on both synthetic and real image datasets, we demonstrate that the proposed collaborative sampling scheme can consistently improve the generated samples both quantitatively and qualitatively, significantly outperforming other sampling methods. Moreover, we highlight that in challenging settings, where the standard GAN training is prone to mode collapse, our proposed framework has the potential to achieve high sample diversity without compromising the sample quality. Finally, we show that our method is not limited to improving generated samples by applying it to defend against adversarial examples. Our method can be applied on top of existing GAN training techniques, thereby offering a new degree of freedom to improve the generated samples through the sampling process.

2. Background

2.1. Generative Adversarial Networks

Generative Adversarial Networks (GANs) consist of two neural networks, namely the generator G and the discriminator D, trained together. The generator G takes as input a noise vector \( z \) sampled from a given noise distribution \( p_z \) and transforms it into a real looking sample \( G(z) \). The discriminator D outputs a probability score indicating whether a sample comes from the generator distribution \( p_g \) or the real data distribution \( p_r \). Training GANs is essentially a minimax game between these two players, which can be formulated as follows:

\[
\min_D \max_G \mathbb{E}_{x \sim p_r}[\log(D(x))] + \mathbb{E}_{z \sim p_z}[1 - \log(D(G(z))].
\]

(1)

Goodfellow et al. [1] show that, under certain conditions, optimizing the above loss function leads to a generator exactly recovering the real data distribution.

2.2. GAN Training

Training GANs in practice is a notoriously challenging problem due to the complex dynamics of the minimax game. Without direct access to the real data, the generator learns only from the gradients provided by the discriminator. However, these gradients are prone to vanish [19] or explode [11], resulting in training instability. Goodfellow et al. [1] advocated the use of a non-saturating loss function (NS-GAN) to mitigate the issue of vanishing gradients:

\[
\mathcal{L}_D = -\mathbb{E}_{x \sim p_r}[\log D(x)] - \mathbb{E}_{z \sim p_z}[1 - \log D(G(z))]
\]

\[
\mathcal{L}_G = -\mathbb{E}_{z \sim p_z}[\log D(G(z))].
\]

(2)

To further improve GAN training, recent works have been extensively focused on various training procedures [15, 20], loss functions [10], network architectures [2], regularization [11, 12] and normalization methods [13]. Despite improved stability, these techniques can overly constrain the discriminator resulting in a trade-off between training stability and algorithmic performance. Recent work [3] achieved state-of-the-art results by relaxing these stabilizing conditions and allowing training collapse. Moreover, [21, 22] show that with proper hyperparameter tuning, the original non-saturating GAN (Eq. 2) can achieve comparable performance to the other latest variants. In this work, we sidestep these training issues. Instead, we accept the trained generator distribution at its face value and try to improve the generated samples during the sampling process.

2.3. GAN Sampling

The standard GAN sampling process draws samples from the generator distribution without the involvement of the discriminator. Recently, [17] proposed a rejection sampling scheme using the discriminator to filter out samples that are unlikely to be real. [18] replaced the rejection sampling by the Markov chain Monte Carlo (MCMC) method for better scalability in high-dimensional space. However, both these methods rely on an accept-reject principle and inevitably sacrifice sample efficiency and flexibility. For practical usage, these methods have to modulate the rejection threshold [17] or calibrate the discriminator [18] to counter the low acceptance rate. Our work explores a more involved collaboration between the generator and the discriminator which exploits higher-order information contained in the discriminator to improve the generated samples.

3. Related Work

Designing collaborative mechanisms in addition to the adversarial training has garnered growing interest for deep generative models. LeCun [23] promoted to replace the discriminator by a collaborator to provide encouraging feedback. A conceptually unadversarial framework is jokingly introduced in [24]. Several recent works present more concrete realizations of the collaborative paradigm. Chen et al. [25] proposed a method for the generator and discriminator to collaborate on representation learning while competing on the generative task. A similar work [26] trained the generator and the discriminator collaboratively to learn relevant features for super-resolution. In contrast to these methods,
our work is focused on collaboration mechanisms during sampling process.

GAN-based sample modifications have been recently explored in several tasks, such as image editing [27], image inpainting [28], super-resolution [29], adversarial defenses [30]. Most of these works update the prior of the generator in the latent space to seek an output closest to their target. Another recent work proposed to activate or deactivate a part of the middle layer of the generator with the involvement of human intervention [31]. Our work provides a more generic framework guided by the discriminator, which allows the sample refinement to be performed any layer of the generator and enables the refined samples to go beyond the data manifold learned by the generator.

Our proposed discriminator shaping method can be viewed as a form of adversarial training, which is widely used in classification tasks to improve robustness [32, 33, 34]. Concurrent to our work, Zhou et al. [35] proposed to train the discriminator adversarially in a restricted region around the generated samples in order to stabilize the GAN training. In our work, we shape the discriminator loss landscape in a wider range spanning from the generator distribution to the real distribution in order to more effectively guide the sample refinement process.

4. Method

In this section, we present a GAN sampling method that uses both the generator and the discriminator to produce samples collaboratively. In addition, we introduce a discriminator shaping method that smoothens the discriminator loss landscape and further improves the collaborative sampling process.

4.1. Collaborative Sampling

Consider a generator network that inputs a latent code \( z \in \mathbb{R}^m \) and produces an output \( x \in \mathbb{R}^n \). It typically consists of multiple layers:

\[
G(z) = G_L \circ G_{L-1} \circ \cdots \circ G_1(z),
\]

\[
G_l(x_l) = \sigma(\theta_l \cdot x_l) + b_l, \quad l = 1, 2, \ldots, L, \tag{3}
\]

where \( G_l \) is the \( l \)th layer of the generator, \( x_l \) is the activation input, \( \sigma \) is a nonlinear activation function, \( \theta_l \) and \( b_l \) are the model parameters. The input to the first layer \( x_1 = z \) and the output of the last layer \( G_L(x_L) = x \). For a randomly drawn sample from the generator distribution, \( i.e., x \sim p_g \), the discriminator outputs a real-valued scalar \( D(x) \) which indicates the probability of \( x \) to be real. When the generator and the discriminator reach an equilibrium, the generated samples are no longer distinguishable from real samples, \( i.e., D(x) = 1/2 \) and \( \frac{\partial L_G}{\partial x} = 0 \) (see Eq. 2). However, such a saddle point of the minimax problem is hardly recovered in practice [36], indicating room for improving \( p_g \).

\begin{algorithm}
\caption{Collaborative Sampling}
1: Input: a frozen generator \( G \), a frozen discriminator \( D \), the index of layer for sample refinement \( l \), the maximum steps of sample refinement \( K \), the average discriminator output for real samples \( \bar{D} \)
2: Output: a synthetic sample \( x \)
3: Randomly draw a latent code \( z \)
4: \( x^0 \leftarrow \) ProposeSample\((G, z)\)
5: for \( k = 0, 1, \ldots, K - 1 \) do
6: \( \text{if} \ D(x^k) < \bar{D} \text{ then} \)
7: \( g^k_l \leftarrow \) GetGradient\((D, x^k_l)\)
8: \( x^k_{l+1} \leftarrow \text{UpdateActivation}(g^k_l, x^k_l) \), \tag{4}
9: \( x^{k+1} \leftarrow \text{UpdateSample}(G, x^{k+1}_l) \), \tag{5}
10: else
11: break
12: end if
13: end for
\end{algorithm}

Our goal is to shift \( p_g \) towards \( p_r \) through post-processing without changing network parameters. Inspired by recent works [17, 18] which reject undesired samples according to \( D(x) \), we leverage the gradient information provided by the discriminator to continuously refine the generated samples through the following recursive update:

\[
x^k_{l+1} = x^k_l - \lambda \nabla_l L_G(x^k_l), \tag{4}
\]

\[
x^{k+1} = G_L \circ G_{L-1} \circ \cdots G_1(x^{k+1}_l), \tag{5}
\]

where \( k \) is the iteration number, \( \lambda \) is the stepsize, \( l \) is the index of the generator layer for sample refinement. The recursion consists of two parts: in the backward pass, the discriminator provides the generator with feedback gradients to adjust the activation map of the selected layer \( l \) (Eq. 4); in the forward pass, the generator reuses part of its parameters to propose an improved sample (Eq. 5). This method forms a closed-loop sampling process, allowing both the generator and the discriminator to contribute to sample generation collaboratively. A pseudo code is summarized in Algorithm 1.

4.2. Discriminator Shaping

The effectiveness of the proposed collaborative sampling scheme highly depends on the loss landscape provided by the discriminator. In the case of a smooth and monotonic loss landscape from the generator distribution \( p_g \) to the real distribution \( p_r \), every generated sample can be refined to the real distribution according to the gradient feedback. However, this is not always the case. In the standard GAN training, the discriminator is trained solely to distinguish between the real and fake samples, and is thus prone to overfit to the generator distribution. As a consequence, the discriminator may misclassify a poorly refined sample and fail to suggest further improvements.
Figure 2: (a)-(b) illustrates our collaborative sampling scheme in the ideal scenario. The samples from the generator distribution are refined using the gradient information provided by the discriminator, resulting in a model distribution closer to the real distribution. (c)-(f) illustrates our collaborative sampling scheme in the non-ideal scenario. (c)-(d) Illustrates the refined samples getting stuck in a bad local optima due to the complex discriminator loss landscape. (e) Discriminator shaping is performed using refined samples to smoothen the loss landscape. (f) The new loss landscape helps to better approximate the real distribution from the generator distribution.

To resolve this issue, we devise a practical discriminator shaping method in order to obtain a discriminator that is not only accurate in classifying the generated samples but also capable of effectively guiding the sample refinement process. Given a trained generator and discriminator, our method fine-tunes the discriminator to optimize the following modified objective:

$$L_D = -E_{x \sim p_r}[\log D(x)] - E_{x' \sim p_c}[1 - \log D(x')]$$

where $x'$ is a refined sample and $p_c$ is the refined data distribution obtained from the collaborative sampling scheme.

As outlined in Algorithm 2, we conduct the discriminator shaping and collaborative sampling alternatively, aiming to remove poor local optima and smoothen the loss landscape learned by the discriminator. It is essentially a self-supervised post-training procedure, gradually pushing the discriminator to generalize and collaborate with the generator for sample refinement.

### 4.3. Discussion

A key hyperparameter in our collaborative sampling scheme is the index of the generator layer $l$ for sample refinement. On one extreme, we can adjust the proposed sample at the output of the generator, which is equivalent to modifying the sample directly. Manipulating a proposed sample in the data space does not rely on any part of the generator and thus, in principle, can result in an arbitrarily good replacement. However, shifting a high-dimensional sample such as a natural image from a low-density region to a high-density region often requires a large number of iterations, which is not desirable for real-time sample generation. On the other extreme, we can choose to adjust the latent code $z$. The dimension of the latent code is normally much smaller.

Algorithm 2 Discriminator Shaping

1. **Input:** a frozen generator $G$, a pre-trained discriminator $D$
2. **Output:** a fine-tuned discriminator $\hat{D}$
3. **for** number of $D$ shaping iterations **do**
   4. Draw $m$ refined samples $\{x_c^{(1)}, \ldots, x_c^{(m)}\}$ from the collaborative data distribution $p_c(x)$ according to Algorithm 1
   5. Draw $m$ real samples $\{x_r^{(1)}, \ldots, x_r^{(m)}\}$ from the real data distribution $p_r(x)$
   6. Shape the discriminator by minimizing the objective function Eq. 6
4. **end for**
than the dimension of the sample output. Therefore, refining a sample in the latent space is computationally more efficient. The downside is that the resulting samples are restricted to the data distribution defined by the generator. We empirically find that refining a sample at a middle layer of the generator leads to a good balance between the computational efficiency and flexibility for collaborative sampling.

Figure 2 illustrates the proposed methods in a 1D scenario. As shown in Figure (2a), a trained generator provides a model distribution that is close to, but not exactly the same as, the real data distribution. When the discriminator loss function is sufficiently smooth and monotonic (Figure (2b)), the collaborative sampling scheme can easily shift the generator distribution closer to the real one. However, in high dimensional space, the loss function provided by the default discriminator may present numerous local optima. As a result, the sample refinement may stop in regions that are still distant from the real samples. Figure (2e) and Figure (2f) show how recursively shaping the discriminator using the refined data distribution can help in better approximating the real data distribution.

Our sampling scheme provides improved sample quality but at the expense of extra iterations. These additional computational costs not only depend on the refinement layer and optimization algorithms but also reflect the quality gap between the proposed samples and refined ones. In the next section, we show experimentally that considerable improvements in sample quality can be obtained within 20 to 50 refinement steps.

5. Experiments

In this section, we present empirical results to validate the proposed collaborative sampling scheme. We first compare our method with other sampling methods on several datasets both quantitatively and qualitatively. Additionally, we highlight the potential of our method in addressing mode collapse, a common pitfall in standard GAN training. Further, we examine the effect of discriminator shaping as well as the choice of the refinement layer. Finally, we investigate the potential of our method to refine samples for adversarial defense.
Figure 5: Qualitative illustration of the performance of our collaboratively sampling in GANs on the CelebA (a) and CIFAR10 (b). Both datasets are modeled using the DCGAN [2] trained for 30 epochs. The discriminator is shaped for 1 epoch and activation map of second generator layer is refined for 20 steps. (Top) Samples produced by using only the generator [1]. (Middle) Samples produced by our collaboratively sampling method. (Bottom) The difference between the top and middle row images for visualizing the refinement.

Figure 6: Quantitative comparison between our collaborative sampling scheme and the standard GAN sampling [1] on CIFAR10 and CelebA. Higher is better for IS

5.1. Synthetic Data

We first assess our collaborative sampling scheme on a 2D synthetic dataset. The dataset consists of an imbalanced mixture of Gaussians, in which 90% of the real samples are from two Gaussian components while the rest 10% are from the other six. We use a standard fully-connected MLP with 4 hidden layers to model the generator and the discriminator. We shape the discriminator for 5k additional iterations after terminating the standard GAN training.

Figure 3 shows the qualitative results of our proposed method as well as the other baselines. The standard GAN training gradually runs into mode collapse on the imbalanced dataset, resulting in high sample quality but poor diversity after 20k iterations. If early stop the GAN training, the generator at 3k iterations is not able to produce realistic samples. The rejection sampling method applied to the generator at early stage can boost the sample quality but fail to maintain high diversity. In contrast, by applying the collaborative sampling method to the same generator, we succeed in obtaining samples of both high quality and diversity. It is also visually clear that the loss landscape after discriminator shaping has a high similarity with that of the real Gaussian components.

Figure 4 provides a quantitative comparison of different sampling methods applied at various training stages. Our method with 20 steps of refinement achieves highly competitive results on sample quality while obtaining significantly better diversity than the standard sampling and the rejection sampling method with different threshold parameters.
Figure 7: Quantitative comparison between our collaborative sampling scheme and the standard GAN sampling [1] on an imbalanced MNIST dataset with NS-GAN [1] and WGAN-GP [11]. Higher is better for IS and lower is better for FID.

By further increasing the number of refinement steps, our method outperforms the other baselines by a significant margin on both metrics.

5.2. Image Generation

We next demonstrate the effectiveness of our method on image generation tasks. In our experiments, we use the standard DCGAN [2] for modeling the CIFAR10 [37] and the CelebA [38] datasets and use the NS-GAN [1] or the WGAN-GP [11] for the MNIST [39] dataset. We train both the generator and discriminator using the Adam optimizer [40] with a learning rate of 0.0002. For sample refinement, we conduct maximum 50 updates with a step size of 0.1 in a middle layer of the generator. Performance is quantitatively evaluated with the Inception Score (IS) [19] and the Fréchet Inception Distance (FID) [41].

Figure 5 compares the images proposed by the generator and produced by our collaborative sampling method on the CelebA and CIFAR10 dataset. We highlight the difference between the default samples and refined samples to reflect the capability of our method in improving the quality of natural images.

In addition to the qualitative improvements, we plot the quantitative results for image generation in Figure 6 and Figure 7. Our sampling scheme provides consistent performance boost for each training stage across different datasets and GAN variants, empirically suggesting the strong ability of our method to improve the model distribution of complex data.

5.3. Key Attributes of Collaborative Sampling

We further investigate the effect of two key aspects of our proposed collaborative sampling scheme: the discriminator shaping process and the choice of the refinement layer.

5.3.1 Effect of Discriminator Shaping

We highlight the importance of the proposed discriminator shaping by qualitatively comparing the MNIST images produced by three different sampling schemes: (a) standard GAN sampling (b) collaboratively sampling without discriminator shaping and (c) collaborative sampling with discriminator shaping. As shown in Figure 8, when the generated images contain small artifacts, the sample refinement process guided by the standard discriminator fails to remove these artifacts and instead add more noises. In contrast, the shaped discriminator leads to significantly better images by intensifying selected pixels to form more realistic images as well as removing the noise wherever necessary.
5.3.2 Effect of Refinement Layer

To examine the impact of the choice of the refinement layer, we visualize the difference between the refined samples and the originally proposed samples as a function of the layer index in Figure 9. We observe that the sample refinement performed at the output layer results in very local modifications. In contrast, the refinement at the low-level activation map alters the global semantics, even changing some of the digits. The refinement at the middle layer demonstrates a more balanced performance, fixing the local artifacts in "0" and "3" while making global changes to the other images that are far from real. Table 1 reports the average changes for the sample refinement at different layers, which confirms that adjusting the lower level activation can accelerate the overall changes (L1 and L2 norm) but tends to affect visual semantics (L∞) [42].

| Norm        | L1   | L2   | L∞  |
|-------------|------|------|-----|
| z-space     | 10.11 | 99.51 | 1.77 |
| hidden layer 1 | 3.28 | 25.06 | 1.00 |
| hidden layer 2 | 2.06 | 13.80 | 0.77 |
| hidden layer 3 | 1.76 | 11.81 | 0.64 |
| x-space     | 0.63 | 9.92 | 0.14 |

Table 1: Average distances between the generated samples and the refined samples at different layers. Measured on 10000 instances for 10 refinement steps with the stepsize of 1.0.

5.4. Adversarial Defense

Motivated by the power of our method in refining generated samples, we finally investigate the potential of our method for improving other out-of-distribution samples, for instance, adversarial examples that an attacker intentionally designs to cause misprediction [44]. To this effect, we first train a classifier that achieves high accuracy on MNIST. We then construct untargeted adversarial examples by a strong optimization-based adversary [43], which can completely fool the classifier into making confident errors. To counter these malicious perturbations, we refine the input samples using the discriminator in Sec. 5.2, aiming to shift the adversarial examples towards the training distribution. As shown in Figure 10, most of the samples after refinement are correctly classified. One exception is the digit ‘8’, which is still misclassified as ‘2’. However, it is interesting to note that the confidence assigned by the classifier for this image is comparably low, indicating a potential prediction error. The average accuracy before and after sample refinement is reported in Table 2. Refining the input with our method lifts the accuracy from 0% to 95% for adversarial examples, at the cost of a less than 1% accuracy drop for legitimate examples.

6. Conclusions

We present a collaborative sampling scheme in GANs. Rather than disregarding the discriminator during sampling, we propose to continue using the gradients provided by a shaped discriminator to refine the generated samples. This is advantageous in cases where the generator distribution does not exactly match the real data distribution. Orthogonal to various works in GAN training, our method offers another degree of freedom to improve the generated samples empowered by the discriminator.

The potential of our method is not limited to GAN sampling, as seen by its application to adversarial defenses. We hope to further analyze its potential for tackling mode collapse under various setups and explore its applications to the scenarios where rejection sampling is not admissible, such as image-to-image translations [5] and super-resolution [45], in the future.
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