STABILITY OF CHARACTER SUMS FOR POSITIVE-DEPTH,
SUPERCUSPIDAL REPRESENTATIONS
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ABSTRACT. We re-write the character formulæ of [4] in a form amenable to explicit computations in $p$-adic harmonic analysis, and use them to prove the stability of character sums for a modification of Reeder’s conjectural positive-depth, unramified, toral supercuspidal L-packets [21].

1. INTRODUCTION

In [21] §6.6, p. 18], Reeder generalises his joint work with the first-named author on the depth-0, supercuspidal local Langlands correspondence [10] Theorem 4.5.3] to construct some candidates for positive-depth, supercuspidal L-packets. These consist of what could be called the unramified, toral supercuspidal representations. (In the notation of Definitions 4.1.1 and 4.1.2 they are the representations $Y_{G'}^G, \pi'$ arising from cuspidal pairs $(G', \pi')$ in which $G'$ is an unramified torus.) He proves that these sets satisfy many of the properties expected of L-packets, but does not show that appropriate combinations of the characters in an L-packet are stable. In this paper, we use the character formulæ of [4] to demonstrate the appropriate stability, after replacing the construction of Adler–Yu used in [21] §3] by an appropriate ‘twisted’ analogue (Definition 5.4). We show that there are cases when this twist is necessary (Example 5.5). It is possible, though we have not yet explored this, that our twist bears some relation to the notion of rectifier introduced by Bushnell and Henniart [9, Definition 1]. In any case, recent work of Yu [30] suggests that a different lift of the Weil representation in the construction of [29, Proposition 4.6 and Theorem 11.5] would obviate the need for this ad hoc twist.

The paper proceeds as follows. In §2 we establish some basic notation regarding the groups and fields that we consider. Of particular importance in this section is the ‘reduced discriminant’ (Definition 2.2.3), which we use to normalise characters and orbital integrals in Definition 4.1.6. In §3 we recall the definitions of the Moy–Prasad filtrations of a $p$-adic group and its Lie algebra, and introduce some refinements (§3.2).

The meat of the paper is §4, in which we re-cast the character formulæ of [4] in a form that is more suitable for our use and, we believe, for later explicit calculations in harmonic analysis. In this section, we handle a wide range of characters, not just the toral ones considered by Reeder; but our work inherits from [4] a ‘compactness’ condition (see Definition 4.1.1). We believe that Theorem 4.6.2 provides an idea of the shape of a formula for the character of an arbitrary tame supercuspidal representation, even one that does not satisfy the compactness condition; verifying this will be the subject of future work.
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To further explain the content of [4] we note that the character formulæ of [4] are explicit, in the sense that all ingredients are described in terms of the parametrising data (see Definition 4.1.2), but they can be difficult to evaluate in particular cases. (See, for example, [5] §14 for the case $G = SL_2(k)$.) There are four main ingredients:

- The character of $\pi'$. We assume inductively that this is already known. The base case of this induction is provided by depth-0 character formulæ; see [10] Lemma 10.0.4.
- A product of indices of subquotients (see [4] Proposition 5.3.3). This is discussed in §4.2 and computed in Corollary 4.2.2.
- A fourth root of unity (see [4] Propositions 3.8 and 5.2.13). This is discussed in §4.3 and computed (or, at least, re-cast in a form more amenable to stability calculations) in Proposition 4.3.8. Its behaviour is rather subtle; see Proposition 4.3.7 in the unramified case, and [24] for the effects of ramification.
- The Fourier transform of an orbital integral on a centraliser subgroup. This contribution is predicted by Murnaghan–Kirillov theory (see, for example, [15]), and plays the rôle of a Green’s function in the Deligne–Lusztig character formulæ (see, for example, [10] Lemma 12.4.3). We treat it as an uncomputed ‘primitive ingredient’, although the normalisation of the measure occurring in its definition is quite important. See [4.5] particularly Proposition 4.5.1.

Finally, in [5] we use the character formula Theorem 4.6.2 to show stability of character sums. Here we restrict our attention to toral supercuspidal representations, and, for most of the section (with the exception of Corollary 5.6), even to unramified, toral supercuspidal representations. Motivated by Theorem 4.6.2 we begin by introducing the modified Yu-type construction (Definition 5.4) mentioned above. This simplifies the character formula slightly (Corollary 5.6), and allows us to write an analogue (Theorem 5.8) of [10] Lemma 11.0.2 that expresses the sums of the characters in a Reeder-type $L$-packet in terms of Fourier transforms of stable orbital integrals. Finally, in Theorem 5.10 we use this expression, together with work of Waldspurger on such Fourier transforms ([27] Théorème 1.5] and [10] Lemma 12.2.3), to prove the desired stability.

2. Notation

2.1. Fields and characters.

**Definition 2.1.1.** Let $k$ be a field and $\text{ord}$ a non-trivial discrete valuation on $k$ (with value group $\mathbb{Z}$) with respect to which $k$ is complete. Choose a fixed separable closure $k^{\text{sep}}/k$, and denote the unique extension of $\text{ord}$ to $k^{\text{sep}}$ again by $\text{ord}$. Let $k^{\text{un}}$ (respectively, $k^{\text{tame}}$) be the maximal unramified (respectively, tame) extension of $k$ inside $k^{\text{sep}}$. Put $\Gamma = \text{Gal}(k^{\text{sep}}/k)$ and $\Gamma^{\text{un}} = \text{Gal}(k^{\text{sep}}/k^{\text{un}})$.

If $E/k$ is a separable extension, then denote by

- $\mathcal{O}_E$ the ring of integers of $E$,
- $P_E$ the unique maximal ideal in $\mathcal{O}_E$,
- $\mathfrak{f}_E$ the residue class field $\mathcal{O}_E/P_E$ of $E$, and
- $q_E$ the cardinality of $\mathfrak{f}_E$.

We sometimes drop the superscript $E$ when $E = k$. We require that $\mathfrak{f}$ be finite (equivalently, that $k$ be locally compact).

Finally, let $\text{Fr}$ be any element of $\Gamma$ whose image in $\text{Gal}(k^{\text{un}}/k)$ is the inverse of $t \mapsto t^q$.

**Definition 2.1.2.** Let $\Lambda$ be an additive character of $k$, i.e., a homomorphism $k \to \mathbb{C}^\times$, chosen as in [4] §1.1. In particular, $\Lambda$ is trivial on $P$ but not on $\mathcal{O}$. Write $\Lambda$ again for the
resulting character of $f$. Given a finite-dimensional $k$- or $k'$-vector space $V$, these characters fix a canonical identification of the linear and Pontrjagin duals of $V$.

**Definition 2.1.3.** If $V$ is a finite-dimensional $k$- or $k'$-vector space, with Pontrjagin dual $V^\hat{}$, and $f : V \to \mathbb{C}$ is smooth (that is, locally constant with respect to the analytic topology on $V$—which is no condition if the field of scalars is $k$), then the Fourier transform $\hat{f} : V^\hat{} \to \mathbb{C}$ of $f$ is defined by

$$\hat{f}(\chi) = \int_V f(X)\chi(X)dX$$

for all $\chi \in V^\hat{}$, where $dX$ is a suitably normalised Haar measure on $V$ (see below). The choice of additive character $\Lambda$ (Definition 2.1.2) allows us to regard $\hat{f}$ as a function on the linear dual $V^\ast$. Since $V^\hat{}$ is canonically identified with $V$, we may, and do, further regard $\hat{f}$ as a function on $V$. Then the Haar measure $dX$ is chosen so that the fourth power of the Fourier transform is the identity.

### 2.2. Tori and related functions.

For the remainder of this paper, let $G$ be a connected, reductive $k$-group.

Whenever a $k$-group is denoted by a boldface Roman letter, such as $H$, we denote its Lie algebra by the corresponding boldface Fraktur letter, such as $\mathfrak{h}$. Whenever a $k$-variety is denoted by a boldface letter, such as $Y$, we denote its set of rational points by the corresponding non-boldface letter, such as $Y^\circ$. Thus, for example, $\mathfrak{h}$ is the space of $k$-rational points of the Lie algebra of $H$. The identity component of $H$ is denoted by $H^0$, and, by abuse of notation, the group of $k$-rational points of $H^0$ by $H^0$ (even though this latter group is actually totally disconnected in the analytic topology inherited from $k$).

A maximal torus $T$ in $G$ (that is defined over $k$) is called a **maximal $G$-torus**.

**Definition 2.2.1.** If $T$ is a maximal $G$-torus, then write $R(G, T)$ for the set of weights of the adjoint action of $T_{k\sep}$ on $\mathfrak{g}_{k\sep}$, and $R(G, T) = R(G, T) \smallsetminus \{0\}$ for the absolute root system of $T$ in $G$.

**Definition 2.2.2.** An element $\gamma \in G$ (respectively, $X \in \mathfrak{g}$; respectively, $X^* \in \mathfrak{g}^\ast$) for which the identity component of $C_G(\gamma)$ (respectively, the stabiliser of $X$ in the adjoint action; respectively, the stabiliser of $X^*$ in the coadjoint action) is a torus is called **regular semisimple**. Write $G^{rss}$ (respectively, $\mathfrak{g}^{rss}$; respectively, $\mathfrak{g}^{rss}$) for the set of such elements. A regular, semisimple element with connected centraliser is called **strongly regular semisimple** [10 §2.9, p. 817].

For the remainder of this section, fix a maximal $G$-torus $T$, and put $R = R(G, T)$ and $\bar{R} = \bar{R}(G, T)$.

As in [29 §4, p. 591], we identify the Lie algebra $\mathfrak{t}$ and its dual $\mathfrak{t}^\ast$ with the subgroups of $\mathfrak{g}$ and $\mathfrak{g}^\ast$, respectively, fixed by the (adjoint or coadjoint, respectively) action of $T$.

The terminology and symbols below (Definitions 2.2.3 and 2.2.4) make sense for arbitrary characters, but we need them only for roots. The notation is as in [4 Notation 3.6], except that we write $k_\alpha$ in place of $F_\alpha$, and $\sigma_\alpha$ in place of $\eta_\alpha$.

**Definition 2.2.3.** If $\alpha \in R$, then $\alpha$ is **symmetric** exactly when its $\Gamma$-orbit contains $-\alpha$ (and non-symmetric otherwise). A symmetric root is **ramified** exactly when its $\Gamma^{un}$-orbit contains $-\alpha$ (and unramified otherwise). If $S$ is any subset of $R$, then $S_{\text{symm}}$, $S_{\text{symm, unram}}$, $S_{\text{symm, ram}}$, and $S_{\text{symm}}$ are the sets of roots in $S$ that are symmetric, symmetric and unramified, symmetric and ramified, and non-symmetric, respectively. If $\alpha \in R_{\text{symm}}$, then let $\sigma_\alpha$ be any element of $\Gamma^{un}$ (if $\alpha$ is ramified) or of $\Gamma$ (if $\alpha$ is unramified) such that $\sigma_\alpha\alpha = -\alpha$. 
Definition 2.2.4. If \( \alpha \in \overline{R} \), then put \( \Gamma_{\alpha} = \text{stab}_T \alpha \) and \( \Gamma_{\pm \alpha} = \text{stab}_T \{ \pm \alpha \} = \{ \Gamma_{\alpha}, \sigma_{\alpha} \} \).
Write \( k_\alpha \) for the fixed field in \( k^\text{sep} \) of \( \Gamma_{\alpha} \), and similarly for \( k_{\pm \alpha} \). All our notations below with subscript \( \alpha \) have obvious analogues with subscript \( \pm \alpha \), which we use as necessary.

Write
\[
\begin{align*}
O_\alpha &= O_{k_\alpha} \text{ and } P_\alpha = P_{k_\alpha}; \\
n_\alpha, e_\alpha, \text{ and } f_\alpha & \text{ for the degree, ramification degree, and residual degree, respectively, of } k_\alpha/k; \\
f_{\pm \alpha} &= f_{k_\alpha}; \\
q_\alpha &= q_{k_\alpha}; \\
\text{if } \alpha \text{ is symmetric and unramified, then } f^1_{\alpha} \text{ is the kernel of the norm map from } f_\alpha \text{ to } f_{\pm \alpha}; \\
Z_\alpha &= \text{ord}(k_\alpha) = e_\alpha^{-1}\mathbb{Z} \text{ for the value group of } k_\alpha.
\end{align*}
\]

These objects depend only on the \( \Gamma \)-orbit \( \omega \) of \( \alpha \); so we denote them instead by \( k_\omega, \&c. \), when convenient.

Definition 2.2.5. If \( \alpha \in \overline{R} \), then \( g_\alpha \) is the \( \alpha \)-weight space for the action of \( T_{k_\alpha} \) on \( g_{k_\alpha} \), and \( G_\alpha \) is the corresponding subgroup of \( G_{k_\alpha} \) (denoted by \( U_\alpha \) in [25] Proposition 8.1.1(i)] when \( \alpha \neq 0 \)). Note that these are defined only over \( k_\alpha \), not necessarily over \( k \).

Remark 2.2.6. In particular, \( g_0 = t \) and \( G_0 = T \), both of which are defined over \( k_0 = k \).

Definition 2.2.7. For \( \gamma \in T \) and \( X \in t \), and any character \( \chi \) of \( T_{k^\text{sep}} \), put
\[
\text{ord}_X \chi = \text{ord}(\chi(\gamma) - 1) \quad \text{and} \quad \text{ord}_X \chi = \text{ord} d\chi(X).
\]

For \( X^* \in t^* \) and \( \alpha \in R \), define \( \text{do}^\gamma(X^*) := X^*(\text{do}^\gamma(1)) \) and put \( \text{ord}_X \cdot \alpha = \text{ord} \text{do}^\gamma(X^*) \).

Note that \( \text{ord}_X \) is a non-negative function exactly when \( \gamma \) is bounded (that is, has bounded orbits on the set \( B(G, k) \) of Definition [3.0.2] below, in the sense of [7] Example 3.1.2(b))).

It is well known that the discriminant function on \( G \) (see, for example, [13] VI.1, p. 63) controls the ‘blow up’ of characters ([13] Theorem VI.8.14). We introduce a slight variant where, rather than taking the globally lowest coefficient in a characteristic polynomial (which may vanish), we take the pointwise lowest coefficient (which never vanishes). It seems that this may actually provide a better measure of the blow up of the character; at least, it gives us a more natural inductive formula for characters (Theorem 4.6.2).

Definition 2.2.8. If \( \gamma \in G \) (respectively, \( X \in g \)), then \( D^\text{red}_G(\gamma) \) (respectively, \( D^\text{red}_G(X) \)) is the coefficient of the lowest-degree power of \( t \) in \( \text{det}(\text{Ad}(\gamma) - 1 + t) \) (respectively, \( \text{det}(\text{ad}(X) + t) \)).

Remark 2.2.9. Preserve the notation of Definition 2.2.8. If \( \gamma \in G \) and \( X \in g \) have Jordan decompositions \( \gamma = \gamma_{\text{ss}} \cdot \gamma_{\text{nil}} \) and \( X = X_{\text{ss}} + X_{\text{nil}} \), respectively, then \( D^\text{red}_G(\gamma) = D^\text{red}_G(\gamma_{\text{ss}}) \) and \( D^\text{red}_G(X) = D^\text{red}_G(X_{\text{ss}}) \). Now suppose that \( \gamma \in T \) and \( X \in t \). By passing to a splitting field for \( T \), we see that
\[
D^\text{red}_G(\gamma) = \prod_{\alpha \in R} (\alpha(\gamma) - 1) \quad \text{and} \quad D^\text{red}_G(X) = \prod_{\alpha \in R} \text{do}(X),
\]

hence that
\[
|D^\text{red}_G(\gamma)| = \prod_{\alpha \in R} q^{-\text{ord}_X \cdot \alpha} \quad \text{and} \quad |D^\text{red}_G(X)| = \prod_{\alpha \in R} q^{-\text{ord}_X \cdot \alpha}.
\]
It is therefore natural to define
\[ D^\text{red}_G(X^*) = \prod_{\alpha \in \mathcal{R} \setminus \alpha^* \neq 0} \alpha(X^*) \text{ for all } X^* \in \mathfrak{t}^*. \]

3. Moy–Prasad filtrations

As in \cite{22}, let \( G \) be a connected, reductive \( k \)-group.

**Definition 3.0.1.** Put \( B = \mathbb{R} \cup \{ r^+ \mid r \in \mathbb{R} \} \). This carries a natural order, and an order-reversing involution \( \tau \) defined by \( \tau = (-r)^+ \) and \( r^+ = -r \) for \( r \in \mathbb{R} \).

Note that, unlike \cite[\S3]{3}, we do not find it convenient to include \( +\infty \) in \( \mathbb{R} \).

**Definition 3.0.2.** Write \( B(G, k) \) for the enlarged, and \( B^\text{red}(G, k) \) for the reduced, Bruhat–Tits building of \( G \) over \( k \) (\cite[Définition 7.4.2]{7} and \cite[\S4.2.16]{8}). There is a natural projection \( B(G, k) \to B^\text{red}(G, k) \), denoted by \( x \mapsto \overline{x} \).

**Remark 3.0.3.** If \( T \) is a k\text{ame}-split, maximal \( G \)-torus, then there is a family of embeddings of \( B(T, k) \) in \( B(G, k) \), with canonical image. (To see this, regard the apartment \( \mathcal{A}(T_E) \) of \( T_E \) as a subsimplex of \( B(G, E) \), where \( E/k \) is the splitting field of \( T \), and then realise \( B(T, k) \) in \( B(G, k) \) as the sets of \( \Gamma \)-fixed points of \( \mathcal{A}(T_E) \) and \( B(G, E) \) \cite[\S2.6.1]{20}.)

For the remainder of this section, fix a k\text{ame}-split, maximal \( G \)-torus \( T \) and a point \( x \in B(G, k) \) lying in the image of \( B(T, k) \) (which we abbreviate to just \( "x \in B(T, k)" \)). Put \( R = R(G, T) \) and \( \overline{R} = \overline{R}(G, T) \).

3.1. Valuations of root data

**Definition 3.1.1.** If \( r \in \mathbb{R} \), then write
\[ \mathfrak{g}_{x,r}, \quad \mathfrak{g}_{x}^*, \quad \text{and } G_{x,r} \text{ (if } r \geq 0), \]
for the associated Moy–Prasad filtration subgroups of \( \mathfrak{g}, \mathfrak{g}^*, \) and \( G \), respectively (see \cite[\S\S2.6, 3.2, 3.5]{19} and \cite[\S3.2, 3.3]{20}). Also, put \( G_r = \bigcup_{y \in B(G, k)} G_{y,r} \) and \( \mathfrak{g}_r = \bigcup_{y \in B(G, k)} \mathfrak{g}_{y,r} \).

In particular, \( G_{x,0} \) is the parahoric subgroup of \( G \) associated to \( x \) \cite[Définition 5.2.6]{8}, and \( \mathfrak{g}_{x}^* = \{ X^* \in \mathfrak{g}^* \mid \langle X^*, Y \rangle \in \mathfrak{p} \text{ for all } Y \in \mathfrak{g}_{x,r} \} \).

If \( \mathcal{G} \) is a group equipped with a filtration \( (\mathcal{G}_i)_{i \in I} \) by subgroups, then we frequently write \( \mathcal{G}_{i,j} \) in place of \( \mathcal{G}_i/\mathcal{G}_j \) when \( \mathcal{G}_j \subseteq \mathcal{G}_i \) (even if the quotient is not a group). Thus, for example, \( G_{x,0,0^+} \) is the group of \( \tau \)-points of a reductive \( \tau \)-group \cite[\S3.2, p. 398]{19}.

Our (rational) character computation Theorem 4.6.2 requires the existence of a ‘mock-exponential’ map that behaves, in many ways, like an exponential map, but may sacrifice some equivariance in order to converge on a larger domain. Hypothesis 3.1.2 below, which depends implicitly on a positive rational number \( r \), formalises this. Note, however, that we do not need this hypothesis until Theorem 4.6.2 (at which point \( r \) stands for the depth of the representation whose character we compute there). We also require the hypothesis for the consequences of Theorem 4.6.2 in \cite{5} but, in that section, we actually impose the stronger hypothesis \cite[Restriction 12.4.1(2)]{10}.

**Hypothesis 3.1.2.** There exists a family of bijections
\[ \{ \varphi_{r, \tau} : \mathfrak{g}_{y,r} \to G_{y,r} \}_{\mathfrak{g}, \text{ a k\text{ame}-split maximal } G \text{-torus}} \]
\[ \tau \in \text{Im } B(S, k) \to B^\text{red}(G, k) \]
satisfying \cite[Hypotheses A.1 and A.7]{4}, and, whenever
• \( H \) is a reductive subgroup of \( G \),
• \( S \) is a \( k^{\text{tame}} \)-split maximal \( G \)-torus that is contained in \( H \),
• \( y \in B(S, k) \), and
• \( Y \in \mathfrak{h}_{x,r} \),
also the following conditions:

1. \( |D^H_{1Y}(Y)| = |D^H_{1Y}(e_{\mathfrak{S}Y})| \), and
2. if \( g \in G \) and \( \text{Int}(g)e_{\mathfrak{S}Y} \in G_{x,r} \), then
   \[
   \mu_{\text{Ad}^*(g)X^*}(e^{\mathfrak{S}}_{\mathfrak{P}} \text{Int}(g)e_{\mathfrak{S}Y}) = \hat{\mu}_{X^*}^H(\text{Ad}(g)Y) \quad \text{for all } X^* \in \mathfrak{h}^*_{x,-r},
   \]
where \( \hat{\mu} \) is as in Definition 4.1.6.

The point \( x \in B(T, k) \) defines a ‘valuation of root datum’, roughly in the sense of \( [19, \S 6.1.1] \), except that we must take into account the fact that \( T \) need not be \( k \)-split (nor even maximally \( k \)-split).

**Definition 3.1.3.** For \( \alpha \in \mathfrak{r} \) and \( i \in \mathfrak{r} \), write \( g_{\alpha}(k_\alpha)_{x,i} := g_{\alpha}(k_\alpha) \cap g(k_\alpha)_{x,i} \), and put \( \text{ord}_x \alpha = \{ i \in \mathbb{R} \mid g_{\alpha}(k_\alpha)_{x,i+} \neq 0 \} \).

**Remark 3.1.4.** Note that \( \text{ord}_x \alpha \) implicitly depends on the underlying field \( k \) (and on the normalisation of its valuation). Since \( k_\alpha^{\text{un}}/k_\alpha \) is unramified, we have that \( g(k_\alpha)_{x,i+} = g(k_\alpha^{\text{un}})_{x,i+} \) [29, Corollary 2.3], hence, by Hilbert’s Theorem 90 [22, Proposition II.1.2.1], that \( g(k_\alpha)_{x,i+} \neq 0 \) if and only if \( g(k_\alpha^{\text{un}})_{x,i+} \neq 0 \). In other words, \( \text{ord}_x \alpha \) does not change if \( k \) is replaced by an unramified extension.

**Remark 3.1.5.** Since \( g_{\alpha}(k_\alpha) \) is a 1-dimensional \( k_\alpha \)-space, we have that \( \text{ord}_x \alpha \) is a \( \mathbb{Z}_\alpha \)-torsor. With the terminology of \([19, \S 2.5]\),

\[
\text{ord}_x \alpha = \{ \psi(x) \mid \psi \text{ is an affine } k_\alpha \text{-root with gradient } \alpha \}.
\]

**Lemma 3.1.6** below is of interest mainly because of its consequences, Corollaries 3.1.8 and 3.1.9.

**Lemma 3.1.6.** If \( \alpha \in \mathfrak{r} \) and \( i, j \in \mathfrak{r} \) with \( i \leq j \), then the pairing

\[
g_{\alpha}(k_\alpha)_{x,i,j} \otimes g_{-\alpha}(k_\alpha)_{x,j,i} \to \mathfrak{k}(k_\alpha)_{0,0+} \to \mathfrak{t}_{\alpha}
\]

is non-degenerate.

**Proof.** Let \( \mathbf{G}_{\pm,\alpha} \) be the \( k_\alpha \)-split, rank-1, semisimple Lie group generated by the \((\pm \alpha)\)-root subgroups of \( \mathbf{G} \). By [25, \S 16.3.1], the proof of [25, Theorem 7.2.4] goes through to show that there is a \( k_\alpha \)-surjection \( \mathbf{G}_{\pm,\alpha} \to \text{PGL}_2 \). (Alternatively, a more machinery-heavy proof could apply the isomorphism theorem [25, Theorem 16.3.2] to the obvious morphism from the root datum of \( \text{PGL}_2 \) to that of \( \mathbf{G}_{\pm,\alpha} \).) A \( \text{PGL}_2 \)-calculation then establishes the result.

**Corollary 3.1.7.** With the notation of Lemma 3.1.6 there is a non-canonical \( \mathcal{O}_\alpha \)-module isomorphism of \( g_{\alpha}(k_\alpha)_{x,i,j} \) with \( r_{-\alpha}(k_\alpha)_{x,j,i} \).

**Proof.** This follows from Lemma 3.1.6 and the fact that a choice of \( k_\alpha \)-basis of \( g_{\alpha}(k_\alpha) \) furnishes an isomorphism of \( g_{\alpha}(k_\alpha)_{x,i,j} \) with a quotient of fractional ideals of \( \mathcal{O}_\alpha \). Such a quotient is self-dual (as an \( \mathcal{O}_\alpha \)-module).

**Corollary 3.1.8.** For any \( \alpha \in \mathfrak{r} \), we have that \( \text{ord}_x(-\alpha) = -\text{ord}_x(\alpha) \).

**Corollary 3.1.9.** For any \( \alpha \in R_{\text{symm}} \), we have that \( \text{ord}_x(\alpha) = \mathbb{Z}_\alpha \) or \( \text{ord}_x(\alpha) = \mathbb{Z}_\alpha + 1/2 \varepsilon_\alpha^{-1} \).
3.2. **Subgroups associated to functions on root systems.** Most of this section is devoted establishing analogues of the results of [3, §5.2] for subgroups of $g$ attached to functions on root systems. The proofs here are considerably easier, because the group structure of $g$ is much simpler than that of $G$, and because Galois descent behaves better for algebras than groups, so that we get to ignore many technical complications. For example, we do not have to restrict our attention to concave functions [3, Definition 5.7], or intersect with a parahoric subalgebra as in [3, Definition 5.14].

**Definition 3.2.1.** If $f : \Gamma \setminus \widetilde{R} \to \widetilde{R} \cup \{+\infty\}$ is any function (not necessarily concave), then put

$$T_{g_{x,f}} = \left( \bigoplus_{\alpha \in \widetilde{R}} g_{\alpha}(k_{\alpha})_{x,f(\alpha)} \right)^{\Gamma},$$

with the notation of Definition 3.1.3. (See also [4, §3.2, p. 1144].)

The group algebra $O[T]$ of the torus $T$ acts naturally on $g_{x,f}$, and on each $T_{g_{x,f}}$ via their natural $O$-module structures, and the adjoint action of $T$. We prove a few basic results about its action on groups of the form $T_{g_{x,f}}$ that will be needed in the proof of Lemma 3.2.5.

**Lemma 3.2.2.** There is a canonical $O[T]$-module isomorphism

$$g \cong \bigoplus_{\alpha \in \Gamma \setminus \widetilde{R}} g_{\alpha}(k_{\alpha})$$

that restricts, for any function $f : \Gamma \setminus \widetilde{R} \to \widetilde{R} \cup \{+\infty\}$, to an isomorphism

$$Tg_{x,f} \cong \bigoplus_{\alpha \in \Gamma \setminus \widetilde{R}} g_{\alpha}(k_{\alpha})_{x,f(\alpha)}.$$

**Proof.** The inverse isomorphism sends $(X_{\alpha})_{\alpha \in \Gamma \setminus \widetilde{R}}$ to $\sum_{\alpha \in \Gamma \setminus \widetilde{R}} \sum_{\sigma \in \Gamma / \Gamma_{\alpha}} \sigma X_{\alpha}$. It is straightforward to check that its restriction has the desired properties. □

**Corollary 3.2.3.** Suppose that $f, g : \Gamma \setminus \widetilde{R} \to \widetilde{R} \cup \{+\infty\}$, with

- $f(0) = g(0)$,
- $f(\alpha) \leq g(\alpha)$ for all $\alpha \in \widetilde{R}$, and
- $g(\alpha) < +\infty$ whenever $f(\alpha) < +\infty$.

Then there is a non-canonical $O$-module isomorphism $Tg_{x,f} \cong Tg_{x,\tilde{f}}$, where

$$\tilde{f}(\alpha) = \begin{cases} f(-\alpha), & f(-\alpha) < +\infty \\ +\infty, & \text{otherwise} \end{cases}$$

and similarly for $\tilde{g}$.

**Proof.** By Corollary 3.1.7 there is a non-canonical $O$-module isomorphism

$$\bigoplus_{\alpha \in \Gamma \setminus \widetilde{R}} g_{\alpha}(k_{\alpha})_{x,f(\alpha);g(\alpha)} \cong \bigoplus_{\alpha \in \Gamma \setminus \widetilde{R}} g_{-\alpha}(k_{\alpha})_{x,\tilde{f}(-\alpha);f(-\alpha)},$$

which, by Lemma 3.2.2 may be transferred to the desired isomorphism. □
Lemma 3.2.4. If $(r_\alpha)_{\alpha \in \Gamma \backslash R}$ is a collection of rational numbers such that $r_\alpha \in \mathbb{Z}_\alpha$ for all $\alpha \in R$, then there is a non-canonical $O[T]$-module automorphism of $\mathfrak{g}$ that restricts, for any function $f : \Gamma \backslash \hat{R} \to \mathbb{R} \cup \{+\infty\}$, to an isomorphism
\[
\mathfrak{T}\mathfrak{g}_x, f \cong \mathfrak{T}\mathfrak{g}_x, f + r
\]
(where $(f + r)(0) := f(0)$ and $(f + r)(\alpha) := f(\alpha) + r_\alpha$ for all $\alpha \in R$), and that has determinant there of valuation
\[
\sum_{\alpha \in R} r_\alpha.
\]

Proof. By hypothesis, there is a collection $(c_\omega)_{\omega \in \Gamma \backslash R}$ such that $c_\omega \in k_\omega$ and $\text{ord}(c_\omega) = r_\omega$ for all $\omega \in R$. By Lemma 3.2.2, the automorphism of $\bigoplus_{\alpha \in \Gamma \backslash \hat{R}} \mathfrak{g}_\alpha(k_\alpha)$ that is the identity on the $\alpha = 0$ summand, and that multiplies the summand corresponding to $\alpha \in R$ by $c_\alpha$, may be transferred to the desired automorphism of $\mathfrak{g}$. \[\square\]

Lemma 3.2.5 is crucial in the calculation of Proposition 4.2.1, where it accounts for the appearance in the character formula Theorem 4.6.2 of a blow-up controlled by the discriminant.

Lemma 3.2.5. Suppose that $f, g : \Gamma \backslash \hat{R} \to \mathbb{R} \cup \{+\infty\}$ are functions such that
\begin{itemize}
  \item $f(\alpha) \leq g(\alpha)$ for all $\alpha \in \hat{R}$,
  \item $f(\alpha) < +\infty$ whenever $f(\alpha) < +\infty$, and similarly for $g(\alpha)$,
  \item $g(\alpha) < +\infty$ whenever $f(\alpha) < +\infty$, and
  \item $f(\alpha) + f(\alpha), g(\alpha) + g(\alpha) \in \mathbb{Z}_\alpha \cup \{+\infty\}$ for all $\alpha \in R$.
\end{itemize}

Then
\[
|\mathfrak{T}\mathfrak{g}_x, f| \cdot |\mathfrak{T}\mathfrak{g}_x, f + g| = |t_{f(0), g(0)}| \cdot |t_{f(0) + g(0)}| \cdot \prod_{\alpha \in R} q^{(g(\alpha) + g(\alpha)) - (f(\alpha) + f(\alpha))}.
\]

Remark 3.2.6. In our application of Lemma 3.2.5 (see the proof of Proposition 4.2.1), we have that $f(0) = g(0)$ and that $f$ and $g$ are $\pm \Gamma$, not just $\Gamma$, invariant; so then the condition on their values becomes that $f(\alpha), g(\alpha) \in \frac{1}{2}\mathbb{Z}_\alpha$ for all $\alpha \in R$, and the cardinality becomes
\[
\prod_{\alpha \in (\pm 1) \backslash R} q^{2(g(\alpha) - f(\alpha))}.
\]

Proof. We have that $\mathfrak{T}\mathfrak{g}_x, f : \mathfrak{T}\mathfrak{g}_x, f + g : \mathfrak{T}\mathfrak{g}_x, f + g$, where $f_R$ and $g_R$ agree with $f$ and $g$, respectively, on $R$, and take the value $g(0)$ at 0; and similarly for $\mathfrak{T}\mathfrak{g}_x, f + g$. Thus, it suffices to consider the case where $f(0) = g(0)$. In this case, put $r_\alpha = 0$ if $f(\alpha) = +\infty$, and
\[
r_\alpha = g(\alpha) - (\tilde{g}^+)\alpha = g(\alpha) + g(-\alpha) \in \mathbb{Z}_\alpha.
\]
otherwise. By Corollary 3.2.3 and Lemma 3.2.4 we have that
\[
\mathfrak{T}\mathfrak{g}_x, f + g : \mathfrak{T}\mathfrak{g}_x, (\tilde{f}^+) + r,\mathfrak{T}\mathfrak{g}_x, ((\tilde{f}^+) + r) = \mathfrak{T}\mathfrak{g}_x, g((\tilde{f}^+) + r),
\]

hence that
\[
|\mathfrak{T}\mathfrak{g}_x, f| \cdot |\mathfrak{T}\mathfrak{g}_x, f + g| = |\mathfrak{T}\mathfrak{g}_x, f| \cdot |\mathfrak{T}\mathfrak{g}_x, ((\tilde{f}^+) + r)| = |\mathfrak{T}\mathfrak{g}_x, f((\tilde{f}^+) + r)|.
\]

Now, whenever $f(\alpha) < +\infty$, we have that
\[
s_\alpha := (\tilde{f}^+) + r(\alpha) - f(\alpha) = (g(\alpha) + g(-\alpha)) - (f(\alpha) + f(-\alpha))
\]
lies in \(Z_\alpha\), so, by Lemma [3.2.4] again,
\[
|\mathfrak{t}\mathfrak{g}_{x,f;((f^+) + r)}| = |\det(\mathfrak{t}\mathfrak{g}_{x,f} \to \mathfrak{t}\mathfrak{g}_{x,((f^+) + r)})|^{-1} = \prod_{\alpha \in R} q^{\alpha_n}.
\]

\[\square\]

4. Character formulæ

As in [3] let \(G\) be a connected, reductive \(k\)-group. This section is devoted to making more explicit the computations of [3] of the characters of supercuspidal representations of \(G\). To use those computations, we must assume that \(G\) satisfies [3] Hypotheses B and C, so we do so for the remainder of the paper. In order that the theory not be vacuous, we also assume for the remainder of the paper that \(G\) possesses a \(k\)-split, maximal torus, so that \(G\) also satisfies [3] Hypotheses A and D (see [3] Remark 2.2).

We begin by recalling Yu’s construction [29] of the so called ‘tame’ supercuspidal representations of \(G\); the necessary notation is introduced in [4.1]. The next four subsections handle the ingredients of the character formulæ of [4], as described in the introduction. Finally, in [4.6] we tie together these results to give an inductive formula (Theorem [4.6.2]) that computes the character of a tame supercuspidal representation in terms of the character of a supercuspidal representation of a smaller group, together with what we believe to be a minimal collection of auxiliary data (the fourth roots of unity occurring in Definition [4.3.1]).

4.1. Notation. We begin by defining, inductively (on the semisimple rank of \(G\), say), a parametrisation set for the supercuspidal representations that we consider.

**Definition 4.1.1.** A cuspidal \(G\)-pair is a pair \((G', \pi')\), where

- \(G'\) is a \(k\)-subgroup of \(G\) such that \(Z(G')/Z(G)\) is \(k\)-anisotropic,
- \(G'_{\text{tame}}\) is a Levi subgroup of \(G_{\text{tame}}\),
- \(\pi'\) is a tame supercuspidal representation of \(G'\), and
- there is a character \(\phi\) of \(G'\) such that the depth [19 Theorem 5.2] of \(\pi' \otimes \phi^{-1}\) is strictly less than that of \(\pi'\).

The depth of the cuspidal pair is the depth of \(\pi'\). (Recall that a tame supercuspidal representation is one that arises via Yu’s construction [29 §4] from a datum involving generic characters. See Definition [4.1.2].)

The pair is toral if \(G'\) is a torus, and compact if \(G' / Z(G)\) is \(k\)-anisotropic. We sometimes write \((G', \pi')\) instead of \((G', \phi)\). (Since \(G'\) is Zariski-dense in \(G\) [5 Corollary 18.3], this notational convenience causes no ambiguity.)

The somewhat artificial condition on depth in Definition [4.1.1] ensures that the character \(\phi_{d-1}\) of Definition [4.1.2] is non-trivial, hence that the ‘induction’ \(\gamma^G_{G'} \pi'\) defined there makes sense.

**Definition 4.1.2.** By the definition of a tame supercuspidal representation, if \((G', \pi')\) is a depth-\(r\)-cuspidal \(G\)-pair, then \(\pi'\) is associated to a (non-unique) generic \(G'\)-datum
\[
((G^0 \subset \cdots \subset G^{d-1} = G'), x, (r_0, \ldots, r_{d-1}), (\phi_0, \ldots, \phi_{d-1}), \rho),
\]
in the sense of [16 §0.3] (see also [29 §3]). In particular, \(r_{d-1} = r\); and, by Definition [4.1.1] \(\phi_{d-1} \neq 1\). Then \((G', \pi', \phi_{d-1}, x, X^\ast)\) is called an expanded cuspidal \(G\)-quintuple corresponding to \((G', \pi')\) exactly when \(X^\ast\) is \((G', G')\)-generic, in the sense of [29 §8, p. 596], and realises \(\phi_{d-1}\) on \(G'_{x,r}\) (relative to \(x\)), in the sense of [29 §5, p. 593]. By definition, every cuspidal \(G\)-pair has a corresponding expanded cuspidal \(G\)-quintuple.
Write $Y^G_{C^\pi}$, $\pi'$ for the supercuspidal representation of $G$ constructed by Yu \cite{Yu} \S 4 from the generic $G$-datum

$$(G, \vdash \cdots \vdash G^{d-1} = G', \vdash G = G), x, (r_0, \ldots, r_{d-1}, r_d), (\phi_0, \ldots, \phi_{d-1}, 1), p).$$

By \cite{DeBackerSpice} Theorem 6.6, under a centrality condition analogous to our Definition 4.1.4 below the generic $G$-datum; but this deep fact is used here only as a notational convenience.

**Remark 4.1.3.** If $(G', \pi', \phi, x, X^*)$ and $(G', \pi', \phi', x', X'^*)$ are depth-$r$, expanded cuspidal $G$-quintuples corresponding to the same cuspidal $G$-pair $(G', \pi')$, then, by \cite{Yu} Lemma 3.3, the images of $x$ and $x'$ in the reduced building $B_{\text{red}}(G, k)$ are in the same $G'$-orbit. By construction \cite{Yu} \S 4, since $\pi'$ is the twist by $\hat{\phi}$ of a representation of depth strictly less than $r$, we have that $\pi'|G_{x'^r}$ is $\phi$-isotypic, and similarly for $\phi'$. Thus, $\phi$ and $\phi'$ agree on (the $G'$-orbit of) $G_{x',r}$, so that $X'^* \in X^* + \hat{\jmath}(g')^+_+$. We ‘rigidify’ $X^*$ further in Definition 4.1.4 below.

The next definition builds in \cite{DeBackerSpice} Hypothesis 2.3] to our definition of a cuspidal pair.

**Definition 4.1.4.** In the notation of Definition 4.1.2 the depth-$r$, expanded cuspidal $G$-quintuple $(G', \pi', \phi, x, X^*)$ is central exactly when $X^*$ realises $\phi$ on $G'_{x,(r/2)+}$ (not just on $G_{x,r}$), in the sense of \cite{Yu} \S 5, p. 593); and a cuspidal $G$-pair is central if it has a corresponding central, expanded cuspidal $G$-quintuple.

Note that a toral, cuspidal $G$-pair is automatically compact and central.

**Remark 4.1.5.** In the notation of Remark 4.1.3 if the expanded cuspidal quintuples occurring there are central, then $X'^* \in X^* + \hat{\jmath}(g')^*_{x,-r/2}$.

We now introduce notation for the basic objects of harmonic analysis, namely, characters and (Fourier transforms of) orbital integrals. We work with characters and orbital integrals that have been ‘normalised’ by multiplying by the square root of the (reduced) discriminant to remove singularities.

**Definition 4.1.6.** Recall that, if $\pi$ is a smooth irreducible representation of $G$ and $X^*$ is a semisimple element of $g^*$ (i.e., if it is fixed by the co-adjoint action of some maximal torus of $G$), then the distribution character

$$F \mapsto \text{tr} \pi(F)$$

on $G$ and the Fourier transform (see Definition 2.1.3) of the orbital integral

$$f \mapsto \int_{G/C_G(X^* \neq)} f(\text{Ad}^*(g)X^*)d\hat{g}$$

on $g^*$ are represented, at least on $G^{\text{rss}}$ and $g^{\text{rss}}$, respectively, by scalar functions $\Theta_\pi$ (\cite{Humphreys} p. 99, Corollary) and $\hat{\mu}_{X^*}$, \cite{Iwahori} Theorem A.1.2), respectively. The function $\Theta_\pi$ is canonical, but normalising the function $\hat{\mu}_{X^*}$, requires making a choice of $G$-invariant measure on $G/C_G(X^*)^\circ$. We use the quotient of Waldspurger’s canonical Haar measures \cite{Waldspurger} \S 4 on $G$ and its (reductive \cite{Lusztig} Proposition 13.19]) subgroup $C_G(X^*)^\circ$. (These measures assign mass $|K|^{-1/2} |\text{Lie}(K)|^{-1/2}$ to a parahoric subgroup $K$ with reductive quotient $\hat{K}$; see \cite{Stuhler} \S 5.1, p. 835.) Put

$$\Phi_\pi = |D_G^{\text{red}}|^{1/2} \Theta_\pi \quad \text{and} \quad \hat{\mu}_{X^*} = |D_G^{\text{red}}(X^*)|^{1/2} |D_G^{\text{red}}|^{1/2} \hat{\mu}_{X^*},$$
and, if $X^*$ is strongly regular semisimple, then also

$$SO^\mathcal{G}_{X^*} = \sum_{X^* \in G \cdot X^*} \hat{O}^\mathcal{G}_{X^*},$$

where $G \cdot X^* := Ad^*(G(k^{un}))X^* \cap g^*$ is the $G$-stable conjugacy class of $X^*$ (see [17 §3, p. 788] and [10 §2.9, p. 817]), as functions defined at least on $G^{rss}$, $g^{rss}$, and $\hat{g}^{rss}$, respectively.

**Remark 4.1.7.** The functions $\Theta_\pi$, $\hat{O}^\mathcal{G}_{X^*}$, and $SO^\mathcal{G}_{X^*}$ may extend smoothly off the regular semisimple set; for example, they are globally defined if $G/Z(G)$ is compact. Since $G^{rss}$ is dense in $G$, any such extension is uniquely determined. Therefore, we do not distinguish notationally between the functions and their maximal smooth extensions.

For the remainder of this section, fix a compact, central, expanded cuspidal quintuple $(G, \pi', \phi, x, X^*)$. Let $r > 0$ be the depth of the quintuple. Fix also an $r$-approximable element $\gamma \in G$, say with $r$-approximation $\gamma = \gamma_{< r} \gamma_{\geq r}$ [3 Definition 6.8]. Until [4.4 put $H = C_G^r(\gamma)$ [3 Definition 9.3]. (In §4.4 and 4.5 the connected group $C_G^r(\gamma)$ is enlarged to the possibly disconnected group $C_G(\gamma_{< r})$, of which $C_G^r(\gamma)$ is the identity component [3 Corollary 6.14].)

Let $T$ be a maximal $H$-torus (so that $\gamma_{< r} \in T$), and write

- $R = R(G, T),$
- $\tilde{R} = \tilde{R}(G, T),$
- $R_H = R(H, T),$ and
- $\tilde{R}_H = \tilde{R}(H, T).$

It is convenient to impose no additional hypotheses on $T$ for Lemma 4.1.9 but we do add some hypotheses immediately afterwards.

**Remark 4.1.8.** By [3 Lemma 6.13], if $\gamma \in T$, then $\gamma_{< r} \in T$ as well. In this case, we have that $\text{ord}(\alpha(\gamma) - \alpha(\gamma_{< r})) \geq r$ (hence that $\text{ord}_\gamma \alpha = \text{ord}_{\gamma_{< r}} \alpha$) for $\alpha \in \tilde{R} \setminus \tilde{R}_H$, and that $\alpha(\gamma) = \alpha(\gamma_{\geq r})$ for $\alpha \in \tilde{R}_H$. In particular, $\tilde{R}_H = \{\alpha \in \tilde{R} \mid \text{ord}_\gamma \alpha \geq r\}$.

**Lemma 4.1.9.** If $\gamma \in T$, then $|D_G^\mathcal{G}(\gamma)| = |D_G^\mathcal{G}(\gamma_{< r})| \cdot |D_H^\mathcal{G}(\gamma_{\geq r})|$.  

**Proof.** By Remark 2.2.9, we have that

$$|D_G^\mathcal{G}(\gamma)| = \prod_{\alpha \in \tilde{R}} q^{-\text{ord}_\gamma \alpha}, \quad |D_G^\mathcal{G}(\gamma_{< r})| = \prod_{\alpha \in \tilde{R} \setminus \tilde{R}_H} q^{-\text{ord}_{\gamma_{< r}} \alpha},$$

and

$$|D_H^\mathcal{G}(\gamma_{\geq r})| = \prod_{\alpha \in \tilde{R}_H} q^{-\text{ord}_{\gamma_{\geq r}} \alpha},$$

so that the desired equality follows from Remark 4.1.8.  

For the remainder of this section, suppose that $T$ is $k_{\text{tame}}$-split and contained in $G'$, and that $x \in B(T, k)$. Then $\gamma_{< r} \in T \subseteq G' [3 Remark 6.10(1)]$, so that it makes sense to define $C_{G'}^r(\gamma_{< r})$. By abuse of notation, we write $C_G^r(\gamma)$, or just $H'$, in place of $C_{G'}^r(\gamma_{< r})$. Put $R' = R(G', T)$ and $R_H = R(H', T) = \tilde{R}_H \cap R'$.

**Remark 4.1.10.** By [3 Lemma 6.5], we have that $H = H' \cap G'$.  

In order to minimise notation, it helps to have a notation for the Fourier transforms of orbital integrals occurring in character formulæ that does not require us to refer directly to the element \( X^* \).

**Definition 4.1.11.** Write \( \hat{\mathcal{O}}_\pi^H \) and (if \( X^* \) is strongly regular semisimple, that is, if \( G' \) is a torus) \( \hat{\mathcal{O}}_\pi^H \) for the restrictions to \( \mathfrak{h}^{\text{reg}} \cap \mathfrak{h}_r \) of \( \hat{\mathcal{O}}_\pi^H \) and \( \hat{\mathcal{O}}_\pi^H \), respectively.

Since \( \pi' \) is \( G_{x,r} \)-isotypic, we have by [4, Lemma B.4] that \( \hat{\mathcal{O}}_\pi^H \) and \( \hat{\mathcal{O}}_\pi^H \) depend only on \( \pi' \) (indeed, only on \( \phi |_{G_{x,r}} \)), not on the choice of expanded quintuple.

### 4.2. Indices

The character formulæ of [4] involve groups \([\gamma; x, r] \) and \([\gamma_x; x, r+][\gamma_{<r}; x, r+][\gamma_{<r}; x, r+]\]. These are defined in [3, Definition 6.6], but, since we are interested only in the cardinalities of certain quotients involving these groups, we do not reproduce their full definitions here (though see the proof of Proposition 4.2.1 below). Since the definitions of these groups depend only on \( \gamma < r \), we ease notation by assuming throughout this section that \( \gamma = \gamma < r \).

**Proposition 4.2.1.**

\[
\left[ [\gamma; x, r] : T_{0+} G_{x,x/r/2} \right] \cdot \left[ [\gamma; x, r+] : T_{0+} G_{x,(r/2)+} \right] = |t_{0+}| \cdot |h_{x,0,+}|^{-1} \cdot \prod_{\alpha \in \mathcal{R}_H} q^{-\cdot |D^\mathcal{R}_H(\gamma)|^{-1}}.
\]

**Proof.** In the notation of [3, Definition 5.14], write \( \tau G_{x,0+\vee(\text{ord}_x)}/2 \) and \( \tau g_{x,0+\vee(\text{ord}_x)/2} \) as abbreviations for \( \tau G_{x,f_{\mathcal{H}}} \) and \( \tau g_{x,f_{\mathcal{H}}} \), where

\[
f_{\mathcal{H}}(\alpha) = \begin{cases} 0+, & \alpha \in \widetilde{R}_H \\ 1/2(r - \text{ord}_x \alpha), & \alpha \in \widehat{R} \setminus \widetilde{R}_H \end{cases},
\]

and, similarly, \( \tau G_{x,(0\vee(\text{ord}_x)/2)+} \) and \( \tau g_{x,(0\vee(\text{ord}_x)/2)+} \) instead of \( \tau G_{x,f} \) and \( \tau g_{x,f} \), where \( f^+ \) is defined by

\[
(f^+)(\alpha) = f_{\mathcal{H}}(\alpha) + \begin{cases} 0+, & \alpha \in \widehat{R}_H \\ 1/2(r - \text{ord}_x \alpha +), & \alpha \in \widehat{R} \setminus \widehat{R}_H. \end{cases}
\]

Note that \( f_{\mathcal{H}} \) (hence also \( f^+ \)) is everywhere strictly positive. We are also interested in the merely non-negative function \( f \) defined by

\[
f(\alpha) = \begin{cases} 0, & \alpha \in \widehat{R}_H \\ 1/2(r - \text{ord}_x \alpha), & \alpha \in \widehat{R} \setminus \widehat{R}_H, \end{cases}
\]

and, as above, we write \( \tau g_{x,0\vee(\text{ord}_x)/2} \) instead of \( \tau g_{x,f} \). (The corresponding group is not of interest to us.)

By [3, Definition 6.6],

\[
[\gamma; x, r] = \tau G_{x,0+\vee(\text{ord}_x)/2} \quad \text{and} \quad [\gamma; x, r+] = \tau G_{x,0\vee(\text{ord}_x)/2+}.
\]

In the notation of [3, Definition 5.14], we have by [3, Proposition 5.40] that \( T_{0+} G_{x,r/2} = (T, G)_{x,0+(r/2)/2} \) and \( T_{0+} G_{x,(r/2)+} = (T, G)_{x,0+(r/2)+} \); the corresponding Lie-algebra statements follow immediately from Definition 3.2.1. Thus, we are almost in a position to use Lemma 3.2.5 except for two obstacles. First, we are working on the group, not on the Lie algebra; and, second, the function \( f_{\mathcal{H}} \) is not real valued.

The solution proceeds in two stages: we first pass to the Lie algebra, then ‘manually’ account for the difference between \( f_{\mathcal{H}} \) and the real-valued function \( f \). Although there need not be any reasonably behaved map from \( \tau G_{x,(0+\vee(\text{ord}_x)/2)/2}/T_{0+} G_{x,r/2} \) to
Remark 4.1.8), we have

\[ T_{G_x,0+} \cdot \left( \frac{T_{G_x,0+} + g_{x,r/2}}{t_{G_x,0+}} \right) = T_{G_x,0+} \cdot g_{x,r/2} \]

and, similarly,

\[ T_{G_x,0+} \cdot \left( \frac{T_{G_x,0+} + g_{x,r/2}}{t_{G_x,0+}} \right) = T_{G_x,0+} \cdot g_{x,r/2} \]

Thus,

\[ \left[ [\gamma; x, r] : T_{G_x,0+} : t_{G_x,0+} + g_{x,r/2} \right] = \frac{T_{G_x,0+} \cdot \left( g_{x,r/2} \right)}{t_{G_x,0+}} \]

and, similarly,

\[ \left[ [\gamma; x, r+] : T_{G_x,0+} : t_{G_x,0+} + g_{x,r/2} \right] = \frac{T_{G_x,0+} \cdot \left( g_{x,r/2} \right)}{t_{G_x,0+}} \]

so that we may re-write the left-hand side of the equality in the statement as

\[ \left[ \frac{t_{G_x,0+} + g_{x,r/2}}{t_{G_x,0+}} : T_{G_x,0+} : t_{G_x,0+} + g_{x,r/2} \right] \cdot \left( \frac{T_{G_x,0+} \cdot g_{x,r/2}}{t_{G_x,0+}} \right) \]

Since \( \frac{1}{2} \) \( (r - \text{ord}_\gamma \alpha) \leq 0 \) exactly when \( \text{ord}_\gamma \alpha \geq r \), i.e., exactly when \( \alpha \in \tilde{R}_H \) (see Remark 4.1.8), we have

\[ (*) = |t_{G_x,0+} : t_{G_x,0+} + g_{x,r/2}|^{-1} \cdot \frac{T_{G_x,0+} \cdot g_{x,r/2}}{t_{G_x,0+}} \cdot \frac{T_{G_x,0+} \cdot g_{x,r/2}}{t_{G_x,0+}} \]

By Lemma 3.2.5 (and Remark 3.2.6) and [3] Corollary 6.14, we have

\[ (***) = \prod_{\alpha \in \tilde{R}_H} q^2(r/2-\alpha/2) \cdot \prod_{\alpha \in R-H} q^{2(r/2-(r-\alpha))} \]

\[ = \prod_{\alpha \in \tilde{R}_H} q^r \cdot \prod_{\alpha \in \tilde{R}_H} q^{\text{ord}_\gamma} \}

\[ = \prod_{\alpha \in \tilde{R}_H} q^r \cdot |D_{G}^{\text{red}}(\gamma)|. \]

Corollary 4.2.2.

\[ \left[ [\gamma; x, r] : [\gamma; x, r] \cdot \frac{[\gamma; x, r+]}{G_x,0+} : [\gamma; x, r+] \cdot \frac{[\gamma; x, r+]}{G_x,0+} \right] \]

\[ = |t_{G_x,0+} : t_{G_x,0+} + g_{x,r/2}|^{-1} \cdot |D_{G}^{\text{red}}(\gamma)|^{-1} \cdot |D_{G}^{\text{red}}(\gamma)| \]

Proof. By [3] Proposition 5.40 and Lemma 5.29, we have that \( [\gamma; x, d]_G \cap T_{G_x,0+} = T_{0+} \cdot G_x,0+ \) for \( d \in \{ r, r+ \} \); so the left-hand side of the equality in the statement is

\[ \left( [\gamma; x, r] : T_{0+} \cdot G_x,0+ : T_{0+} \cdot G_x,0+ \right) \times \left( [\gamma; x, r+] : T_{0+} \cdot G_x,0+ : T_{0+} \cdot G_x,0+ \right) \]

By Proposition 4.2.1, this equals

\[ |t_{G_x,0+} : t_{G_x,0+} + g_{x,r/2}|^{-1} \cdot \prod_{\alpha \in \tilde{R}_H} q^r \cdot |D_{G}^{\text{red}}(\gamma)|^{-1} \cdot |D_{G}^{\text{red}}(\gamma)|. \]

\[ (*) \]
By Remark 4.1.10 we have that $\mathcal{H}' = \mathcal{H} \cap \mathcal{G}' = C_{\mathcal{H}}(X^*)$. Since $R_{\mathcal{H}'} = R_{\mathcal{H}} \cap R'$, we have by [29, §8, GE1] that $\operatorname{ord}_{X'} \alpha = -r$ for the roots $\alpha$ in the product $(*);$ so

\[
(*) = \prod_{\alpha \in R_{\mathcal{H}} \cap R_{\mathcal{H}'}} q^{-\operatorname{ord}_{X'} \alpha} = \left| D_{\mathcal{H}'}^{\mathcal{H}}(X^*) \right|.
\]

\[\square\]

4.3. Roots of unity. The character formulae of [4] involve 4th roots of unity defined in terms of Galois actions on root systems. Definition 4.3.1 below breaks down these roots in a slightly different way from what is done in [4]; in Proposition 4.3.8 we show that the two approaches give the same result.

Except for the symbols whose definitions make explicit reference to the group $\mathcal{H} = C^G_G(\gamma)$, the definitions below do not depend on the approximability of $\gamma$.

Definition 4.3.1. Write

- $R_{x,r/2} = \{ \alpha \in R \mid r/2 \in \operatorname{ord}_x(\alpha) \}$,
- $R_{x,(r-\operatorname{ord}_x)}/2 = \{ \alpha \in R \mid \alpha(\gamma) \neq 1 \text{ and } (r - \operatorname{ord}_x \alpha)/2 \in \operatorname{ord}_x(\alpha) \}$, and
- $R(\pi', \gamma) = R_{x,(r-\operatorname{ord}_x)}/2 \setminus R'$.

As in [4, Proposition 5.2.13], write also

- $\mathcal{G} = q^{-1/2} \sum_{\tilde{\epsilon} \in \tilde{\mathcal{A}}} \Lambda(t^2)$;
- $t_{\alpha} = \frac{1}{2} e_{\alpha} \cdot N_{\mathcal{H}^\alpha} \cdot \left( \frac{1}{2} \alpha(\gamma) - 1 \right)$, where $w_{\alpha}$ is an element of $k_{\alpha}$ of valuation $\frac{1}{2}(r - \operatorname{ord}_x \alpha)$ such that $w_{\alpha} \in k_{\pm \alpha}$, for $\alpha \in R(\pi', \gamma)$; and
- $\mathcal{G}_{\pm \alpha}$ for the $k_{\pm \alpha}$-group generated by the $(\pm \alpha)$-root subgroups of $\mathcal{G}$.

Now we introduce a number of new pieces of notation, each of which builds on the others. If $A$ is a finite, Abelian group of even order, then denote by $\operatorname{sgn}_A$ the unique non-trivial homomorphism from $A$ to $\{\pm 1\}$. First put

\[
\tilde{e}(G, T, \gamma) = (-1)^{[\Gamma \setminus R_{x,(r-\operatorname{ord}_x)}/2]} \sum_{\alpha \in \Gamma \setminus R_{x,(r-\operatorname{ord}_x)}/2} \operatorname{sgn}_{G_{\alpha}}(\alpha(\gamma)),
\]

\[
\varepsilon_{\text{symm, unram}}(G, T, \gamma) = \prod_{\alpha \in \Gamma \setminus R_{x,(r-\operatorname{ord}_x)}/2} \varepsilon_{\alpha}(\gamma),
\]

\[
\varepsilon_{\text{symm}, x,r/2}(G, T, \gamma) = \prod_{\alpha \in \pm \Gamma \setminus R_{x,r/2}} \varepsilon_{\alpha}(\gamma),
\]

and

\[
\varepsilon_{\text{ram}, x,r/2}(G, T, \gamma) = \varepsilon_{\text{symm}}(G, T, \gamma) \varepsilon_{\text{symm, unram}}(G, T, \gamma).
\]

Next put

\[
\tilde{e}(G/G', \gamma) = \frac{\tilde{e}(G, T, \gamma)}{\tilde{e}(G', T, \gamma)},
\]

and similarly for $\varepsilon_{\text{symm, unram}}$, $\varepsilon_{\text{symm}, x,r/2}$, and $\varepsilon_{\text{ram}; x,r/2}$; and then

\[
e(G/G', \gamma) = \prod_{\alpha \in R \setminus R'} (-1)^{c_\alpha(r-\operatorname{ord}_x \alpha)}
\]
and

$$\varepsilon_{\text{symm}, \text{ram}}(G/G', \gamma) = \prod_{\alpha \in \Gamma \setminus R(\pi', \gamma)_{\text{symm}, \text{ram}}} (-1)^{\text{rank}_{\ell} \alpha} G_{\pm \alpha}^{-1} (-\theta)^{f_{\alpha}} \times$$

$$\text{sgn}_{t_{\alpha}}(t_{\alpha}) \text{sgn}_{k_{\pm \alpha}}(G_{\pm \alpha}).$$

Finally, put

$$\hat{e}(\pi', \gamma) = \frac{\hat{e}(G/G', \gamma)}{\hat{e}(H/H', \gamma)},$$

and similarly for \(\varepsilon_{\text{symm, unram}}, \varepsilon_{\text{symm}, \text{ram}}, \varepsilon_{\text{symm, ram}}, \text{ and } e.\)

The signs occurring in Definition 4.3.1 play an important rôle in the character computations, and their behaviour is surprisingly subtle (for example, it necessitates the modification of the original Yu construction described in Definition 5.1 below); so we take a while to discuss some of their important properties.

Remark 4.3.2. The riot of notation in Definition 4.3.1 serves a purpose; each term is handled differently. The function \(e_{\text{ram}}(\pi') : \gamma \mapsto e_{\text{ram}}(\pi', \gamma)\) is a character of \(T\). We build it into the ‘twisted’ construction (Definition 5.4) of supercuspidals from toral pairs. The function \(\hat{e}(\pi')\) is the source of the sign changes predicted by Kottwitz [18]; see Proposition 4.3.7. The function \(\varepsilon_{\text{symm, ram}}(\pi')\) is a bit more mysterious; but, by Lemma 4.3.6, it does not change under stable conjugacy, and so, for our purposes, this mystery may be swept under the rug.

Remark 4.3.3. If \(T\) is an elliptic \(G\)-torus and \(\alpha \in R\), then \(\sum_{\sigma \in \Gamma_{\alpha}} \alpha\) is a (rational) character of \(T/\mathbb{Z}(G)\), hence is trivial; so

$$\text{sgn}_{t_{\alpha}}(\alpha(\gamma))^{e_{\alpha}} = \text{sgn}_{t}(N_{t_{\alpha}}(\alpha(\gamma)))^{e_{\alpha}} = \text{sgn}_{t}(N_{k_{\alpha}}(\alpha(\gamma))) = \text{sgn}_{t}\left(\left(\sum_{\sigma \in \Gamma_{\alpha}} \alpha(\gamma)\right)\right) = 1$$

for all \(\gamma \in T\).

In particular, if \(e_{\alpha}\) is odd, then \(\text{sgn}_{t_{\alpha}}(\alpha(\gamma)) = 1\); so, if \(T\) splits over an extension of odd ramification degree, then the character \(\varepsilon_{x,r/2}(G, T, \gamma)\) of Definition 4.3.1 is trivial.

Remark 4.3.4. The quantities \(\hat{e}(G, T, \gamma), \varepsilon_{\text{symm, unram}}(G, T, \gamma), \text{ and } \varepsilon_{\text{symm, ram}}(G/G', \gamma)\) all depend on \(r\), although we suppress it from the notation for convenience.

By Corollary 4.1.8 we have that \(\hat{e}(G, T, \gamma) = (-1)^{\text{rank}_{\ell}(x_{\gamma} \cdot (r - \text{ord}_{\gamma}))/2}\).

The restriction of a symmetric root \(\alpha\) to the maximal \(k\)-split torus \(T_{s}\) of \(T\) is both fixed (because \(T_{s}\) is \(k\)-split) and negated (because \(\alpha\) is symmetric) by some element of \(\Gamma\); so \(\alpha\) is trivial on \(T_{s}\). That is, \(R(G, T)_{\text{symm}} = R(M, T)_{\text{symm}}, \text{ where } M = C_{G}(T_{s}).\) Since \(T_{s}\) is \(k\)-elliptic in \(M\), the image of \(B(T, k)\) in \(B_{\text{red}}(M, k)\) is a singleton; so it follows that \(\hat{e}(G, T, \gamma), \varepsilon_{\text{symm, unram}}(G, T, \gamma), \text{ and } \varepsilon_{\text{symm, ram}}(G/G', \gamma)\) do not depend on the choice of \(x \in B(T, k)\).

By Remark 4.1.8 we have that \(\hat{e}(\pi', \gamma)\) depends only on \(\gamma < r\) (and \(\pi'\), and, possibly, \(T\), not on \(\gamma\); and similarly for \(\varepsilon_{\text{symm, ram}}, \varepsilon_{x,r/2}, \varepsilon, \varepsilon_{\text{symm, ram}}, \text{ and } \varepsilon_{x,r/2}\).

It seems likely that \(\hat{e}(G/G', \gamma)\), but not \(\hat{e}(G, T, \gamma)\), is independent of the choice of \(k_{\text{tame}}\)-split maximal torus \(T\) in \(G'\) containing \(\gamma\); and similarly for \(\varepsilon_{\text{symm, unram}}, \varepsilon_{x,r/2}, \varepsilon_{\text{symm, ram}}, \text{ and } \varepsilon_{x,r/2}\). However, we currently do not have a proof of this. (It is clear
Lemma 4.3.6. Proof. We claim that, for any symmetric and ramified $T$ of a symmetric root $\alpha$, the identification preserves the notion of symmetry of a root, and of (un)ramifiedness. The result follows. □

Proposition 4.3.7. If $G'$ contains a maximally $k^{un}$-split torus in $G$, then
$$\tilde{e}(\pi', \gamma) = (-1)^{\text{rank}_k G'} \cdot (-1)^{\text{rank}_k H'} \cdot e(\pi', \gamma).$$
Note in particular that roots such that \( \Xi \), and 5.2.11 disjoint sets.

**Proof.** We actually work in the proof with these products, rather than the ones appearing in Definition 4.3.1. If \( \alpha \notin R' \cup R_H \), then we have that \( r - \text{ord}_x \alpha = \text{ord}_x (X') - \text{ord}(\alpha) - 1 \in \mathbb{Z}_x \).

By Corollary 3.1.9 therefore, \( \frac{1}{2} (r - \text{ord}_y \alpha) \in \text{ord}_x \alpha \) if and only if \( 0 \in \text{ord}_x \alpha \) and \( r - \text{ord}_x \alpha \in 2\mathbb{Z}_x \), or \( 0 \notin \text{ord}_x \alpha \) and \( r - \text{ord}_x \alpha \notin 2\mathbb{Z}_x \). Thus,

\[
\tilde{e}(\pi', \gamma) = (-1)^{\text{ord}_x (R_x \setminus (R' \cup R_H))} \prod_{\alpha \in \text{ord}_x (R_x \setminus (R' \cup R_H))} (-1)^{e_\alpha (r - \text{ord}_x \alpha)},
\]

where \( R_x = \{ \alpha \in R \mid 0 \notin \text{ord}_x \alpha \} \). The result now follows from [28] Proposition 5.17.

Finally, we relate our roots of unity from Definition 4.3.1 to those occurring in [4]. Proposition 4.3.8 and its proof may be challenging to read, because it is comparing two different systems of notation—the ad hoc system of [4], and the more nearly uniform system of this paper—that assign conflicting meanings to some symbols. We indicate explicitly when we are using the notation of [4].

**Proposition 4.3.8.** The quantity \( \varepsilon(\phi, \gamma) \mathcal{G}(\phi, \gamma) \) (in the notation of [4] Propositions 3.8 and 5.2.13) equals \( \varepsilon_{\text{symm, ram}}(\pi', \gamma) \varepsilon_{\text{ram}}(\pi', \gamma) \tilde{e}(\pi', \gamma) \) (in the notation of Definition 4.3.1).

**Proof.** We may, and do, assume that \( \gamma = \gamma < r \).

Preserve the notation of Definition 4.3.1. There are defined in [4] Notations 3.7 and 5.2.11 disjoint sets \( \Xi(\phi, \gamma) \) and \( \Upsilon(\phi, \gamma) \) such that \( \Xi(\phi, \gamma) \cup \Upsilon(\phi, \gamma) = R(\pi', \gamma) \). Those roots such that \( \text{ord}_x \alpha = 0 \) lie in \( \Xi(\phi, \gamma) \), and those such that \( 0 < \text{ord}_x \alpha < r \) in \( \Upsilon(\phi, \gamma) \). Note in particular that \( \alpha(\gamma) \in 1 + P_\alpha \) whenever \( \alpha \in \Upsilon(\phi, \gamma) \). We abbreviate \( \Xi(\phi, \gamma) \) to \( \Xi \), and \( \Upsilon(\phi, \gamma) \) to \( \Upsilon \).

Now note that

\[
\varepsilon_{\text{symm, unram}}(\pi', \gamma) = \prod_{\alpha \in \text{ord}_x (R_x \setminus (R' \cup R_H))} \text{sgn}_{H_\alpha}(\alpha(\gamma)) = \prod_{\alpha \in \Upsilon \setminus \Xi_{\text{symm, unram}}} \text{sgn}_{H_\alpha}(\alpha(\gamma)) \prod_{\text{ord}_x \alpha > 0} \text{sgn}_{H_\alpha}(\alpha(\gamma)) = \prod_{\alpha \in \Upsilon \setminus \Xi_{\text{symm, unram}}} \text{sgn}_{H_\alpha}(\alpha(\gamma)) = \prod_{\alpha \in \Upsilon \setminus \Xi_{\text{symm, unram}}} \text{sgn}_{H_\alpha}(\alpha(\gamma)),
\]

since each multiplicand \((*)\) equals 1. Similarly,

\[
\varepsilon_{\text{symm}}(\pi', \gamma) = \prod_{\alpha \in \text{ord}_x (R(\pi', \gamma) \setminus R(\pi', \gamma)_{\text{symm}})} \text{sgn}_{H_\alpha}(\alpha(\gamma)).
\]

We actually work in the proof with these products, rather than the ones appearing in Definition 4.3.1.

The proof of [4] Proposition 3.8] uses [11] Theorem 4.9.1. As mentioned there, one could instead use [11] Corollary 4.8.1]; we do so here. Recall the decomposition

\[
\mathcal{V} = \mathcal{V}^{(0+)} \oplus \bigoplus_{\alpha \in \Xi_{\text{symm}}} V_\alpha \oplus \bigoplus_{\alpha \in \Xi_{\text{symm}}} V_{\pm \alpha}
\]
Then, in the notation of [4] Proposition 3.8] (and its proof), the quantity denoted there by \(\varepsilon(\phi, \gamma)\) is the angular component of the complex number

\[
\theta_{W, \psi^\alpha}(\gamma) \cdot \prod_{\alpha \in \Gamma \setminus \Xi_{\text{symm}}} \theta_{W, \xi}(\gamma) \cdot \prod_{\alpha \in \pm \Gamma \setminus \Xi_{\text{symm}}} \theta_{W, \xi^\pm}(\gamma)
\]

[4] proof of Proposition 3.8, p. 1159, (†). By [4] (3.3) and (3.4), \(\theta_{W, \psi^\alpha}(\gamma)\) is a positive number, and

\[
\prod_{\alpha \in \pm \Gamma \setminus \Xi_{\text{symm}}} \theta_{W, \xi^\pm}(\gamma) = \prod_{\alpha \in \pm \Gamma \setminus \Xi_{\text{symm}}} \text{sgn}_{f_{\alpha}}(\alpha(\gamma)) = e_{\text{symm}}(\pi', \gamma),
\]

where the notation on the right is that of Definition 4.3.1 (and we have used that \(\alpha(\gamma)\) is in \(1 + P_{\alpha}\) for \(\alpha \in \Gamma\)). Thus, to understand the quantity \(\varepsilon(\phi, \gamma)\) of [4], it remains only to compute the angular component of \(\theta_{W, \psi^\alpha}(\gamma)\) for \(\alpha \in \Xi_{\text{symm}}\).

If \(\alpha \in \Xi_{\text{symm, ram}}\), then, as in [4] proof of Proposition 3.8, p. 1159], we obtain a non-degenerate pairing \(f_1 \otimes f_2 \mapsto c_{\alpha} \iota_{\alpha}(f_1, \Omega)\) on \(f_{\alpha}\), where \(c_{\alpha} \in f_{\alpha}\) satisfies \(\sigma_{\alpha} c_{\alpha} = -c_{\alpha}\). Since \(\sigma_{\alpha} \in \Gamma^{un}\) acts trivially on \(f_{\alpha}\), and \(p \neq 2\), we have that \(c_{\alpha} = 0\). Therefore, the non-degenerate pairing above is identically 0, so its domain \(V_{\alpha}\) is 0. By definition [4] Notation 3.7.1, we have that \(V_{\alpha} = \mathfrak{g}(\kappa_{\alpha})_{x,r/2;(-r/2)+}\); so, by Definition 3.1.4 this means that \(r/2 = \frac{1}{2}(r - \text{ord}, \alpha)\) does not lie in \(\text{ord}_{x} \alpha\), which is a contradiction.

Thus \(\Xi_{\text{symm}} = \Xi_{\text{symm, unram}}\). Choose \(\alpha \in \Xi_{\text{symm, unram}}\), so that \(f_{\alpha} = 2f_{\pm \alpha}\). There is an \(f\)-linear isomorphism

\[
V_{\alpha} \cong f_{\alpha}
\]

that identifies the symplectomorphism \(\gamma_{\alpha}\) of \(V_{\alpha}\) induced by \(\gamma\) with multiplication by \(\alpha(\gamma)\); and there is an \(f_{\alpha}\)-split \(f\)-torus \(S_{\alpha}\) in \(\text{Sp}_{V_{\alpha}}(f)\) such that an element \(\pi \in \text{Sp}_{V_{\alpha}}(f)\) lies in \(S_{\alpha}(f)\) if and only if it is identified via (†††) with multiplication by an element of \(f_{\alpha}\). In particular, \(\gamma_{\alpha} \in S_{\alpha}(f)\).

In order to apply [11] Corollary 4.8.1, we need to understand the \(\pm \Gamma\)-orbits of weights of the action of \(S_{\alpha}\) on \(V_{\alpha}\). Since \(\sigma_{\alpha}\) acts on the character lattice \(X^{*}(S_{\alpha})\) of \(S_{\alpha}\) by negation, every such weight is symmetric. Now, if \(\Omega\) is any orbit of weights, then, in the notation of [11] Definition 4.6, \(i(\Omega) = \frac{1}{2} |\Omega|\) is the least positive integer \(i\) such that \(\sigma_{\alpha}^{i}\) acts by negation on \(\Omega\). Now \(\Phi_{\alpha}^{f, \pm \alpha} \in \sigma_{\alpha}^{i} \Gamma^{un}\), so that \(\Phi_{\alpha}^{f, \pm \alpha}\) and \(\sigma_{\alpha}\) act the same on \(X^{*}(S_{\alpha})\). It follows that \(f_{\pm \alpha}\) is an odd multiple of \(i(\Omega)\), so that \(f_{\alpha} = 2f_{\pm \alpha}\) is an odd multiple of \(|\Omega| = 2i(\Omega)|\) (in particular, \(f_{\alpha}\) and \(|\Omega|\) have the same parity) and \(q_{\pm \alpha} = q^{f, \pm \alpha}\) is an odd power of \(q_{\Omega} := q^{i(\Omega)}\). This means that the character \(\chi_{\Omega}^{S_{\alpha}}\) of \([11]\) Lemma 4.6.2(e) is

\[
\pi \mapsto \epsilon(\pi)^{(1+q_{\Omega})/2} = \epsilon(\pi)^{(1+q_{\pm \alpha})/2} = \text{sgn}_{f_{\alpha}}(\epsilon(\pi)),
\]

where \(\epsilon\) is any element of \(\Omega\). We have used that \(\epsilon(\pi)^{(1+q_{\Omega})/2}\) is in \(|\pm 1|\) for all \(\pi \in S_{\alpha}(f)\), and that \(q_{\pm \alpha} + 1 = |f_{\alpha}|\). Finally, since there are \(\dim_{V} V_{\alpha} = f_{\alpha}\) weights of \(S_{\alpha}\) on \(V_{\alpha}\), and the size of each orbit has the same parity as \(f_{\alpha}\), the number \(l(V_{\alpha}, S_{\alpha}; \gamma_{\alpha})\) of orbits of weights is odd. Since (†††) identifies \(\gamma_{\alpha}\) with multiplication by the projection to \(f_{\alpha}\) of \(\alpha(\gamma) \in \mathcal{O}_{\alpha}\), we have that \(N(V_{\alpha}; \gamma_{\alpha}) := \frac{1}{2} \dim \ker(\alpha(\gamma) - 1)|_{V_{\alpha}} = 0\) and, for any weight \(\epsilon\),...
that \( \gamma'_c \) is a Galois conjugate of \( \alpha(\gamma) \). Thus, [4, Proposition 3.8] gives
\[
\theta_{W_{\gamma'c}}(\gamma) = (-1)^{l(V, S_{\alpha}; \gamma_{\alpha})} q^{N(V, S_{\alpha}; \gamma_{\alpha})} \prod_{\varpi} \chi_{\Omega}^c(\gamma_{\alpha})
\]
\[
= (-\text{sgn}_{\Omega}^c(\alpha(\gamma)))^{l(V, S_{\alpha}; \gamma_{\alpha})} 
\]
\[
= -\text{sgn}_{\Omega}^c(\alpha(\gamma)).
\]
That is, by (1) and (3),
\[
\varepsilon(\phi, \gamma) = (-1)^{l(\Gamma \setminus \Xi_{\text{symm}} \setminus \text{ram})} \cdot \varepsilon_{\text{symm}}(\pi', \gamma) \cdot \prod_{\alpha \in \Gamma \setminus \Xi_{\text{symm, unram}}} \text{sgn}_{\Omega}^c(\alpha(\gamma))
\]
\[
\text{(4.9)}
\]
\[
= (-1)^{l(\Gamma \setminus \Xi_{\text{symm}} \setminus \text{ram})} \cdot \varepsilon_{\text{symm, unram}}(\pi', \gamma) \cdot \varepsilon_{\text{ram}}(\pi', \gamma)
\]
\[
= (-1)^{l(\Gamma \setminus \Xi_{\text{symm}} \setminus \text{ram})} \cdot \varepsilon_{\pi', \gamma),
\]
where the notation on the left is that of [4, Proposition 3.8], and that on the right is that of Definition 4.3.1 (and we have used again that \( \alpha(\gamma) \in 1 + P_{\alpha} \) for \( \alpha \in \mathcal{T} \)).

Now, since \( R(\pi', \gamma)_{\text{symm, ram}} = Y_{\text{symm, ram}} \cdot [4, Proposition 5.2.13] \) says precisely that
\[
\text{(4.9)}
\]
\[
\Theta(\phi, \gamma) = (-1)^{l(\Gamma \setminus \Xi_{\text{symm}} \setminus \text{ram})} \varepsilon_{\text{symm, ram}}(\pi', \gamma),
\]
where the notation on the left is that of [4, Proposition 5.2.13], and that on the right is that of Definition 4.3.1.

The desired equality now follows from (4.9) and (4.10).

4.4. An indexing set. In this section and \( \mathbb{G} \) below, we change notation, putting \( H = C_{\mathcal{G}}(\gamma_{<r}) \) (not \( H = C_{\mathcal{G}}(\gamma) = C_{\mathcal{G}}(\gamma_{<r}) \)) and \( H' = C_{\mathcal{G}'}(\gamma_{<r}) \). The reasoning of \( \mathbb{G} \) Proposition 8.4 guarantees only that \( H^0 \), not \( H \) itself, is independent of the choice of approximation \( \gamma = \gamma_{<r} \gamma_{>r} \); but we soon reduce all relevant statements about \( H \) to statements about \( H^0 \), so it doesn’t matter.

The following set occurs implicitly in [4, Theorem 6.4], where it is the indexing set for a sum used in the computation of the character of \( Y_{\mathcal{G}'} \pi' \).

Definition 4.4.1. Put \( C(\pi', \gamma) := \{ g \in G \mid \text{Int}(g) \gamma_{<r} \in G' \text{ and } \text{Int}(g) \gamma_{>r} \in G_{x, r} \} \).

Write \( C \) for \( C(\pi', \gamma) \). Lemma 4.4.2 below is a technical result on the indexing set, proven in \( \mathbb{G} \): we are mostly interested in its consequences, Corollaries 4.4.3 and 4.4.4.

Lemma 4.4.2 ([3, Lemma 9.10]). \( C \cap G_{x, 0+} = G_{x, 0+} H_{x, 0+} \).

Corollary 4.4.3. The natural projection
\[
\text{stab}_{G'}(\mathcal{T}) \backslash C / H \rightarrow \text{stab}_{G'}(\mathcal{T}) G_{x, 0+} \backslash G_{x, 0+} C / H
\]
is a bijection.

Proof. Let us call the map \( i_{\gamma} \). It is clear that it is a surjection.

Fix \( g \in C \). Replacing \( \gamma \) by \( \text{Int}(g) \gamma \) (hence \( \gamma_{<r} \) by \( \text{Int}(g) \gamma_{<r} \) and \( \gamma_{>r} \) by \( \text{Int}(g) \gamma_{>r} \)) replaces \( H \) by \( \text{Int}(g) H \), \( C \) by \( C g^{-1} \), and \( i_{\gamma} \) by \( cg^{-1} \rightarrow i_{\gamma}(c) g^{-1} \); so it suffices to compute the fibre over \( g = 1 \). If \( c \in C \) is such that \( \text{stab}_{G'}(\mathcal{T}) G_{x, 0+} c H = i_{\gamma}(c) = i_{\gamma}(1) = \text{stab}_{G'}(\mathcal{T}) G_{x, 0+} H \), then, since \( G_{x, 0+} \) is normalised by \( \text{stab}_{G'}(\mathcal{T}) \), there exists \( k \in G_{x, 0+} \) in \( \text{stab}_{G'}(\mathcal{T}) c H \). Such an element \( k \) lies in \( C(\pi', \gamma_{<r}) \) (not necessarily \( C(\pi', \gamma) \)). By Lemma 4.4.2, it follows that \( k \in G_{x, 0+} H_{x, 0+} \subseteq \text{stab}_{G'}(\mathcal{T}) H \), so that \( \text{stab}_{G'}(\mathcal{T}) k H = \text{stab}_{G'}(\mathcal{T}) c H \) is the trivial double coset. \( \square \)
Corollary 4.4.4. If $\gamma < r \in G'$, then

$\text{stab}_{G'}(\mathfrak{p})G_{x,0^+} \cap H = \text{stab}_{H'}(\mathfrak{p})H_{x,0^+}$

and $\text{stab}_{G'}(\mathfrak{p})G_{x,0^+} \cap H^\circ = \text{stab}_{H'}(\mathfrak{p})H_{x,0^+}$.

Proof. Suppose that $h \in \text{stab}_{G'}(\mathfrak{p})G_{x,0^+} \cap H$, and write $h = g'k$, where $g' \in \text{stab}_{G'}(\mathfrak{p})$ and $k \in G_{x,0^+}$. As in the proof of Corollary 4.4.3, we have that $k \in \text{stab}_{G'}(\mathfrak{p})H \subseteq C(\gamma', \gamma < r) \cap H$, hence by Lemma 4.4.2 that $k \in G'_{x,0^+}H_{x,0^+}$. It follows that

$h = g'k \in H \cap \text{stab}_{G'}(\mathfrak{p})H_{x,0^+} = (H \cap \text{stab}_{G'}(\mathfrak{p}))H_{x,0^+} = \text{stab}_{H'}(\mathfrak{p})H_{x,0^+},$

whence the first containment.

For the second containment, observe that, since $H_{x,0^+} \subseteq H^\circ$ and $H')H_{x,0^+} = H^\circ$ (see Remark 4.1.10), we have

$H^\circ \cap \text{stab}_{G'}(\mathfrak{p})G_{x,0^+} = H^\circ \cap \text{stab}_{H'}(\mathfrak{p})H_{x,0^+}$

$= (H^\circ \cap \text{stab}_{H'}(\mathfrak{p}))H_{x,0^+} = \text{stab}_{H'}(\mathfrak{p})H_{x,0^+}.$

$\square$

4.5. Orbital integrals. Preserve the notation of (4.4) In particular, $H$ and $H'$ are the possibly disconnected groups $C_G(\gamma < r)$ and $C_G(\gamma < r)$, respectively. Proposition 4.5.1 relates orbital integrals on $H$ and $H^\circ$; but note that, as in Proposition 4.3.8 in addition to changing the domain of integration, we are also changing the normalisation of the measure with respect to which it is computed.

Proposition 4.5.1. We have that

$\hat{\mu}^{\text{stab}_{H'}}_{X^*} = \left[\text{stab}_{H'}(\mathfrak{p}) : \text{stab}_{H'}(\mathfrak{p})\right]^{-1} \left|\left< h', h \right>_{x,(0,0),(0,0^+)}\right|^{1/2} \times 
\sum_{h \in \text{stab}_{H'}(\mathfrak{p})} \hat{\mu}^{\text{Ad}^*(h)X^*}_{X^*}
$

and

$\hat{\mu}^H_{X^*} = \left[\text{stab}_{H'}(\mathfrak{p}) : \text{stab}_{H'}(\mathfrak{p})\right]^{-1} \left|\left< h', h \right>_{x,(0,0),(0,0^+)}\right|^{1/2} \times 
\sum_{h \in \text{stab}_{H'}(\mathfrak{p})} \hat{\mu}^{\text{Ad}^*(h)X^*}_{X^*},
$

as functions on $h^{\text{ss}}$, where the orbital integrals on the left are normalised as in (4) Corollary 6.6, and those on the right as in Definition 7.4.6.

See (4) (6.4) for the definition of $\hat{\mu}^{\text{stab}_{H'}}_{X^*}$. We do not reproduce it here, since we are really interested only in $\hat{\mu}^H_{X^*}$.

Proof. Since the arguments are essentially identical, we discuss only the integral over $H$.

As observed after the proof of (4) Theorem 6.4, we may use (4) Lemma B.2] to re-write the Fourier transform of an orbital integral with respect to $H$, which is the group of $k$-rational points of a possibly disconnected group, as a sum of Fourier transforms of orbital integrals with respect to $H^\circ$, which is the group of $k$-rational points of a connected group.

Since $C_H(X^*) = H'$, we have by (4) Lemma B.2] that

$\hat{\mu}^H_{X^*} = \left[\text{stab}_{H'}(\mathfrak{p}) : \text{stab}_{H'}(\mathfrak{p})\right]^{-1} \sum_{h \in \text{stab}_{H'}(\mathfrak{p})} \hat{\mu}^{\text{Ad}^*(h)X^*}_{X^*}.$
Note, however, that the right-hand side is still normalised with respect to the measure on $H^0/H^0$ inherited from its embedding in $H/H'$. By Corollary 4.4.4 and Corollary 6.6 and §§2], this measure assigns mass 1 to

$$(H \cap \text{stab}_{G'}(\tau))G_{x,0+}/H' = H_{x,0+}/H'$$

—i.e., to the image in $H/H'$ of $H_{x,0+} \subseteq H^0$, which lies in (the image in $H/H'$ of) $H^0/H^0$.

On the other hand, since $H^0 \cap H_{x,0+} = H_{x,0+}$ by [3, Lemma 6.5 and Corollary 4.8], we have that the quotient of the canonical measures on $H^0$ and $H^0$ (see Definition 4.1.6) assigns to the image in $H^0/H^0$ of $H_{x,0+}$ the quotient of the canonical measure

$$[H_{x,0} : H_{x,0+}]^{-1} \cdot \left( [H_{x,0+} : h_{x,0+}]^{-1/2} \cdot |h_{x,0+}|^{-1} / |h_{x,0+}|^{-1/2} \right)$$

of $H_{x,0+}$ by the canonical measure $|h_{x,0+}|^{-1/2}$ of $H'_{x,0+}$. The result follows.

4.6. An inductive formula for normalised characters. As preparation for our character computation Theorem 4.6.2, which is the main result of this section, we present the complicated-looking Lemma 4.6.1 which just assembles all of our previous results on the comparison between the notations of [4] and of this paper. As with Proposition 4.3.8, it is important to keep in mind that there are two different systems of notation in play.

Recall that we have required that our expanded cuspidal quintuple $(G', \pi', \phi, x, X^*)$ is compact (i.e., that the group $G'/Z(G)$ is $k$-a-anisotropic), so that the character $\Theta_{x'}$, hence also the function $\Phi_{x'}$ of Definition 4.1.6 is defined on all of $G'$.

Lemma 4.6.1. If $\gamma_{<r} \in G'$ and $Y \in \text{Lie}(C_G^{(r)}(\gamma))$, then we have that

$$\varepsilon(\phi, \gamma) \Theta(\phi, \gamma) \times
\begin{align*}
&[[\gamma; x, r] \cdot [\gamma; x, r] G_{x,r;2}]^{1/2} \left( [[\gamma_{<r}; x, r+] : [\gamma_{<r}; x, r+] G_{x,r;2}]^{1/2} \times
\begin{align*}
&\Theta_{\pi'}(\gamma_{<r}) \mu_{X^*}^{C_{G'}^{(r)}(\gamma)}(Y)
\end{align*}
\end{align*}
\end{align*}

(in the notation of [4] Propositions 3.8 and 5.2.13 and [3] Definition 6.6), and with the normalisation of measure of [4] Corollary 6.6) equals

$$\left| D_{G'}^{\text{red}}(\gamma) \right|^{-1/2} \left| D_{G'}^{\text{red}}(\gamma) \right|^{-1/2} \times
\begin{align*}
&\left[ C_{G'}(\gamma_{<r}) : C_{G'}^{(r)}(\gamma) \right]^{-1} \varepsilon_{\text{symm, ram}}(\pi', \gamma) e_{\text{ram}}(\pi', \gamma) \Phi_{x'}(\gamma) \times
\end{align*}
\begin{align*}
&\sum_{h \in C_{G'}(\gamma_{<r})/C_{G'}^{(r)}(\gamma)} \left. O_{\text{Ad}^*(h^{-1}X^*)}^{C_{G'}(\gamma)}(Y) \right|_{(\text{III}'_2), (\text{III}')} \times
\end{align*}
\begin{align*}
&\varepsilon(\pi', \gamma) \times
\end{align*}
\begin{align*}
&\sum_{h \in C_{G'}(\gamma_{<r})/C_{G'}^{(r)}(\gamma)} \left. O_{\text{Ad}^*(h^{-1}X^*)}^{C_{G'}(\gamma)}(Y) \right|_{(\text{III}')} \times
\end{align*}
\begin{align*}
&\sum_{h \in C_{G'}(\gamma_{<r})/C_{G'}^{(r)}(\gamma)} \left. O_{\text{Ad}^*(h^{-1}X^*)}^{C_{G'}(\gamma)}(Y) \right|_{(\text{III}')} \times
\end{align*}

(in the notation of Definitions 2.2.8 4.1.6 and 4.3.1).

Proof. As in §§4.4 4.5 put $H = C_G(\gamma_{<r})$ and $H' = C_G(\gamma_{<r})$, so that $C_G^{(r)}(\gamma) = H^0$ and $C_G^{(r)}(\gamma) = H^0$ [3 Corollary 6.14]. (As in 4.1 we have abbreviated $C_G^{(r)}(\gamma_{<r})$ to $C_G^{(r)}(\gamma)$.)
By Proposition 4.3.8 (I) = (I') · (II'). By Definition 4.1.6 (II) = $|D_{G}^{\text{red}}(\gamma_{<r})|^{-1/2}$ (II'). By Proposition 4.5.1

$$(\text{III}) = \left( (h', h)_{x,(0,0);(0,0+)} \right)^{1/2} |D_{B}^{\text{red}}(X^{*})|^{-1/2} |D_{H}^{\text{red}}(Y)|^{-1/2} (\text{III}') \cdot (\text{III}').$$

The result then follows from Corollary 4.2.2

We are now ready to re-write the character formulæ of [4] in what seems to us to be nearly the optimal form. With the exception of Hypothesis 3.1.2, which has not been needed so far, the hypotheses of Theorem 4.6.2 are the same ones that have been in force throughout the section; we simply re-capitulate them here for convenient reference. Remember that we require $G$ to satisfy [3] Hypotheses B and C.

**Theorem 4.6.2.** Suppose that the group $G$ satisfies Hypothesis 3.1.2 (in addition to [3] Hypotheses B and C). Let $(G', \pi', \phi, x, X^{*})$ be a depth-$r$, compact, central, expanded cuspidal quintuple in $G$. Suppose that $\gamma = \gamma_{<r} \gamma_{\geq r}$ is regular, semisimple, and $r$-approximable, and put $Y_{\geq r} = e^{-1}_{T,x,\gamma_{\geq r}}$ for some $k_{\text{same-split}}$ maximal $G$-torus $T$ such that $\gamma_{<r} \in T$ and $x \in B(T, k)$. Then

$$\Phi_{Y}^{q(G')} \pi' \langle \gamma \rangle = \sum_{(L, \chi) \in G_{\text{red}}^{(r)}(\gamma_{<r})} \varepsilon_{\text{symm, ram}}(\chi, \gamma_{<r}) \cdot \varepsilon_{\text{ram}}(\chi, \gamma_{<r}) \Phi_{\chi}(\gamma_{<r}) \times \tilde{e}(\chi, \gamma_{<r}))^{q(G')} \langle \gamma_{<r} \rangle (Y_{\geq r}).$$

**Proof.** As in the proof of Lemma 4.6.1 put $H = C_{G}(\gamma_{<r})$. Recall that the connected group $G_{\text{red}}^{(r)}(\gamma)$ is the identity component of $H$ [3 Corollary 6.14].

For every $g \in G$, we have that $g^{-1} \cdot (G', \pi', \phi, x, X^{*})$ is a central, expanded cuspidal $G$-quintuple. Thus, if $g_{1}, g_{2} \in G$ satisfy $g_{1}^{-1} \cdot (G', \pi') = g_{2}^{-1} \cdot (G', \pi')$, then, by Remark 4.4.3 we have that $\Ad^{*}(g_{1})^{-1}X^{*} \equiv \Ad^{*}(g_{2})^{-1}X^{*} \pmod{\mathfrak{g}_{x,(r-1)+}}$. By [29 Lemma 8.3], this implies that $g_{1} \in G'_{g_{2}}$. Thus, the map $G' \backslash G \rightarrow G' \cdot (G', \pi')$ given by $G' g \rightarrow g^{-1} \cdot (G', \pi')$ is a bijection. Since this map is equivariant for the natural (right) $G$-action on both spaces, it induces a bijection $G' \backslash G / H^{\circ} \rightarrow H^{\circ} \backslash G \cdot (G', \pi')$.

By [4 Theorem 6.4 and Proposition 5.3.3] and Corollary 4.4.3 using the notation of Definition 4.4.1 we have that $\Theta_{Y}^{q(G')} \pi' \langle \gamma \rangle$ is the sum over $g \in G' \backslash C(\pi', \gamma_{<r}) / H$ of the quantity denoted in [4] by

$$\varepsilon(\phi, \delta_{<r}) G_{\phi}(\delta_{<r}) \times$$

$$\left[ [\delta_{<r}; x, r] \cdot [\delta_{<r}; x, r] \right]_{G}^{1/2} \left[ [\delta_{<r}; x, r] \cdot [\delta_{<r}; x, r+r] \right]_{G}^{1/2} \left[ [\delta_{<r}; x, r+r] \right]_{G}^{1/2} \times \Theta_{\pi'}(\delta_{<r}) \mu_{\chi}^{x} \left( \varepsilon^{q(G')}_{\text{red}}(\phi_{<r}) \right),$$

where $\delta = \text{Int}(g)$ (so that $\delta_{<r} = \text{Int}(g) \gamma_{<r}$ and $\delta_{\geq r} = \text{Int}(g) \gamma_{\geq r}$). (Our $\pi'$ corresponds to $\pi' \otimes \phi$ in the notation of [4].) Note that $\delta_{<r} = \text{Int}(g) \gamma_{<r}$ and $\delta_{\geq r} = \text{Int}(g) \gamma_{\geq r}$. By Lemmata 4.6.1 and 4.1.9 Remark 4.3.3 and Hypothesis 3.1.2 we may re-write the summand as

$$(+) \quad |D_{G}^{\text{red}}(\gamma)|^{-1/2} \cdot \varepsilon_{\text{symm, ram}}(\chi, \gamma_{<r}) \cdot \varepsilon_{\text{ram}}(\chi, \gamma_{<r}) \Phi_{\chi}(\gamma_{<r}) \times \left[ L \cap H : (L \cap H)^{\circ} \right]^{-1} \sum_{h \in H / H^{\circ}} \tilde{e}(\chi, \gamma_{<r}) \hat{G}_{\Ad^{*}(h)^{-1}X^{*}}^{H^{\circ}} (Y_{\geq r}),$$

where $(L, \chi, X^{*}) = g^{-1} \cdot (G', \pi', X^{*})$. 


Now write $\tilde{G} = \{g \in G \mid \text{Int}(g)\gamma_{<r} \in G^0\}$. For any $g \in \tilde{G}$, we have that $g^{-1}(G', \pi', \phi, x, X^*)$ is a central, expanded cuspidal $G$-quintuple, hence, with the notation of Definition 4.1.11:

\[ (***) \quad \hat{O}^H_{\text{Ad}^*(g)^{-1}} = \hat{O}^H_{\text{Ad}^*(g)}. \]

Further, the expression (17) is defined, and, by [4] Lemma B.4 and Hypothesis A.7(2)], equals 0 if $g \notin C$; so $\Theta_\pi(\gamma)$ is also the sum of (17) over $\tilde{G}$.

Now an elementary counting argument, together with Remark 4.1.10, shows that

\[ \sum_{g \in G \setminus G^0} \left| \text{Int}(g)^{-1}G' \cap H : (\text{Int}(g)^{-1}G' \cap H)^0 \right|^{-1} \sum_{h \in H \setminus H^0} F(gh) = \sum_{g \in G \setminus G^0 \setminus H^0} F(g) \]

for any $F : G' \setminus G/H^0 \to \mathbb{C}$; so combining (17) and (21), and using the bijection $G' \setminus G/H^0 \to H^0 \setminus G \cdot (G', \pi')$, gives the desired result. \hfill \square

5. Stable character sums

Throughout this section, fix a depth-$r$, toral, cuspidal pair $(T, \phi)$. This pair plays the same rôle as the pair $(G', \pi')$ did in [4], but note that the requirements that the pair be compact (Definition 4.1.1) and central (Definition 4.1.4) are now redundant. We will soon require (in Theorems 5.8 and 5.10) that $T$ is $k_{\text{un}}$-split, but we do not need to do so yet.

Also fix, until Theorem 5.10, a regular, semisimple, $r$-approximable element $\gamma = \gamma_{<r,\gamma_{\geq r}}$, and put $H = C_G^r(\gamma)$ (i.e., not the possibly disconnected group $C_G(\gamma_{<r})$ of [4.4] but its identity component $\mathfrak{g}$, as in 4.1).

We are almost in a position to show that certain character sums are stable (see Theorem 5.10), but we need two technical preliminaries. First, we show in Lemma 5.1 that the definition of $SO^H_\phi$, as a sum (Definition 4.1.6) may be translated into an analogous definition of $\hat{SO}^H_\phi$ (Definition 4.1.11). Next, we show in Lemma 5.2 that normal approximations behave well under stable conjugacy.

**Lemma 5.1.** Write $\mathbf{H} \cdot (T, \phi)$ for the set of stable $\mathbf{H}$-conjugates of $(T, \phi)$ [10, §9.4, p. 850]. Then

\[ \hat{SO}^H_\phi = \sum_{(S, \theta) \in H \cdot (T, \phi)} \hat{O}^H_\theta \]

(as functions on $\mathfrak{h}_{\text{rss}} \cap \mathfrak{h}_r$).

**Proof.** Recall that $X^*$ is an element of $\mathfrak{t}_{\text{rss}}^*$ that realises $\phi$ on $T_{r/2}$. By [29, Lemma 8.3] (and the remark on base change at the top of [29, p. 597]), the stabiliser of $X^* + \mathfrak{t}(k_{\text{un}})$, hence a fortiori of $X^*$, in $H(k_{\text{un}})$ is $T(k_{\text{un}})$. In particular, $X^*$ is strongly regular semisimple. Given this, and the fact that $C_H(T) = T$ [6 Corollary 13.17(2)], it is a straightforward check that, for $g \in H(k_{\text{un}})$, we have that $\text{Ad}^*(g)X^*$ is defined over $k$ if and only if both the group $\text{Int}(g)\mathbf{T}$ and the map $\text{Int}(g) : T \to \text{Int}(g)\mathbf{T}$ are defined over $k$.

Fix such an element $g$, and put $T' = \text{Int}(g)\mathbf{T}$.

The Moy–Prasad map for $T$ (at depth $(r/2)+$) is defined to be the unique isomorphism $e_{(r/2)^+:r+} : \mathfrak{t}_{(r/2)^+:r+} \to T_{(r/2)^+:r+}$ such that, if $Y \in \mathfrak{t}_{(r/2)^+}$ and $\gamma \in \mathfrak{e}_{(r/2)^+:r+}(Y)$, then

\[ \text{ord}(\chi(\gamma) - 1) - d\chi(Y) > r \]

for all characters $\chi$ of $T_{k_{\text{un}}}$ [11, §1.5, p. 11]. Then

\[ e'_{(r/2)^+:r+} := \text{Int}(g) \circ e_{(r/2)^+:r+} \circ \text{Ad}(g)^{-1} \]

...
satisfies the analogous property for $T'$. By the definition of `realise', if $Y \in t_{(r/2)+}$ and $\gamma \in e_{(r/2)+} + \gamma_+$, then
\[(**)
(\phi \circ \mathrm{Int}(g)^{-1})(\mathrm{Ad}(g)\gamma) = \phi(\gamma) = \Lambda(\langle X^+, Y \rangle) = \Lambda(\langle \mathrm{Ad}^+(g)X^+, \mathrm{Ad}(g)Y \rangle).
\]
Since $\mathrm{Ad}(g)$ carries $t_{(r/2)+}$ and $t_+$ onto $t'_{(r/2)+}$ and $t'_+$, respectively, it follows from (2) and (2x), and the definition of `realise' again, that $\Ad^+(g)X^+$ realises $\phi \circ \mathrm{Int}(g)^{-1}$ on $t'_{(r/2)+}$. In particular, since we have already observed that the stabiliser of $X^+ + t(k^\mathrm{rm})(-r)+$ in $H(k^\mathrm{un})$ is $T(k^\mathrm{un})$, it follows that $\phi \circ \mathrm{Int}(g)^{-1} = \phi$ (if and) only if $g \in T(k^\mathrm{un})$.

In all, we have shown that $(\mathrm{Int}(g)T, \phi \circ \mathrm{Int}(g)^{-1}) \mapsto \Ad^+(g)X^+$ is a bijection from the $H$-stable conjugacy class of $(T, \phi)$ to $\Ad^+(H(k^\mathrm{un}))X^+ \cap \mathfrak{g}^*$ such that, if $(T', \phi')$ has image $X'^*$, then $\phi'$ is represented on $t'_{(r/2)+}$ by $X'^*$; in which case, in the notation of Definition 4.1.1 we have that $\hat{O}^H_{\phi'} = \hat{O}^H_{X'^*}$. Since the bijection is $H$-equivariant, the desired equality follows.

**Lemma 5.2.** If

- $S$ is a $k$-split maximal $G$-torus,
- $\gamma \in S$,
- $(\gamma_i)_{0 \leq i < r}$ is a normal $r$-approximation to $\gamma$ in $G$ [3, Definition 6.8], and
- $g \in G(k^\mathrm{sep})$ is such that $g^{-1}\sigma g \in S(k^\mathrm{sep})$ for all $\sigma \in \Gamma$,

then $(\mathrm{Int}(g)\gamma_i)_{0 \leq i < r}$ is a normal $r$-approximation to $\mathrm{Int}(g)\gamma$ in $G$.

**Remark 5.3.** Under the hypotheses of Lemma 5.2, $\delta := \mathrm{Int}(g)\gamma$ is $k$-rational. If $\gamma$ is a strongly regular semisimple element of $G$, then the $k$-rationality of $\delta$ is equivalent to the hypothesis on $g$.

**Proof.** Recall that $\gamma_{<r} = \prod_{0 \leq i < r} \gamma_i$ and $\gamma_{\geq r} = \prod_{i \geq r} \gamma_i$ [3, p. 52].

The group $S' := \mathrm{Int}(g)S$ and the map $\mathrm{Int}(g) : S \to S'$ are defined over $k$. In particular, $S'$ is a $k$-split, maximal $G$-torus, and the set $S'$ of $k$-rational elements of $S'$ is precisely $\mathrm{Int}(g)S$.

Fix an index $i$ with $0 \leq i < r$. Since $\gamma_i \in Z(H) \subseteq S$ [3, Remark 6.10(1)], it follows that $\delta_i := \mathrm{Int}(g)\gamma_i$ belongs to $S'$. If $\delta_i \neq 1$, then, because the root values [3, Definition A.4] of $\gamma_i$ and $\delta_i = \mathrm{Int}(g)\gamma_i$ are the same, we have that $\delta_i$ is good of depth $i$ [3, Definition 6.1].

That is, $\delta := (\delta_i)_{0 \leq i < r}$ is a good sequence [3, Definition 6.4]. Since $(\gamma_i)_{0 \leq i < r}$ is a normal $r$-approximation to $\gamma$ [3, Definition 6.8], we have that $\gamma_{\geq r} = \prod_{i \geq r} \gamma_i \in G_{y,r} \cap \mathfrak{S} = \mathfrak{S}_r$ for some $y \in \mathcal{B}(S, k)$ (see [3, Definition 4.3 and Proposition 4.6]). Thus $\delta'_{\geq r} := \prod_{i \geq r} \delta_i = \mathrm{Int}(g)\gamma_{\geq r} \in \mathrm{Int}(g)\mathfrak{S}_r = S'_r \subseteq C^r_G(\delta), \mathfrak{s}'_{y,r}$, where $y'$ is any point in $\mathcal{B}(S', k) \subseteq \mathcal{B}(C^r_G(\delta), k)$; so the result follows from [3, Definition 6.8] again.

It turns out that the original induction map $Y^G$ is not quite suited to Reeder’s conjectural construction of $L$-packets [21, §6.6, p. 18], precisely because of the appearance in Theorem 4.6.2 of the character $\varepsilon^\mathrm{ram}(\phi)$. In order to obtain stable character sums from Reeder’s construction, we must twist away this (quadratic) character.

**Definition 5.4.** Put $\bar{Y}^G_{\phi} = Y^G_{\phi} \cdot (\varepsilon^\mathrm{ram}(\phi))^{-1}$, where $Y^G_{\phi}$ is as in Definition 4.1.2 and $\varepsilon^\mathrm{ram}(\phi)$ is the character $\gamma \mapsto \varepsilon^\mathrm{ram}(\phi, \gamma)$ of Definition 4.3.1.

**Example 5.5.** There are cases in which the collection of representations
\[\{ \bar{Y}^G_{\phi} \theta \mid (S, \theta) \text{ is a stable conjugate of } (T, \phi) \}\]
formed by our modified Yu-type construction is different from the collection
\[ \{ Y^G_S \theta \mid (S, \theta) \text{ is a stable conjugate of } (T, \phi) \} \]

considered by Reeder.

For \( G = \mathrm{PGSp}_4 \), there exist stably \( G \)-conjugate, \( k \)-anisotropic, maximal \( G \)-tori \( S \) and \( T \) such that

- \( \mathrm{Fr} \) acts by inversion on both,
- \( B(T, k) \) contains a hyperspecial vertex \( x \) of \( B(G, k) \), and
- \( B(S, k) \) contains a non-hyperspecial vertex \( y \) of \( B(G, k) \).

Let \( f_2/f \) be the quadratic extension of \( f \), so that \( f_α = f_α' = f_2 \) for all roots \( α \) of \( T \) in \( G \) and \( α' \) of \( T' \) in \( G \), and \( f_2 \) the kernel of the norm map from \( f_2 \) to \( f \). Let \( \{ α, β \} \) be a system of simple roots for \( T \) in \( G \), with \( α \) short; and \( \{ α', β' \} \) the corresponding system of simple roots for \( S \) in \( G \). Since all roots of \( S \) and \( T \) in \( G \) are symmetric, we have that \( ε_{x, r/2}(G, T, γ) = 1 \) and \( ε_{y, r/2}(G, S, γ') \) are trivial for all \( r, γ ∈ T \), and \( γ' ∈ S \). Let \( φ \) be any \( G \)-generic character of \( T \) \([29], \text{p. 599}\) and \( θ \) the corresponding character of \( S \). The common depth of \( φ \) and \( θ \) is a positive integer \( r \).

If \( r \) is even, then \( R(G, T)_{y, r/2, \mathrm{symm}, \mathrm{unram}} = R(G, T) \) and \( R(G, S)_{y, r/2, \mathrm{symm}, \mathrm{unram}} = \{ ± β', ± (2α' + β') \} \), so that \( Y^G_T φ = Y^G_S (φ(\mathrm{sgn}_T φ β')^{-1}) \) and \( Y^G_S θ = Y^G_T θ'. \) If \( γ = r^γ(t) ∈ T \), where \( r^γ = \frac{3}{2} α^γ + 2 β^γ \) is the half-sum of the positive co-roots of \( T \) in \( G \) (with respect to the chosen system of simple roots) and \( t \) is a generator of \( f_2 \), then \( \mathrm{sgn}_T (β(γ)) = \mathrm{sgn}_T (t) = -1 \).

If \( r \) is odd, then \( R(G, T)_{y, r/2, \mathrm{symm}, \mathrm{unram}} = 0 \) and \( R(G, S)_{y, r/2, \mathrm{symm}, \mathrm{unram}} = \{ ± α', ± (α' + β') \} \), so that \( Y^G_T φ = Y^G_T φ \) and \( Y^G_S θ = Y^G_S (θ(\mathrm{sgn}_T φ β')^{-1}) \); and, with the obvious notation, \( \mathrm{sgn}_T (β′(r^γ(t))) = -1 \).

Since the characters \( \mathrm{sgn}_T φ β \) and \( \mathrm{sgn}_T φ β' \) are trivial on the subgroups of \( T \) and \( S \), respectively, consisting of elements that admit a lift in \( \mathrm{Sp}_4(k) \), we really must work on \( \mathrm{PGSp}_4(k) \) to see this phenomenon.

**Corollary 5.6 (to Theorem 4.6.2).** With the notation of Theorem 4.6.2
\[ \Phi_{Y^G_T φ}(γ) = \sum_{(s, θ) ∈ G^T(γ)(G \cdot (T, φ))} ε_{\mathrm{symm}, r, \mathrm{ram}}(θ, γ) · \hat{e}(θ, γ) · \hat{O}_θ(H_Yγ). \]

**Remark 5.7.** With the notation of Corollary 5.6, the formula there shows that \( \Phi_{Y^G_T φ}(γ) \) vanishes unless the \( G \)-orbit of \( γ \) intersects \( T \); so, for definiteness, we could require that actually \( γ ≤ r \) \( T \), and then take \( T \) as the torus used to define \( Y ≥ r \) in the statement of Theorem 4.6.2.

As we did for Theorem 4.6.2, we re-capitulate in Theorems 5.8 and 5.10 below the standing hypotheses of this section. Remember that we require \( G \) to satisfy \([3], \text{Hypotheses B and C}].\)

**Theorem 5.8.** Suppose that the group \( G \) satisfies Hypothesis 3.1.2 (in addition to \([3], \text{Hypotheses B and C}].\). Let \( (T, φ) \) be a depth-\( r \), toral, cuspidal pair; and suppose that \( T \) is \( k \)-split. Suppose that \( γ = γ ≤ r γ ≥ r \) is regular, semisimple, and \( r \)-approximable, and that \( γ ≤ r ∈ T \), and put \( Y ≥ r = e_{T, x γ ≥ r}^{-1} \). As in Lemma 5.7, write \( G \cdot (T, φ) \) for the set of stable conjugates of \( (T, φ) \). Then
\[ (-1)^{\text{rank}_{S} G} \sum_{(s, θ) ∈ G \cdot (T, φ)} \Phi_{Y^G_T φ}(γ). \]
Theorem 5.10. Suppose that hypotheses B and C satisfy

\[ \text{depend only on } \mathcal{D}, \mathcal{H}, \mathcal{O}, \Phi \] \]

is identically \( S \)-split. Then \( \mathcal{H}\cdot(T,\phi) \) is the set of \( \mathcal{C}^{(r)}_G(\gamma) \)-stable conjugacy classes in \( \mathcal{G}\cdot(T,\phi) \).

Note that the indexing sets for the two sums are different.

Remark 5.9. As in Remark 5.7, the assumption that \( \gamma_{<r} \in T \) is just for convenience. If the \( \mathcal{G}(k_{\mathcal{m}}) \)-conjugacy class of \( \gamma_{<r} \) does not intersect \( T \), then the set of stable \( \mathcal{G} \)-conjugates \( (S,\theta) \) of \( (T,\phi) \) with \( \gamma_{<r} \in S \) is empty, and Corollary 5.6 shows that the function \((-1)^{\text{rank}_k} \mathcal{G} \sum \Phi_{\gamma\cdot\phi}(\gamma)\) of Theorem 5.8 vanishes at \( \gamma \).

Proof. Put \( \mathcal{H} = \mathcal{C}^{(r)}_G(\gamma) \). By Corollary 5.6 and Proposition 4.3.7,

\[ (-1)^{\text{rank}_k} \mathcal{G} \sum_{(S,\theta)\in \mathcal{G}\cdot(T,\phi)} \Phi_{\gamma\cdot\phi}(\gamma) \]

is equal to the summation

\[ \sum_{(S,\theta)\in \mathcal{H}\setminus \mathcal{G}\cdot(T,\phi)} \sum_{(S',\theta')\in \mathcal{H}\setminus \mathcal{G}\cdot(S,\theta)} F(\theta') \]

\[ = \sum_{(S',\theta')\in \mathcal{H}\setminus \mathcal{G}\cdot(T,\phi)} F(\theta') \]

\[ = \sum_{(S,\theta)\in \mathcal{H}\setminus \mathcal{G}\cdot(T,\phi)} \sum_{(S',\theta')\in \mathcal{H}\setminus \mathcal{H}\cdot(S,\theta)} F(\theta'), \]

where \( \mathcal{H}\setminus \mathcal{G}\cdot(T,\phi) \) is the set of stable \( \mathcal{G} \)-conjugacy classes in \( \mathcal{G}\cdot(T,\phi) \), \( \mathcal{H}\cdot(S,\theta) \) is the set of stable \( \mathcal{H} \)-conjugates of \( (S,\theta) \), and

\[ F(\theta') := \varepsilon_{\text{symm, ram}}(\theta',\gamma_{<r}) \cdot \Phi_{\theta'}(\gamma_{<r}) \cdot \varepsilon(\theta',\gamma_{<r}) \cdot (-1)^{\text{rank}_k} \mathcal{H} \mathcal{O}^{H}(Y_{>r}) \]

for \( (S',\theta') \in \mathcal{H}\cdot(S,\theta) \). Note that, in the above notation, the condition \( \gamma_{<r} \in S' \) is not \( \gamma_{<r} \in S' \), the number \( \Phi_{\theta'}(\gamma_{<r}) \), and by Lemma 4.3.6 the numbers \( \varepsilon_{\text{symm, ram}}(\theta',\gamma_{<r}) \) and \( \varepsilon(\theta',\gamma_{<r}) \) depend only on \( (S,\theta) \), not \( (S',\theta') \); and that, by Definitions 2.2.8 and 4.1.6, the function \( D_S^{\text{reg}} \) is identically 1, so that \( \Phi_\theta = \theta \). The result now follows from Lemma 5.11. □

Theorem 5.10. Suppose that \( \mathcal{G} \) satisfies \([10, \text{Restriction 12.4.1(2)}]\) (in addition to \([3, \text{Hypotheses B and C}])\). Let \( (T,\phi) \) be a positive-depth, toral, cuspidal pair, and suppose that \( \mathcal{T} \) is \( k_{\mathcal{m}} \)-split. Then

\[ \Theta_{\gamma\cdot\phi} := \sum_{(S,\theta)\in \mathcal{G}\cdot(T,\phi)} \Theta_{\gamma\cdot\phi} \]

is stable on the set of \( r \)-approximable and strongly regular semisimple elements of \( \mathcal{G} \). That is, it is constant on each stable conjugacy class (see \([17, \S 3, \text{p. 788}]\) and \([10, \S 2.9, \text{p. 817}]\) in that set.
Remark 5.11. By [3, Lemma 8.1], under mild conditions, every element of a tame torus is $r$-approximable. Of course, if $p$ is sufficiently large, then every semisimple element of $G$ lies in a tame torus.

Proof. By [10] Lemma B.0.3, the exponential map $e$ converges on $g(k^m)_{0+}$; so we may, and do, take the maps $e_T$ of Hypothesis 5.8 to be restrictions of $e$.

Let $\gamma = \gamma < r \gamma > r$ be an $r$-approximable and strongly regular semisimple element of $G$. By Theorem 5.8, $\Theta_{\gamma}^{rl}(\gamma) = 0$ unless the $G(k^m)$-orbit of $\gamma < r$ intersects $T$.

Thus, we may, and do, suppose that $\gamma < r \in T$, and then show that

$$(*) \quad \Theta_{\gamma}^{rl}(\gamma) = \Theta_{\gamma}^{rl}(\text{Int}(g)\gamma)$$

for any element $g \in G(k^m)$ such that $\text{Int}(g)\gamma$ is defined over $k$, i.e., such that $g^{-1}F_r g \in C_G(\gamma)(k^m)$.

Given such an element $g$, put $\gamma' = \text{Int}(g)\gamma$ and $T' = \text{Int}(g)T$. As usual, note that $T'$ is defined over $k$, and $\gamma' \in T'$. By Lemma 5.2, the element $\gamma'$ is also $r$-approximable, with $\gamma' < r = \text{Int}(g)\gamma < r$ and $\gamma' > r = \text{Int}(g)\gamma > r$. Put $Y_{\geq r}^{\gamma'} = e^{-1}\gamma'_{\geq r}$. Put $J = C_G^{rl}(\gamma') = \text{Int}(g)H$ [3 Corollary 6.14]. Exactly as in [10] §11.1, p. 861], there is a bijection

$$\tau_g : H \setminus \{(S, \theta) \in G \cdot (T, \phi) \mid \gamma < r \in S\} \rightarrow J \setminus \{(S', \theta') \in G \cdot (T, \phi) \mid \gamma' < r \in S'\},$$

where, as usual, $G \cdot (T, \phi)$ is the set of stable $G$-conjugates of $(T, \phi)$, and the notations $H \setminus \cdots$ and $J \setminus \cdots$ stand for the collections of stable $H$- and $J$-conjugacy classes, respectively, in the appropriate sets. If $\tau_g(S, \theta) = (S', \theta')$, then

- by construction, we have that $\theta(\gamma < r) = \theta'(\gamma' < r)$;
- by Lemma 5.3.6 we have that $\varepsilon_{\text{symm, ram}}(\theta, \gamma < r) = \varepsilon_{\text{symm, ram}}(\theta', \gamma' < r)$ and $e(\theta, \gamma < r) = e(\theta', \gamma' < r)$; and
- by [10] Lemma 12.2.3, we have that

$$(-1)^{\text{rank}_k J} \cdot SO_{6}^{J}(Y_{\geq r}^{\gamma'}) = (-1)^{\text{rank}_k H} \cdot SO_{6}^{H}(Y_{\geq r}).$$

(See [10] Example 12.2.1.)

The equality $(*)$ now follows from Theorem 5.8. \hfill \Box
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