LOCAL PROPERTIES OF $J$-COMPLEX CURVES
IN LIPSCHITZ-CONTINUOUS STRUCTURES

S. IVASHKOVICH, V. SHEVCHISHIN

Abstract. We prove the existence of primitive curves and positivity of intersections of $J$-complex curves for Lipschitz-continuous almost complex structures. These results are deduced from the Comparison Theorem for $J$-holomorphic maps in Lipschitz structures, previously known for $J$ of class $C^{1,Lip}$. We also give the optimal regularity of curves in Lipschitz structures. It occurs to be $C^{1,lnLip}$, i.e., the first derivatives of a $J$-complex curve for Lipschitz $J$ are Log-Lipschitz-continuous. A simple example that nothing better can be achieved is given. Further we prove the Genus Formula for $J$-complex curves and determine their principal Puiseux exponents (all this for Lipschitz-continuous $J$-s).
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1. Introduction

An almost complex structure on a real manifold $X$ is a section of $\text{End}_gTX$ such that $J^2 = -1\text{Id}$. In this paper we are interested in the case when $J$ is Lipschitz-continuous. A $J$-holomorphic curve in an almost complex manifold $(X,J)$ is a $C^1$-map $u : S \to X$ from a complex curve $(S,j)$ to $X$ such that $du$ commutes with complex structures, i.e., for every $s \in S$ one has the equality

$$du(s) \circ j(s) = J(u(s)) \circ du(s)$$

of mappings $T_{s}S \to T_{u(s)}X$. In a local $j$-holomorphic coordinate $z = x + iy$ on $S$ and local coordinates $u = (u_1, ..., u_{2n})$ on $X$ this writes as
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\[
\frac{\partial u}{\partial x} + J(u) \frac{\partial u}{\partial y} = 0, \quad (1.1)
\]

i.e., as the Cauchy-Riemann equation.

The goal of this paper is to prove that \(J\)-complex curves for Lipschitz-continuous \(J\) possess all nice properties of the usual complex curves.

### 1.1. Existence of primitive parameterizations.

Recall (see also Definition 4.2) that a \(J\)-holomorphic map \(u : S \to X\) is called primitive if there are no disjoint non-empty open sets \(U_1, U_2\) in \(S\) that \(u(U_1) = u(U_2)\). Our first result states that every non-primitive \(J\)-holomorphic map factorizes through a primitive one, provided \(J\) is Lipschitz-continuous.

**Theorem A.** Let \((S,j)\) be a smooth connected complex curve and \(u : (S,j) \to (X,J)\) a non-constant \(J\)-holomorphic map with \(J\) being Lipschitz-continuous. Then there exists a smooth connected complex curve \((\tilde{S},\tilde{j})\), a primitive \(J\)-holomorphic map \(\tilde{u} : (\tilde{S},\tilde{j}) \to (X,J)\) and a surjective holomorphic map \(\pi : (S,j) \to (\tilde{S},\tilde{j})\) such that \(u = \tilde{u} \circ \pi\).

**Example 1.** We would like to underline here that \(\pi\) in general is not a covering. Let us give a simple, but instructive example. As a parameterizing complex curve \(S\) consider the interior of the ellipse \(\{ \frac{1}{4} \cos \varphi + i \sin \varphi : \varphi \in (-\pi, \pi) \}\). The structure \(j\) on \(S\) is standard, i.e., \(j = J_{st}\) is the multiplication by \(i\). The almost complex manifold in this example is \((\mathbb{C}, J_{st})\). The \(J\)-holomorphic map \(u : S \to \mathbb{C}\) (i.e., the usual holomorphic function) is taken as follows:

\[
u(z) = \left(\frac{1}{2}z + 1\right)^7.
\]

![Figure 1](image-url)

**Figure 1.** On this picture we see the image \(u(S)\). It overlaps around the point \(-2\).

Since we have an overlapping in the image, this map is not primitive. The Theorem A for this example states that if one takes as \(\tilde{S}\) the image \(u(S)\), as \(\tilde{u} = \text{Id}\) and as the projection \(\pi = u\) then \(\tilde{u} : \tilde{S} \to \mathbb{C}\) is primitive and \(u = \tilde{u} \circ \pi\).

**Remark 1.1.** Let us notice that in the case when \(S\) is closed the curve \(\tilde{S}\) is also closed and \(\pi : S \to \tilde{S}\) is a ramified covering, see Corollary 4.2.
1.2. Positivity of intersections. We denote by $\Delta_r$ the disc of radius $r > 0$ in $\mathbb{C}$, $\Delta$ stands for $\Delta_1$. Further, let $u_i : \Delta \to (\mathbb{C}^2, J), i = 1, 2$ be two distinct (see Definition 1.1) primitive $J$-complex discs such that $u_1(0) = u_2(0)$. Set $M_i := u_i(\Delta)$. Remark that for Lipschitz-continuous $J$ the notion of multiplicity of zero of a $J$-holomorphic map is well defined. Namely, due to the Corollary 3.1.3 from [28] every non-constant $J$-holomorphic map $u : (\Delta, 0) \to (\mathbb{C}^n, J), J(0) = J_{st}$, has the form

$$u(z) = v_0 z^\mu + O(|z|^{\mu + \alpha}),$$  

(1.2)

where $0 \neq v_0 \in \mathbb{C}^n$ is called the tangent vector to $u(\Delta)$ at the origin, $\mu \geq 1$ is a natural number, called the multiplicity of $u$ at 0, and $0 < \alpha < 1$. Our second result is the following

**Theorem B.** Let $J$ be a Lipschitz-continuous almost complex structure in $\mathbb{C}^2$ and let $u_1, u_2 : \Delta \to \mathbb{C}^2$ be two distinct $J$-holomorphic mappings. Then the following holds:

i) For every $0 < r < 1$ the set $\{(z_1, z_2) \in \Delta^2_r : u_1(z_1) = u_2(z_2)\}$ is finite.

ii) If $\mu_1$ and $\mu_2$ are the multiplicities of $u_1$ and $u_2$ at $z_1$ and $z_2$, respectively, with $u_1(z_1) = u_2(z_2) = p$, then the intersection index $\delta_p$ of branches of $M_1$ and $M_2$ at $z_1$ and $z_2$ is at least $\mu_1 \cdot \mu_2$. In particular, $\delta_p$ is always strictly positive.

iii) $\delta_p = 1$ if and only if $M_1$ and $M_2$ intersect at $p$ transversally.

1.3. Comparison Theorem. Both results of Theorems A and B are obtained using the following statement, which should be considered as the main result of this paper. Let $J$ be a Lipschitz-continuous almost complex structure in the unit ball $B$ in $\mathbb{C}^n$ and let $u_1, u_2 : \Delta \to B$ be two $J$-holomorphic maps such that $u_1(0) = u_2(0) = 0$. Assume that both maps have the same order and the same tangent vector at 0, i.e., in the representation (1.2) one has

$$u_i(z) = v_0 z^\mu + O(|z|^{\mu + \alpha}) \quad \text{for} \quad i = 1, 2.$$  

(1.3)

Our goal is to compare these mappings, i.e., to describe in a best possible way their difference.

**Comparison Theorem.** Let $(X, J)$ be an almost complex manifold with Lipschitz-continuous almost complex structure $J$ and let $u_1 : \Delta \to X$ be $J$-holomorphic mappings having the same order and the same tangent vector at 0 as in (1.3).

(a) There exists a holomorphic function $\psi(z) = z + O(z^2)$, an integer $\nu > \mu$ and a $\mathbb{C}^n$-valued function $w$, which belongs to $L^1_{loc}$ for all $2 < p < \infty$, such that for some $r > 0$

$$u_2(z) = u_1(\psi(z)) + z^\nu w(z) \quad \text{for} \quad z \in \Delta(r).$$  

(1.4)

Moreover, the following alternative holds:

i) either $w(z)$ vanishes identically and then $u_2(\Delta(z)) \subset u_1(\Delta)$ for some $\varepsilon > 0$,

ii) or, the vector $w(0)$ can be chosen orthogonal to $v_0$, in particular, $w(0) \neq 0$ and

$$|pr_{v_0} w(z)| \leq C \cdot |z| \cdot \ln \frac{1}{|z|} \cdot |w(z)|.$$  

(1.5)

(b) Let $1 \neq d \leq \mu$ be a divisor of $\mu$, and $\eta = e^{2\pi i/d}$ be the primitive root of unity of degree $d$. Let $u_1(\eta z) = u_1(\psi(z)) + z^\nu w(z)$ be the presentation provided by (1.4) for the map $u_2(z) := u_1(\eta z)$. Then there exists a holomorphic reparameterization $\varphi$ of the form $\varphi(z) = z + O(z^2)$ such that

i) $u_1(\varphi(\eta z)) \equiv u_1(\varphi(z))$ in the case when $w(z) \equiv 0$;
In (1.5) \( \text{pr}_w v \) denotes the orthogonal projection of vector \( w \) onto the vector \( v \). Note that \( |z| \ln |z| = o(|z|^\alpha) \) for any \( 0 < \alpha < 1 \). In fact, from our proof it follows that the vector \( w(0) \) can be taken to belong to a prescribed \((n-1)\)-dimensional complex subspace \( E_2 \) of \( \mathbb{C}^n \) transverse to \( v \), see Remark 3.2. Of course, the choice of \( E_2 \) will affect the reparameterization function \( \psi \) and the vector-function \( w(z) \). This theorem is proved in Section 3.

1.4. Optimal regularity of complex curves in Lipschitz structures. Our next result is about the precise regularity of \( J \)-complex curves for Lipschitz-continuous \( J \). Recall that a mapping \( f \) from a compact set \( B \subset \mathbb{R}^n \) to a normed space is called Log-Lipschitz-continuous if

\[
\|f\|_{\mathcal{L}^{1,\text{LnLip}}(B)} := \|f\|_{L^\infty(B)} + \sup \left\{ \frac{|f(x) - f(y)|}{|x-y| \ln |x-y|} : x \neq y \in B, |x-y| \leq \frac{1}{2} \right\} < \infty, \quad (1.6)
\]

and in this case \( \|f\|_{\mathcal{L}^{1,\text{LnLip}}(B)} \) is called its Log-Lipschitz norm. Usually one takes \( B \) to be the closure of a relatively compact domain \( D \) and then one sets \( \|f\|_{\mathcal{L}^{1,\text{LnLip}}(D)} = \|f\|_{\mathcal{L}^{1,\text{LnLip}}(D)} \). Without the logarithm in the right hand side (1.6) gives the Lipschitz norm of \( f \), which is denoted by \( \|f\|_{\mathcal{L}^{1,\text{Lip}}(D)} \).

**Theorem C.** Let \( u : \Delta \to (\mathbb{R}^2n, J) \) be a \( J \)-holomorphic map. If \( J \in \mathcal{C}^{1,\text{Lip}}(\mathbb{R}^n) \) then \( u \in \mathcal{C}^{1,\text{LnLip}} \) i.e., the differential of \( u \) is Log-Lipschitz-continuous.

We show by a simple example that nothing better can be achieved, in particular \( u \) need not belong to \( \mathcal{C}^{1,\text{Lip}} \).

1.5. Local and global numerical invariants of complex curves. We also prove the following useful formula relating the local and global invariants of a \( J \)-complex curve, known as Genus or Adjunction Formula. Let \( M = \bigcup_{j=1}^d M_j \) be a compact \( J \)-complex curve in an almost complex surface \( (X, J) \) with the distinct irreducible components \( \{M_j\} \), where \( J \) is Lipschitz-continuous. Denote by \( g_j \) the genera of parameter curves \( S_j \), i.e., each \( M_j \) is the image \( u_j(S_j) \) of a compact Riemann surface \( S_j \) of genus \( g_j \) under a primitive \( J \)-holomorphic mapping \( u_j : S_j \to X \). Denote by \( |M|^2 \) the homological self-intersection of \( M \) and by \( c_1(X, J)[M] \) the value of the first Chern class of \( (X, J) \) on \( M \). These are the global invariants of \( M \). Denote by \( \delta \) the sum of all local intersection indices \( \delta_p \) of points \( p \in M \). For any singular local branch of \( M \) through a point \( p \) we define the cusp index \( \kappa_p \) as the virtual number of ordinary double points (see Definition 6.1) and denote by \( \kappa \) the sum of the cusp-indices of all cusps of \( M \). These are the local invariants of \( M \). These invariants are related by the following

**Theorem D.** (Genus Formula) If \( J \) is Lipschitz-continuous and \( M = \bigcup_{j=1}^d M_j \) is a compact \( J \)-complex curve, where all irreducible components \( M_j \) of \( M \) are distinct, then

\[
\sum_{j=1}^d g_j = \frac{|M|^2 - c_1(X, J)[M]}{2} + d - \delta - \kappa. \quad (1.7)
\]

The novelty here is, of course, in the ability to define the local invariants and to prove that they possess some nice properties (like positivity) under the assumption of Lipschitz
continuity of $J$ only. The local intersection indices $\delta_p$ are explained by Theorem B. The formula (1.8) below computes the cusp indices $\kappa_p$.

1.6. Puiseux characteristics of $J$-complex curves. In the last part of this paper we provide an analog of the Puiseux series for a $J$-complex structure $J$.

**Theorem E.** Let $J$ be a Lipschitz-continuous almost complex structure in the unit ball $B \subset \mathbb{C}^n$ with $J(0) = J_{st}$, and let $u : \Delta \to B$ be a primitive $J$-holomorphic map having the form $u(z) = v_0 z^\mu + O(|z|^{\mu+\alpha})$, where $\mu \geq 2$. Then there exist a uniquely defined sequence of natural numbers $p_0 = \mu < p_1 < \cdots < p_l$, a sequence of vectors $v_1, \ldots, v_l$ each orthogonal to $v_0$, $J$-holomorphic maps $u_i : \Delta_i \to B$, $i = 0, \ldots, l$, and a complex polynomial $\varphi(z) = z + O(z^2)$ with the following properties:

- The sequence $d_i := \gcd(p_0, \ldots, p_i)$ is strictly decreasing, $d_0 > d_1 > \cdots > d_l$ and $d_l = 1$;
- Each map $u_i : \Delta_i \to B$ is primitive;
- $u_0(z) = v_0 z + O(|z|^{1+\alpha})$, $u_i(z) = u_{i-1}(z^{d_{i-1}/d_i}) + v_i \cdot z^{p_i/d_i} + O(|z|^{p_i/d_i+\alpha})$ for $i = 1, \ldots, l$;
- $u(\varphi(z)) - u_i(z^{d_i}) = v_{i+1} z^{p_{i+1}} + O(|z|^{p_{i+1}+\alpha})$ for $i = 0, \ldots, l - 1$ and $u_l(z) = u(\varphi(z))$;
- In particular, if $\eta_i := e^{2\pi i/d_i}$ is the primitive root of unity, then
  $$u(\varphi(\eta_i z)) - u(\varphi(z)) = (\eta_i^{p_{i+1}} - 1) v_{i+1} z^{p_{i+1}} + O(|z|^{p_{i+1}+\alpha}).$$

We call the sequence of the maps $u_i(z)$ a Puiseux approximation of the map $u(z)$, the degrees $p_0 = \mu < p_1 < \cdots < p_l$ the characteristic exponents, and the numbers $d_i = \gcd(p_0, \ldots, p_i)$ the associated divisors. The whole sequence $(p_0, \ldots, p_l)$ is called the singularity type of the map $u : \Delta \to B$ at $0$ or of the pseudoholomorphic curve $u(\Delta) = M$ at $0$. The exponent $p_0$ is called the multiplicity or order of $u$ or of the curve $M$.

In the classical literature ([Co], [BK]) the characteristic exponents are also called essential exponents or even Puiseux characteristics ([W]); the difference $p_0 - p_1$ is called the class of the singularity, see e.g. [Co].

Let us illustrate the notions involved in the Theorem E by an example.

**Example 2.** Consider a (usual) holomorphic map $u : \Delta \to \mathbb{C}^2$ given by

$$u(z) = (z^6, z^5 + z^{11}).$$

Then the $v_0 = (1, 0)$ is the tangent vector at $z = 0$ and $\mu = p_0 = 6$ is the multiplicity. Further, its characteristic exponents - where the common divisor drops - are $\mu = p_0 = 6, p_1 = 8, p_2 = 11$. The corresponding divisors are $d_0 = p_0 = 6, d_1 = 2, d_3 = 1$. Further, $v_1 = e_2$ and $v_2 = e_2$. A Puiseux approximation sequence for $u(z)$ is:

- $u_0(z) = (z, 0)$,
- $u_1(z) = (z^3, z^4)$,
- $u_2(z) = u(z)$.

Finally, we prove that the following classical formula for the index of a cusp of a planar curve

$$\kappa_p = \frac{1}{2} \sum_{j=1}^{l} (d_j - 1)(p_j - 1), \quad \text{where} \quad d_j := \gcd(p_0, \ldots, p_j), \quad (1.8)$$
remains valid for \( J \)-complex curves in Lipschitz-continuous \( J \).

1.7. Notes. 1. In the classical case, \( i.e. \), for algebraic curves the Genus Formula is due to Clebsch and Gordan in the case when the curve in question has only nodal singularities, \( i.e. \), transverse intersections, see [CG] and Historical Sketch in [S]. For curves with cusps the Genus Formula is due to Max Noether, see p. 180 in [Fi].

2. The statements of Theorems A and B and the Genus Formula where proved in [MW] for \( J \in C^2 \). In [Sh] the description of a singularity type of a \( J \)-complex curve for \( J \in C^2 \) was given. For \( J \)-s of class \( C^{1,Lip} \) the positivity of intersections and the part (a) of the Comparison Theorem where proved in [Sk2].

3. Our interest to Lipschitz-continuous structures comes from the following facts. First, a blowing-up of a general almost complex manifold \((X,J)\), with \( J \in C^\infty \), results to an almost complex manifold \((\tilde{X},\tilde{J})\) with only Lipschitz-continuous \( \tilde{J} \). Such a blow-up should be performed in a special coordinate system, adapted to \( J \), see [Du]. It is not difficult to see that the ordinary double points and simple cusps can be resolved by this procedure, as in the classical case, and give a smooth curve. Now the results of the present paper make possible to work with such curves as with usual complex ones.

4. Second, the condition of Lipschitz-continuity cannot be relaxed in any of the statements above. We give an example of two different \( J \)-complex curves which coincide by a non-empty open subset for \( J \) in all Hölder classes, or \( J \) in all \( L^{1,p} \) for all \( p < \infty \). In particular, the unique continuation statement of Proposition 3.1 from [FHS] fails to be true. In fact in our example \( J \) is “almost” Log-Lipschitz, \( i.e. \), is essentially better than \( \bigcap_{p<\infty} L^{1,p} \).

5. At the same time let us point out that even in continuous almost complex structures pseudoholomorphic curves have certain nice properties: every two sufficiently close points can be joined by a \( J \)-complex curve, a Fatou-type boundary values theorem is still valid, see [IR2]; Gromov compactness theorem both for compact curves and for curves with boundaries on immersed totally real (\( e.g. \), Lagrangian) submanifolds hold true for continuous \( J \)-s, see [IS3] [IS4].

6. To our knowledge the first result about \( J \)-complex curves in Lipschitz structures appeared in [NW], where the existence of \( J \)-complex curves through a given point in a given direction was proved for \( J \in C^\alpha \). Further progress is due to J.-C. Sikorav in [Sk1], see more about that in Remark 3.1 after the proof of Lemma 3.2.
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2. Zeroes of the Differential of a \( J \)-Holomorphic Map

2.1. Inner regularity of pseudoholomorphic maps. Let us first recall few standard facts. For \( 0 < \alpha \leq 1 \) consider the Hölder space \( C^{k,\alpha}(\Delta,\C^n) \) of mappings \( u : \Delta \to \C^n \) equipped with the norm

\[
\|u\|_{C^{k,\alpha}(\Delta)} := \|u\|_{C^k(\Delta)} + \sup_{z \neq w, |z-i| = k} \frac{\|D^j u(z) - D^j u(w)\|}{|z-w|^\alpha} < \infty.
\]
For \( k = 0 \) and \( \alpha = 1 \) the space \( C^{0,1}(\Delta, \mathbb{C}^n) \) is the Lipschitz space and is denoted by \( C^{Lip}(\Delta, \mathbb{C}^n) \). The Lipschitz constant of a map \( u \in C^{Lip}(\Delta, \mathbb{C}^n) \) is defined as

\[
Lip_\Delta(u) := \sup_{z \neq w \in \Delta} \frac{\|u(z) - u(w)\|}{|z - w|}.
\]

We also consider Lipschitz continuous (operator valued) functions on relatively compact subsets of \( \mathbb{R}^{2n} \) with an obvious definitions and notations for them. Another scale of functional spaces, which will be used in this paper, are the Sobolev spaces \( L^{k,p}(\Delta, \mathbb{C}^n) \), \( k \in \mathbb{N}, 1 \leq p \leq +\infty \), with the norm

\[
\|u\|_{L^{k,p}(\Delta)} := \sum_{0 \leq |i| \leq k} \|D^i u\|_{L^p(\Delta)} ,
\]

where \( i = (i_1, i_2) \), with \( i_1, i_2 \geq 0 \), \( |i| = i_1 + i_2 \), and \( D^i u := \frac{\partial^{i_1} u}{\partial x^{i_1} \partial y^{i_2}} \). Let us also notice the equality \( L^{k,\infty}(\Delta, \mathbb{C}^n) = C^{k-1,1}(\Delta, \mathbb{C}^n) \) and the continuous Sobolev imbeddings \( L^{k,p}(\Delta, \mathbb{C}^n) \hookrightarrow C^{k-1,\alpha}(\Delta, \mathbb{C}^n) \) for \( p > 2 \) and \( \alpha = 1 - \frac{2}{p} \). We shall frequently use the following notations: \( \partial_x u := \frac{\partial u}{\partial x}, \partial_y u := \frac{\partial u}{\partial y} \) and \( \overline{\partial} u := \partial_x u + i \partial_y u \), i.e., without \( \frac{1}{2} \).

Most considerations in this paper are purely local. Therefore our framework can be described as follows. We consider a Lipschitz-continuous matrix valued function \( J \) in the unit ball \( B \) of \( \mathbb{C}^n \equiv \mathbb{R}^{2n} \), i.e., \( J : B \to Mat(2n \times 2n, \mathbb{R}) \) such that \( J^2(x) \equiv -I_d \). Its Lipschitz constant will be denoted by \( Lip(J) \). We are studying \( J \)-holomorphic maps \( u : \Delta \to B \). I.e., \( u \in C^0 \cap L^{1,2}(\Delta, B) \) and satisfies

\[
\overline{\partial}_{Jou} u := \frac{\partial u}{\partial x} + J(u(z)) \frac{\partial u}{\partial y} = 0 \quad \text{almost everywhere in } \Delta. \tag{2.1}
\]

We can consider \( J(u(z)) = (J \circ u)(z) \) as a matrix valued function on the unit disc, denote it as \( J_u(z) \). It satisfies \( J_u(z)^2 \equiv -I_d \) and therefore it can be viewed as a complex linear structure on the trivial bundle \( E := \Delta \times \mathbb{R}^{2n} \). The mapping \( u \) is a section of this bundle. We call the operator \( \overline{\partial}_{Jou} \) the \( \overline{\partial} \)-operator for the induced structure \( J_u = J \circ u \) on the bundle \( E \).

Later in this paper we shall use a similar construction as follows. In the trivial bundle \( E = \Delta \times \mathbb{R}^{2n} (= \Delta \times \mathbb{C}^n) \) over the unit disc consider a complex structure \( J(z) \), i.e., a continuous \( Mat(2n \times 2n, \mathbb{R}) \)-valued function, such that \( J(z)^2 \equiv -I_d \). It defines on \( L^{1,2}_{\text{loc}} \)-sections of \( E \) a \( \overline{\partial} \)-type operator

\[
\overline{\partial} J u := \frac{\partial u}{\partial x} + J(z) \frac{\partial u}{\partial y}. \tag{2.2}
\]

Therefore we can interpret \( (2.1) \) saying that a \( J \)-holomorphic map \( u \) is a section of \( E \), which satisfies \( (2.2) \) with \( J(z) = J_u(z) \).

In the Proposition \( 2.1 \) below we shall see that \( u \) satisfying \( (2.1) \) is, in fact, of class \( C^{1,\alpha} \) for all \( 0 < \alpha < 1 \).

**Proposition 2.1.** Let \( J \) be an \( \text{End}(\mathbb{R}^{2n}) \)-valued function on \( \Delta \) of class \( C^{k-1,\text{Lip}} \), \( k \geq 1 \), and let \( R \) be an \( \text{End}(\mathbb{R}^{2n}) \)-valued function on \( \Delta \) of class \( L^{k,p} \), \( 1 < p < \infty \). Suppose that \( J^2 \equiv -I_d \) and that \( \overline{\partial} J u + Ru \in L^{k,p}(\Delta) \) for some \( u \in L^{1,2}(\Delta, \mathbb{R}^{2n}) \). Then \( u \in L^{k+1,p}_{\text{loc}}(\Delta, \mathbb{R}^{2n}) \) and for \( 0 < r < 1 \)

\[
\|u\|_{L^{k+1,p}(\Delta(\Delta))} \leq C_{k,p}(\|\overline{\partial} J u + Ru\|_{L^{k,p}(\Delta)} + \|u\|_{L^p(\Delta)}), \tag{2.3}
\]
where \( C_{k,p} = C(\| J \|_{C^{k-1,L_{p'}}}, \| R \|_{L^p,k,p,r}) < \infty \). Moreover, there exists an \( \varepsilon = \varepsilon(k,p) > 0 \) such that if

\[
\| J - J_{st} \|_{C^{k-1,L_{p'}}(\Delta)} + \| R \|_{L^p(\Delta)} < \varepsilon
\]

then the constant \( C_{k,p} \) above can be chosen to be independent of \( \| J \| \) and \( \| R \| \).

For the proof see [M], Theorem 6.2.5. The condition \( J^2 \equiv -\text{Id} \) is needed in this statement to insure the ellipticity of the operator \( \bar{\partial}_J \). We shall use in this paper the case \( k = 1 \) only. Remark that our initial assumption on \( u \) is \( u \in L^{1,2}(\Delta) \) which implies that \( u \in L^p(\Delta) \) for all \( p < \infty \). This proposition implies, in particular, that a \( J \)-holomorphic map \( u : \Delta \to \mathbb{R}^{2n} \) is of class \( L^2_{\text{loc}}(\Delta) \) for all \( p < \infty \) provided \( J \) is Lipschitz. In particular \( u \in C^{1,\alpha}_{\text{loc}}(\Delta) \) for all \( 0 < \alpha < 1 \).

### 2.2. Estimation of the differential at cusp-points

Throughout this subsection we fix some \( 2 < p < \infty \) and make the following assumption:

\((*)\) \( J \) is an almost complex structure in \( B \) with \( J(0) = J_{st} \) such that \( \| J - J_{st} \|_{C^{0,p}(B)} \) is small enough. \( u : \Delta \to B \) is a \( J \)-holomorphic map such that \( u(0) = 0 \) and such that \( \| du \|_{L^1(\Delta)} \) is small enough.

Let us notice that this assumption is by no means restrictive. Indeed, we can always replace \( J(w) \) by \( J_\tau(w) := J(\tau w) \) and \( u(z) \) by \( u_{\tau,t}(z) := \tau^{-1}u(tz) \) with some appropriately chosen \( \tau \) and \( t \).

By the Corollary 3.1.3 from [IS1] (see also Proposition 3 in [Sk2] and the corresponding Corollary 1.4.3 in [IS2]) we can assign multiplicity of zero to a \( J \)-holomorphic map \( u : \Delta \to (B,J) \) provided that \( J \) is at least Lipschitz. In particular, zeroes of \( u \) are isolated, as for the classical holomorphic functions. Moreover, we can represent such \( u \) (in the neighborhood of its zero point, say \( z_0 = 0 \), provided \( J(0) = J_{st} \)) as

\[
u(z) = z^\mu P(z) + z^{2\mu-1}v(z),
\]

where \( \mu \geq 1 \) is an integer (a multiplicity of zero), \( P(z) \) is some (holomorphic) polynomial of degree at most \( \mu - 1 \), \( P(0) \neq 0 \) and \( v \in L^1_{\text{loc}}(\Delta, \mathbb{C}^n) \) for all \( 2 < p < \infty \), and therefore \( v \in C^\alpha(\Delta, \mathbb{C}^n) \) for all \( 0 < \alpha < 1 \). In addition, \( v(0) = 0 \). Now we want to derive from (2.4) some properties of the differential \( du \).

Let us start with the following preliminary estimate.

**Lemma 2.1.** For any integer \( \mu \geq 1 \) there exists a constant \( C = C(\mu, p) < \infty \) with the following property: for every \( J \)-holomorphic map \( u : \Delta \to (B,J) \), satisfying the assumption \((*)\) and having the form \((2.4)\) one has

\[
\| v \|_{L^{1,p}(\Delta)} \leq C \cdot \| u \|_{L^{1,p}(\Delta)}.
\]

**Proof.** We use the fact that every \( J \)-holomorphic map \( u : \Delta \to B \) with Lipschitz-continuous \( J \) satisfies the pointwise estimate

\[
|\bar{\partial}_J u(z)| \leq \text{Lip}(J) \cdot |du(z)| \cdot |u(z)|,
\]

see inequality (1.4.4) in [IS2]. Following [Sk1] define

\[
H(z) := \begin{cases} -\frac{\bar{\partial}_J u(z) \bar{\partial} \bar{u}(z)}{|u(z)|^2} & \text{if } u(z) \neq 0, \\ 0 & \text{if } u(z) = 0. \end{cases}
\]
Then $H(z)$ is a measurable function with values in $\text{Mat}_C(n \times n)$, which satisfies the pointwise estimate

$$|H(z)| \leq \text{Lip}(J) \cdot |du(z)|.$$  

(2.8)

In particular, $\|H(z)\|_{L^p(\Delta)}$ is bounded by some sufficiently small constant by the assumption (*). The function $u(z)$ in its turn satisfies

$$\overline{\partial}_u u(z) + H(z) \cdot u(z) = 0.$$  

(2.9)

Under these conditions Lemma 1.2.3 from [IS2] insures the existence of a matrix-valued function $F(z) \in L^{1,p}(\Delta)$ which satisfies the equation

$$\overline{\partial}_u F = -F \cdot H.$$  

(2.10)

with the estimate

$$\|F(z) - \text{Id}\|_{L^{1,p}(\Delta)} \leq C \cdot \|H(z)\|_{L^p(\Delta)}.$$  

(2.11)

The equations (2.9) and (2.10) imply that the function $F(z) \cdot u(z)$ is holomorphic. Define $u^{(\mu)}(z) := z^{-\mu}u(z)$. It satisfies $\overline{\partial}_u (F^{(\mu)}(u)) = 0$ and hence $F(z) \cdot u^{(\mu)}(z) = z^{-\mu}F(z) \cdot u(z)$ has no pole at zero and therefore is holomorphic.

Since $\|F(z) - \text{Id}\|_{L^{1,p}(\Delta)}$ is small we have that for any domain $A \subset \Delta$ the following inequality

$$c_\mu \|u^{(\mu)}\|_{L^{1,p}(\Delta)} \leq \|F(z) \cdot u^{(\mu)}(z)\|_{L^{1,p}(\Delta)} \leq C_\mu \|u^{(\mu)}\|_{L^{1,p}(\Delta)}.$$  

(2.12)

This easily follows from the Cauchy integral formula for the Taylor coefficients of holomorphic function. Consequently we get

$$\|F \cdot u^{(\mu)}(z)\|_{L^{1,p}(\Delta)} \leq C \cdot \|u^{(\mu)}\|_{L^{1,p}(\Delta \setminus \Delta(\frac{1}{2}))}.$$  

(2.13)

This gives us the estimate

$$\|u^{(\mu)}\|_{L^{1,p}(\Delta)} \leq C_\mu \cdot \|u\|_{L^{1,p}(\Delta)},$$  

(2.14)

because on the annulus $\Delta \setminus \Delta(\frac{1}{2})$ functions $u$ and $u^{(\mu)}$ are comparable. The latter estimate implies that $d(u(z)) = d(z^\mu u^{(\mu)}(z))$ fulfills a.-e. the estimate

$$|d(\mu)(z)| \leq h(z) \cdot |z^{\mu-1}|$$  

(2.15)

for some non-negative $L^p$-function $h$ satisfying

$$\|h\|_{L^p(\Delta)} \leq C \cdot \|u\|_{L^{1,p}(\Delta)}.$$  

(2.16)

Substituting the relation (2.15) in (2.6) we obtain a.-e. the pointwise estimate

$$|\overline{\partial}_u u(z)| \leq C \cdot |z^{\mu-1}| \cdot h(z) \cdot |u(z)|$$

with the same function $h \in L^p(\Delta)$ as above. Multiplying it by $z^{-\mu}$ we obtain

$$|\overline{\partial}_u u^{(\mu)}(z)| \leq C \cdot |z^{-\mu-1}| \cdot h(z) \cdot |u^{(\mu)}(z)|.$$  

(2.17)

For $j = 1, \ldots, \mu - 1$ define functions $u^{(\mu+j)}(z)$ recursively by the relation

$$u^{(\mu+j)}(z) := (u^{(\mu+j-1)}(z) - u^{(\mu+j-1)}(0))/z.$$  

Then the coefficients of the polynomial $P(z)$ from (2.4) are given by $a_j = u^{(\mu+j)}(0)$ for $j = 0, \ldots, \mu - 1$ and $v(z) = u^{(2\mu-1)}(z) - u^{(2\mu-1)}(0)$.
We claim that for every \( j = 0, \ldots, \mu - 1 \) we have the estimation
\[
\| u^{(\mu+j)} \|_{L^1(\Delta)} \leq C \cdot \| u \|_{L^1(\Delta)},
\]
and therefore \( |a_j| \leq C \cdot \| u \|_{L^1(\Delta)} \). The proof is done by induction using (2.14) as the base for \( j = 0 \). Thus we assume that for some fixed \( j \in \{1, \ldots, \mu - 1\} \) we have the estimation of the form
\[
\| u^{(\mu+j-1)} \|_{L^1(\Delta)} \leq C \cdot \| u \|_{L^1(\Delta)},
\]
and in particular \( |a_{j-1}| = |u^{(\mu+j-1)}(0)| \leq C \cdot \| u \|_{L^1(\Delta)} \). From the definition of \( u^{(\mu+j)}(z) \) we obtain a.e. the pointwise differential inequality
\[
|\partial_{st} u^{(\mu+j)}(z)| = |z^{-1} \partial_{st} u^{(\mu+j-1)}(z)| = |z^{-2} \partial_{st} u^{(\mu+j-2)}(z)| = \ldots =
\]
\[
= |z^{-j} \partial_{st} u^{(\mu)}(z)| \leq C \cdot h(z) \cdot |z^{\mu-1-j}| \cdot |u^{(\mu)}(z)|.
\]
This gives the estimate
\[
\| \partial_{st} u^{(\mu+j)}(z) \|_{L^p(\Delta)} \leq C \| h \|_{L^p(\Delta)} \| u^{(\mu)} \|_{L^\infty(\Delta)} \leq C_1 \| u \|_{L^1(\Delta)}
\]
by (2.14) and (2.16). Further
\[
\| u^{(\mu+j)} \|_{L^1(\Delta \setminus \Delta(\frac{1}{2}))} \leq C \cdot (a_{j-1} + \| u^{(\mu+j-1)} \|_{L^1(\Delta \setminus \Delta(\frac{1}{2}))}) \leq C_1 \cdot \| u \|_{L^1(\Delta)}
\]
by inductive assumption. Now the standard inner estimates for \( \partial_{st} \) provide the desired estimates
\[
\| u^{(\mu+j)} \|_{L^1(\Delta)} \leq C \cdot \| u \|_{L^1(\Delta)} \quad \text{and} \quad |a_j| \leq C \cdot \| u \|_{L^1(\Delta)}.
\]
The case \( j = \mu - 1 \) yields the estimate (2.25) on \( v(z) = u^{(2\mu-1)}(z) - a_{\mu-1} \).

The following lemma will be used in this paper with various operators \( A \).

**Lemma 2.2.** Let \( A \) be a Lipschitz continuous End(\( \mathbb{R}^{2n} \))-valued function on \( B \) with \( A(0) = 0 \) and let \( u \) be a \( J \)-holomorphic map with Lipschitz \( J \) as in (2.4). Then for all integers \( \nu \) and \( \lambda \) satisfying \( \nu \leq \mu + \lambda - 1 \) the function \( z^{-\nu} \cdot A(u(z)) \cdot z^\lambda \) is Lipschitz-continuous in \( \Delta \) with the estimate
\[
\text{Lip}_\Delta (z^{-\nu} \cdot A(u(z)) \cdot z^\lambda) \leq C(p) \cdot \text{Lip}(A) \cdot \| u \|_{L^1(\Delta)}.
\]

**Proof.** Remark that we have the following estimate
\[
\| z^{-\nu} u(z) \|_{L^\infty(\Delta(\frac{1}{2}))} \leq C \cdot \| u \|_{L^1(\Delta)}.
\]
This is clear because in (2.14) a \( L^1 \) and therefore a \( C^\alpha \) - norm of \( u^{(\mu)} = z^{-\nu} u \) was estimated.

We continue the proof of the lemma starting from the remark that since \( u \) is \( J \)-holomorphic with Lipschitz \( J \), it is of class \( C^{1,\alpha} \) and therefore itself Lipschitz.

Now we turn to the estimation of the quantity
\[
\| z_1^{-\nu} A(u(z_1))z_1^\lambda - z_2^{-\nu} A(u(z_2))z_2^\lambda \|_{|z_1 - z_2|}
\]
for \( z_1 \neq z_2 \in \Delta \). In order to do this we consider two cases.

**Case 1.** \( \frac{1}{4}|z_1| \leq |z_1 - z_2| \). In that case \( |z_1| \leq 3|z_1 - z_2| \) and \( |z_2| \leq 4|z_1 - z_2| \). Therefore
\[
\| z_1^{-\nu} A(u(z_1))z_1^\lambda - z_2^{-\nu} A(u(z_2))z_2^\lambda \|_{|z_1 - z_2|} =
\]
Let us estimate these terms separately. First:

$$I_1 \leq \frac{1}{\lambda} \sum_{j=0}^{1} \left| \frac{z_1^{-\lambda}}{z_2^{-j}} \right| \leq C \cdot \text{Lip}(A) \left\| z^{-\mu} u(z) \right\|_{L^\infty(D(\Delta^1))} \left| z_1^{-\lambda} \right| \leq C \cdot \text{Lip}(A) \left\| u(z) \right\|_{L^{1,p}(\Delta)},$$

Second:

$$I_2 \leq C \cdot \text{Lip}(A) \left\| z^{-\mu} u(z) \right\|_{L^\infty(D(\Delta^1))} \left| z_1^{-\mu} \right| \left| z_2^{-j} \right| \leq C \cdot \text{Lip}(A) \left\| u(z) \right\|_{L^{1,p}(\Delta)},$$

And, finally, third:

$$I_3 \leq C \cdot \text{Lip}(A) \left\| z^{-\mu} u(z) \right\|_{L^\infty(D(\Delta^1))} \left| z_1^{-\lambda} \right| \leq C \cdot \text{Lip}(A) \left\| u(z) \right\|_{L^{1,p}(\Delta)}.$$

We need to produce some extra regularity of the rest term $zv(z)$ in the representation (2.4). In fact we shall prove that $z \cdot v \in L^{2,p}_{\text{loc}}(\Delta)$ for $v$ from (2.4) together with the estimate of its decay at zero.

**Lemma 2.3.** Let $J$ be a Lipschitz-continuous almost complex structure in the unit ball $B \subset \mathbb{C}^n$ with $J(0) = J_{st}$ and $u : \Delta \to B$ be a $J$-holomorphic map written in the form (2.4). Then $zv \in L^{2,p}_{\text{loc}}(\Delta)$ for all $2 < p < \infty$. Moreover, for every $|z| \leq \frac{1}{\delta}$ one has

$$|d(zv(z))| \leq C(p) \cdot |z|^{1 - \frac{2}{p}} \cdot \left\| u(z) \right\|_{L^{1,p}(\Delta)}$$

for with the constant $C(p)$ independent of $z$, $u$ and $J$ satisfying the assumption (*).
Proof. Remark that with $\nu = 2\mu - 2$ in Lemma 2.2 above we have
\[ z^\nu \cdot (zv(z)) = u(z) - z^\mu \cdot P(z). \] (2.23)

So if we apply $\overline{J}_{J\nu}$ to the right hand side of (2.23) we obtain $\overline{J}_{J\nu}(z^\mu P)$ which is Lipschitz continuous, in particular, it belongs to $L_{loc}^{1,p}$ for all $1 < p < \infty$. Elliptic regularity of Proposition 2.1 gives then the $L^2$-regularity of the left hand side $z^\nu \cdot (zv(z))$. If $\mu = 1$ (and therefore $\nu = 0$), then $zv(z) = u(z) \in L_{loc}^{1,p}(\Delta)$, and the needed $L^2$-regularity is already proved. Therefore till the Step 4 we shall suppose that $\mu \geq 2$.

Let us explain the idea of the proof of this lemma. First we observe that
\[ z^{-\nu} [\partial_z + J(u(z))\partial_y] z^\nu (zv) = (\partial_z + z^{-\nu} J(u) z^\nu \partial_y) (zv) + z^{-\nu} (1 + J(u) J_{st}^a) \nu z^{\nu - 1} (zv). \] (2.24)

We see (2.24) as the equation of the form
\[ f(z) = (\overline{J}_{J\nu} + R^{(\nu)}) (zv(z)). \] (2.25)

After establishing the necessary regularity of $J^{(\nu)}$, $R^{(\nu)}$ and $f$ we shall apply the Proposition 2.1 and obtain the desired regularity of the solution $zv$.

Let us start with the right hand side of (2.24).

Step 1. $J^{(\nu)} := z^{-\nu} \cdot J(u) \cdot z^\nu$ is a Lipschitz continuous complex structure on $E$ and $\text{Lip}(J^{(\nu)}) \leq C \cdot \text{Lip}(J) \cdot \|u\|_{L^{1,p}(\Delta)}$.

The proof is straightforward via Lemma 2.2 just write $J^{(\nu)} = z^{-\nu} [J(u) - J_{st}] z^\nu + J_{st}$ and apply Lemma 2.2 to $A = J - J_{st}$.

Step 2. The endomorphism $R^{(\nu)} := z^{-\nu} \cdot (1 + J(u) J_{st}) \nu z^{\nu - 1}$ of the bundle $E$ is Lipschitz continuous, $R^{(\nu)}(0) = 0$ and $\text{Lip}(R^{(\nu)}) \leq C \cdot \text{Lip}(J) \cdot \|u\|_{L^{1,p}(\Delta)}$.

This is again true by Lemma 2.2 and because $\mu \geq 2$. Note now that the right hand side of (2.24) is of the form $\overline{J}_{J^{(\nu)}}(zv) + R^{(\nu)}(zv)$ and that coefficients of this operator are Lipschitz continuous. Therefore we can apply (2.23) and obtain
\[ \|zv\|_{L^{2,p}(\Delta(1/2)))} \leq C (\|\overline{J}_{J^{(\nu)}} (zv) + R^{(\nu)} (zv)\|_{L^{1,p}(\Delta)} + \|zv\|_{L^p(\Delta)}). \] (2.26)

To achieve (2.22) for $r = \frac{1}{2}$ we need to estimate both terms in the right hand side (2.26) by $\|u\|_{L^{1,p}(\Delta)}$. For the term $zv(z)$ it was already done in (2.5). In order to estimate the first term we shall compute the left hand side of (2.24) in another way. Namely, using (2.4) we write
\[ z^{-\nu} [\partial_z + J(u(z))\partial_y] z^\nu (zv) = z^{-\nu} [\partial_z + J(u(z))\partial_y] (u(z) - z^\mu \cdot P(z)) = z^{-\nu} [\partial_z + J(u(z))\partial_y] (\sum_{j=0}^{\mu-1} a_j z^{\mu+j}) = z^{-\nu} (1 + J(u) J_{st}) (\sum_{j=0}^{\mu-1} (\mu + j a_j z^{\mu+j-1}) = f(z). \] (2.27)

Step 3. The right hand side $f(z)$ of (2.27) satisfies $f(0) = 0$ and is Lipschitz continuous with the estimate
\[ \|f\|_{L^{1,p}(\Delta)} \leq C \cdot \|J\|_{L^{1,p}(\Delta)} \cdot \|u\|_{L^{1,p}(\Delta)}. \] (2.28)

The worst term is $z^{-\nu} (1 + J(u) J_{st}) (\mu a_0 z^{\mu-1})$, but it is still under control of the Lemma 2.2. We conclude now by (2.26) and (2.28) the estimate
\[ \|d(zv)\|_{L^{1,p}(\Delta(1/2))} \leq C \cdot \|u\|_{L^{1,p}(\Delta)}. \] (2.29)
Step 4. The behavior of $z v(z)$ under a dilatation.

For $\tau \in [0, 1]$ and we define $\pi_{\tau} : \Delta \to \Delta$ by $\pi_{\tau}(z) := \tau \cdot z$. Then for any function $w(z)$ in the disc $\pi_{\tau}^* w(z) = w(\tau z)$ is the dilatation of $w(z)$. An easy calculation shows the following dilatation behavior of the $L^p$-norms of the derivatives:

\[
\| D^i(\pi_{\tau}^* w) \|_{L^p(\Delta)} = |\tau|^{i-\frac{2}{p}} \| D^i w \|_{L^p(\Delta(\tau))}.
\]

Estimating $L^p$-norm we use the fact that $v(0) = 0$ and that $\| v \|_{C^0(\Delta)} \leq C \cdot \| u(z) \|_{L^1, p(\Delta)}$, see Lemma 2.27. Hence $|v(z)| \leq C \cdot |z|^\alpha \cdot \| u(z) \|_{L^{1, p}(\Delta)}$, and thus (using $\alpha = 1 - \frac{2}{p}$)

\[
\| z v(z) \|_{L^p(\Delta(\tau))} \leq \| z v(z) \|_{L^p(\Delta(\tau))} (\pi r^2)^{\frac{2}{p}} \leq C \cdot r^2 \cdot \| u(z) \|_{L^{1, p}(\Delta)}.
\]

Consequently

\[
\| \pi_{\tau}^* (z v(z)) \|_{L^p(\Delta)} \leq C \cdot r^{2-\frac{2}{p}} \cdot \| u(z) \|_{L^{1, p}(\Delta)}.
\]

Now recall that $z v(z)$ satisfies the differential equation

\[
\left( \overline{\partial}_{J^{(\nu)}} + R^{(\nu)} \right) (z v(z)) = f(z)
\]

with $f(z)$ given by the formula (2.27). By Step 3, $f(z)$ is Lipschitz continuous with the estimate (2.28) and $f(0) = 0$. This implies that

\[
\| \pi_{\tau}^* f(z) \|_{C^{1, p}(\Delta)} \leq C \cdot r \cdot \| J \|_{C^{1, p}(\Delta)} \cdot \| u(z) \|_{L^{1, p}(\Delta)}.
\]

The same argument yields also

\[
\| \pi_{\tau}^* (J^{(\nu)} - J_{st}) \|_{C^{1, p}(\Delta)} \leq r \cdot \| J^{(\nu)} - J_{st} \|_{C^{1, p}(\Delta)}.
\]

Finally, we observe that

\[
\pi_{\tau}^* (\overline{\partial}_{J^{(\nu)}} (z v(z))) = r^{-1} \cdot \overline{\partial}_{\pi_{\tau}^* J^{(\nu)}} (\pi_{\tau}^* (z v(z))).
\]

Summing up, we see that the rescaled function $w_{\tau}(z) := \pi_{\tau}^* (z v(z))$ satisfies a $\overline{\partial}$-type equation

\[
\left( \overline{\partial}_{x^* J^{(\nu)}} + r \cdot \pi_{\tau}^* R^{(\nu)} \right) w_{\tau}(z) = r \cdot \pi_{\tau}^* f(z)
\]

in which the norms $\| r \cdot \pi_{\tau}^* f(z) \|_{C^{1, p}(\Delta)}$ are bounded by $C \cdot r^2 \cdot \| u \|_{L^{1, p}(\Delta)}$ uniformly in $r$ and the coefficients $\pi_{\tau}^* J^{(\nu)}$ and $r \cdot \pi_{\tau}^* R^{(\nu)}$ are $C^{1, p}$-close to those of $\overline{\partial}_{st}$ for $r$ close enough to 0.

From Proposition 2.27 we obtain the uniform estimate

\[
\| \pi_{\tau}^* (z v(z)) \|_{L^2, p(\Delta)} \leq C \cdot r^{2-\frac{2}{p}} \cdot \| u \|_{L^{1, p}(\Delta)},
\]

which implies

\[
\| d(\pi_{\tau}^* (z v(z))) \|_{L^\infty(\Delta)} \leq C \cdot r^{2-\frac{2}{p}} \cdot \| u \|_{L^{1, p}(\Delta)}.
\]

After rescaling we obtain

\[
\| d(z v(z)) \|_{L^\infty(\Delta(\tau))} \leq C \cdot r^\alpha \cdot \| u \|_{L^{1, p}(\Delta)},
\]

with $\alpha = 1 - \frac{1}{p}$.

The estimate (2.22) gives immediately the following

**Corollary 2.1.** For a Lipschitz-continuous $J$ and $J$-holomorphic $u$ in the form (2.4) one has

\[
du(z) = d(z^\alpha P(z)) + O(|z|^{2\alpha-2+\alpha}).
\]

for any $0 < \alpha < 1$. In particular, for a non-constant $u$ zeroes of $du$ are isolated.
2.3. An example. Let us illustrate the statements of this Section by an example.

Example 3. Equation (1.1) can be rewritten as

\[ \frac{\partial u}{\partial \bar{z}} - \bar{Q}(J_u(z)) \frac{\partial u}{\partial z} = 0, \]  

(2.31)

where

\[ \frac{\partial u}{\partial \bar{z}} = \frac{1}{2} \left( \frac{\partial u}{\partial x} + J_{st} \frac{\partial u}{\partial y} \right), \quad \frac{\partial u}{\partial z} = \frac{1}{2} \left( \frac{\partial u}{\partial x} - J_{st} \frac{\partial u}{\partial y} \right) \]  

(2.32)

and

\[ \bar{Q}(J(z)) = [J(z) + J_{st}]^{-1} [J_{st} - J(z)]. \]  

(2.33)

Remark that \( \bar{Q} \) anticommutes with \( J_{st} \) and therefore is a \( \mathbb{C} \)-antilinear operator. Therefore (2.31) can be understood as an equation for \( \mathbb{C}^n \)-valued map (or section) \( u \). Usually it is better to consider the conjugate operator \( Q \) and write (2.31) in the form

\[ \frac{\partial u}{\partial \bar{z}} - Q(J_u(z)) \frac{\partial u}{\partial z} = 0. \]  

(2.34)

Vice versa, given an anti-linear operator \( \bar{Q} \) in \( \mathbb{C}^n \equiv \mathbb{R}^{2n} \), one can reconstruct the corresponding almost complex structure as follows

\[ J(z) = J_{st} \left( \text{Id} + \bar{Q} \right) \cdot \left( \text{Id} - \bar{Q} \right)^{-1}. \]  

(2.35)

After these preliminary considerations (which will be used also in Section 5), we shall turn to the example in question. Remark that the vector-function \( u(z) = (z^\mu, \bar{z}^{2\mu}) \) is \( J \)-holomorphic with respect to the structure

\[ Q(u_1, u_2) = \begin{pmatrix} 0 & 0 \\ 2\bar{u}_1 & 0 \end{pmatrix} \]  

(2.36)

In the representation (2.4) we have for this example \( P = (1,0) \) - a constant vector polynomial, \( v(z) = \bar{z} \). From here one sees that (2.22) cannot be improved.

Remark 2.1. (a) The fact that for \( J \in C^1 \) zeroes of a differential of a \( J \)-holomorphic map are isolated was first proved by J.-C. Sikorav in [Sk1].

(b) We shall crucially need this fact for Lipschitz-continuous structures in this paper. It is stated in Proposition 3 of [Sk2], but, unfortunately, the proof of [Sk2] uses the expression \( (dJ.f') \), see the first line after the formula (2.3) on page 363 of [Sk2]. Here the Author means the pointwise scalar product \( (dJ(f), f') \). But \( dJ(f) \) cannot be defined for Lipschitz \( J \) and no explanations of how one might give the sense to this expression are given. Therefore, in our opinion, the proof of Proposition 3 of [Sk2] goes through only in the case \( J \in C^1 \) and this was already achieved in [Sk1]. Remark that this problem - absence of the chain rule for Lipschitz maps - makes the issue quite delicate.

3. Local structure of \( J \)-holomorphic maps

3.1. Uniqueness for solutions of \( \bar{\partial} \)-inequalities. We start with a generalization of Lemma 1.4.1 from [IS2]. Recall that for a complex structure \( J(z) \) in the trivial bundle \( E = \Delta \times \mathbb{R}^{2n}(= \Delta \times \mathbb{C}^n) \) over the unit disc we defined the operator \( \bar{\partial}_J \) by the formula

\[ \bar{\partial}_J u = \frac{\partial u}{\partial \bar{z}} + J(z) \frac{\partial u}{\partial y}, \]  

see (2.2).
Lemma 3.1. Let $J$ be an almost complex structure in the trivial $\mathbb{C}^n$-bundle over the disc $\Delta$ which is $L^{1,p}$-regular for some $2 < p < \infty$ and such that $J(0) = J_{st}$. Suppose that a function $u \in L^{1,2}_{loc}(\Delta, \mathbb{C}^n)$ is not identically 0 and satisfies a.e. the inequality
\[ |\overline{\partial}_J u| \leq h \cdot |u| \tag{3.1} \]
for some nonnegative $h \in L^p_{loc}(\Delta)$. Then:

i) $u \in L^{1,p}_{loc}(\Delta)$, in particular $u \in C^\alpha_{loc}(\Delta)$ with $\alpha := 1 - \frac{2}{p}$.

ii) for any $z_0 \in \Delta$ such that $u(z_0) = 0$ there exists $\mu \in \mathbb{N}$ — the multiplicity of zero of $u$ in $z_0$ — such that $u(z) = (z - z_0)^\mu \cdot g(z)$ for some $g \in L^{1,p}_{loc}(\Delta)$ with $g(z_0) \neq 0$.

Proof. We reduce the case of general $J$ to the special one in which $J = J_{st}$. For this purpose we fix a $(J_{st}, J)$-complex bundle isomorphism $F : \Delta \times \mathbb{C}^n \to \Delta \times \mathbb{C}^n$ of regularity $L^{1,p}$, so that $F^{-1} \circ J \circ F = J_{st}$. Then any section $u(z)$ of $\Delta \times \mathbb{C}^n$ has the form $u(z) = F(v(z))$ and $u(z)$ is $L^{1,p}$-regular if and only if so is $v(z)$. Moreover,
\[ \overline{\partial}_J u(z) = (\partial_x + J(z) \partial_y) F(v(z)) = F(\partial_x + F^{-1} \cdot J(z) \cdot F \cdot \partial_y) v(z) + (\partial_x F + J(z) \partial_y F) v(z). \]

Consequently, (3.1) is equivalent to the differential inequality
\[ |\overline{\partial}_{st} v| \leq |F^{-1}(\overline{\partial}_J u(z))| + |F^{-1}(\partial_x F + J(z) \partial_y F) v(z)| \leq h \cdot |v| \tag{3.2} \]
with a new $h_1 \in L^p(\Delta)$.

The statement of the lemma is reduced now to Lemma 1.4.1 from [IS2].

\[ \square \]

Lemma 3.2. Let $J$ be a Lipschitz-continuous almost complex structure in the unit ball $B$ in $\mathbb{C}^n$ and $u_1, u_2 : \Delta \to B$ two $J$-holomorphic maps such that $u_1(0) = u_2(0) = 0$ and $u_1 \neq u_2$. Then there exists an integer $\nu > 0$ and $v(z) \in L^{1,p}(\Delta, \mathbb{C}^n)$, $v(0) \neq 0$ such that $u_1(z) - u_2(z) = z^\nu v(z)$.

Proof. Set $v = u_1 - u_2$ and let us compute $\overline{\partial}_{J_{ou_1}}(v) = (\partial_x + J(u_1(z)) \partial_y) v(z)$:
\[ \overline{\partial}_{J_{ou_1}}(v) = (\partial_x + J(u_1) \cdot \partial_y)(u_1 - u_2) = (\partial_x + J(u_1) \cdot \partial_y)(u_1 - u_2) + (\partial_x + J(u_2) \cdot \partial_y) u_2 =
\]
\[ = (J(u_2) \cdot \partial_y - J(u_1) \cdot \partial_y) u_2 = (J(u_1 - v) - J(u_1)) \cdot \partial_y u_2. \]

By the Lipschitz regularity of $J$ and $\partial_y u_2 \in L^p(\Delta)$ we obtain a pointwise differential inequality
\[ |\overline{\partial}_{J_{ou_1}}(v)(z)| \leq h(z) \cdot |v(z)| \]
for some $h \in L^p(\Delta)$. Now we apply Lemma 3.1.

\[ \square \]

Remark 3.1. The statement of this lemma implicitly appeared for the first time in [SK1]. Really, his proof of Proposition 3.2.1 (i) clearly goes through under the assumption of Lipschitz continuity of $J$ only.
3.2. Proof of the part (a) of the Comparison Theorem. In the proof we use the abbreviation “$L^{1,p}$-regular” instead of “$L^{1,p}$-regular for any $p < \infty$” and a similar abbreviation “$L^{2,p}$-regular”.

(a) Denote by $E$ the a trivial $C^n$-bundle over $\Delta$, $E := \Delta \times C^n$. Equip $E$ with linear complex structures $J_i := J \circ u_i$ as it was explained at the beginning of Section 2. Observe that the maps $u_1$ and $u_2$ are sections of $E$, and $u_i$ satisfy the equation $\partial J_i u_i = (\partial_x + J_i \partial_y) u_i = 0$. Without loss of generality we suppose that $u_1$ has no critical points, possibly except 0.

Claim 1. The image $E_1$ of the differential $du_1 : T\Delta \to E$ is a well-defined $J_1$-complex line subbundle of the complex bundle $(E, J_1)$ over $\Delta \setminus \{0\}$. It extends to a $J_1$-complex line subbundle of $E$ of regularity $L^{1,p}$ over $\Delta$ such that $du_1 : T\Delta \to E_1$ is $L^{1,p}$-regular.

The claim is trivial in the case when $u_1$ is an immersion and $\mu = 1$. Otherwise we use (2.4) and write $u_1$ in the form

$$u_1(z) = z^\mu P(z) + z^{2\mu} v(z) = z^\mu P(z) + z^\mu \cdot z^{\mu-1} v(z).$$ (3.3)

Notice that now $\mu - 1 \geq 1$ and hence $z^{\mu-1} v(z)$ is $L^{2,p}$-regular by Lemma 2.3. It follows that $du_1(z)$ has the form $z^{\mu-1} H(z)$ for some $L^{1,p}$-regular real bundle homomorphism $H : T\Delta \to E$ with $H(0) = \mu P(0)$. For $z \neq 0$ consider the homomorphism $H_1 := du_1 \circ (z^{1-\mu}) : T\Delta \to E$ given by $w \in T\Delta \mapsto du_1(z)(z^{1-\mu} \cdot w) \in E_z$. Observe that in the formulas above the multiplication of a vector $w \in E_z \cong C^n$ with $z$ is understood as $(x + J_1 y) \cdot w$. On the other hand, $du_1$ is $J_1$-linear, and consequently

$$H_1(z) = (x + J_1 y)^{1-\mu} \circ (x + J_1 (z) y)^{1-\mu} \circ H(z).$$

The proof of the claim will follow if we shall show that $(x + J_1 y)^{1-\mu}(x + J_1 (z) y)^{1-\mu}$ is sufficiently close to the identity map. For this is it sufficient to show that $(x + J_1 y)(x + J_1 (z) y)^{-1}$ is sufficiently close to the identity map. More exactly, that it is $1 + O(|z|)$. Really, if that is proved then for every $k > 1$ we shall have

$$(x + J_1 y)^k (x + J_1 (z) y)^{-k} = (x + J_1 y)^{k-1} (1 + O(|z|))(x + J_1 (z) y)^{-k+1} =$$

$$= (x + J_1 y)^{k-1} (x + J_1 (z) y)^{-k+1} + (x + J_1 y)^{k-1} O(|z|)(x + J_1 (z) y)^{-k+1}$$

and the second term is of order $|z|^{-k} |z|^{-k+1} = O(|z|)$. Therefore the induction will do the job. Now let us turn to $(x + J_1 y)(x + J_1 (z) y)^{-1}$. It will be easier to estimate an inverse expression $(x + J_1 (z) y)(x + J_1 y)^{-1}$. Here we obtain

$$(x + J_1 (z) y)(x + J_1 y)^{-1} = (x + J_1 (z) y)(x - J_1 y) \cdot (x^2 + y^2)^{-1} =$$

$$(x^2 + y^2 + xy (J_1 (z) - J_1 y) - y^2 (1 + J_1 y) J_1 y) \cdot (x^2 + y^2)^{-1}.$$

So we can conclude the pointwise estimate

$$\| (x + J_1 (z) y)(x + J_1 y)^{-1} - I \| \leq C \cdot \| J_1 (z) - J_1 y \| \leq C' \cdot |z|,$$

and the claim follows. $L^{1,p}$-regularity of $du_1$ is clear because $u_1$ is $L^{2,p}$-regular by Proposition 2.4.

Fix an $L^{1,p}$-regular $(J_1, J_{st})$-linear trivialization $\Phi : (E, J_1) \overset{\cong}{\to} (\Delta \times C^n, J_{st})$ such that $E_1 = du_1(T\Delta)$ is mapped to the subbundle $\Delta \times C^1 \subset \Delta \times C^n$ with the fiber consisting of vectors of the form $(a, 0, \ldots, 0)$. Then, denoting by $C^{n-1}$ the subspace of $C^n$ of vectors the form $(0, a_2, \ldots, a_n)$, we obtain the bundle $E_2 := \Phi^{-1}(C^{n-1})$ which is a complementary bundle to $E_1$ in $E$, i.e., $E = E_1 \oplus E_2$. Notice that $E_1$ and $E_2$ are $J_1$-complex subbundles of $E$. 
The idea of the proof consists of three steps:

First, to represent $u_2$ in the form

$$u_2(z) = u_1(\psi(z)) + w(z)$$

where $w(z)$ is a $L^{1,p}$-regular section of $E_2$ and $\psi : \Delta(r) \to \Delta$ an appropriate $L^{1,p}$-regular “reparameterization map” defined locally near the origin.

Second, to show that $w(z)$ satisfies a differential inequality of the form $\Box$.

Third, to prove that $\psi$ can be chosen to be a holomorphic function.

Define an “exponential” map $\exp : \Delta \times \Delta \times \mathbb{C}^{n-1} \to E$ by

$$\exp : (z, \zeta, w) \mapsto (z, u_1(\zeta) + \Phi^{-1}(z)w).$$

The map $\exp$ is well-defined, $L^{1,p}$-regular in $z$, $L^{2,p}$-regular in $\zeta$ and linear in $w$. In particular $\exp$ is continuous in $(z, \zeta, w)$. Moreover, for a fixed $z \neq 0 \in \Delta$ the linearization of $\exp_z := \exp(z, \cdot, \cdot)$ with respect to variables $\zeta, w$ at $\zeta, w = 0$ is an isomorphism between $T_{\zeta=0} \Delta \oplus \mathbb{C}^{n-1}$ and $E_z$. Thus for $z \neq 0$ the map $\exp_z$ is an $L^{2,p}$-regular diffeomorphism of some neighborhood $U_z \subset \{(z) \times \Delta \times \mathbb{C}^{n-1}$ of the point $(z,0)$ onto some neighborhood $V_z$ of the point $u_1(z)$ in $E_z = \mathbb{C}^n$.

We need to estimate the size of $V_z$. In order to do so let us consider the rescaled maps

$$u_1'(z) := t^{-n} u_1(t \cdot z) \quad \text{with } t \in (0, 1].$$

**Claim 2.** The family $u_1'(z)$ is uniformly bounded in $t \in (0, 1)$ with respect to the $L^{2,p}$-norm and the limit map $\lim_{t \to 0^+} u_1'(z)$ is $u_1(\zeta) := v_0 z^\mu$, where $v_0 = P(0)$. The limit is taken in $L^{2,p}$-topology.

The $C^\alpha$-convergence $u_1' \Rightarrow u_1^0$ is clear from the representation $\Box$. To derive from here the $L^{2,p}$-convergence remark that $u_1'$ is $J_1$-holomorphic with respect to the structure $J_1(w) := J(t^\mu \cdot w), w \in B$, and that $J_t$ converge to $J_w$ in the Lipschitz norm. This implies the $L^{2,p}$-convergence.

Further, define the rescaled exponential maps

$$\exp'_z(\zeta, w) := u_1'(\zeta) + \Phi^{-1}(t \cdot z)w \quad \text{with } t \in [0, 1].$$

**Claim 3.** There exist constants $c^*, c_1, \varepsilon > 0$ such that for every $z \in \{|z| = \varepsilon\}$ and $t \in [0, 1]$ $\exp'_z(\zeta, w)$ is an $L^{2,p}$-regular diffeomorphism of $U_z = \{(z, w) : |\zeta - z| < c_1, |w| < c_1\}$ onto a neighborhood $V_z'$ of $u_1'(z)$ in $E_z$ which contains the ball $\{|\zeta - u_1(z)| < c^*\}$. Moreover, the inverse maps $(\exp'_z)^{-1} : V_z' \to U_z$ are $L^{2,p}$-regular, their $L^{2,p}$-norms are bounded by a uniform constant independent of $z \in \{|z| = \varepsilon\}$ and $t$, and the dependence of $(\exp'_z)^{-1}$ on $z$ is $L^{1,p}$.

This claim readily follows from the facts that $K = \{|z| = \varepsilon\} \times \{t \in [0, 1]\}$ is a compact, the function $\exp'_z(\zeta, w)$ is a local $L^{2,p}$-regular diffeomorphism for every fixed $(z, t) \in K$, and depends continuously on $t \in [0, 1]$ and $L^{1,p}$-regular on $z \in \{|z| = \varepsilon\}$ with respect to the $L^{2,p}$-topology.

Without loss of generality we may assume that $\varepsilon = 1$. This can be always achieved by an appropriate rescaling.

**Claim 4.** For arbitrary $z \in \Delta \setminus \{0\}$ there is a neighborhood $V_z \ni u_1(z)$ containing the ball $B(u_1(z), c^* |z|^\mu)$ with the constants $c^*$ from the Claim 3 such that $\exp'_z$ is an $L^{1,p}$-regular homeomorphism between some neighborhood $U_z$ of $(z,0)$ in the fiber $\{z\} \times \mathbb{C}^n$ and $V_z$. In particular, $c^*$ is independent of $z$. Local structure of $J$-holomorphic maps
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Here by $L^{1,p}$-regular homeomorphism we understand a homeomorphism which is $L^{1,p}$-regular and its inverse is also $L^{1,p}$-regular.

In order to prove this claim fix some $0 < |z| < \frac{1}{2}$ and set $\tilde{z} = \frac{z}{|z|}, \tilde{\zeta} = \frac{\zeta}{|\zeta|}, \tilde{w} = \frac{w}{|w|}, t = |z|$. Then according to Claim 3 we have a homeomorphism

$$\exp_z^1 : \{ |\zeta - \tilde{z}| < c_1, |\tilde{w}| < c_1 \} \xrightarrow{\omega} V_z \supset \{ |\xi - u_1(z)| < c^* \}.$$ 

But $\exp_z^1(\tilde{\zeta}, \tilde{w}) = t^{-\mu}u_1(t\tilde{\zeta}) + \Phi^{-1}(t\tilde{w}) = t^{-\mu}[u_1(\zeta) + \Phi^{-1}(z)w] = t^{-\mu}\exp_\zeta(\zeta, w)$ and this map is a homeomorphism between $\{ |\zeta - \tilde{z}| < c_1, |\tilde{w}| < c_1 \}$ and some $V_z$ containing $\{ |\xi - u_1(z)| < c^* \}$. Therefore $\exp_z^1$ is a homeomorphism between

$$\{ |\zeta - z| < c_1|z|, |\tilde{w}| < c_1|z|^\mu \} \leftrightarrow V_z \supset \{ |\xi - u_1(z)| < c^* |z|^\mu \}.$$ 

**Claim 5.** For $z$ sufficiently small, $u_2(z) = u_1(\psi(z)) + w(z)$ for some $L^{1,p}$-regular function $\psi(z)$ in $\Delta$ and some $w \in L^{1,p}(\Delta, E_2)$.

Since $u_1(z) - u_1(0) = O(|z|^{|\mu|+\alpha})$, for $z$ small enough we obtain $u_2(z) \in B(u_1(z), c^* |z|^\mu)$. Define $(\zeta, W(z)) := \exp^{-1}_z(u_2(z))$ where $\exp^{-1}_z : V_z \rightarrow U_z$ is the local inversion of the map $\exp_z$ which exists by Claim 4. Set $\psi(z) := \zeta(z), w(z) := \Phi^{-1}(z)W(z)$. We obtain the desired relation

$$u_2(z) = u_1(\psi(z)) + w(z), \tag{3.6}$$

which holds in some small punctured disc $\Delta_r \setminus \{0\}$. Making an appropriate rescaling we may assume that (3.6) holds in the whole punctured disc $\Delta \setminus \{0\}$. Moreover, $\psi(z)$ and $w(z)$ are $L^{1,p}$-regular in $\Delta \setminus \{0\}$.

To estimate the norm $\|\psi\|_{L^{1,p}(\Delta)}$ we define the rescalings $u_2'(z) := t^{-\mu}u_2(tz), \psi'(z) := t^{-1}\psi(tz)$ and $w'(z) := t^{-\mu}w(tz)$. Then we obtain $u_2'(z) = u_1'(\psi'(z)) + w'(z)$ which is the rescaled version of (3.6). Consequently, these function satisfy the rescaled relation

$$(\psi'(z), \Phi(tz)w'(z)) = (\exp_z^1)^{-1}(u_2'(z)).$$

By Claim 4 the family of maps $(\exp_z^1)^{-1}$ is continuous in $t$ and $L^{1,p}$-regular in $z$ with respect to $L^{2,p}$-topology. Claim 2 applied to $u_2(z)$ gives us the uniform $L^{2,p}$-boundedness of the family $u_2'(z)$ in $t$. As a consequence, we conclude that the functions $\psi'(z)$ satisfy the uniform estimate

$$\|\psi'(z)\|_{L^{1,p}(\Delta(\frac{1}{2}))} \leq C$$

with the constant $C$ independent of $t$. Making the reverse rescaling we conclude the estimate

$$\|d\psi\|_{L^p(\Delta(2^{-k-1}) \setminus \Delta(2^{-k}))} \leq C \cdot 2^{-2k/p}.$$ 

Now the summation over the annuli $\Delta(2^{-k-1}) \setminus \Delta(2^{-k})$ gives us the desired estimate $\|d\psi\|_{L^p(\Delta)} \leq \left( \frac{1}{2} \right)^{1/p} \cdot C$. The $L^{1,p}$-regularity of $w(z)$ in $\Delta$ follows from the relation (3.6). The Claim is proved.

Consider the pulled-back bundles $E' := \psi^*E, E'_1 := \psi^*E_1$ and $E'_2 := \psi^*E_2$ over $\Delta$. Equip $E'$ with the complex structure $J'_1 := \psi^*J_1 = J(u_1 \circ \psi)$. Let $pr'_2$ be the projection of $E'$ onto $E_2'$ parallel to $E'_1$. Consider the following expression

$$pr'_2((\partial_x + J'_1 \cdot \partial_y)w(z)) = pr'_2((\partial_x + J'_1 \cdot \partial_y)(u_2(z) - u_1(\psi(z)))). \tag{3.7}$$

Let us treat the terms in (3.7) separately. The second term on the right hand side

$$(\partial_x + J'_1 \cdot \partial_y)u_1(\psi(z))$$
is the Cauchy-Riemann operator $\bar{\partial}_{J}$ applied to the composition $u_{1} := u_{1} \circ \psi$.

**Claim 6.** Let $\psi : \Delta \to \Delta$ be a $L^{1,p}$-map and let $u : \Delta \to \mathbb{C}^{n}$ be a $J$-holomorphic curve. Then

$$\bar{\partial}_{J}(u \circ \psi) = du \circ \bar{\partial}_{u},$$

where $\bar{\partial}_{u}$ is the standard $\bar{\partial}$-derivative of the function $\psi$.

The expression $\bar{\partial}_{J}(u \circ \psi)$ computes the $J$-antilinear component of the differential $d(u \circ \psi) = du \circ d\psi$. Since $du$ is $J$-linear, the antilinear part of $du \circ d\psi$ will be $du$ of the antilinear part of $d\psi$ which is $\bar{\partial}_{u}\psi$. Therefore we conclude the relation (3.8). The claim is proved.

In our case this gives

$$\bar{\partial}_{J}(u_{1} \circ \psi) = du_{1} \circ \bar{\partial}_{u}.\tag{3.9}$$

Further, observe that $du_{1} \circ \bar{\partial}_{u}$ takes values in the pulled-back $E'_{1} = \psi^{*}E_{1}$. So $pr'_{2}(\bar{\partial}_{J}(u_{1} \circ \psi))$ vanishes identically.

The next term to estimate is $(\partial_{z} + J_{1} \cdot \partial_{y})u_{2}$. Subtracting the equation $0 = \bar{\partial}_{J}u_{2} = (\partial_{z} + J \cdot u_{2} \cdot \partial_{y})u_{2}$ we obtain

$$(J_{1}' - J \cdot u_{2})\partial_{z}u_{2} = (J \cdot u_{1} \circ \psi - J \cdot u_{2}) \cdot \partial_{y}u_{2}.$$  

The $L^{2,p}$-regularity for $u_{2}$ provides the $L^{1,p}$-regularity of $\partial_{y}u_{2}$, whereas the Lipschitz condition on $J$ yields the pointwise estimate

$$|J \circ u_{1} \circ \psi(z) - J \circ u_{2}(z)| \leq Lip(J) \cdot |w(z)|.\tag{3.10}$$

Therefore the right hand side of (3.7) is estimated by $h \cdot |w|$ with some $h \in L^{p}(\Delta)$.

Now, let us rewrite the left hand side $pr'_{2}((\partial_{z} + J \cdot u_{1} \circ \psi \cdot \partial_{y})w)$ of (3.7) as a $\partial$-type operator of $w$. Consider the restriction $pr'_{2} : E_{2} \to E'_{2}$ of the projection $pr'_{2}$ onto $E_{2}$. Using the facts that $\psi(z)$ is continuous and $\psi(0) = 0$, we conclude that $pr'_{2}(z) : (E_{2})_{z} \to (E'_{2})_{z} = (E_{2})_{\psi(z)}$ is a bundle isomorphism over a sufficiently small disc $\Delta_{r}$. So setting $\tilde{w}(z) := pr'_{2}w(z)$ we obtain a pointwise estimate

$$1/C \cdot |w(z)| \leq |\tilde{w}(z)| \leq C \cdot |w(z)|\tag{3.11}$$

in the disc $\Delta_{r} \ni z$ with uniform constant $C$.

Similar to $pr'_{2}$ define the projection $pr'_{1}$ from $E$ onto $E'_{1} = \psi^{*}E_{1}$. Denote $\nabla_{x} := pr'_{2} \circ \partial_{x} \circ pr'_{2}$ and $\nabla_{y} := pr'_{2} \circ \partial_{y} \circ pr'_{2}$. Using this we obtain

$$pr'_{2}((\partial_{x} + J_{1} \cdot \partial_{y})w) = (\nabla_{x} + J_{1} \cdot \nabla_{y})(pr'_{2}w) + H(w)\tag{3.12}$$

with some $L^{p}$-regular endomorphism $H$. Summing up, we conclude a pointwise differential inequality

$$|((\nabla_{x} + J_{1} \cdot \nabla_{y})(\tilde{w}))| \leq h|\tilde{w}|\tag{3.13}$$

with $J_{1} := J \circ u_{1} \circ \psi$ and an $L^{p}$-regular function $h$. If we fix some $L^{1,p}$-trivialization $e_{1}, ..., e_{n-1}$ of $E_{2}$ and remark that in (any) such trivialization $\nabla_{x} = \partial_{x} + R_{x}$ and $\nabla_{y} = \partial_{y} + R_{y}$ with some $R_{x}, R_{y} \in L^{p}(\Delta_{r}, \text{End}(E'_{2}))$. This gives us the following estimate

$$|((\partial_{x} + J_{1} \cdot \partial_{y})\tilde{w})| \leq h \cdot |\tilde{w}|\tag{3.14}$$

Observe that $\tilde{w}(z)$ can not vanish identically since otherwise the image $u_{2}(\Delta_{r})$ would lie in $u_{1}(\Delta)$.

Now we can apply Lemma 3.1 and conclude that $\tilde{w}(z)$ either vanishes identically or $\tilde{w}(z) = z^{\nu}f(z)$ for some $f(x) \in L^{1,p}(\Delta_{r}, \mathbb{C}^{n-1})$ with $f(0) \neq 0$. The integer $\nu$ must be bigger
than \( \mu \), because \( u_2(z) - u_1(z) = o(|z|^{|m+\alpha|}) \). Since the projection \( w(z) \mapsto \tilde{w}(z) := \mathbf{pr}_2'(w(z)) \) is an \( L^1-\rho \)-regular isomorphism, we obtain the same structure for \( w \). Finally, observe that \( f(0) \) lies in the fiber \((E_2)_0\) which is \( J(0) = J_{\text{st}}\)-transverse to \((E_1)_0 = \mathbb{C}v_0 \). Therefore we obtain

\[
    u_2(z) = u_1(\psi(z)) + z^\nu w(z), \tag{3.15}
\]

where \( \nu > \mu \) and \( w(0) \) linearly independent of \( v_0 \).

**Claim 7.** There exists a holomorphic \( \psi \) satisfying (3.15).

Assume that we have \( w(z) \equiv 0 \) and therefore \( u_2(z) = u_1(\psi(z)) \). It follows from (3.9) that

\[
du_1 \circ \overline{\partial} \psi = \overline{\partial}_{J_1}(u_1 \circ \psi) = \overline{\partial}_J(u_1 \circ \psi) = \overline{\partial}_J u_2 = 0
\]

and therefore that \( \overline{\partial}_J \psi(z) \equiv 0 \). So \( \psi(z) \) is holomorphic.

Assume now \( w(z) \) is not identically 0. In this case we are going to construct recursively a sequence of complex polynomials \( \varphi_i(z) \) and an increasing sequence \( \mu < \nu_1 < \nu_2 < \ldots < \nu_l \) of integers with the following properties:

- \( \varphi_i(z) = z + O(z^2) \)
- \( u_2(z) = u_1(\varphi_i(z)) + z^\nu v_i(z) \) with some \( v_i(z) \in L^{1,\rho}(\Delta, \mathbb{C}^n) \) such that for \( j < l \) the vectors \( v_j(0) \) are proportional to \( v_0 \).

Lemma 3.2 insures the existence of the desired \( \nu_1 > \mu \) and \( v_i(z) \) with \( \varphi_i(z) \equiv z \). Assume that we have constructed such sequences \( \mu < \nu_0 < \nu_1 < \nu_2 < \ldots \nu_k \) and \( v_1(z),\ldots,v_k(z) \), and that \( v_1(0),\ldots,v_k(0) \) are proportional to \( v_0 \). Observe that for any integer \( m \geq 2 \) and any \( a \in \mathbb{C} \) we have

\[
    u_1(\varphi_k(z) + az^m) = u_1(\varphi_k(z)) + du(\varphi_k(z)) \circ d\varphi_k(az^m) + O(z^{m+\mu}) = u_1(\varphi_k(z)) + \mu \varphi_k(z)^{m-1} \cdot \varphi_k'(z) \cdot az^m \cdot v_0 + O(z^{m+\mu}) = u_1(\varphi_k(z)) + mu^m \cdot v_0 + O(z^{m+\mu}).
\]

Set \( m_k := \nu_k - \mu + 1 \), defined \( a \) from the relation

\[
    \mu \cdot a \cdot v_0 + w_k(0) = 0
\]

and put

\[
    \varphi_{k+1}(z) := \varphi_k(z) + az^{m_k}.
\]

Then \( u_2(z) - u_1(\varphi_{k+1}(z)) = O(|z|^{m+\rho + \alpha}) \). Now we can apply Lemma 3.2 to \( u_2(z) \) and to \( u_1(\varphi_{k+1}(z)) \) and obtain a new \( \nu_{k+1} > m + \mu \) and a new \( v_{k+1}(z) \).

Compare the obtained presentations \( u_2(z) = u_1(\varphi_i(z)) + z^\nu v_i(z) \) with the decomposition (3.15). Notice that for a fixed bundle \( E_2 \) the decomposition (3.15) is unique. This implies that at some step we obtain \( \nu_l = \nu \) and \( v_l(0) = w(0) \) with \( \nu \) and \( w(z) \) from Comparison Theorem. At this step \( v_l(0) = w(0) \) is not proportional to \( v_0 \) and the recursive procedure halts.

All what is left to prove is (1.5). In Section 6 we shall prove that \( J \)-holomorphic mappings in Lipschitz-continuous \( J \) are \( C^{1,\text{Lip}} \) and therefore the subbundle \( E_1 = du_1(T\Delta) \) is a \( C^{\text{Lip}} \)-regular. This implies the same regularity of the projection \( \mathbf{pr}_{v_0} \). Since \( \mathbf{pr}_{v_0} w(0) = 0 \) this gives (1.2).

This finishes the proof of the part (a) of the Comparison Theorem.
Remark 3.2. As we claimed in the Introduction the vector \( w(0) \) can be chosen in any given complex hyperplane transversal to \( v_0 \). Really, if \( E_2(0) \) is such a plane, then we chose \( \varphi \) (after the end of the proof of Step 1) in such a way that \( E_2(0) = \Phi^{-1}(C^{n-1}) \). Then in the remaining part of the proof of the Part (a) of the Comparison Theorem we established that the vector function \( w \) in question takes its values in the bundle \( E \). Therefore, in particular, \( w(0) \in E_2(0) \).

3.3. Proof of the part (b) of the Comparison Theorem. We continue the proof of the Comparison Theorem.

Claim 8. This claim we shall state in the form of a lemma.

Lemma 3.3. Let \( d > 1 \) be an integer and \( \eta \) be a primitive root of unity of degree \( d \), and \( \psi \) a holomorphic function in the unit disc \( \Delta \) of the form \( \psi(z) = z + O(z^{2}) \). Then there exists a holomorphic function \( \phi \) of the form \( \phi(z) = z + O(z^{2}) \) defined in some smaller disc \( \Delta_2 \), such that \( \eta \phi(z) - \psi(\phi(\eta z)) = z^{d+1} \gamma(z^{d}) \) with some function \( \gamma \) holomorphic in \( \Delta_2 \).

Proof. Roughly speaking, the lemma claims that making an appropriate reparameterization one can eliminate all the terms of the Taylor expansion of \( \psi(z) \) except those of degrees \( kd+1 \).

We want to apply the implicit function theorem. For this purpose we need to fix certain smoothness class of holomorphic functions, the concrete choice of such a space plays no role in the proof. Denote by \( \mathcal{H} \) the space of holomorphic functions in \( \Delta \) which are \( C^{\alpha} \) smooth up to boundary.

Replacing the given function \( \psi(z) \) by its appropriate rescaling \( \psi(t)(z) := t^{-1}\psi(tz) \) we may assume that the norm \( \|\psi(z) - z\|_{C^{1}(\Delta)} \) is small enough.

For \( l = 0, \ldots, d-1 \), denote by \( \mathcal{H}_{l} \) the subspace of \( \mathcal{H} \) consisting of functions \( \phi(z) \) of the form \( \phi(z) = z^{l}\phi_{l}(z^{d}) \). In other words, the Taylor series of \( \phi(z) \in \mathcal{H}_{l} \) contains only monomials of degree \( m \equiv l(\text{mod}d) \). The space \( \mathcal{H}_{l} \) is the kernel of the operator \( \phi(z) \mapsto \phi(\eta z) - \eta^{l}\phi(z) \). Clearly, we obtain the decomposition \( \mathcal{H} = \bigoplus_{l=0}^{d-1}\mathcal{H}_{l} \). Denote by \( \mathcal{H}_{l}^{\perp} \) the complement to \( \mathcal{H}_{l} \) in this sum, i.e., \( \mathcal{H}_{l}^{\perp} = \bigoplus_{l \neq l}^{d-1}\mathcal{H}_{l} \), and by \( \pi_{l}^{\perp} \) the projection on this space parallel to \( \mathcal{H}_{l} \). Finally, let \( \mathcal{V} \) be the Banach subspace of \( \mathcal{H}_{l}^{\perp} \) consisting \( \phi(z) \in \mathcal{H}_{l}^{\perp} \) satisfying \( \phi(z) = O(z^{2}) \) and \( (z + \mathcal{V}) \) the shift of \( \mathcal{V} \) in \( \mathcal{H} \) by the function \( z \). Thus \( \phi(z) \) lies in \( (z + \mathcal{V}) \) if and only if \( \phi(z) = z + \phi_{1}(z) \) with \( \phi_{1}(z) \in \mathcal{V} \).

Now consider the map \( F_{\phi} : (z + \mathcal{V}) \to \mathcal{H}_{l}^{\perp} \) given by
\[
F_{\psi} : \phi(z) \in (z + \mathcal{V}) \mapsto \pi_{l}^{\perp}(\eta\phi(z) - \psi(\phi(\eta z))),
\]
in which \( \psi \) is considered as a parameter, varying in the space of holomorphic function defined in some larger disc \( \Delta_{1+\varepsilon} \), so that \( \psi \in \mathcal{H}(\Delta_{1+\varepsilon}) \). Then \( F_{\psi}(\phi) \) takes values in \( \mathcal{V} \), is holomorphic in \( \phi \in (z + \mathcal{V}) \), continuous (in fact, also holomorphic) in \( \psi(z) \) and its linearization in \( \phi \) at point \((\psi_{0}(z) \equiv z, \phi = 0)\) is
\[
DF_{\psi_{0},0} : \phi \mapsto (\eta\dot{\phi}(z) - \dot{\phi}(\eta z)).
\]
Then \( DF_{\psi_{0}} \) is an isomorphism on \( \mathcal{V} \) since its restriction on each \( \mathcal{H}_{l} \) is the multiplication with the non-zero scalar \( \eta - \eta^{l} \).

Now the implicit function theorem applies and for every \( \psi \) close to \( \psi_{0}(z) \equiv z \) gives a function \( \phi \in z + \mathcal{V} \) (i.e., of the form \( \phi(z) = z + O(z^{2}) \)) such that \( \eta\phi(z) - \psi(\phi(\eta z)) \in \mathcal{H}_{1} \), i.e., is of the form \( z\gamma(z^{d}) \) as required.
Claim 9. We shall prove the following:

Proposition 3.1. Let $J$ be a Lipschitz-continuous almost complex structure in the unit ball $B \subset \mathbb{C}^n$ with $J(0) = J_{st}$, $u : \Delta \to B$ a $J$-holomorphic map such that $u(z) = v_0 z^\mu + O(|z|^{\mu+\alpha})$ with $v_0 \neq 0 \in \mathbb{C}^n$, $d \neq 1$ a divisor of $\mu$, and $\eta = e^{2\pi i / d}$ the primitive root of unity of degree $d$. Let $u(\eta z) = u(\phi(z)) + z^\nu w(z)$ be the presentation provided by the part (a) of the Comparison Theorem.

Then there exists a holomorphic reparameterization $\varphi(z)$ of the form $\varphi(z) = z + O(z^2)$ such that

- $u(\varphi(\eta z)) \equiv u(\varphi(z))$ in the case when $w(z) \equiv 0$,
- $u(\varphi(\eta z)) - u(\varphi(z)) = w(0)z^\nu + O(|z|^{\nu+\alpha})$ otherwise. Moreover, in this case $\nu$ is not a multiple of $d$.

Proof. Let $\phi(z) = z + O(z^2)$ be the function constructed in Lemma 3.3 so that $\eta \phi(z) = \psi(\phi(\eta z)) + z^{d+1} \gamma(z^d)$. Substitute the latter relation into the comparison relation $u(\eta z) = u(\psi(z)) + z^\nu w(z)$ and obtain

$$u(\psi(\phi(\eta z)) + z^{d+1} \gamma(z^d)) = u(\eta \phi(z)) = u(\psi(z)) + \phi^\nu(z) \cdot w(\phi(z)). \tag{3.16}$$

Denote $u(\psi(\phi(z)))$ by $\tilde{u}(z)$, this is a reparameterization of the map $u(z)$ in the new coordinate, such that the old one is given by the formula $\phi^{-1}(\psi^{-1}(z))$. (Notice that we use the same notation $z$ for both.)

We want to rewrite the (3.16) in this new coordinate. Let us start from the left hand side. Assume that $\gamma(z)$ is not identically 0 and denote by $k$ the order of vanishing of $\gamma(z)$ at $z = 0$. Then $z^{d+1} \gamma(z^d) = a z^{(k+1)d+1} + O(z^{(k+1)d+2})$. Since $\phi(z)$ and $\psi(z)$ are reparameterization of the form $z + O(z^2)$, one can rewrite $\psi(\phi(\eta z)) + z^{d+1} \gamma(z^d)$ in the form $\psi[\phi(\eta z) + z^{(k+1)d+1} \gamma(z^d)]$ with holomorphic function $\gamma(z)$ satisfying $\gamma(0) = a$. In the other case $\gamma(z) \equiv 0$ we obtain a similar relation with $\gamma(z) \equiv 0$.

As for the right hand side one can rewrite the expression $\phi^\nu(z) \cdot w(\phi(z))$ in the form

$$(\psi^{-1}(z))^\nu \cdot \tilde{w}(\psi^{-1}(z))$$

with a new function $\tilde{w}(z)$ of the same regularity $L^{1,p}$ such that $\tilde{w}(0) = w(0)$. So we conclude that the reparameterized map $\tilde{u}(z) = u(\psi(\phi(z)))$ satisfies the relation

$$\tilde{u}(\eta z + z^{(k+1)d+1} \gamma(z)) = \tilde{u}(z) + z^\nu \cdot \tilde{w}(z)$$

Finally, using $\tilde{u}(z) = v_0 z^\mu + O(|z|^{\mu+\alpha})$, we obtain $\tilde{u}(\eta z) = \tilde{u}(z) + z^\nu \cdot \tilde{w}(z) - \mu \eta^{\mu-1} \gamma(0) v_0 z^{kd+\mu} + O(|z|^{kd+\mu+\alpha})$.

Now assume that $kd + \mu \leq \nu$ or that $\tilde{w}(z) \equiv 0$. In this case $\tilde{u}(\eta z) = \tilde{u}(z) + w' \cdot z^{kd+\mu} + O(|z|^{kd+\mu+\alpha})$ with some non-zero vector $w'$. Then, using the equality $\eta^\mu = 1$ (since $d$ is a divisor of $\mu$)

$$0 = \sum_{j=1}^d \left( \tilde{u}(\eta^j z) - \tilde{u}(\eta^{j-1} z) \right) = d \cdot w' \cdot z^{kd+\mu} + O(|z|^{kd+\mu+\alpha}) \tag{3.17}$$

which is a contradiction.

Observe that we obtain the same contradiction in the case when $kd + \mu > \nu$ (including the extremal case $\gamma(z) \equiv 0$) and $\nu$ is a multiple of $d$, so that $\eta^\nu = 1$.

From this contradiction we can conclude the following:

- In the case $w(z) \equiv 0$ we must have $\gamma(z) \equiv 0$, and so the function $\varphi(z) := \psi(\phi(z))$ is the desired reparameterization.
• In the case \( w(0) \neq 0 \) we must have \( \nu < kd + \mu \) and \( d \) can not be a divisor of \( \nu \).
  Again, \( \varphi(z) := \psi(\phi(z)) \) is the desired reparameterization.

Comparison Theorem is proved.

4. PRIMITIVITY AND POSITIVITY OF INTERSECTIONS

In this section we shall prove the important regularity properties of \( J \)-complex curves with Lipschitz-continuous \( J \)-s, i.e., Theorems A and B from the Introduction.

4.1. Definitions. We fix an almost complex manifold \( (X, J) \) with \( J \in \mathcal{C}^{\text{lip}} \). Let \( (S, j_i) \), \( i = 1, 2 \) be two Riemann surfaces with complex structures \( j_1 \) and \( j_2 \).

Definition 4.1. Two \( J \)-holomorphic maps \( u_1 : (S_1, j_1) \to X \) and \( u_2 : (S_2, j_2) \to X \) with \( u_1(a_1) = u_2(a_2) \) for some \( a_i \in S_i \) are called distinct at \( (a_1, a_2) \) if there are no neighborhoods \( U_i \subset S_i \) of \( a_i \) with \( u_1(U_1) = u_2(U_2) \). We call \( u_i : (S_i, j_i) \to X \) distinct if they are distinct at all pairs \( (a_1, a_2) \in S_1 \times S_2 \) with \( u_1(a_1) = u_2(a_2) \).

A related notion is the following

Definition 4.2. A \( J \)-holomorphic map \( u : (S, j) \to X \) is called primitive if there are no disjoint non-empty open sets \( U_1, U_2 \subset S \) with \( u(U_1) = u(U_2) \).

Note that a primitive \( u \) must be non-constant. Let \( B \) be the unit ball in \( \mathbb{C}^2 \) and \( u_1, u_2 : \Delta \to B \) two \( \mathcal{C}^1 \)-regular maps with the following properties: both images \( \gamma_1 := u_1(\partial \Delta) \) and \( \gamma_2 := u_2(\partial \Delta) \) of the boundary boundary circle \( \partial \Delta \) are immersed real curves lying on boundary sphere \( \partial B = S^3 \), the origin 0 is the only intersection point of the images \( M_1 := u_1(\Delta) \) and \( M_2 := u_2(\Delta) \). Let \( \tilde{M}_i \) be small perturbations of \( M_i \) making them intersect transversally at all their common points.

Definition 4.3. The intersection number of \( M_1 \) and \( M_2 \) at zero is defined to be the algebraic intersection number of \( \tilde{M}_1 \) and \( \tilde{M}_2 \). It will be denoted by \( \delta_0(M_1, M_2) \) or, \( \delta_0 \) if \( M_1 \) and \( M_2 \) are clear from the context.

This number is independent of the particular choice of perturbations \( \tilde{M}_i \). We shall use the fact that the intersection number of \( M_1 \) and \( M_2 \) is equal to the linking number \( l(\gamma_1, \gamma_2) \) of the curves \( \gamma_i \) on \( S^3 \), see e.g., [13]. \( M_1 \) and \( M_2 \) intersect transversally at zero if the tangent spaces \( T_0 M_1 \) and \( T_0 M_2 \) are transverse. In this case \( \delta_0(M_1, M_2) = \pm 1 \).

4.2. Proof of Theorems A and B. We turn now to the proof of Theorems A and B. It is divided into several steps, some of them will be stated as lemmas for the convenience of the future references. Let \( M_i \) are \( J \)-complex discs in \( (\mathbb{C}^2, J) \), \( i = 1, 2 \). By (2.4) we have the following presentations

\[
\begin{align*}
  u_1(z) &= z^{\mu_1} v_1(0) + O(|z|^{\mu_1+\alpha}) \\
  u_2(z) &= z^{\mu_2} v_2(0) + O(|z|^{\mu_2+\alpha})
\end{align*}
\]

with non-zero vectors \( v_1, v_2 \in T_0 B = \mathbb{C}^2 \) and integers \( \mu_i > 0 \) and with some \( \alpha > 0 \). Moreover, by (2.30) for both curves we have

\[
  du_i(z) = \mu_i z^{\mu_i-1} v_i(0) + O(|z|^{\mu_i-1+\alpha}).
\]

(4.1) and (4.2) imply the transversality of small \( J \)-complex discs \( u_i(\Delta(\rho)) \) to small spheres \( S^3_r \). More precisely, there exist radii \( \rho > 0 \) and \( R > 0 \) such that for any \( 0 < r < R \)

\[
\]
the $J$-curves $u_i(\Delta(p))$ intersect the sphere $S^3_p := \{|w_1|^2 + |w_2|^2 = r^2\}$ transversely along smooth immersed circles $\gamma_i(r)$. In fact, the asymptotic relation (4.1) provides that for any $\theta \in [0, 2\pi]$ there exists at least one solution of the equation $|u_i(\rho e^{i\theta})| = r$ with $\rho_i < \rho$, and that for any such solution $\rho$, the quotient $\rho_i \left(\frac{r}{{\rho}}\right)^{1/\mu_i}$ must be close to one. Then one uses (4.2) to show that the set $\tilde{\gamma}_i(r) := \{z \in \Delta : |u_i(z)| = r\}$ is, in fact, a smooth immersed curve in $\Delta$, parameterized by $\theta \in [0, 2\pi]$, and that $u_i : \tilde{\gamma}_i(r) \to S^3_r$ is an immersion with the image $\gamma_i(r)$.

Taking an appropriate small subdisc and rescaling, we may assume that $\rho = 1 = R$. Note that the points of the self- (resp. mutual) intersection of $\gamma_i(r)$ are self- (or resp. mutual) intersection points of $u_i(\Delta)$. Let us call $r \in [0, 1]$ non-exceptional if curves $\gamma_i(r) \subset S^3_p$ are imbedded and disjoint. Thus $r^* \in [0, 1]$ is exceptional if $S^3_{\rho_i}$ contains intersection points of $u_i(\Delta)$.

Lemma 4.1 and Corollary 4.3 provide that any such intersection point is isolated in the punctured ball $\mathcal{B} := \{0 < |w_1|^2 + |w_2|^2 < 1\}$. This implies that either there exist finitely many exceptional radii $r^* \in [0, 1]$, or that they form a sequence $r^*_n$ converging to 0.

Denote $M_i(r) := u_i(\Delta) \cap \mathcal{B}(r)$. For non-exceptional $r$ we can correctly define the intersection index of $M_i(r)$ with $M_2(r)$ as the linking number of $\gamma_i(r)$ and $\gamma_2(r)$.

Step 1. In this step we shall prove that two distinct $J$-complex curves intersect by a discrete set.

Lemma 4.1. Let $J$ be a Lipschitz-continuous almost complex structure on a manifold $X$ and let $u_1 : (S_1, j_1) \to X$ and $u_2 : (S_2, j_2) \to X$ be two distinct non-constant $J$-holomorphic maps. Then:

i) The set $\{(z_1, z_2) \in S_1 \times S_2 : u_1(z_1) = u_2(z_2)\}$ is discrete in $S_1 \times S_2$.

ii) The intersection index at every $p = u_1(z_1) = u_2(z_2)$ is at least $\mu_1 \cdot \mu_2$, where $\mu_i$ is the multiplicity of zero of $u_i$, $i = 1, 2$.

Proof. The claim is local so we may assume that $(S_1, j_1) = (S_2, j_2) = (\Delta, J_{\Delta})$, $X$ is the unit ball in $\mathbb{C}^2$, $J(0) = J_{\Delta}$, and $u_1(0) = u_2(0) = 0 \in \mathcal{B}$.

Write each map in the form $u_i(z) = v_i z^{\mu_i} + O(|z|^{\mu_i + \alpha})$. We must consider three cases.

Case 1. The vectors $v_1(0)$ and $v_2(0)$ are not collinear.

It is easy to see that, in this case, $0 \in \mathbb{C}^2$ is an isolated intersection point of $u_1(\Delta)$ and $u_2(\Delta)$ with multiplicity exactly $\mu_1 \cdot \mu_2$. In particular, intersection index in every such point is positive. In fact, consider the dilatations: $J_t(w) = J(t^{\mu_1 \mu_2} w)$, $u'_1(z) = t^{-\mu_1 \mu_2} u_1(t^{\mu_2} z)$ and $u'_2(z) = t^{-\mu_1 \mu_2} u_2(t^{\mu_1} z)$ for a small $t > 0$. $u'_i$ are $J_t$-holomorphic and converge to $\mu_i$-times taken disc in the direction of $v_i(0)$. The rest is obvious.

Case 2. The vectors $v_1(0)$ and $v_2(0)$ are collinear and $\mu_1 = \mu_2 = 1$. In other words, $u_1(\Delta)$ and $u_2(\Delta)$ are non-singular tangent discs.

Rescaling parameterization of $u_i$ and rotating coordinates in $\mathbb{C}^2$ we can suppose that $v_1(0) = v_2(0) = e_1$. Applying the Comparison Theorem we see that

$$\tilde{u}_2(z) - \tilde{u}_1(\psi(z)) = z^\nu w(z)$$

where $w(0) = e_2$ and $\psi(z) = z + O(z^2)$ is some holomorphic reparameterization. Considering intersections we see that for $r > 0$ small enough the circles $\gamma_1(r) := \gamma_1(\Delta) \cap S^3_r$ and $\gamma_2(r) := \gamma_2(\Delta) \cap S^3_r$ are imbedded, and, as we go along $\gamma_1(r)$, $\gamma_2(r)$ stays in the tubular neighborhood of $\gamma_1(r)$ of radius $\rho = 2r^\nu$ and winds $\nu$ times around $\gamma_1(r)$. This shows that the linking number $l(\gamma_1(r), \gamma_2(r))$ is $\nu$. 
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Case 3. The vectors \(v_1(0)\) and \(v_2(0)\) are collinear and \(\mu_1, \mu_2\) are arbitrary.

The discs \(u_1(\Delta)\) and \(u_2(\Delta)\) are immersed outside the origin \(0\). The consideration from Case 2 show that the intersection points of \(u_1(\Delta)\) and \(u_2(\Delta)\) are discrete in \(u_1(\Delta) \setminus \{0\}\). In particular, for any sufficiently small \(r > 0\) there are finitely many intersection points in the spherical layer \(B_{2r} \setminus B_r\). In particular, there exists a sufficiently small \(r > 0\) such that the circles \(\gamma_1(r) := u_1(\Delta) \cap S_{r}^3\) and \(\gamma_2(r) := u_2(\Delta) \cap S_{r}^3\) are immersed and disjoint.

In Theorem 6.1 below we show that for a given \(r > 0\) small enough there exists a \(J\)-holomorphic perturbation \(\tilde{u}_2(z)\) of the map \(u_2(z)\) such that \(\tilde{u}_2(z) = v_1 z^{\mu_1} + O(|z|^{|\mu_1|+\alpha})\) with \(v_2\) different from but arbitrarily close to \(v_1\). Moreover, the map \(\tilde{u}_2(z)\) is arbitrarily close to \(u_2(z)\). In particular, the circle \(\tilde{\gamma}_2(r) := \tilde{u}_2(\Delta) \cap S_{r}^3\) remains disjoint from \(\gamma_1(r)\) and homotopic to \(\gamma_2(r)\) in \(S_{r}^3 \setminus \gamma_1(r)\), the linking number \(l(\gamma_1(r), \tilde{\gamma}_2(r))\) remains equal to \(lk(\gamma_1(r), \gamma_2(r))\), and \(\tilde{u}_2(\Delta) \cap B_r\) remains immersed outside the origin. Now using first two cases we conclude that there are finitely many intersection points of \(u_1(\Delta)\) and \(\tilde{u}_2(\Delta)\) in \(B_r\), the intersection index in \(0\) is \(\mu_1 \mu_2\) and that all other intersection indices are positive. Since \(l(\gamma_1(r), \tilde{\gamma}_2(r))\) is the sum of these indices we conclude the part ii) of the lemma.

\[\square\]

**Remark 4.1.** Let us point out that the statements (i) and (ii) of Theorem B are proved. The proof of (iii) is now obvious. Really, if \(\delta_p = 1\) then \(\mu_1 = \mu_2 = 1\), i.e., \(u_1\) are not singular. If they are tangent then \(\nu > 1\), but we proved that \(\delta_p = \nu\), contradiction. This finishes the proof of Theorem B.

We continue the proof, now of Theorem A and, therefore, turn our attention to a single \(J\)-holomorphic mapping \(u : S \to X\). The following step in the case of multiplicity \(\mu = 1\) is trivial and therefore we suppose that \(\mu \geq 2\). We will also use (4.1) and (4.2) as holding true for \(\mathbb{C}^n\)-valued maps (which is, of course, so in (2.4) and (2.30)).

**Step 2.** Multiple \(J\)-holomorphic mapping \(u\) with multiplicity of zero equal to \(\mu\) can be locally represented in the form \(u(z) = \tilde{u}(z^d)\) with some \(J\)-holomorphic \(\tilde{u}\) and some integer \(d\).

**Lemma 4.2.** Let \(u : S \to X\) be a \(J\)-holomorphic map with \(J \in C^{\text{lip}}\) and let \(p \in S\) be a critical point of \(u\) of multiplicity \(\mu \geq 2\). Then there exist a neighborhood \(W \subset S\) of \(p\), a holomorphic map \(\pi : W \to \Delta\), and a \(J\)-holomorphic map \(\tilde{u} : \Delta \to X\) such that

- \(\pi\) is a covering of some degree \(1 \leq d \leq \mu\), \(d|\mu\), with \(p\) being a single branching point \((d = 1\) corresponds to the trivial case when \(u\) is an imbedding itself\);
- \(\tilde{u} \circ \pi = u|_{W}\);
- the map \(\tilde{u} : \Delta \to X\) has multiplicity \(1\) at zero and is a topological imbedding.

**Proof.** Choose local complex coordinates \((w_1, \ldots, w_n)\) in a neighborhood of \(u(p) \in X\) such that the complex structure \(J_{st}\) defined by \((w_1, \ldots, w_n)\) coincides with \(J\) at the point \(u(p)\). Let \(z\) be a local complex coordinate on \(S\) in a neighborhood \(W \subset S\) of \(p\). We may assume that \((w_1, \ldots, w_n)\) (resp. \(z\)) are centered at \(u(p)\) (resp. at \(p\)). By (2.3), after an appropriate rotation and rescaling of coordinates \(w_1, \ldots, w_n\) in \(\mathbb{C}^n\), we can write \(u\) in the form

\[u(z) = e_1 z^{\mu} + O(|z|^{|\mu|+\alpha}).\]  

Let \(p_1 : \mathbb{C}^n \to \mathbb{C}\) be the canonical projection onto the coordinate plane \(< e_1 >\). Then \(u_1(z) := (p_1 \circ u)(z)\) is a ramified covering of degree \(\mu\) at the origin. Really, from (2.4) and Lemma 2.3 we have that

\[u_1(z) = z^{\mu}(1 + g(z))\]
where \( g \in L_{\text{loc}}^{2,p} \) and \( g(z) = O(|z|) \). From this we obtain that \( 1 + g(z) \) is an imbedding in a neighborhood of zero and it admits a root of degree \( \mu \), i.e., \( 1 + g(z) = (1 + f(z))^\mu \) for some \( f \in L_{\text{loc}}^{2,p} \) and \( f(z) = O(|z|) \). Therefore we can write

\[
    u_1(z) = z^\mu (1 + f(z))^\mu
\]

(4.5)

and

\[
    \frac{1}{u_1^n} : z \to z(1 + f(z))
\]

(4.6)

is an imbedding. If \( u|_W \) is an imbedding for some neighborhood \( W \supseteq p \) then the Lemma is trivial with \( d = 1 \). Suppose now that \( u|_W \) is not an imbedding for any neighborhood of \( p \). Take \( z_1 \neq z_2 \) near \( p = 0 \) such that \( u(z_1) = u(z_2) \). This implies \( u_1(z_1) = u_1(z_2) \) and the latter reads now as

\[
    z_1^\mu (1 + f(z_1))^\mu = z_2^\mu (1 + f(z_2))^\mu.
\]

(4.7)

We supposed that this happens for any \( W \) and therefore we can find two sequences \( z_{1,n} \neq z_{2,n} \), both converging to \( 0 \) and such that \( u(z_{1,n}) = u(z_{2,n}) \). Therefore, after extracting a subsequence, in view of (4.7) we have

\[
    z_{1,n} (1 + f(z_{1,n})) = \eta^k z_{2,n} (1 + f(z_{2,n}))
\]

(4.8)

for some \( 0 \leq k \leq \mu - 1 \), where \( \eta = e^{\frac{2\pi i}{\mu}} \). If \( k = 0 \) then from (4.6) and (4.8) we obtain that \( z_{1,n} = z_{2,n} \) for all \( n \) and this is not our case.

Therefore we have that \( 0 < k < \mu \). We consider \( z(1 + f(z)) \) as a new holomorphic coordinate in a neighborhood of \( p \). Therefore for \( u \) in this coordinate (4.8) means that for some sequence \( z_n \to 0 \) one has

\[
    u(\eta^k z_n) = u(z_n).
\]

(4.9)

From Proposition [3.1] we obtain that there exists a holomorphic reparameterization \( \varphi \) such that in new coordinates \( u(\eta^k z) \equiv u(z) \), i.e., \( u \) is multiple of multiplicity \( d = \mu/k \).

\( \square \)

Let us remark that proving the last lemma we also proved the following

**Corollary 4.1.** Let \( u : \Delta \to (X,J) \) be a primitive \( J \)-holomorphic map with \( J \in \mathcal{C}^{Lip} \). Then for every \( 0 < r < 1 \) the set \( \{ (z_1, z_2) \in \Delta^2 : z_1 \neq z_2 \text{ and } u(z_1) = u(z_2) \} \) is finite.

**Proof.** Suppose not. Then there exist two sequences \( z_{1,n} \neq z_{2,n} \) converging to \( z_1 \) and respectively to \( z_2 \), both in \( \Delta \), such that \( u(z_{1,n}) = u(z_{2,n}) \) for all \( n \).

**Case 1.** \( z_1 \neq z_2 \). In that case the statement of the Corollary follows from the Theorem B, just proved, applied to the restrictions of \( u \) onto a non intersecting neighborhoods of \( z_1 \) and \( z_2 \). Really, let \( V_1 \supseteq z_1 \) and \( V_2 \supseteq z_2 \) be such neighborhoods. Set \( u_1 := u|_{V_1} \) and \( u_2 := u|_{V_2} \). After translation and rescaling we can suppose that both \( u_1 \) and \( u_2 \) are defined on the unit disc. Theorem B now applies and implies that \( u_1 \) and \( u_2 \) are not distinct. Therefore \( u \) is not primitive. Contradiction.

**Case 1.** \( z_1 = z_2 \). This case was considered in the proof of Lemma [4.2]. In that case \( u \) occurs to be non-primitive. Contradiction. \( \square \)

**Step 3. Construction of the surface \( \tilde{S} \) and a primitive map \( \tilde{u} : \tilde{S} \to X \).**

Consider the set \( \mathcal{V} \) of pairs \((V,u_V)\) such that \( V \) is an abstract complex curve and \( u_V : V \to X \) is a primitive holomorphic map with the image \( u_V(V) \) lying in \( u(S) \). We write
for every such that \( \tilde{\varphi} \). Take the disjoint union \( \sqcup_{V \in \mathcal{V}} V \) and define the following equivalence relation on \( \tilde{S} \): points \( p_1 \in V_1 \in \mathcal{V} \) and \( p_2 \in V_2 \in \mathcal{V} \) are identified if there exist \( V_3 \in \mathcal{V} \), a point \( p_3 \in V_3 \) and holomorphic imbeddings \( \varphi_1 : V_3 \hookrightarrow V_1, \varphi_2 : V_3 \hookrightarrow V_2 \), such that \( \varphi_1(p_3) = p_1 \) and the both compositions \( u_{V_3} \circ \varphi_1 \) give \( u_{V_3} : V_3 \rightarrow X \). Define \( \tilde{S} := \sqcup_{V \in \mathcal{V}} V \sim \), denote the natural projections \( V \rightarrow \tilde{S} \) by \( \pi_V \), and equip the set \( \tilde{S} \) with the quotient topology whose basis form the images \( \pi_V(V) \subset \tilde{S} \) with \( V \in \mathcal{V} \). It follows from the construction of \( \tilde{S} \) that there exists a continuous map \( \tilde{u} : \tilde{S} \rightarrow X \) such that \( \tilde{u} \circ \pi_V = u_V : V \rightarrow X \) for any \( V \in \mathcal{V} \).

The primitivity of the map \( \tilde{u} : \tilde{S} \rightarrow X \) follows from the definition of \( \tilde{S} \).

**Step 4.** \( \tilde{S} \) is Hausdorff and there exists a natural complex structure \( \tilde{j} \) on \( \tilde{S} \) such that for every \( V \in \mathcal{V} \) the projection \( \pi : V \rightarrow \tilde{S} \) is \((j, \tilde{j})\)-holomorphic and such that the map \( \tilde{u} : \tilde{S} \rightarrow X \) is \( J \)-holomorphic.

Let \( \tilde{p}_1 \) and \( \tilde{p}_2 \) be two distinct points on \( \tilde{S} \). Fix their representatives \( p_1 \in V_1 \in \mathcal{V} \). If \( \tilde{u}(\tilde{p}_1) \neq \tilde{u}(\tilde{p}_2) \), then there exist disjoint neighborhoods \( \tilde{u}(\tilde{p}_1) \in W_1 \subset X \) and \( \tilde{u}(\tilde{p}_2) \in W_2 \subset X \). Since \( \tilde{u} : \tilde{S} \rightarrow X \) is continuous, the pre-images \( U_i := \tilde{u}^{-1}(W_i) \) are open in \( \tilde{S} \). Then \( U_i \) are desired disjoint neighborhoods of \( \tilde{p}_1 \) and \( \tilde{p}_2 \).

Now assume that \( \tilde{u}(\tilde{p}_1) = \tilde{u}(\tilde{p}_2) \). Then by Step 2 there exists neighborhoods \( \tilde{p}_1 \subset U_1 \subset V_1 \) and \( \tilde{p}_2 \subset U_2 \subset V_2 \) such that \( \tilde{u}(\tilde{p}_1) = \tilde{u}(\tilde{p}_2) \) is the only intersection point of \( \tilde{u}(U_1) \) and \( \tilde{u}(U_2) \). It follows from the definition of the topology on \( \tilde{S} \) that \( U_i \) are desired disjoint neighborhoods of \( \tilde{p}_1 \) and \( \tilde{p}_2 \).

By the construction, for every \( V \in \mathcal{V} \) the map \( \pi_V : V \rightarrow \tilde{S} \) is an open imbedding so that each \( V \) is an open chart for \( \tilde{S} \). We claim that the complex structures on \( V \in \mathcal{V} \) induce a well-defined structure \( \tilde{j} \) on \( \tilde{S} \). For this purpose it is sufficient to consider the case \( V_1 \subset V_2 \). Since the map \( \tilde{u} : V_2 \rightarrow X \) is \( C^1 \)-regular, the complex structure on \( V_1 \) is determined by the structure \( J \) on \( X \) at each point \( \tilde{p} \in V_2 \) with \( d\tilde{u}(\tilde{p}) \neq 0 \). Thus the inclusion \( V_1 \subset V_2 \) is holomorphic outside the set of critical point of \( \tilde{u} \), which is discrete. Now we use the fact that the extension of a complex structure over an isolated point is unique (if exists).

Finally, we observe that \( \tilde{u} : \tilde{S} \rightarrow X \) is \((j, J)\)-holomorphic.

**Step 5.** Construction of the projection \( \pi : S \rightarrow \tilde{S} \). Consider the set \( \mathcal{W} \) consisting of pairs \((W, \pi_W)\) in which \( W \) is an open subset in \( S \) and \( \pi_W : W \rightarrow \tilde{S} \) is a holomorphic map such that \( \tilde{u} \circ \pi_W = u_W|_W : W \rightarrow X \). Since \( u : S \rightarrow X \) is non-constant, it is locally an imbedding outside the discrete set of critical points of \( u \). Using the fact of the primitivity of \( \tilde{u} : \tilde{S} \rightarrow X \) we conclude that \( \pi_W : W \rightarrow \tilde{S} \) is unique if exists. In particular, \( \pi_{W_1} \) and \( \pi_{W_2} \) must coincide on each intersection \( W_1 \cap W_2 \) so that there exists the maximal piece \( W_{\text{max}} := \bigcup_j W_j \) with the map \( \pi_{\text{max}} : W_{\text{max}} \rightarrow \tilde{S} \). By Step 1, \( W_{\text{max}} \) is the whole surface \( S \).

\[ \square \]

**4.3. Corollaries.** The same proof gives the following variation of Theorem A:

**Theorem 4.1.** Let \((S_1, j_1)\) and \((S_2, j_2)\) be smooth connected complex curves and \( u_i : (S_i, j_i) \rightarrow (X, J) \) non-constant \( J \)-holomorphic maps with \( J \in C^{\text{Lip}} \). If there are non-empty open sets \( U_i \subset S_i \) with \( u_1(U_1) = u_2(U_2) \), then there exists a smooth connected complex curve \((S, j)\) and a \( J \)-holomorphic map \( u : (S, j) \rightarrow (X, J) \) such that \( u_1(S_1) \cup u_2(S_2) = u(S) \) and \( u : S \rightarrow X \) is primitive.
Moreover, maps \( u_i : S_i \to X \) factorize through \( u : S \to X \), i.e., there exist holomorphic maps \( g_i : (S_i, j_i) \to (S, j) \) such that \( u_i = u \circ g_i \).

In the case of closed \( J \)-complex curves we obtain the following:

**Corollary 4.2.** Let \((S, j)\) be a connected closed complex curve and let \( u : (S, j) \to (X, J) \) be a non-constant \( J \)-holomorphic map into an almost complex manifold \( X \) with Lipschitz-continuous almost complex structure \( J \). Then there exists a connected closed complex curve \((\tilde{S}, \tilde{j})\), a ramified covering \( \pi : S \to \tilde{S} \) and a primitive \( J \)-holomorphic map \( \tilde{u} : \tilde{S} \to X \) such that \( u = \tilde{u} \circ \pi \).

The following corollary is immediate.

**Corollary 4.3.** Let \( u_i : S_i \to (X, J) \), \( i = 1, 2 \) be closed irreducible \( J \)-complex curves with \( J \in C^{L,p} \), such that \( u_1(S_1) = M_1 \neq u_2(S_2) = M_2 \). Then they have finitely many intersection points and the intersection index in any such point is strictly positive. Moreover, if \( \mu_1 \) and \( \mu_2 \) are the multiplicities of \( u_1 \) and \( u_2 \) in such a point \( p \), then the intersection number of \( M_1 \) and \( M_2 \) in \( p \) is at least \( \mu_1 \cdot \mu_2 \).

5. Optimal Regularity in Lipschitz Structures

In this section we shall prove the Theorem C from the Introduction.

5.1. Preliminaries. Consider the Cauchy-Green operator \( T_{CG} = \frac{1}{\pi i} * (\cdot) \):

\[
(T_{CG}u)(z) := \frac{1}{2\pi i} \int_{\mathbb{C}} \frac{u(\zeta)}{\zeta - z} d\zeta \wedge d\bar{\zeta}. \tag{5.1}
\]

\( T_{CG} \) is a bounded operator from \( C^{k,\alpha}(\Delta, \mathbb{C}^n) \) to \( C^{k+1,\alpha}(\Delta, \mathbb{C}^n) \) for \( 0 < \alpha < 1 \). In particular, there exists \( H_{k,\alpha} \) (the norm of \( T_{CG} \)) such that

\[
\|T_{CG}u\|_{C^{k+1,\alpha}(\Delta)} \leq H_{k,\alpha} \|u\|_{C^{k,\alpha}(\Delta)} \tag{5.2}
\]

for all \( u \in C^{\alpha}(\Delta) \).

We shall need also the Calderon-Zygmund operator

\[
(T_{CZ}u)(z) := \text{p.v.} \frac{1}{2\pi i} \int_{\mathbb{C}} \frac{u(\zeta)}{(\zeta - z)^2} d\zeta \wedge d\bar{\zeta}. \tag{5.3}
\]

It is a bounded operator in spaces \( C^{k,\alpha}(\Delta) \) and \( L^{k,p}(\Delta) \) and its norm in these spaces will be denoted as \( G_{k,\alpha} \) and \( G_{k,p} \) correspondingly.

Next consider the Cauchy operator

\[
(T_{C}u)(z) = \frac{1}{2\pi i} \int_{\partial \Delta} \frac{u(\zeta)}{\zeta - z} d\zeta. \tag{5.4}
\]

\( T_{C} \) is a bounded operator from \( C^{k,\alpha}(\partial \Delta) \) to \( C^{k,\alpha}(\Delta) \). For all these facts we refer to [MP].

We have the following Cauchy-Green Formula: for \( u \in C^1(\bar{\Delta}) \) and \( z \in \Delta \)

\[
u(z) = (T_{C}u)(z) + \left( T_{CG} \frac{\partial u}{\partial \bar{z}} \right)(z). \tag{5.5}
\]

Via the Cauchy-Green formula the differential equation \([2.34]\) is equivalent to the following integral one:
\[ u = T_C u + T_{CG} Q(J_n(z)) \frac{\partial u}{\partial z}. \tag{5.6} \]

5.2. Approximation by smooth curves. We fix \( J \)-holomorphic \( u : \Delta \to \mathbb{R}^{2n} \) supposing that \( u(0) = 0 \) and that \( u \) is defined in a neighborhood of \( \Delta \). Let \( B \) be a closed ball containing the image \( u(\Delta) \). Remark that since \( J \in C^\alpha \) for any \( 0 < \alpha < 1 \) then by the standard regularity of \( J \)-complex curves \( u \in C^{1,\alpha}(\Delta) \). We also suppose that \( J(0) = J_0 \).

Considering dilatations \( J_\varepsilon(u) = J(\delta u) \) we can suppose that \( Lip(J) \) is as small as we wish. Rescaling \( u \) by \( u_{\delta,\varepsilon} := \frac{1}{\varepsilon} u(\varepsilon z) \) be also can suppose that \( C^{1,\alpha}(\Delta) \)-norm of \( u \) is as small as we wish with \( u \) staying to be \( J_\varepsilon \)-holomorphic. The proof will be achieved via approximation of \( J \) in Lipschitz norm by smooth (of class \( C^{1,\alpha} \)) structures.

**Lemma 5.1.** There exists an \( \varepsilon > 0 \) such that if \( Lip(J) \), \( \|u\|_{C^{1,\alpha}(\Delta)} < \varepsilon \) then for any almost complex structure \( \tilde{J} \) of class \( C^{1,\alpha} \) on \( B \), standard at origin and such that \( \|\tilde{J} - J\|_{C^{1,p}(B)} < \varepsilon \) there exists a \( \tilde{J} \)-holomorphic \( \tilde{u} : \Delta \to B \) such that \( \tilde{u}(0) = 0 \) and

\[ \tilde{u}(z) = (T_C u)(z) - (T_C u)(0) + T_{CG} \left[ Q(\tilde{J}(\tilde{u})) \frac{\partial u}{\partial z} \right](z) - T_{CG} \left[ Q(\tilde{J}(\tilde{u})) \frac{\partial u}{\partial z} \right](0). \tag{5.7} \]

**Proof.** Actually (5.7) implies that \( \tilde{u} \) is \( \tilde{J} \)-holomorphic and \( \tilde{u}(0) = 0 \). Therefore all we need is to construct a solution of (5.6). In order to do so set \( u_0(z) = u(z) \) and define by iteration

\[ u_{n+1}(z) = (T_C u)(z) - (T_C u)(0) + T_{CG} \left[ Q(\tilde{J}(u_n)) \frac{\partial u_n}{\partial z} \right](z) - T_{CG} \left[ Q(\tilde{J}(u_n)) \frac{\partial u_n}{\partial z} \right](0). \tag{5.8} \]

We want to prove that \( u_n \) converge to a solution of (5.6). First we need a uniform bound on \( \|u_n\|_{C^{\alpha}(\Delta)} \) and \( \|\frac{\partial u_n}{\partial z}\|_{C^{\alpha}(\Delta)} \).

**Step 1. Estimate of \( \|u_n\|_{C^{\alpha}(\Delta)} \)**

Set \( q = \|Q\|_{End_x Mat(2n \times 2n, \mathbb{R})} \) and write

\[ \left\| \frac{\partial u_{n+1}}{\partial z} \right\|_{L^p(\Delta)} \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)} + \left\| T_{CG} Q(\tilde{J}(u_n)) \frac{\partial u_n}{\partial z} \right\|_{L^p(\Delta)} \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)} + \]

\[ + q \varepsilon G_p \left\| \frac{\partial u_n}{\partial z} \right\|_{L^p(\Delta)} \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)} + q \varepsilon G_p C \left\| u \right\|_{C^{1,\alpha}(\Delta)} + (q \varepsilon G_p)^2 \left\| \frac{\partial u_{n-1}}{\partial z} \right\|_{L^p(\Delta)} \leq \]

\[ \leq \ldots \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)} \sum_{k=1}^n (q \varepsilon G_p)^k + (q \varepsilon G_p)^{n+1} \left\| \frac{\partial u}{\partial z} \right\|_{L^p(\Delta)} \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)}, \]

if \( \varepsilon > 0 \) was chosen small enough, i.e., \( q \varepsilon G_p < \frac{1}{4} \). At the same time from (5.8) we see immediately that \( \left\| \frac{\partial u_{n+1}}{\partial z} \right\|_{L^p(\Delta)} \leq q \varepsilon \left\| \frac{\partial u_n}{\partial z} \right\|_{L^p(\Delta)} \leq C q \varepsilon \left\| u \right\|_{C^{1,\alpha}(\Delta)}. \) Taking into account the fact that \( u_n(0) = 0 \) we obtain from the Sobolev Imbedding \( L^{1,p}(\Delta) \subset C^\alpha(\Delta) \) the desired bound

\[ \left\| u_n \right\|_{C^\alpha(\Delta)} \leq C \left\| u \right\|_{C^{1,\alpha}(\Delta)} \tag{5.9} \]

with \( C \) independent on \( n \). Here \( p > 2 \) should be taken at the very beginning satisfying \( \alpha = 1 - \frac{2}{p} \).

**Step 2. Estimate of \( \|\frac{\partial u}{\partial z}\|_{C^{\alpha}(\Delta)} \)**
\[ \left\| \frac{\partial u_{n+1}}{\partial z} \right\|_{C^1(\Delta)} \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} + G_\alpha \left\| Q(\tilde{J}(u_n)) \frac{\partial u_n}{\partial z} \right\|_{C^0(\Delta)} \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} + \]
\[ + G_\alpha q\varepsilon C \left\| u \right\|_{C^1,\alpha(\Delta)} \left\| \frac{\partial u_n}{\partial z} \right\|_{C^0(\Delta)} \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} \left(1 + G_\alpha q\varepsilon \left\| \frac{\partial u_n}{\partial z} \right\|_{C^0(\Delta)} \right) \leq \]
\[ \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} (1 + C G_\alpha q\varepsilon \| u \|_{C^1,\alpha(\Delta)} + C \| u \|_{C^0(\Delta)} (G_\alpha q\varepsilon)^2 \left\| \frac{\partial u_{n-1}}{\partial z} \right\|_{C^0(\Delta)} ) \leq \]
\[ \leq \ldots \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} \sum_{k=1}^{n+1} [1 + C (G_\alpha q\varepsilon)^k] \leq C \left\| u \right\|_{C^1,\alpha(\Delta)} \] (5.10)

for \( \varepsilon > 0 \) sufficiently small.

Step 3. Convergence of approximations.

We proved that \( \left\| u_n \right\|_{C^1(\Delta)}, \left\| \frac{\partial u_n}{\partial z} \right\|_{C^0(\Delta)} \leq C \) if \( \varepsilon > 0 \) and \( \left\| u \right\|_{C^1,\alpha(\Delta)} \) were taken small enough. Now we can write

\[ \left\| u_{n+1} - u_n \right\|_{C^1,\alpha(\Delta)} \leq 2H_\alpha \left\| Q(\tilde{J}(u_n)) - Q(\tilde{J}(u_{n-1})) \right\|_{C^0} \leq \]
\[ \leq 2H_\alpha \left\| Q(\tilde{J}(u_n)) \left[ \frac{\partial u_n}{\partial z} - \frac{\partial u_{n-1}}{\partial z} \right] \right\|_{C^0} + 2H_\alpha \left\| \left[ Q(\tilde{J}(u_n)) - Q(\tilde{J}(u_{n-1})) \right] \frac{\partial u_{n-1}}{\partial z} \right\|_{C^0} \leq \]
\[ \leq 2CH_\alpha q\varepsilon \left\| u_n - u_{n-1} \right\|_{C^1,\alpha(\Delta)} + 2CH_\alpha q\varepsilon \left\| u_n - u_{n-1} \right\|_{C^0(\Delta)}. \] (5.11)

For \( \varepsilon > 0 \) small enough we obtain

\[ \left\| u_{n+1} - u_n \right\|_{C^1,\alpha(\Delta)} \leq r \left\| u_n - u_{n-1} \right\|_{C^1,\alpha(\Delta)} \] (5.12)

with some fixed \( 0 < r < 1 \). Therefore \( \{u_n\} \) converge in \( C^{1,\alpha}(\Delta) \) to a solution \( \tilde{u} \) of (5.7).

Lemma 5.2. Let \( \{J_n\} \) be a sequence of almost complex structures on \( B \) of class \( C^{1,\alpha} \), standard at origin, converging to \( J \) in \( C^{Lip}(B) \). Let \( u_n \) be some solution of (5.7) for \( J_n \).

Then \( \|u_n - u\|_{C^{1,\alpha}(\Delta)} \to 0 \).

Proof. Since \( u \) also satisfies (5.6) we can write \( \|u_n - u\|_{C^{1,\alpha}} \leq \)
\[ \leq 2H_\alpha \left\| Q(J_n(u_n)) \frac{\partial u}{\partial z} - Q(J(u)) \frac{\partial u}{\partial z} \right\|_{C^0} \leq 2H_\alpha \left\| Q(J_n(u_n)) \right\|_{C^0} \left\| \frac{\partial u}{\partial z} - \frac{\partial u}{\partial z} \right\|_{C^0} + \]
\[ + 2H_\alpha \left\| \frac{\partial u}{\partial z} \right\|_{C^0} \left\| Q(J_n(u)) - Q(J(u)) \right\|_{C^0} \leq 2H_\alpha q\varepsilon \left\| u_n - u \right\|_{C^1,\alpha} + C \left\| J_n - J \right\|_{C^0} \cdot \]

And this implies

\[ \|u_n - u\|_{C^{1,\alpha}} \leq \frac{C}{1 - 2H_\alpha q\varepsilon} \left\| J_n - J \right\|_{C^0} \to 0. \]

Remark 5.1. Remark that \( u_n \) have regularity \( C^{2,\alpha} \).
5.3. Log-Lipschitz convergence of approximating sequence.

Lemma 5.3. Let $u_n$ and $J_n$ be as in Lemma 5.2. Then $\{u_n\}$ are uniformly bounded in $C^{1,LnLip}(\Delta)$.

Proof. To prove this statement we need to recall one useful formula. For a smooth function $\lambda$ on an almost complex manifold $(X,J)$ the 1-form $dJ\lambda$ is defined by

$$dJ\lambda(v) = -d\lambda(Jv)$$

for every tangent vector $v$. If $J$ is of class $C^1$ then $ddJ\lambda$ is then defined by usual differentiation. As usual, $\Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ will denote the Laplacian on the plane $\mathbb{C}$. The notation $d^c = dJ\lambda$ is relative to the standard complex structure on $\mathbb{C}$. So for a function $\lambda$ defined on an open set of $\mathbb{C}$: $d^c\lambda = -\frac{\partial}{\partial x}dx + \frac{\partial}{\partial y}dy$. Therefore $dd^c\lambda = \Delta \lambda dx \wedge dy$.

This can be generalized to the functions on $X$ as follows. Let $J$ be a $C^1$-regular almost complex structure defined on an open set $\Omega \subset \mathbb{R}^{2n}$ and let $\lambda$ be a $C^2$ function defined on $\Omega$ (as $\lambda$ we shall take coordinate functions $u_1,\ldots,u_{2n}$ in $\mathbb{R}^{2n}$ to deduce the needed regularity of $u : \Delta \to \mathbb{R}^{2n}$). If $u : \Delta \to (\Omega,J)$ is a $J$-holomorphic map, then:

$$\Delta(\lambda \circ u)(z) = [ddJ\lambda]_{u(z)}(\frac{\partial u}{\partial x}(z), J_n(u(z)) \frac{\partial u}{\partial x}(z)).$$

(5.14)

For the proof we refer to [IR1].

Apply the formula (5.14) to the $J_n$-holomorphic mapping $u_n$ obtained above:

$$\Delta(\lambda \circ u_n)(z) = [ddJ_n\lambda]_{u_n(z)}(\frac{\partial u_n}{\partial x}(z), J_n(u_n(z)) \frac{\partial u_n}{\partial x}(z)).$$

(5.15)

Since $J_n$ converge to $J$ in Lipschitz norm their first derivatives are uniformly bounded on $B$ and therefore the right hand side of (5.15) shows that for any smooth function $\lambda$ on $\mathbb{R}^{2n}$ Laplacians $\{\Delta(\lambda \circ u_n)\}$ are uniformly bounded on $\Delta$ for all $n$. Lemma 1.7 from [IR1] gives now that $\{\lambda \circ u_n\}$ are bounded in $C^{1,LnLip}(\Delta)$. As $\lambda$ we can take any coordinate function $u_k$ on $\mathbb{R}^{2n}$ and obtain the desired statement.

To finish the proof of Theorem C all is left is to remark that if $u_n \to u$ uniformly and $\{u_n\}$ stay bounded in $C^{1,LnLip}(\Delta)$ then $u \in C^{1,LnLip}(\Delta)$.

\[\square\]

Remark 5.2. If $J$ is of class $C^1$ then the following statement holds true, see [IS2]. Let $u : \Delta \to X$ be a $J$-holomorphic map and let $(E,J_1 := u^*J)$ be the induced bundle. Then this complex vector bundle has a natural structure of a holomorphic bundle and $du$ is a holomorphic morphism of holomorphic bundles $T\Delta \to E$.

The approximations made in the proof of Theorem C permit to extend this statement to the case of Lipschitz-continuous $J$. Really, for a given $J$-holomorphic $u : \Delta \to X$ of class $C^{1,LnLip}(\Delta)$ we constructed a sequence $J_n$ of smooth structures converging to $J$ in Lipschitz norm and a sequence of $J_n$-holomorphic $u_n : \Delta \to X$ converging to $u$ in the space $C^{1,LnLip}(\Delta)$. That means that holomorphic structures constructed in [IS2] will converge and $du_n$ will converge to an analytic morphism of sheaves $du$. 
6. Perturbation of a Cusp

6.1. Inversion of a \( \overline{\partial} \)-type operators. We shall perturb a cusp of a \( J \)-holomorphic map \( u_0 : (\Delta, 0) \to (\mathbb{C}^n, 0) \), which we suppose to be given in the form (6.4):

\[
u_0(z) = z^\alpha v(z), \quad v_0 := v(0) \neq 0,
\]

where \( v \in L^1_{\text{loc}}, zv \in L^2_{\text{loc}} \). We shall use perturbations of cusps in several different ways in this paper. Our first aim is to perturb \( u_0 \) in such a way that the perturbed map \( u \) stays to be \( J \)-holomorphic and has no cusps. For that aim we should search for a perturbation \( u \) of \( u_0 \) in the form

\[
u(z) = u_0(z) + z \cdot w(z), \quad (6.1)
\]

where \( w(0) = w_0 \neq 0 \) and \( u_0 \) is not collinear to \( v_0 \). Such perturbations will be used in the following section for the proof of the Genus Formula. Later, for deriving an “essential part of a Puiseux series” we will need to perturb \( u_0 \) adding a term of an arbitrary degree and along a tangent which may be collinear to \( v_0 \). Of course, we are interested only in \( J \)-holomorphic perturbations. We start with the following

**Proposition 6.1.** If, under the assumptions of Proposition 2.4 (for \( k = 1 \)), the sum of the norms \( \|J - J_\alpha\|_{C^k(\Delta)} + \|R\|_{L^1(\Delta)} \) is sufficiently small then:

i) There exists a linear bounded operator \( T^0_{J,R} : L^1(\Delta) \to L^2(\Delta) \) such that \( (\overline{\partial}_J + R) \circ T^0_{J,R} = 0 \) for every \( u \in L^1(\Delta) \);

ii) The same operator acts also from \( C^\alpha(\Delta) \) to \( C^{1,\alpha}(\Delta) \) with the same properties.

For \( J = J_\alpha \) and \( R = 0 \) the operator in question is \( T^0_{J_\alpha,0}(u) = TCGu - (TCGu)(0) \), where \( TCG \) is the standard Cauchy-Green operator. For general \( J,R \) the operator \( T^0_{J,R} \) can be constructed as the perturbation series:

\[
u^0_{J,R} := \sum_{n=0}^{\infty} (-1)^n T^0_{J_\alpha,0} \circ ((\overline{\partial}_J - \overline{\partial}_J \alpha + R \circ T^0_{J_\alpha,0})^n. \quad (6.2)
\]

6.2. Proof of the main result. Let us state and prove the main result of this section.

**Theorem 6.1.** Let \( J \) be a Lipschitz-continuous almost complex structure in the unit ball \( B \subset \mathbb{C}^n \) with \( J(0) = J_\alpha \) and let \( u_0 : \Delta \to B \) be a \( J \)-holomorphic map. Let \( \nu \geq 0 \) be an integer and \( w_0 \in L^1(\Delta) \) be a vector. Then there exists a \( J \)-holomorphic map \( u : \Delta_r \to B \), defined in a smaller disc \( \Delta_r \), such that

\[
u(z) = u_0(z) + z^\nu \cdot w(z), \quad (6.3)
\]

with \( w(0) = w_0 \) and \( w \in L^1_{\text{loc}} \) for any \( p < \infty \).

**Proof.** Let us apply the Cauchy-Riemann operator to \( u(z) \) in the form (6.3):

\[
u = \overline{\partial}u = \partial_x u + J(u) \partial_y u = \partial_x u + (J(u) - J(u_0)) \partial_y u + J(u_0) \partial_y u =
\]

\[
u = \partial_x u_0 + J(u_0) \partial_y u_0 + \partial_z (z^\nu w) + J(u_0) \partial_y (z^\nu w) + (J(u) - J(u_0)) \partial_y (u_0 + z^\nu w) =
\]

\[
u = \overline{\partial}u_0 + \overline{\partial}u_0 (z^\nu w) + (J(u) - J(u_0)) \overline{\partial}(u_0 + \overline{\partial}(z^\nu w).
\]

Therefore we need to solve the equation

\[
u = \overline{\partial}u_0 (z^\nu w) = (J(u_0) - J(u))(\partial_y u_0 + \partial_y (z^\nu w)). \quad (6.4)
\]

Multiplying by \( z^{-\nu} \) we obtain

\[
u z^{-\nu} \overline{\partial}u_0 (z^\nu w) = z^{-\nu} (J(u_0) - J(u))(\partial_y u_0 + \partial_y (z^\nu w)). \quad (6.5)
\]
The left hand side of (6.5) can be transformed as follows:
\[ z^{-\nu} \overline{\partial} J_{\alpha u_0} (z^\nu w) = (\partial_x + z^{-\nu} J(u_0) z^\nu \partial_y) w + \nu z^{-\nu} (z^{\nu-1} + J(u_0) J_{\alpha t} z^{\nu-1}) w = \\
= (\partial_x + z^{-\nu} J(u_0) z^\nu \partial_y) w + \nu z^{-\nu} (1 + J(u_0) J_{\alpha t}) z^{\nu-1} w =: \overline{\partial} J_{\alpha u_0} w + R^{\nu}(w), \]
where \( J^{\nu} := z^{-\nu} J(u_0) z^\nu \) is Lipschitz-continuous by Lemma 2.2 and \( R^{\nu} \) admits an obvious pointwise estimate \(|R^{\nu}(z)| \leq \nu Lip(J) \|u_0\|_{C^{1, \alpha}}\). Therefore the left hand side of (6.5) has the form
\[ D_{J^{\nu}, u_0} (w) := \overline{\partial} J_{\alpha u_0} w + R^{\nu}(w), \tag{6.6} \]
for a Lipschitz-continuous \( J^{\nu} \) and a bounded \( R^{\nu} \) with \( \|R^{\nu}\|_{L^\infty} \) small. The right hand side
\[ F^{\nu}(z, w) := z^{-\nu} \left( J(u_0) - J(u) \right) (\partial_y u_0 + \partial_y (z^\nu w)) \]
of (6.5) admits the following estimates:
\[ \| F^{\nu}(z, w) \|_{L^p(\Delta)} \leq C \cdot Lip(J) \|u_0\|_{C^{1, \alpha}(\Delta)} \|w\|_{L^1(\Delta)}; \tag{6.7} \]
\[ \| F^{\nu}(z, w) \|_{C^\alpha(\Delta)} \leq C \cdot Lip(J) \|u_0\|_{C^{1, \alpha}(\Delta)} \|w\|_{C^{1, \alpha}(\Delta)}; \tag{6.8} \]
\[ \| F^{\nu}(z, w_1) - F^{\nu}(z, w_2) \|_{L_p/C^\alpha(\Delta)} \leq C \cdot Lip(J) \|u_0\|_{C^{1, \alpha}} \|w_1 - w_2\|_{L^1(\Delta)}/C^{1, \alpha}(\Delta). \tag{6.9} \]

Our goal is to solve the following equation
\[ \begin{cases} 
D_{J^{\nu}, u_0} w = F^{\nu}(z, w), \\
w(0) = w_0. 
\end{cases} \tag{6.10} \]
We can apply Newton’s method of successive approximations by setting
\[ w_{n+1} = T^0_{J^{\nu}, R^{\nu}} \left[ F^{\nu}(z, w_n) \right] + w_1, \tag{6.11} \]
where \( w_1 \) is to be found as a solution of the following system
\[ \begin{cases} 
D_{J^{\nu}, u_0} w_1 = 0, \\
w_1(0) = w_0. \tag{6.12} \end{cases} \]
I.e.,
\[ w_1(z) = w_0 - T^0_{J^{\nu}, R^{\nu}} \left( D_{J^{\nu}, u_0} w_0 \right). \]
Estimates (6.7), (6.8), (6.9) guarantee the convergence of the iteration process. The proof is very similar to that of the previous section. As it was explained there we can suppose that \( Lip(J) \) as well as \( \|u_0\|_{C^{1, \alpha}(\Delta)} \) are as small as we wish, less than some \( \varepsilon > 0 \) to be specified in the process of the proof. We can also suppose that \( \|R^{\nu}\|_{L^\infty(\Delta)} \leq \varepsilon. \) \( \|w_0\| \) will be supposed also small enough. Finally, we shall suppose inductively that \( \|w_n\|_{L^1(\Delta)} \leq \frac{\varepsilon}{4} \).

As in the proof of Lemma 5.1 we start with estimating first the \( L^p \) and then \( C^\alpha \)-norms of derivatives.

**Step 1. There exists a constant \( C \), independent of \( n \), such that \( \|w_n\|_{C^\alpha(\Delta)} \leq C \|w_0\| \).

\[ \left\| \frac{\partial w_{n+1}}{\partial z} \right\|_{L^p(\Delta)} = \| \overline{\partial} J_{\alpha} w_{n+1} \|_{L^p(\Delta)} = \| \overline{\partial} J^{\nu} w_{n+1} + (J_{\alpha t} - J^{\nu}(u)) \partial_y w_{n+1} \|_{L^p(\Delta)} = \\
= \| (\overline{\partial} J^{\nu} + R^{\nu}) w_{n+1} - R^{\nu} w_{n+1} + (J_{\alpha t} - J^{\nu}(u)) \partial_y w_{n+1} \|_{L^p(\Delta)} \leq \varepsilon \|w_{n+1}\|_{L^p(\Delta)} + \\
+ \| F^{\nu}(z, w_n) \|_{L^p(\Delta)} + Lip(J^{\nu}) \|u_0 + z^\nu w_n\|_{L^\infty(\Delta)} \| \nabla w_n \|_{L^p(\Delta)} \leq \]

From (6.13) we obtain

Taking into account that

Using computations of the Step 1 write

with

From (6.13) we obtain

\[ \|w_{n+1}\|_{L^1(\Delta)} \leq C\|w_0\| + \varepsilon \|w_n\|_{L^1(\Delta)}, \]  

(6.13)

with \( C \) independent of \( n \). This justifies our inductive assumption that \( \|w_n\|_{L^1(\Delta)} \leq \frac{1}{2} \), and implies in its turn the needed estimate

\[ \|w_{n+1}\|_{C^0(\Delta)} \leq C\|w_0\|. \]  

(6.15)

**Step 2. There exists a constant \( C \) independent of \( n \) such that** \( \| \nabla (w_n) \|_{C^0(\Delta)} \leq C\|w_0\| \).

Using computations of the Step 1 write

\[ \left\| \frac{\partial (w_{n+1})}{\partial z} \right\|_{C^0(\Delta)} \leq \left\| F^{(v)}(z, w_n) \right\|_{C^0(\Delta)} + \left\| R^{(v)} w_n \right\|_{C^0(\Delta)} + \left\| (J^{(v)} - J^{(v)}(u)) \partial_n w_n \right\|_{C^0(\Delta)} \]

\[ \leq \text{Lip}(J)\|w_0\|_{C^0(\Delta)}\|w_n\|_{C^1,\alpha(\Delta)} + \varepsilon\|w_n\|_{C^0(\Delta)} + \text{Lip}(J)\|w_n\|_{C^1,\alpha(\Delta)} \leq \varepsilon\|w_n\|_{C^1,\alpha(\Delta)}. \]  

(6.16)

Analogously to \( L^p \)-case write further

\[ \left\| \frac{\partial (w_{n+1})}{\partial z} \right\|_{C^0(\Delta)} \leq \left\| \frac{\partial w_1}{\partial z} \right\|_{C^0(\Delta)} + \left\| \frac{\partial}{\partial z} T_{j^{(v)}, R^{(v)}} \left[ F^{(v)}(z, w_n) \right] \right\|_{C^0(\Delta)} = \]

\[ = \left\| \frac{\partial}{\partial z} T_{j^{(v)}, R^{(v)}} \left[ D_{j^{(v)}, w_0} \right] \right\|_{C^0(\Delta)} + \left\| \frac{\partial}{\partial z} T_{j^{(v)}, R^{(v)}} \left[ F^{(v)}(z, w_n) \right] \right\|_{C^0(\Delta)} \leq \]

\[ \leq C\|D_{j^{(v)}, w_0}\|_{C^0(\Delta)} + \left\| F^{(v)}(z, w_n) \right\|_{C^0(\Delta)} \leq C\| (\text{D}j^{(v)} + R^{(v)}) w_0 \|_{C^0(\Delta)} + \]

\[ + \varepsilon\|w_n\|_{C^1,\alpha(\Delta)} \leq \varepsilon\|w_0\| + C\|w_n\|_{C^1,\alpha(\Delta)}. \]  

(6.17)

From (6.16) and (6.17) we obtain

\[ \| \nabla (w_{n+1}) \|_{C^0(\Delta)} \leq C\|w_0\| \]  

(6.18)

and therefore

\[ \| \nabla (w_{n+1}) \|_{C^0(\Delta)} \leq C\|w_0\| + \varepsilon\|w_0\| + \varepsilon^2\| \nabla (w_{n-1}) \|_{C^0(\Delta)} \leq \ldots \leq \]

\[ \leq C\| \nabla (w_0) \|_{C^0(\Delta)} \leq C\|w_0\|. \]  

(6.19)

We conclude these two steps with the estimate:

\[ \| \nabla (w_n) \|_{C^0(\Delta)} \leq C\|w_0\| \]  

(6.20)

with \( C \) independent on \( n \), provided \( \text{Lip}(J) \) and and \( \|w_0\| \) are small enough.
Step 3. Convergence of approximations.

Write
\[ \| w_{n+1} - w_n \|_{C^{1,\alpha}(\Delta)} \leq C \| F^{(\nu)}(\cdot, w_n) - F^{(\nu)}(\cdot, w_{n-1}) \|_{C^{\alpha}(\Delta)} \leq C \cdot \varepsilon \| w_n - w_{n-1} \|_{C^{1,\alpha}(\Delta)} \] (6.21)

by (6.9) with \( \varepsilon > 0 \) as small as we wish. This gives us the desired convergence of \( w_n \) to a solution \( w \) of (6.10).

\[ \square \]

Remark 6.1. Let \( w' \) and \( w'' \) be solutions of (6.10) with initial data \( w'(0) = w'_0 \) and \( w''(0) = w''_0 \). Then, as in (6.21), we have
\[ \| w' - w'' \|_{C^{1,\alpha}(\Delta)} \leq \| w'_0 - w''_0 \| + C \| F^{(\nu)}(\cdot, w') - F^{(\nu)}(\cdot, w'') \|_{C^{\alpha}(\Delta)} \leq \| w'_0 - w''_0 \| + \varepsilon \| w' - w'' \|_{C^{1,\alpha}(\Delta)}. \]

And therefore
\[ \| w' - w'' \|_{C^{1,\alpha}(\Delta)} \leq \frac{1}{1-\varepsilon} \| w'_0 - w''_0 \|, \] (6.22)
i.e., a solution \( zw \) of (6.10) continuously depend on the initial data \( w(0) = w_0 \). In particular we have
\[ \| w \|_{C^{1,\alpha}(\Delta)} \leq \frac{1}{1-\varepsilon} \| w_0 \|, \] (6.23)
for the solution with \( w(0) = w_0 \).

In the following lemma we suppose that \( u_0(z) = z^\mu v(z) \) with \( v(0) = v_0 = e_1 \).

Lemma 6.1. Let \( \text{Lip}(J) \) and \( a \in \mathbb{C} \) be small enough. Set \( w_0 = ae_2 \). Then the \( J \)-holomorphic curve \( u(z) = u_0(z) + zw \) has no cusps, where \( zw \) is a solution of (6.10) with \( \nu = 1 \) and initial data \( w(0) = w_0 \).

Proof. In an appropriate coordinates we have \( u_0(z) = z^\mu e_1 + z^{2\mu-1} v(z) \). After making a dilatations \( J_\delta(z) := J(\delta^\mu z) \) and \( u_0'(z) = \frac{1}{\delta^\mu} u_0(\delta z) \) we can suppose that \( \text{Lip}(J) \leq \varepsilon \) as small as we wish. Moreover, (2.22) gives us the behavior of \( \| z v \|_{L^2(\partial \Delta, r)} \) and therefore we can estimate the differential of \( u_0 \) in the following way:
\[ du(z) = \mu z^{\mu-1} e_1 + R(z) \text{ with } |R(z)| \leq \varepsilon |z|^{\mu-1+\alpha} \text{ for } |z| \leq \frac{1}{2}. \] (6.24)

Let \( zw \) be a solution of (6.10) with \( w(0) = w_0 e_2 \). Remark that it satisfies (6.23), i.e.,
\[ \| zw \|_{C^{1,\alpha}(\Delta)} \leq C \| w_0 \| \]
(6.25)
and therefore its differential can be written as
\[ d(zw) = w_0 e_2 + P(z), \] (6.26)
where \( \| P(z) \| \leq C \| w_0 \| |z|^\alpha. \)

With these data we need to show that the differential of the \( J \)-holomorphic map \( u(z) = u_0(z) + zw(z) \) does not vanishes in \( \Delta_1 \). Let us write this differential:
\[ du(z) = \mu z^{\mu-1} e_1 + R(z) + w_0 e_2 + P(z). \] (6.27)
We use the following notations: \( R(z) := R_1(z)e_1 + R_2(z) \), where \( R_2(z) \) takes values in the subspace \( \text{span}\{e_2, \ldots, e_n\} \) of \( \mathbb{C}^n \). And the same for \( P(z) \). First of all, since \( \|P(z)\| \leq C\|w_0\| |z|^\alpha \) we see that there exists \( 0 < r_0 < \frac{1}{2} \) such that
\[
\|w_0 + R_2(z) + P_2(z)\| \geq \|w_0\| (1 - C|z|^\alpha - C|z|^{\mu-1+\alpha}) > 0 \quad (6.28)
\]
for all \( |z| \leq r_0 \) (independently of \( w_0 \)). This gives us that the second coordinate of the differential is not vanishing for \( |z| \leq r_0 \). At the same time
\[
|\mu z^{\mu-1} + R_1(z) + P_1(z)| \geq \mu r_0^{\mu-1} - \varepsilon - C\|w_0\| > 0 \quad (6.29)
\]
if \( w_0 \) and \( \varepsilon \) where taken sufficiently small. Therefore the first coordinate of the differential does not vanishes for \( |z| \geq r_0 \).

This lemma permits us to define the cusp index of a cusp point of a \( J \)-complex curve.

**Definition 6.1.** Let \( u_0(z) = z^\mu v_0 + O(|z|^{\mu+\alpha}), \mu \geq 1, v_0 \neq 0 \) be a \( J \)-complex curve and let \( u \) be a small perturbation of \( u_0 \) as in Lemma 6.1 which has no cusps. The cusp index \( \pi_0 \) of \( u_0 \) at zero is defined as the sum of intersection indices of self-intersection points of such a perturbation \( u \).

In the following section we shall see that this number doesn’t depend on a perturbation (provided it is sufficiently small).

### 7. Genus Formula in Lipschitz Structures

#### 7.1. Local numeric invariants.

To state the Genus Formula we need to define local numeric invariants of \( J \)-complex curves and to insure that these invariants are positive (otherwise such “formula” will be useless). The problem is that we need to do this in the case when \( J \) is only Lipschitz-continuous. The first invariant — the local intersection number — was introduced in Definition 4.3 and in Theorem B it was proved that this number is always positive and is equal to 1 if and only if the local intersection in question is transverse. The second — the cusp index for a cusp point — was defined at the end of the previous section, see Definition 6.1. Now we need to prove that it doesn’t depend on perturbation. It will be done by relating it to the Bennequin index. Much more details of this approach can be found in [IS1] and we suggest that the interested reader has the latter preprint in his hands while reading this section.

#### 7.2. The Bennequin index of a cusp.

Let \( u : (\Delta, 0) \to (\mathbb{C}^2, 0) \) be a germ of a non-constant \( J \)-complex curve at zero (and \( J \) is Lipschitz). Without loss of generality we always suppose that \( J(0) = J_{\text{st}} \). Taking into account that zeros of \( du \) are isolated, we can suppose that \( du \) vanishes only at zero. Furthermore, let \( w_1, w_2 \) be the standard complex coordinates in \( (\mathbb{C}^2, J_{\text{st}}) \). We already used several times in this paper the following presentation of \( u \) and its differential \( du \):
\[
u(z) = z^\mu \cdot a + O(|z|^{\mu+\alpha}) \quad \text{and} \quad du(z) = \mu z^{\mu-1} a + O(|z|^{\mu-1+\alpha}).
\]
Here \( a \) is a non-zero vector in \( \mathbb{C}^2 \), \( \mu \geq 2 \) and \( 0 < \alpha < 1 \).

For \( r > 0 \) define \( F_r := TS^3_r \cap J(TS^3_r) \) to be the distribution of \( J \)-complex planes in the tangent bundle \( TS^3_r \) to the sphere of radius \( r \). \( F_r \) is trivial, because \( J \) is homotopic to \( J_{\text{st}} = J(0) \). By \( F \) we denote the distribution \( \cup_{r > 0} F_r \subset \cup_{r > 0} TS^3_r \subset TB^* \), where \( TB^* \) is the tangent bundle to the punctured ball in \( \mathbb{C}^2 \). Set \( M = u(\Delta) \).
Lemma 7.1. The (possibly not connected) curve $\gamma_r = M \cap S^3_r$ is transverse to $F_r$ for all sufficiently small $r > 0$.

Proof. Since $J \approx J_{st}$ for $r$ sufficiently small, $T\gamma_r$ is close to $J_{st}n_r$, where $n_r$ is the field of normal vectors to $S^3_r$. On the other hand, for sufficiently small $r$, the distribution $F_r$ is close to the one of $J_{st}$-complex planes in $TS^3_r$, which is orthogonal to $J_{st}n_r$. □

This fact permits us to define the Bennequin index of $\gamma_r$. Namely, take any non-vanishing on $S^3_r$ section $\vec{v}$ of $F_r$ and move $\gamma_r$ along the vector field $\vec{v}$ to obtain a curve $\gamma_r'$. We can make this move for a small enough time, so that $\gamma_r'$ does not intersect $\gamma_r$.

Definition 7.1. The Bennequin index $b(\gamma_r)$ is the linking number of $\gamma_r$ and $\gamma_r'$.

This number does not depend on $r > 0$, taken sufficiently small, because $\gamma_r$ is homotopic to $\gamma_{r_1}$ for $r_1 < r$ within the curves transverse to $F$, see [Bn]. It is also independent of the particular choice of the field $\vec{v}$. For the standard complex structure $J_{st}$ in $B \subset \mathbb{C}^2$ we use $\vec{v}_{st}(u_1, u_2) := (-\bar{u}_2, \bar{u}_1)$ for calculating the Bennequin index of the curves on sufficiently small spheres. For an arbitrary almost complex structure $J$ with $J(0) = J_{st}$ we can find the vector field $\vec{v}_J$, which is defined in a small punctured neighborhood of the origin, is a small perturbation of $\vec{v}_{st}$, and lies in the distribution $F$ defined by $J$.

The following statement is crucial for proving that the quantity $\kappa_{r_0} = \frac{b(\gamma_r) + 1}{2}$ is a well defined and non-negative numerical invariant of a cusp. Denote by $B_{r_1, r_2}$ the spherical shell $B_{r_2} \setminus B_{r_1}$ for $r_1 < r_2$.

Lemma 7.2. Let $\Gamma$ be an immersed $J$-complex curve in a neighborhood of $\overline{B}_{r_1, r_2}$ such that all self intersection points of $\Gamma$ are contained in $B_{r_1, r_2}$ and all components of the curves $\gamma_r := \Gamma \cap S^3_r$ are transverse to $F_r$, for $i = 1, 2$. Then

$$b(\gamma_{r_2}) = b(\gamma_{r_1}) + 2 \cdot \sum_{x \in \text{Sing}(\Gamma)} \delta_x,$$

where the sum is taken over self-intersection points of $\Gamma$.

Proof. Move $\Gamma$ a little along $\vec{v}_J$ to obtain $\Gamma'$ by $\gamma_{r_1}'$, $\gamma_{r_2}'$ denote the intersections $\Gamma' \cap S^3_{r_1}, \Gamma' \cap S^3_{r_2}$, which are of course the moves of $\gamma_{r_1}$ along $v_j$. We have $l(\gamma_{r_2}, \gamma_{r_2}') - l(\gamma_{r_1}, \gamma_{r_1}') = \text{int}(\Gamma, \Gamma')$, where $l(\cdot, \cdot)$ is the linking number and $\text{int}(\cdot, \cdot)$ is the intersection number, see [Rl].

Now let us calculate $\text{int}(\Gamma, \Gamma')$. From Theorem B we know that there are only a finite number $\{p_1, \ldots, p_N\}$ of self-intersection points of $\Gamma$. Take one of them, say $p_1$. Let $M_1, \ldots, M_d$ be the discs on $\Gamma$ with a common point $p_1$ and otherwise mutually disjoint. More precisely we take $M_j$ to be irreducible components of $\Gamma \cap B_\rho(p_1)$ for $\rho > 0$ small enough. Remark that $M_j$ are transverse to $v_j$, so their moves $M^\varepsilon_j$ do not intersect them, i.e., $M_j \cap M^\varepsilon_j = \emptyset$. Note also that for $k \neq j$ we have $\text{int}(M_k, M_j) = \text{int}(M_k, M^\varepsilon_j)$ for $\varepsilon > 0$ sufficiently small. Therefore $\text{int}(\Gamma \cap B_\rho(p_1), \Gamma' \cap B_\rho(p_1)) = \sum_{1 \leq k < j \leq d} \text{int}(M_k, M_j) + \text{int}(M^\varepsilon_k, M^\varepsilon_j) = 2 \sum_{1 \leq k < j \leq d} \text{int}(M_k, M^\varepsilon_j) = 2 \delta_{p_1}$. This means that $\text{int}(\Gamma, \Gamma') = 2 \cdot \sum_{j=1}^N \delta_{p_j}$. □

Now we are ready to describe the cusp-index in a different way. Let $u$ be a parameterization of $M$ near $p$. Take a small ball $B_{\rho}(p)$ around $p = u(0)$ and a small disc $\Delta$ centered at zero such that $u(\Delta) = M \cap B_\rho(p)$. More precisely $u(\Delta)$ is the irreducible component of $M \cap B_\rho(p)$ containing the cusp $p$. We take $r > 0$ small enough, such that $\Delta$ contains
perturbation. is well defined, non-negative and is equal to the number of double points of a generic

Let \( \gamma_r := u(\Delta) \cap \partial B_r(p) \) and \( b_p \) be the Bennequin index of \( \gamma_r \), defined in Definition \( 7.1 \). Lemma \( 7.2 \) together with the obvious fact that the Bennequin index of a smooth point is \(-1\) tell us that the number

\[
\varkappa_p := (b_p + 1)/2
\]

is well defined, non-negative and is equal to the number of double points of a generic perturbation.

Let us define the local invariants of a \( J \)-complex curve \( M \) in an almost complex surface. From Theorem \( B \) and Corollary \( 5.1 \) it follows readily that a compact \( J \)-complex curve with a finite number of irreducible components \( M = \bigcup_{i=1}^d M_i \) has only a finite number of local self-intersection points, provided \( J \) is Lipschitz-continuous.

For each such point \( p \) we can introduce, according to Definition \( 4.3 \), the self-intersection number \( \delta_p(M) \) of \( M \) at \( p \). Namely, let \( S_j \) be a parameter curve for \( M_j \), i.e., \( M_j \) is given as an image of the \( J \)-holomorphic map \( u_j : S_j \to M_j \). We always suppose that the parameterization \( u_j \) is primitive, i.e., they cannot be decomposed like \( u_j = v_j \circ r \) where \( r \) is a nontrivial covering of \( S_j \) by another Riemann surface. Denote by \( \{x_1, \ldots, x_N\} \) the set of all pre-images of \( p \) under \( u : \bigcup_{i=1}^d S_j \to X \), and take mutually disjoint discs \( \{D_1, \ldots, D_N\} \) with centers \( x_1, \ldots, x_N \) such that their images have no other common points different from \( p \). For each pair \( D_i, D_j, i \neq j \), define an intersection number as in Definition \( 4.3 \) and take the sum over all different pairs to obtain \( \delta_p(M) \).

Now put \( \delta = \sum_{p \in D(M)} \delta_p(M) \), where the sum is taken over the set \( D(M) \) of all local intersection points of \( M \), i.e., points which have at least two pre-images. Consider now the set \( \{p_1, \ldots, p_L\} \subset \bigcup_{j=1}^d S_j = S \) of all cusps of \( M \), i.e., points where the differential of the appropriate parameterization vanishes. Set \( \varkappa := \sum_{i=1}^L \varkappa_i \).

Numbers \( \delta \) and \( \varkappa \) are the local numerical invariants of \( M \) involved in the Genus Formula.

### 7.3. Genus Formula for \( J \)-Complex Curves

Denote by \( c_1(X,J) \) the first Chern class of \( X \) with respect to \( J \). Since, in fact, \( c_1(X,J) \) does not depend on continuous changes of \( J \) we usually omit the dependence of \( c_1(X) \) on \( J \).

**Lemma 7.3.** Let \( M = \bigcup_{j=1}^d M_j \) be a compact immersed \( J \)-complex curve in a four-dimensional almost complex manifold \((X,J)\) with Lipschitz continuous \( J \). Then

\[
\sum_{j=1}^d g_j = \frac{[M^2 - c_1(X)[M]]}{2} + d - \delta. \tag{7.3}
\]

For the proof see, ex. \([IS1], [MW]\), or any other text.

The proof of the general Genus Formula \((1.7)\) will be reduced to the immersed case via perturbations. To do so we need the following “matching” lemma from \([IS1]\). Let \( B(r) \) be a ball of radius \( r \) in \( \mathbb{R}^4 \) centered at zero, and \( J_1 \) a Lipschitz continuous almost complex structure on \( B(2) \), \( J_1(0) = J_0 \). Further, let \( M_1 = u_1(\Delta) \) be a closed primitive \( J_1 \)-complex disc in \( B(2) \) such that \( u_1(0) = 0 \) and \( M_1 \) transversely meet \( S^3_0 \) for \( r \geq 1/2 \). Here \( S^3_0 = \partial B(r) \) and transversality are understood with respect to both \( TS^3_0 \) and \( F_r \).

By \( B(r_1, r_2) \) we shall denote the spherical shell \( \{x \in \mathbb{R}^4 : r_1 < \|x\| < r_2\} \). In the lemma below denote by \( D_{1+\delta} \) the pre-image of \( B(1+\delta) \) by \( u_1 \).

**Lemma 7.4.** For any positive \( \delta > 0 \) there exists an \( \varepsilon > 0 \) such that if an almost complex structure \( J_2 \) in \( B(1+\delta) \) and a closed \( J_2 \)-holomorphic curve \( M_2 \) parameterized by \( u_2 :
$D_{1+\delta} \to B(1+\delta)$ satisfy $\|J_2 - J_1\|_{C^1(B(1+\delta))} < \varepsilon$ and $\|u_2 - u_1\|_{L^1(L^\infty(D_{1+\delta}))} < \varepsilon$, then there exists an almost complex structure $J$ in $B(2)$ and $J$-holomorphic disc $M$ in $B(2)$ such that:

a) $J_{B(1-\delta)} = J_{B(1-\delta)}$ and $J_{B(1+\delta)} = J_{B(1+\delta)}$.

b) $M_{B(1-\delta)} = M_2 \cap B(1-\delta)$ and $M \cap B(1+\delta) = M_1 \cap B(1+\delta) - B$.

**Proof.** We have chosen the parameterization of $M_1$ to be primitive. Thus, $u_1$ is an imbedding on $D_{1-\delta,1+\delta} = u_1^{-1}(D_{1-\delta,1+\delta})$. Let us identify a neighborhood $V$ of $u(D_{-\delta,\delta})$ in $B_{1-\delta,1+\delta}$ with the neighborhood of the zero-section in the normal bundle $N$ to $u(D_{1-\delta,1+\delta})$. Now $u_2|_{D_{-\delta,\delta}}$ can be viewed as a section of $N$ over $u(D_{-\delta,\delta})$ which is small i.e., contained in $V$. Using an appropriate smooth function $\varphi$ on $D_{1-\delta,1+\delta}$ (or equivalently on $u(D_{1-\delta,1+\delta})$), $\varphi|_{B(1-\delta)} \equiv 1$, $\varphi|_{B(1+\delta)} \equiv 0$, $0 \leq \varphi \leq 1$ we can glue $u_2$ and $u_1$ to obtain a symplectic surface $M$ which satisfies (b).

Patching $J_1$ and $J_2$ and simultaneously making $M_1$ complex can be done in an obvious way.

**Proof of the Genus Formula.** Using Lemma 5.1 we perturb every irreducible component $M_j$ near each of its cusp and using Lemma 7.2 we glue perturbed pieces back to compact curves and denote them again by $M_j$. The perturbed structure will be still denoted as $J$. The sum $\delta$ of local intersection indices did not change and by Lemma 7.2 each cusp $p$ with cusp-index $\zeta_p$ produces a finite set of intersection points with the sum of intersection indices equal to $\zeta_p$. Now the Lemma 7.3 gives us the proof of the general case.

\[ \square \]

8. **Structure of singularities of pseudo-holomorphic curves**

In this section we define an analogue of the **Puiseux series** for primitive $J$-holomorphic curves in Lipschitz-continuous almost complex structure $J$.

**8.1. Puiseux series of holomorphic curves.** It is known that for a germ of an irreducible complex curve $C$ in $\mathbb{C}^n$ at the origin 0 there exist a local holomorphic reparameterization of $\mathbb{C}^n$ and a parameterization of $C$ by a non-multiple holomorphic map $u : \Delta \to \mathbb{C}^n$ such that the first component of $u(z)$ is $z^{p_0}$, whereas all remaining components have order $> p_0$. In other words $u(z)$ writes as

$$u(z) = (z^{p_0}, v_1 z^{p_1} + v_2 z^{p_2} + \cdots)$$  \hspace{1cm} (8.1)

with some non-vanishing $v_i \in \mathbb{C}^{n-1}$ and $p_{i+1} > p_i$ for $i \geq 0$. Introducing a new variable $t := z^{p_0}$ we can write $u(t) = (t, f_2(t^{1/p_0}), \ldots, f_n(t^{1/p_0}))$, or simply

$$u(t) = (t, f(t^{1/p_0}))$$  \hspace{1cm} (8.2)

where $f$ is a holomorphic function with values in $\mathbb{C}^{n-1}$. The representation (8.2) is called the **Puiseux series** of $u$ at 0 $\in \Delta$. We refer to [Co], Book II, Chapter II for a nice exposition on Puiseux series. Another reference is [F], Chapter 7.

The following consideration explains the idea for the generalization of the notion of Puiseux series to the case of pseudo-holomorphic curves. The exponents $(p_0, p_1, \ldots)$ of the non-vanishing terms $v_i z^{p_i}$ determine the topological type of the singularity of $C$ at 0. In particular, making non-vanishing deformations of the coefficients $v_i$ we obtain an
equisingular deformation of the curve \( C = u(\Delta) \) such that \( 0 = u(0) \) remains the only singular point and the cusp index \( \aleph_0 \) persists. However, some of exponents \( p_i \) are non-essential for the singularity type. That means that the type and the cusp index \( \aleph_0 \) remains unchanged if the corresponding \( v_i \) vanishes and the term \( v_iz^{p_i} \) disappears. The other exponents, called characteristic or essential exponents of the singularity \( 0 \in C \), admit the following two criteria.

The first criterion is: \( p_i \) is a characteristic exponent in a sequence \( p_0 < p_1 < \cdots < p_l \) if and only if the sequence \( d_j := \gcd(p_0, \ldots, p_j) \) decreases after \( d_i \), i.e., \( d_{i+1} < d_i \). The second criterion is as follows: consider approximations of the parameterizing map \( u(z) \) of the form \( u(z) - \tilde{u}(z^d) = O(z^p) \) such that \( \tilde{u}(z) : \Delta_r \to \mathbb{C} \) is a primitive holomorphic map in some (small) disc and \( p \geq p_0, d > 1 \) are integers. In particular, \( \tilde{u}(z^d) \) is a \( d \)-multiple holomorphic map. Call such an approximation extremal if there exist no other approximation \( u(z) - \tilde{u}'(z^d) = O(z^{p'}) \) with the same multiplicity \( d \) and higher degree \( p' > p \) and no other approximation \( u(z) - \tilde{u}''(z^{d''}) = O(z^p) \) with the same degree \( p \) and higher multiplicity \( d'' > d \). It is not difficult to show that the degree \( p_i \) of such an extremal approximation is exactly one of the characteristic exponents, and then the corresponding multiplicity is \( d_{i+1} = \gcd(p_0, \ldots, p_{i+1}) \). This second characterization follows immediately from the Puiseux series.

**Remark 8.1.** Strictly speaking it is not immediately clear that extremal approximations do exist. We shall prove their existence in the following subsection, see Lemmas 8.1 and 8.2.

### 8.2. Multiple approximations \( J \)-complex curves

We use the second criterion for extremal exponents of the Puiseux series as a model for our constructions in pseudo-holomorphic case. Till the end of this section \( J \) will be a Lipschitz-continuous almost complex structure in the unit ball \( B \subset \mathbb{C}^n \) with \( J(0) = J_{st} \) and \( u(z) : \Delta \to B \) a primitive \( J \)-holomorphic map, written in the form

\[
 u(z) = v_0z^\mu + O(|z|^{\mu + \alpha}) \quad \text{with} \quad \mu \geq 2 \quad \text{and} \quad v_0 \neq 0 \in \mathbb{C}^n. \tag{8.3}
\]

Further, the relation \( f(z) = O(|z|^{p + \alpha}) \) will be understood as “\( f(z) = O(|z|^{p + \alpha}) \) for every \( 0 < \alpha < 1 \)”.

Similarly, notation “\( w(z) \in L^1^p(\Delta, \mathbb{C}) \)” will mean “\( w(z) \in L^1^p(\Delta, \mathbb{C}) \) for every \( p > 0 \)”. We start with the following easy statement.

**Lemma 8.1.** Let \( \tilde{u} : \Delta_r \to B \) be a \( J \)-holomorphic map such that

\[
 u(\varphi(z)) - \tilde{u}(z^d) = z^p\tilde{w} + O(|z|^{p + \alpha}),
\]

for some holomorphic function \( \varphi \) of the form \( \varphi(z) = z + O(z^2) \), some \( d > 1 \), and some \( \tilde{w} \in \mathbb{C}^n \). If \( p > \mu \) then \( d \) is a divisor of \( \mu \). In particular, \( d \leq \mu \).

**Proof.** Without loss of generality we may assume that \( \varphi(z) \equiv z \). Really, we can consider \( u_1 := u \circ \varphi \) instead of \( u \). Remark that \( v_0 \) in (8.3) for \( u_1 \) will be the same. Let \( \eta := e^{2\pi i/d} \) be the primitive root of unity of degree \( d \). Then \( u(\eta z) - u(z) = \tilde{u}(\eta^d z^d) - \tilde{u}(z^d) + O(z^p) = O(z^p) \). On the other hand, \( u(z) = v_0z^\mu + O(|z|^{\mu + \alpha}) \) and hence \( u(\eta z) - u(z) = v_0(\eta^\mu - 1)z^\mu + O(|z|^{\mu + \alpha}) \). Since \( p > \mu \), this implies that \( \eta^\mu = 1 \). Therefore \( d \) is a divisor of \( \mu \).

**Lemma 8.2.** Let \( d \) be a divisor of \( \mu \), \( \eta \) a primitive root of unity of order \( d \), and

\[
 u(\phi(\eta z)) - u(\phi(z)) = w(0)z^\nu + O(|z|^{\nu + \alpha}) \tag{8.4}
\]
the presentation given by Part (b) of the Comparison Theorem. Further, let \( \tilde{u} : \Delta_r \to B \) (for some \( r > 0 \)) be a \( J \)-holomorphic map and \( \varphi(z) \) a holomorphic function in a neighborhood of zero of the form \( \varphi(z) = z + O(z^2) \). Assume that

\[
u = \varphi(z) = z^d \tilde{w} + O(|z|^{p+\alpha}), \quad (8.5)
\]

with some \( \tilde{w} \neq 0 \in \mathbb{C}^n \) and some \( p \in \mathbb{N} \). Then \( p \leq \nu \).

Moreover, in the case \( p < \nu \) either the vector \( \tilde{w} \) is proportional to \( v_0 \) or \( p \) is a multiple of \( d \).

**Proof.** Recall that by the Comparison Theorem \( \nu > \mu \). This gives the proof in the case \( p \leq \mu \).

Thus we may suppose that \( p > \mu \). In this case Lemma 8.1 says that there exists \( \lambda = \frac{d}{d-1} \) and

\[
u = \varphi(z) = z^d \tilde{w} + O(|z|^{\lambda+\alpha}).
\]

Recall that \( \eta \) is the primitive root of unity of degree \( d \). Then

\[
u = \varphi(\eta z) - \varphi(z) = (\eta^p - 1)\tilde{w}z^P + O(|z|^{p+\alpha}). \quad (8.6)
\]

We want to compare this relation with (8.4). The assertion of the lemma holds if \( \varphi(z) \equiv \phi(z) \) so we assume that this is not the case. Define \( \gamma(z) \) from the relation \( \varphi(z) = \phi(z(1 + \gamma(z))) \). Then

\[
u = \varphi(z) = (\phi^{-1} \circ \varphi(z) - z)/z, \quad \phi^{-1}(z) \text{ is the inverse of } \phi(z), \phi^{-1} \circ \phi(z) \equiv z.
\]

It follows that \( \gamma(z) \) is a holomorphic function in some disc \( \Delta_r \ (r > 0) \) which is not identically zero and satisfies \( \gamma(z) = O(z) \).

Consider first the case \( \gamma(z) = \gamma_1(z^d) \). Set \( \zeta = z(1 + \gamma(z)) \). Then

\[
u = \zeta + O(z^2), \quad \varphi(z) = \phi(\zeta), \quad \text{and } \varphi(\eta z) = \phi(\eta z(1 + \gamma(\eta z))) = \phi(\eta \zeta).
\]

Consequently,

\[
u = \varphi(\eta z) - \varphi(z) = \phi(\eta \zeta) - \phi(\zeta) = w(0)\zeta^\nu + O(|\zeta|^{\nu+\alpha}) = w(0)z^\nu + O(|z|^{\nu+\alpha})
\]

since \( \zeta = z + O(z^2) \). Comparing this relation with (8.4) we conclude the desired inequality \( p \leq \nu \). Moreover, in the case \( p < \nu \) we also conclude the relation \( \eta^p - 1 = 0 \). The latter means that \( p \) is a multiple of \( d \) which gives us the second assertion of the lemma

Consider the remaining case. Then \( \gamma(z) = \gamma_1(z^d) + bz^k + O(z^{k+1}) \) with some holomorphic \( \gamma_1(z) = O(z) \), some \( b \neq 0 \in \mathbb{C} \), and some \( k > 0 \) which is not a multiple of \( d \). The latter fact is equivalent to \( \eta^k - 1 \neq 0 \). As above, set \( \zeta = z(1 + \gamma(z)) \). Then again \( \zeta = z + O(z^2) \) and \( \varphi(z) = \phi(\zeta) \). On the other hand,

\[
u = \varphi(\eta z) - \varphi(z) = \phi(\eta \zeta) - \phi(\zeta) = \eta z b((\eta z)^k - z^k) + O(z^{k+2}) = \eta b(\eta^k - 1)z^{k+1} + O(z^{k+2}),
\]

and hence

\[
u = \phi\left(\eta \zeta + \eta b(\eta^k - 1)\zeta^{k+1} + O(\zeta^{k+2})\right).
\]

(Here we use the fact that all three functions \( \varphi(z), \phi(z) \) and \( \zeta \) behave like \( z + O(z^2) \).)

At this point we use the following

**Claim.** Let \( u : \Delta \to B \) be a \( J \)-holomorphic map of the form (8.3) and \( a(z) \) some function such that \( a(z) = O(|z|^{\lambda+\alpha}) \) with \( \lambda > 0 \). Then

\[
u = u(z) + O(|z|^{\nu+\alpha} - a(z) + O(|\alpha| |z|^{\nu-\alpha+\alpha})).
\]

The claim follows from (2.30). Really

\[
u = u(z + a) - u(z) = a \int_0^1 \nabla u(z + ta) dt = a \nu \mu z^{\mu-1} + O(|z|^{\mu-\alpha}|a|).
\]
Let us apply this claim to \( u \circ \phi(z) \) instead of our original map \( u(z) \). This gives us

\[
\begin{align*}
\hat{u}(\varphi(\eta z)) - u(\varphi(z)) &= u\left(\phi(\eta \zeta + \eta \beta(\eta^k - 1) \zeta^{k+1} + O(\zeta^{k+2}))\right) - u(\phi(\zeta)) \\
&= u\left(\phi(\eta \zeta + \eta \beta(\eta^k - 1) \zeta^{k+1} + O(\zeta^{k+2}))\right) - u(\phi(\zeta)) + u(\phi(\eta \zeta)) - u(\phi(\zeta)) \\
&= v_0 \mu z^{\alpha - 1} \eta \beta(\eta^k - 1) \zeta^{k+1} + w_0 (0) z^{\nu} + O(|z|^{\nu + \alpha}) + O(|z|^{\nu + \alpha}).
\end{align*}
\]  

(8.7)

We see that (8.4), (8.6), and (8.7) are contradictory in the case \( p > \nu \), because \( w_0 \) is non-zero and orthogonal to \( v_0 \).

Moreover, in the case \( p < \nu \) we conclude the equality of the terms

\[
z^p \hat{w} = v_0 \mu z^{\alpha - 1} \eta \beta(\eta^k - 1) \zeta^{k+1}
\]

which gives us the desired proportionality \( \hat{w} = \mu \eta \beta(\eta^k - 1) \cdot v_0 \).

Definition 8.1. Let \( 1 < d \leq \mu \) be a divisor of \( \mu \). A multiple approximation of \( u \) of multiplicity \( d \) is a primitive \( J \)-holomorphic map \( \hat{u} : \Delta \rightarrow B \) such that

\[
\hat{u}(\varphi(z)) - \hat{u}(z^d) = z^p \hat{w} + O(|z|^{\nu + \alpha}),
\]

(8.8)

for some holomorphic reparameterization \( \varphi \) of the form \( \varphi(z) = z + O(z^2) \) and such that \( p > \mu \).

The degree \( p \) in (8.8) depends, in general, on \( \varphi \) but by Lemma 8.2 doesn’t exceed \( \nu \).

Therefore we can give the following:

Definition 8.2. The maximal possible \( p \) in (8.8) is called the degree of the multiple approximation \( \hat{u} \).

Now let us define the principal notion in our approach.

Definition 8.3. An approximation \( \hat{u} \) of multiplicity \( d \) and degree \( p \) is called extremal if there exists no other approximation of the same multiplicity \( d \) and higher degree \( p_+ > p \), and no other approximation of the same degree \( p \) and higher multiplicity \( d_+ > d \).

From Lemmas 8.1 and 8.2 it is clear that extremal approximations do exist.

In the case of integrable \( J \) the map \( u(z) \) itself and any its multiple approximation \( \hat{u}(z) \) are holomorphic and thus are given by converging power series. Moreover, making local coordinate change one can eliminate some non-characteristic terms in the expansion (8.1). In the case of non-integrable \( J \), for two given maps \( u_1(z), u_2(z) \) one can in general define solely one term of their difference \( u_1(z) - u_2(z) = z^\nu v + o(z^\nu) \). In particular, setting \( u_2(z) \equiv 0 \), one should expect that at most first non-trivial term of the expansion of \( u_1(z) \) is well-defined. Our construction insures that all characteristic terms are still well-defined.

8.3. Proof of Theorem E. The proof of the theorem is based on the following lemma, which explains how one constructs extremal approximations explicitly.

Lemma 8.3. Under hypotheses of Theorem E, let \( d > 1 \) be a divisor of \( \mu, \eta \) the primitive root of unity of degree \( d \), and \( \nu > \mu \) the number given by the part (b) of Comparison Theorem. Then there exist \( r > 0 \) and a multiple approximation \( \hat{u} : \Delta \rightarrow B \) such that

\[
\begin{align*}
\hat{u}(\phi(z)) - \hat{u}(z^d) &= \hat{w} z^\nu + O(|z|^{\nu + \alpha})
\end{align*}
\]

(8.9)

with some reparameterization \( \phi(z) \) of the form \( \phi(z) = z + O(z^2) \) and some non-zero vector \( \hat{w} \in \mathbb{C}^n \) orthogonal to \( v_0 \). In particular, \( \hat{u}(z) \) is a multiple approximation of \( u(z) \) of multiplicity \( d \) and degree \( \nu \).
Proof. Recall that \( u(z) = v_0 z^\mu + O(\|z\|^{\mu+\alpha}) \). By Theorem 6.1 there exist \( r > 0 \) and a \( J \)-holomorphic map \( \tilde{u}_0 : \Delta_r \to B \) satisfying \( u_0(z) = v_0 z + O(\|z\|^{1+\alpha}) \). Set \( \tilde{u}_1(z) := \tilde{u}_0(z^{d/t}) \).

Then \( u(z) - \tilde{u}_1(z^{d/t}) = w(z^q + O(\|z\|^{q+\alpha})) \) with some \( q > \mu \).

Consider the following more general situation. Let \( \tilde{u}_j : \Delta_r \to B \) be a \( J \)-holomorphic map such that

\[
\phi_j(z) = \tilde{u}_j(z^{d/t}) = w_j z^q + O(\|z\|^{q+\alpha})
\]

with the same divisor \( d/t \), some \( q \) with \( \mu < q < \nu \), some \( \tilde{w}_j \) different from \( 0 \) in \( \mathbb{C}^n \) and some holomorphic \( \phi_j(z) \) of the form \( \phi_j(z) = z + O(z^2) \). Assume that (8.10) does not satisfy assertion of the lemma. We are going to describe the construction which shows that an appropriate deformation of \( \tilde{u}_j \) and \( \phi_j \) refines the situation, such that the iteration of this construction yields the desired result.

Consider \( \gamma_j(z) = \gamma \cdot (1 + a \cdot z^{q-\mu}) \) with \( a \in \mathbb{C} \) and set \( \phi_{j+1}(z) := \phi_j(z \cdot (1 + a \cdot z^{q-\mu})) \). Then \( u(\phi_{j+1}(z)) - u(\phi_j(z)) = v_0 a \mu z^q + O(\|z\|^{q+\alpha}) \), see the Claim in proof of Lemma 8.2. Consequently, for an appropriate choice of \( a \in \mathbb{C} \) we obtain \( u(\phi_{j+1}(z)) - \tilde{u}_j(z^{d/t}) = \tilde{w}_j' z^q + O(\|z\|^{q+\alpha}) \) where \( \tilde{w}_j' \) is either either vanishing or non-zero and orthogonal to \( v_0 \). Notice that the corresponding \( a \) and the coefficients \( \phi_{j+1}(z) \) are defined uniquely.

In the case when \( \tilde{w}_j' \) vanishes we obtain a new approximation \( u(\phi_{j+1}(z)) - \tilde{u}_j(z^{d/t}) = \tilde{w}_j z^q + O(\|z\|^{q+\alpha}) \) has the desired form.

In the case when \( \tilde{w}_j' \) is non-zero and orthogonal to \( v_0 \) and \( q = \nu \) our approximation \( u(\phi_{j+1}(z)) - \tilde{u}_j(z^{d/t}) = \tilde{w}_j' z^q + O(\|z\|^{q+\alpha}) \) has the desired form.

It remains to consider the case when \( \tilde{w}_j' \) is non-zero and orthogonal to \( v_0 \), and \( q < \nu \). In this case by the second assertion of Lemma 8.3 \( q \) must be a multiple of \( d \), \( q = d \cdot l \). Then by Theorem 6.1 there exists a \( J \)-holomorphic map \( \tilde{u}_{j+1} : \Delta_{r'} \to B \) which is defined in some (possibly) smaller disc \( \Delta_{r'} \) and satisfies \( \tilde{u}_{j+1}(z) - \tilde{u}_j(z) = \tilde{w}_j^{l} z^{q/d} + O(\|z\|^{q/d+\alpha}) \). Then \( u(\phi_{j+1}(z)) - \tilde{u}_{j+1}(z^{d/t}) = O(\|z\|^{q+\alpha}) \) and hence \( u(\phi_{j+1}(z)) - \tilde{u}_{j+1}(z^{d/t}) = \tilde{w}_{j+1} z^{q/d} + O(\|z\|^{q+\alpha}) \) with \( q' > q \). So this time also we can repeat our procedure.

Since \( q \) is bounded from above by \( \nu \), after several repetitions of the procedure we obtain the desired approximation of the form (8.9).

Remark. Notice that for given \( \tilde{u}_j(z) \) and \( \phi_j(z) \) satisfying (8.10) the construction \( \phi_{j+1}(z) \) is unique, whereas \( \tilde{u}_{j+1}(z) \) is unique up to a higher order term \( O(\|z\|^{q/d+\alpha}) \). Furthermore, modifying \( \phi_j(z) \) at each step we add a term \( a \cdot z^{q-\mu+1} \), whose degree increases at each step. Consequently, in all approximations (8.10) we can replace all \( \phi_j(z) \) by the final function \( \phi(z) \) without decreasing the degree of the approximation.

Proof of Theorem E. Let \( u : \Delta \to B \) satisfies the hypotheses of Theorem E. In particular, \( u(z) = v_0 z^\mu + O(\|z\|^{\mu+\alpha}) \). Set \( p_0 := d_0 := \mu \) and let \( \eta_0 := e^{2\pi i / d_0} \) be the primitive corresponding root of unity. Let \( v_0 \) be the exponent given by Part (b) of Comparison Theorem. Set \( p_1 := \nu_0 \). Then by the previous lemma there exist \( J \)-holomorphic map \( u_0(z) \) of the form \( u_0(z) = v_0 z + O(\|z\|^{1+\alpha}) \) and a holomorphic function \( \varphi_0(z) \) such that

\[
u(z) - u_0(z^{d_0}) = v_1 z^p + O(\|z\|^{p+\alpha}).
\]

From this moment we proceed recursively constructing at each step an approximation of the form

\[
u(z) - u_i(z^{d_i}) = v_{i+1} z^{p_i+1} + O(\|z\|^{p_i+1+\alpha})
\]

satisfying the assertion of Theorem E. Since the starting case \( i = 0 \) is already obtained, we need only to establish the recursive step \( i \Rightarrow (i+1) \). For the divisor \( d_i > 1 \) of \( \mu = p_0 = d_0 \) let \( \nu_i \) be the number given by Comparison Theorem. Then by Lemma 8.3 the number \( \nu_i \)
equals the exponent $p_{i+1}$ in the $i$-th approximation (8.11). Further, by the Comparison Theorem $p_{i+1} = ν_i$ is not a multiple of $d_i$. Put $d_{i+1} := \gcd(d_i, p_{i+1}) = \gcd(p_0, p_1, \ldots, p_{i+1})$. In the case $d_{i+1} = 1$ we put $l := i + 1$, $φ(z) := φ_i(z)$ (the function obtained in the previous step (i)), put $u_i(z) := u(φ(z))$, and terminate the recursive procedure.

Otherwise we have $d_{i+1} > 1$. Let $η_{i+1} = e^{2πi/d_{i+1}}$ be the corresponding root of unity, and let $ν_{i+1}$ be the number given by Comparison Theorem for the divisor $d = d_{i+1}$. Then $ν_{i+1}$ is not a multiple of $d_{i+1}$, and we set $p_{i+2} := ν_{i+1}$. Then Lemma 8.3 provides the desired approximation $u(φ_{i+1}(z)) - u_{i+1}(z^{d_{i+1}}) = ν_{i+2}z^{p_{i+2}} + O(|z|^{p_{i+2}+α})$. This gives us the recursive step of the procedure.

Let us notice that applying the recursive construction in the proof of Lemma 8.3 we can start from the $i$-th approximation (8.11). As we have notice above, constructing $φ_{i+1}(z)$ from $φ_i(z)$ we add only higher order terms, and hence $φ_{i+1}(z) - φ_i(z) = O(z^{p_{i+1}+1-μ})$. As the result we can conclude that we can replace all $φ_i(z)$ by the final function $φ(z) = φ_{i-1}(z)$ without destroying the approximations (8.11).

This finishes the proof of Theorem E. □

**Remark.** The sequence of the maps $u_i(z)$ constructed in Lemma 8.3 is essentially an analogue of Puiseux series. Indeed, in the case of integrable $J$ there is no need to apply Theorem 6.1 in order to obtain a deformation with desired properties: one could simply add an appropriate monomial $vz^k$ to the perturbed map. As the result, each successive approximation $u_i(z^{d_i})$ will be a polynomial consisting of certain initial part of the Puiseux series of the holomorphic map $u(z)$.

**Proposition 8.1.** Under the hypotheses of Theorem E for any extremal approximation $u(z)$ of multiplicity $d$ and degree $p$ one has $d = d_i$ and $p = p_{i+1}$ for the uniquely defined $i = 0, \ldots, l - 1$, and then $u_i(φ(z)) - u_i(z^{d_i}) = wz^{p_{i+1}} + O(|z|^{p_{i+1}+α})$ for an appropriate $w ∈ ℂ^{n+1}$ and an appropriate holomorphic function $φ(z)$.

**Proof.** Let $d > 1$ be a divisor of $μ$. Let $ν > μ$ be the number given by the part (b) of Comparison Theorem. Then $ν$ is not a multiple of $d$. Further, Lemmas 8.2 and 8.3 ensure that this number $ν$ is the best possible approximation degree for the multiple approximations of multiplicity $d$. In particular, for any element $d_i > 1$ in the sequence of divisors $(d_0 = μ, d_1, \ldots, d_l = 1)$ there exists an extremal approximation of multiplicity $d_i$ and degree $p_i + 1$.

Now assume that $d > 1$ is a divisor of $μ$ such that there exists an extremal approximations of multiplicity $d$ and degree $p$. Find the smallest $d_i$ from the sequence of divisors $(d_0 = μ, d_1, \ldots, d_l = 1)$ which is a multiple of $d$. Such $d_i$ exists because $d$ and all $d_i$ are divisors of $μ$ and $d_0 = μ$. The case $d_i = d$ was considered above, so we assume the contrary. Then $d_i = d l$ with some integer $l > 1$. Then $u_i(z) := u_i(z^l)$ is an approximation of multiplicity $d$ having some degree $p$. By our extremality assumption $p ≥ p_i + 1$. The equality case $p = p_{i+1}$ is impossible since then $d < d_i$ would be not extremal. Consequently, $p > p_{i+1}$.

Now let $η = e^{2πi/d_i}$ be the primitive root of unity of degree $d_i$. Then $η_i = η_i$ is the primitive root of unity of degree $d_i$. Besides $u_i(φ(η_i z)) = u_i(η_i^{p_{i+1}} - 1)z^{p_{i+1}} + O(|z|^{p_{i+1}+α})$ by Theorem E. Put $w_i := u_i(η_i^{p_{i+1}} - 1)$ for simplicity. Let us consider $u_i(φ(η_i z)) = u_i(φ(z))$. Since $η = η_i$, we obtain

$$u_i(φ(η_i z)) - u_i(φ(z)) = \sum_{j=0}^{l-1} u_i(φ(η_i^{j+1} z)) - u_i(φ(η_i^j z)) = \left(1 - \sum_{j=0}^{l-1} η_i^j \right) w_i z^{p_{i+1}} + O(|z|^{p_{i+1}+α}).$$
Observe that \( w_i \) is orthogonal to \( v_0 \) and \( p_{i+1} \) is not a multiple of \( d \), since otherwise \( d_{i+1} = \gcd(d_i,p_{i+1}) \) would be also a multiple of \( d \) in contradiction to the choice of \( d_i \). Now the second assertion of Lemma \[8.2\] implies that \( \sum_{j=0}^{l-1} n_i \eta_i \) vanishes. This can occur only in the case when \( l p_{i+1} \) is a multiple of \( d_i \). But then \( p_{i+1} \) must be a multiple of \( d = \frac{d_i}{T} \), and again \( d_{i+1} = \gcd(d_i,p_{i+1}) \) would be a multiple of \( d \). The obtained contradiction shows that we must have \( d = d_i \).

\[ \Box \]

### 8.4. Singularity type of pseudoholomorphic curves

Finally, we define the notion of singularity type of pseudoholomorphic curves and show that every such singularity type can be realized by an appropriate \( J \)-holomorphic curve.

**Definition 8.4.** A singularity type of pseudoholomorphic curves is a finite sequence of integers \( (p_0,\ldots,p_l) \) with the following properties: \( 1 < p_0 < p_1 < \cdots < p_l \), the sequence \( d_i := \gcd(p_0,\ldots,p_i) \) is strictly decreasing, \( d_{i-1} > d_i \), and \( d_i = \gcd(p_0,\ldots,p_l) = 1 \). The numbers \( d_i = \gcd(p_0,\ldots,p_l) \) are called associated divisors of the singularity type.

**Remarks.** 1. More precisely, the notion in our definition is the topological singularity type. For a finer notion analytic singularity type of analytic or algebraic curves (especially for plane ones) see e.g., [GLSh] and [Ka].

2. In the higher-dimensional case \( n \geq 3 \) there is some additional part of the topological structure of a cuspidal curve \( C = u(\Delta) \) not covered by the characteristic exponents \( p_0 < p_1 < \cdots \). For example, the condition “\( v_2 \) and \( v_1 \) are linearly dependent” is left behind. Since our primary interest lies in almost complex surfaces we leave this topic to the interested reader.

**Proposition 8.2.** Let \( J \) be a Lipschitz-continuous almost complex structure in the unit ball \( B \) in \( \mathbb{C}^n \) and \( (p_0,\ldots,p_l) \) a singularity type of pseudoholomorphic curves. Then for any sequence of vectors \( v_0,\ldots,v_l \in \mathbb{C}^n \) there exists a sequence of \( J \)-holomorphic maps \( u_i : \Delta, \to B \) defined in the disc \( \Delta, \) of some radius \( r > 0 \) such that \( u_0(z) = v_0 z + O(|z|^{1+\varepsilon}) \) and \( u_i(z) = u_{i-1}(z^{d_{i-1}/d_i}) + v_i z^{p_i/d_i} + O(|z|^{p_i/d_i+\varepsilon}) \) for \( i = 1,\ldots,l \). In particular, if \( v_1,\ldots,v_l \) are orthogonal to \( v_0 \), then \( u_i(z) \) has singularity type \( (p_0,\ldots,p_l) \).

**Proof.** The existence of \( u_i(z) \) with the desired properties follows from Theorem \[6.1\].

\[ \Box \]

### 8.5. An Example

Let us consider the following example to the Theorem E.

**Example 4.** Consider a (usual) holomorphic map \( u : \Delta \to \mathbb{C}^2 \) given by

\[
u(z) = (z^{12} + z^{30}, z^{24} + z^{30} + z^{36} + z^{42} + z^{46} + z^{47}).\]

Then the \( v_0 = (1,0) \) is the tangent vector at \( z = 0 \) and \( \mu = p_0 = 12 \) is the multiplicity. Further, its characteristic exponents are \( \mu = p_0 = 12, p_1 = 30, p_2 = 44, p_3 = 47 \), and the corresponding divisors are \( d_0 = p_0 = 12, d_1 = 6, d_2 = 2, \) and \( d_0 = 3 \). On the other hand, the map \( u(z) \) is a finite series polynomial which includes also the exponents \( q = 24, q = 36 \) and \( q = 44 \), however they are non-essential (non-characteristic). A Puiseux approximation sequence for \( u(z) \) is:

- \( u_0(z) = (z, z^{2}) = v_0 z + O(z^2) \) with \( u(z) - u_0(z^{12}) = O(z^{36}) \) and \( v_0 = (1,0) \),
- \( u_1(z) = (z^{2} + z^{5}, z^{4} + z^{5} + z^{6} + z^{7}) = u_0(z^{d_0/d_1}) + v_1 z^{p_1/d_1} + O(z^{p_1/d_1+1}) \) with \( v_1 = (1,1) \) and \( u(z) - u_1(z^{d_1}) = O(z^{46}) \).
Lemma 6.1. Thus we may assume that \( \|s\| \) is sufficiently small. For this purpose we make the rescaling (dilatation) in the proof of Theorem 6.1, we want to obtain the needed functions as the limit of the sequence of unknown functions \( u_s \) depending continuously on \( s \). Let us formally set \( u_{-1,s}(z) \equiv 0 \), this is the constant family of constant maps \( u_{-1,s} : \Delta \to B \). Then each family \( u_{i,s}, i = 0, \ldots, l \) can be considered as a solution of the equation

\[
J_{i,s} \left( u_{i-1,s}(z^{d_{i-1}/d_{i}}) + u_{i,s}(z^{p_{i}/d_{i}}) \right) = 0
\]

on the family of unknown functions \( w_{i,s}(z) \in L^1(B, \mathbb{C}^2) \) satisfying \( w_{i,s}(0) = v_{i,s} \). As is the proof of Lemma 6.1, we want to obtain the needed functions as the limit of the Newton’s successive approximation procedure of the form (6.11).

To insure the convergence of the Newton’s procedure we need to make our initial data sufficiently small. For this purpose we make the rescaling (dilatation) as in the proof of Lemma 6.1. Thus we may assume that \( \|J_s - J_{st}\|_{C^{\alpha}(\Delta, \mathbb{C}^2)} \leq \varepsilon \) and \( \|u_i(z)\|_{C^{1,\alpha}(\Delta)} \leq \varepsilon \) with some \( \varepsilon \ll 1 \).

Now let us fix some \( i \) in the interval 1, 2, \ldots, \( l \). Set \( v_i := \frac{p_i}{d_i} \). Define the structures, operators, etc \( J^{(\nu)}, R^{(\nu)}, T^{(\nu)}_{i,s}, F^{(\nu)}_{i,s} \) by the same formulas as in the proof of Theorem 6.1 substituting \( J_s \) instead of \( J \), \( u_{i-1,s}(z^{d_{i-1}/d_i}) \) instead of \( u_0(z) \), \( v_i \) instead of \( v \), and so on. Use index \( n \) for summation of successive approximations \( w_{i,s,n}(z) \) in the procedure. In this way we obtain the formula

\[
w_{i,s,n+1} = T^{(\nu)}_{i,s,n} F^{(\nu)}_{i,s} \left( z, w_{i,s,n}(z) \right) + w_{i,s,1}(z), \quad (8.12)
\]

The only difference from the procedure (6.11), which is the key idea of the proof of the present lemma, lies in the choice of the initial data \( w_{i,s,1}(z) \) of the approximation. Recall that by Lemma 6.2 \( u_i(z) = u_{i-1}(z^{d_{i-1}/d_i}) + w_i(z)z^{p_{i}/d_{i}} \) with some function \( w_i(z) \in L^1(B, \mathbb{C}^2) \) with \( w_i(0) = v_i \). We use this function instead of the constant function \( \equiv w_0 \) in (6.12). This means that now \( w_{i,s,1}(z) \) is defined by

\[
w_{i,s,1}(z) := w_i(z) - T^{(\nu)}_{i,s,1} F^{(\nu)}_{i,s} \left( z, u_{i-1,s}(z^{d_{i-1}/d_i}) w_i(z) \right), \quad (8.13)
\]
Since our initial data (8.13) were made small enough, the Newton’s approximation procedure (8.12) converges for every \( s \in [0,1] \). Moreover, for \( s = 0 \) the iteration (8.12) is constant, \( w_{i,0,n+1}(z) = w_{i,0,n}(z) = \ldots = w_{i,0,1}(z) = w_i(z) \) since such was our choice of the initial data \( w_{i,s,1}(z) \).

Now, substitute the limit functions \( w_{i,s,\infty}(z) \) in the relations \( u_{i,s}(z) = u_{i-1,s}(z^{d_{i-1}/d_i}) + w_{i,s,\infty}(z)^{p_i/d_i} \) successively for \( i = 0, 1, \ldots, l \), and set \( u_s(z) := u_{i,s}(\varphi^{-1}(z)) \). The obtained family \( u_s(z) \) fulfills the requirements of the lemma.

Proposition 8.3. Let \((X,J)\) be an almost complex surface with Lipschitz-continuous structure \( J \) and \( u : \Delta \to X \) a \( J \)-holomorphic with a singularity at \( z = 0 \) of the type \((p_0, \ldots, p_l)\). Then the cusp index of \( u(\Delta) \) at \( u(0) \) is given by the formula

\[
x = \frac{1}{2} \sum_{i=1}^{m} (d_{i-1} - d_i)(p_i - 1), \tag{8.14}
\]

Proof. Without loss of generality we may assume that \( X \) is the unit ball in \( \mathbb{C}^2 \), \( u(0) = 0 \in B \), and \( J(0) = J_{st} \). Define a family of Lipschitz structures \( J_s \) in \( B \), \( s \in [0,1] \), by the formula \( J_s(w_1, w_2) = J(sw_1, sw_2) \). Then \( J_s \) depends continuously on \( s \in [0,1] \), \( J_1 = J \), and \( J_0 = J_{st} \). By Lemma 8.3 there exists a family \( u_s(z) \) of \( J_s \)-holomorphic maps defined in some small disc \( \Delta_r \), and depending continuously on \( s \in [0,1] \), such that each \( u_s \) has the singularity type \((p_0, \ldots, p_l)\) at \( z = 0 \). Fix some sufficiently small \( \rho > 0 \) and denote by \( \gamma_s \) the intersection \( u_s(\Delta_r) \) with the sphere \( S^3_\rho \) of radius \( \rho \). Then \( \gamma_s \) is an isotopy of knots in \( S^3_\rho \) each transverse to the induced contact structure \( F_s := TS^3_\rho \cap J_s(TS^3_\rho) \) on \( S^3_\rho \). Consequently, each \( \gamma_s \) has the same Bennequin index \( b \) related to the cusp index of each \( u_s(\Delta_r) \) by the formula \( x = (b + 1)/2 \). In particular, each \( u_s(\Delta_r) \) has the same cusp-index at 0.

Since \( J_0 = J_{st} \), it is sufficient to consider the case of integrable structures. In this case the formula is well-known, see [W1], page 85 and Exercise 6.7.2.

Remark. It is proved in [W1], Section 5, that the Alexander polynomial of the link \( \gamma_\rho = S^3_\rho \cap u(\Delta) \) of the singularity determines the whole set of characteristic exponents of the singularity. In particular, \( u(\Delta) \) is non-singular at 0 if and only if the corresponding link is unknotted. Notice that the Alexander polynomial of a knot in an invariant of the smooth isotopy class; in contrary, the Bennequin index is an invariant of transversal isotopy class of a knot.

9. Examples and Open Questions

Example 5. There exists an almost complex structure \( J \) on a domain \( X \subset \mathbb{R}^4 \) which belong to \( \bigcap_{1<p<\infty} L^{1,p}(X, End_\mathbb{C}T X) \) and two \( J \)-complex curves \( M_i \) which coincide by an non-empty but proper open part.

The first curve will be the coordinate plane \( M_1 := \mathbb{R}^2 \subset \mathbb{R}^4 \) with coordinates \( x_1, y_1 \). The second — \( M_2 \) — is defined by equations

\[
y_2 = 0, \quad x_2 = \begin{cases} e^{-\frac{x_1^2}{a^2}} & \text{if } x_1 \geq 0, \\ 0 & \text{if } x_1 \leq 0. \end{cases} \tag{9.1}
\]
Since \( x_1'(x_1) = (e^{-x_1^2})' = -\frac{x_1}{x_1^2} e^{-x_1^2} \), we see that the vector \((1,0,-\frac{x_1}{x_1^2},e^{-x_1^2},0) = (1,0,-x_2(-\ln x_2)^{1/2},0)\) is tangent to \( M_2 \) at every point \((x_1,y_1,e^{-x_1^2},0) \in M_2\). Extend it to a vector field

\[
v(x_1,y_1,x_2,y_2) = \begin{cases} 
(1,-x_2(\ln x_2)^{1/2}) & \text{if } x_1 \geq 0, \\
(1,0,0,0) & \text{if } x_1 \leq 0,
\end{cases}
\]

in \( X := \mathbb{R}^2 \times (-\infty,1) \times \mathbb{R} \). The structure \( J \) is now defined by

\[
\begin{cases} 
J \frac{\partial}{\partial x_2} = -\frac{\partial}{\partial y_2}, \\
Jv = \frac{\partial}{\partial y_1}.
\end{cases}
\]

Both \( M_1 \) and \( M_2 \) are clearly \( J \)-convex. The regularity of \( J \) is that of \( v \), i.e., is \( \text{Ln}^{1+\frac{1}{2}} \text{Lip} \). Since, obviously \( \text{C}^{\text{Ln}^{1+\frac{1}{2}} \text{Lip}} \subset \cap_{1<p<\infty} L^1 L^p \), we are done.

**Example 6.** We shall construct an example of a Lipschitz-continuous almost complex structure \( J \) in \( \mathbb{R}^4 \) and a \( J \)-holomorphic map \( u : \Delta \to \mathbb{R}^4 \) which is exactly from \( \text{C}^{1,\text{Ln}^{1+\frac{1}{2}} \text{Lip}}(\Delta) \).

Consider the following function \( u(z) = z^2 \ln(|z|^2) \). Set \( v(z) = \bar{\partial} u(z) = \frac{2z^2}{z} \in \text{C}^{\text{Lip}}(\Delta) \). Remark that \( \partial u(z) = 4z \ln |z| + z \in \text{C}^{\text{Lip}}(\Delta) \). Therefore \( u \in \text{C}^{1,\text{Ln}^{1+\frac{1}{2}} \text{Lip}}(\Delta) \). Let us interpret the vector function \((u,z)\) as a \( J \)-holomorphic curve for certain Lipschitz \( J \). Namely let us take

\[
J = \begin{pmatrix}
0 & -1 & v_2 & -v_1 \\
1 & 0 & -v_1 & -v_2 \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0
\end{pmatrix},
\]

where \( v_1 + iv_2 = v \) constructed above. One readily checks that \( J \) is an almost complex structure and \((u,1)\) is \( J \)-holomorphic. \( J \) has the same regularity as \( v \), i.e., is Lipschitz-continuous.

We would like to finish with an open question close to the topics considered in this paper. For an arbitrary (continuous) \( \mathbb{R} \)-linear endomorphism \( A = A(z) \) of the trivial \( \mathbb{C}^n \)-bundle over \( \Delta \), define the operator \( \bar{\partial}_A \) on \( L^{1,1}_{\text{loc}} \) sections of \( \mathbb{C}^n \) by the usual formula

\[
\bar{\partial}_A u := (\bar{\partial}_z + A \cdot \bar{\partial}_y) u.
\]  

**Remark 9.1.** One can rewrite this example using operator \( Q \) as in (2.38). The corresponding \( Q \) has the form

\[
Q(u_1,u_2) = \begin{pmatrix}
0 & u_2^2 \\
0 & 0
\end{pmatrix}.
\]

**Open Question 1.** Let \( A \) be a continuous endomorphism of the trivial \( \mathbb{C}^n \)-bundle over \( \Delta \) such that \( |A(z) - J_{\text{rel}}| \leq c \cdot |z|^{\beta} \) with some \( c < 1 \) and \( 0 < \beta < 1 \). Let \( u \in L^{1,1}_{\text{loc}}(\Delta, \mathbb{C}^n) \) be not identically 0 and satisfy in the weak sense the inequality

\[
|\bar{\partial}_A u| \leq h \cdot |u|,
\]

for some nonnegative \( h \in L^p_{\text{loc}}(\Delta) \) with \( 2 < p < \frac{2}{1-\beta} \). Prove that there exists \( \mu \in \mathbb{N} \) such that \( u(z) = z^\mu \cdot g(z) \) for some \( g \in L^{1,p}_{\text{loc}}(\Delta) \) with \( g(0) \neq 0 \).
This time let $A$ be a Lipschitz-continuous $\text{Mat}(2n, \mathbb{R})$-valued function on the unit disc $\Delta$ and let $\partial A$ be defined by (9.5). We suppose that $\partial A$ is uniformly elliptic, i.e., its spectrum $s(A)$ is separated from $\mathbb{R}$ in $\mathbb{C}$. Let $u$ be a solution of a differential inequality

$$\|\partial_A u\| \leq C \|u\|. \quad (9.8)$$

**Open Question 2.** Suppose that for some $z_n \to 0$ one has $u(z_n) = 0$. Does it imply that $u \equiv 0$?

If $n = 1$, i.e., for $\mathbb{C}$ valued function this is so and it follows from Theorem 35 of \[B\] via the trick explained on the page 101.

And the last question, which closely related to the first and second ones.

**Open Question 3.** Let $J$ be an almost complex structure in $\mathbb{R}^{2n}$ of class $C^\alpha$ for some $0 < \alpha < 1$ and let $u : \Delta \to \mathbb{R}^{2n}$ be $J$-holomorphic. Suppose that for some sequence $z_n \to 0$ one has $u(z_n) = 0$. Does it imply that $u \equiv 0$?

**Remark 9.2.** Very recently a considerable progress in the direction of these questions was made by J.-P. Rosay, \[Ro\].
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