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Abstract—A recommender system is an information filtering technology which can be used to predict preference ratings of items (products, services, movies, etc) and/or to output a ranking of items that are likely to be of interest to the user. Context-aware recommender systems (CARS) learn and predict the tastes and preferences of users by incorporating available contextual information in the recommendation process. One of the major challenges in context-aware recommender systems research is the lack of automatic methods to obtain contextual information for these systems. Considering this scenario, in this paper, we propose to use contextual information from topic hierarchies of the items (web pages) to improve the performance of context-aware recommender systems. The topic hierarchies are constructed by an extension of the LUPI-based Incremental Hierarchical Clustering method that considers three types of information: traditional bag-of-words (technical information), and the combination of named entities (privileged information I) with domain terms (privileged information II). We evaluated the contextual information in four context-aware recommender systems. Different weights were assigned to each type of information. The empirical results demonstrated that topic hierarchies with the combination of the two kinds of privileged information can provide better recommendations.
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I. INTRODUCTION

A recommender system is an information filtering technology which can be used to predict preference ratings of items (products, services, movies, etc) and/or to output a ranking of items that are likely to be of interest to the user [21]. This kind of system has emerged in order to reduce the difficulty of users to choose the product or service that most meets their needs. Many areas have been using recommender systems, mainly some web sites, like Amazon [1], Netflix [2], and Last.fm [3].

Recommender systems usually use web access logs which represent the interaction activity between users and items. Traditional recommender systems consider only the two entities, items and users, to build the recommendation model. However, the use of contextual information can improve the recommendation process in some cases [2], [12]. The researchers that already investigated the use of context discovered that the quality of recommendations increases when additional information, like time, place, and so on, is used.

The concept context can assume different definitions. In this paper we consider that context is any information that can be used to characterize the situation of an entity [11]. An example of application in which to consider contextual information can be important is movie recommendation. An user can prefer watch a love story with his girlfriend on Saturday night and a comedy with his friends during the week. So an online video store can recommend the movie that more corresponds to the users context.

Although the proven importance of the use of contextual information in the recommendation process, there is still a lack of automatic methods to obtain such information. In a context-aware recommender system is possible to consider the context of the user or the context of the item. In this work we focus on the context extracted for the items (in our case, web pages).

The contextual information can be represented and structured in various ways. A form of organizing this information is using hierarchical structures. In [2] and [20], the researchers represented the context as trees. Given this possibility of hierarchical organization of context, we have been using topic hierarchies as a way to organize and extract the context of the textual content of web pages [13], [24].

Most of the methods in the literature to build topic hierarchies represent the texts as a traditional bag-of-words, i.e., these methods consider the terms of texts as a disordered set of words. In [13], we constructed topic hierarchies of web pages by using traditional bag-of-words, and the extracted topics were used as context of these pages in context-aware recommender systems. However, Marcacini and Rezende [17] proposed a method, called LUPI-based Incremental Hierarchical Clustering (LIHC) to construct topic hierarchies that uses besides the bag-of-words (technical information), also the privileged information, which is a more valuable kind of information extracted from texts. In [24], we constructed topic hierarchies...
hierarchies of the web pages using the method LIHC. We considered the bag-of-words and the named entities, extracted from the web pages, as privileged information, and we used the topics as the contextual information of the web pages in context-aware recommender systems. However, named entities are one of the various types of information that can be considered as privileged information.

The original LIHC method used only one type of privileged information to construct the topic hierarchies, in other words, it did not work with more than a kind of privileged information at the same time. In this paper we extend the method LIHC to be able to work with two kinds of privileged information, i.e., to construct topic hierarchies using besides the technical information, also other two kinds of information (privileged information). So, we propose to use topic hierarchies constructed by using three kinds of information: bag-of-words (technical information), named entities (privileged information I) and domain terms (privileged information II). The aim of this work is to combine this information and evaluate the impact of the use of the topics extracted from this combination as contextual information in context-aware recommender systems.

This paper is structured as follows: In Section II we report the related work. In Section III, we present our proposal. We evaluate our proposal in Section IV. And, finally, in Section V we present conclusion and future work.

II. RELATED WORK

There are three different ways to acquire contextual information: explicitly, implicitly and inferred [3]. The explicit acquisition methods collect the contextual information through direct questions to the users. The implicit acquisition methods get contextual information directly from Web data or environment. The inference methods obtain contextual information using data an text mining techniques. In this paper, we infer context from web pages using text mining techniques. Following, some related works are presented.

In [16], Li et al. proposed methods to extract contextual information from online reviews. They investigated available restaurant review data and four types of contextual information for a meal: the company (if the meal involved multiple people), occasion (for which occasions is the event took place). They developed their algorithms by using existing natural language processing tools such as GATE tool [4]. Hariri et al. [14] introduced a context-aware recommendation system that obtains contextual information by mining hotel reviews made by users, and combine them with user’s rating historic to calculate a utility function over a set of items. They used a hotel review dataset from “Trip Advisor website” [5].

The methods proposed by Li et al. [16] and Hariri et al. [14] assume there are explicit contextual information in reviews, and such information is obtained for each review by mapping it to the labels. Therefore, they use supervised methods to learn the labels. The advantage of our proposal is that it exploites unsupervised methods to learn topic hierarchies. Therefore, it does not need a mapping between reviews and labels.

Aciar [11] proposed a technique to detect sentences of reviews with contextual information. She applied text mining tools to define sets of rules for identifying such sentences with context. In her work the phrases are classified into two categories: “Contextual” and “Preferences”. The category “Contextual” groups phrases that present information on the context in which the review was written. The category “Preferences” groups phrases that present information about the features that consumers evaluated.

Our work differs from the Aciar’s method since it is capable of using more text mining techniques, and these techniques are unsupervised, to extract contextual information. Aciar uses supervised techniques and conduct the evaluation of her method by using a case study, i.e., she does not compare her method results against other methods in the literature. Besides, she does not discuss the use of the extracted information in the recommendation process.

Ho et al. [15] proposed an approach to mine future spatiotemporal events from news articles, and thus provide information for location-aware recommendation systems. In general, it does not need previous information (for example, labels). It uses unsupervised methods and combines technical information with privileged information, which enrich the contextual information.

Our work has many advantages over the other ones proposed in the literature. In general, it does not need previous information (for example, labels). It uses unsupervised methods and combines technical information with privileged information, which enrich the contextual information. Additionally, the context extracted is about the item (web pages) and not the user. Finally, our results, presented in Section IV, demonstrate that our contextual information is able to improve the quality of recommendations.

III. OUR PROPOSAL

As already stated, the term context can assume many definitions depending on what area it is being treated in. We consider
the definition given by Dey [11] that says: “Context is any definition that can be used to characterize the situation of an entity”. In our work the entities are web pages (items). Besides the definition, the contextual information can be represented using many structures. Some researchers treat the context as a hierarchical structure and represent it using trees. For example, Panniello and Gorgoglione [20] represent the attribute “period of year” as a tree like illustrated in Figure 1.

Fig. 1: Hierarchical structure of the contextual attribute “period of the year” [20].

The idea of this research is representing the contextual information using a hierarchical structure called topic hierarchy. Topic hierarchies organize texts into groups and subgroups, and for each group, topics are extracted to represent the main issue of the group. Constructing a topic hierarchy of the items in a recommender system means grouping them by context, i.e., the topics extracted for each group represent the context of the group. Items of a same group are in the same context. We construct topic hierarchies by using the textual content of the web pages, and use the topics as contextual information in context-aware recommender systems.

Topics hierarchies can be constructed using hierarchical clustering. Traditional methods represent the textual collection as a bag-of-words [22], also known as technical information [25]. However, we can extract concepts from the texts that are not represented in a simple bag-of-words. Named entities and domain terms are good examples of concepts that may be formed by a word or by more than a word and that are identified and extracted by using more advanced text preprocessing techniques. Thus, these two kinds of information, named entity and domain term, are considered in this paper as privileged information.

The term Named Entity was born in the Message Understanding Conferences (MUC) and includes names of people, organizations and locations, besides numeric expressions like time, date, money and percent expressions [23]. The named entity recognition is a task that involves identifying words or expressions that belong to categories of named entities [19]. For example, in the sentence: “Ana Maria works at Petrobras, in Brazil, since 1989”. “Ana Maria” is recognized as a person, “Petrobras” as an organization, “Brazil” as a location and “1989” as a date.

Despite the importance of term extraction task, there is still no consensus on the formal definition of what the “term” is. A definition widely accepted of term is given by Cabré and Vivaldi [6], which is: “terminological unit obtained from specialized domain”. In most researches found in literature, the authors state that terms are generally nominal units, since they describe concepts. For example, in the Ecologic domain, the terms “climate”, “plant”, “Atlantic forest” and “soil moisture” are examples of domain terms [8]. The terms are used in applications such as information retrieval, information extraction and summarization.

In our proposal, we instantiate the LUPI-based Incremental Hierarchical Clustering (LIHC) method [17] to construct topic hierarchies using one type of privileged information and technical information. Let \( D^{pri} = \{d_1^{pri}, \ldots, d_m^{pri}\} \) and \( D^{tec} = \{d_1^{tec}, \ldots, d_m^{tec}, \ldots, d_n^{tec}\} \) the sets of documents represented by the privileged information (totaling \( m \) documents) and with technical information (totaling \( n \) documents), respectively, where \( d \in D^p \) and \( d \in D^t \). Note that the number of documents represented by the privileged information, in general, is smaller than the number of documents represented by technical information, i.e., \( m \leq n \). This is due to the fact that a significant number of documents do not contain features extracted from privileged information (e.g., named entities and domain terms).

The subset of documents that contain the privileged information and technical information, \( Y = \{(d_1^{pri}, d_1^{tec}), \ldots, (d_m^{pri}, d_m^{tec})\} \), is used for learning the initial clustering model. In this case, various clustering algorithms are run (or repeated runs of the same algorithm with different parameter values) to obtain several clusters from the subset \( Y \). To aggregate the generated clusters, the LIHC method obtains two co-association matrices \( M^p(i,j) \) and \( M^t(i,j) \) which represent, respectively, the technical information (bag-of-words) clustering model and privileged information clustering model. The combination of these two clustering models is performed by using a consensual co-association matrix:

\[
M^F(i, j) = (1 - \alpha)M^p(i, j) + \alpha M^t(i, j),
\]

for all items \( i \) and \( j \). In this case, the parameter \( \alpha \) is a combination factor \((0 \leq \alpha \leq 1)\) that indicates the importance of the privileged information space in the final co-association matrix. The initial model of the LIHC method is obtained by applying any hierarchical clustering algorithm from the matrix \( M^F \). The remaining text documents, i.e., the documents without privileged information, are inserted incrementally into hierarchical clustering by using the nearest neighbor technique. For the construction of topic hierarchies, the topic extraction is based on selection of the most frequent terms of each cluster.

In [24], we constructed topic hierarchies of the web pages by using the method LIHC and considering as privileged information only named entities. In this paper, we construct topic hierarchies by combining named entities and domain terms as privileged information, varying the weight of each type of information. To incorporate the two types of privileged information, the method LIHC was extended as follows.

First, \( D^{pri} \) is divided into two sets \( D^{ne} \) (the set of the privileged information I named entities) and \( D^{dt} \) (the set of the privileged information II domain terms). Let \( D^{ne} = \{d_1^{ne}, \ldots, d_r^{ne}\} \) be the set of documents with named entities (totaling \( r \) documents) and \( D^{dt} = \{d_1^{dt}, \ldots, d_s^{dt}\} \) be the set of documents with domain terms (totaling \( s \) documents). Similarly, the matrix \( M^p(i, j) \) is divided into two matrices \( M^{ne} \) (the named entities clustering model) and \( M^{dt} \) (the domain terms clustering model). The combination of the three
clustering models ($M^t$, $M^{ne}$ and $M^{dt}$) is performed by using the follow consensual co-association matrix:

$$M^{nf}(i,j) = (1-\alpha)M^t(i,j) + \beta M^{ne}(i,j) + \theta M^{dt}(i,j),$$  

where $\beta$ and $\theta$ indicate the importance of the named entities and domain terms, respectively, in the final co-association matrix, and $\beta + \theta = \alpha$. In the next section, we empirically evaluate our proposal by using different values of $\alpha$, $\beta$ and $\theta$ to construct the topic hierarchies.

IV. Empirical Evaluation

The aim of our work is to study the impact of the context, extracted by our method, in context-aware recommender systems. So, the empirical evaluation consists of comparing the results of the algorithms C. Reduction [2], DaVI-BEST [12], Weight PoF and Filter PoF [20], all them using our contextual information, against the uncontextual algorithm Item-Based Collaborative Filtering (IBCF) [10]. In this way, we compared the quality of the recommendations generated by using our context against the quality of the recommendations generated without using contextual information. In this section, we present the necessary details to understand our experiments: data set, baseline, context-aware recommender algorithms, experimental setup, evaluation measure and the results.

A. Data Set

In the experiments we used a data set from a Portuguese website about agribusiness that consists of 4,659 users, 15,037 accesses and 1,543 web pages written in Portuguese language. To construct the topic hierarchies for these web pages, we used the textual content of the pages, eliminating header, footer and everything that do not pertain to the main textual content.

We preprocessed the texts executing traditional text preprocessing tasks: stopword removal and stemming. The representations or “term value matrix” were constructed using the term weighting measure TF-IDF (term frequency-inverse document frequency). Three representations were constructed: the traditional bag-of-words representation (technical information), the named entities representation (privileged information I) and the domain terms representation (privileged information II). We defined the weights testing different combinations of the two kinds of privileged information. The weights are shown in Table I.

We extracted the topics from the topic hierarchies considering three configurations {50, 100}, {15, 20} and {2, 7}. In this configuration $\{x, y\}$, that represents the granularity level, the parameter $x$ identifies the minimum number of items allowed in the topic, while the parameter $y$ identifies the maximum number of items per topic. Topics with more items associated to them mean topics more specific, while topics with fewer items associated to them mean topics more specific. So, the topics extracted by the configuration {50, 100} are more generic and the topics extracted by the configuration {2, 7} are more specific. The configuration {15, 20} are between the two others, and it was chosen because, in previous experiments, we obtained good results using this granularity level. Besides that, the more generic configuration extracts a lower number of topics, while the more specific configuration extracts a higher number of topics. Therefore, using this configuration we can analyses if the number of topics extracted or the granularity level of this topics influences the quality of the recommendations. In Table II, we can see the number of topics extracted using each configuration.

| Combination Factor | Technical Information | Privileged Information |
|--------------------|-----------------------|-----------------------|
| $\alpha = 0.3$     | 70%                   |                         |
| $\alpha = 0.5$     | 50%                   |                         |
| $\alpha = 0.7$     | 30%                   |                         |
| $\alpha = 1$       | 0%                    |                         |

| Named Entities | Domain Terms |
|----------------|--------------|
| 10%            | 20%          |
| 20%            | 10%          |
| 15%            | 15%          |
| 20%            | 30%          |
| 30%            | 20%          |
| 25%            | 25%          |
| 35%            | 35%          |
| 30%            | 70%          |
| 50%            | 50%          |

B. Supporting Tools and Methods

In the experiments we used JPreText [6] and LIHC [7] for the pre-processing and the hierarchical clustering of the items. These two tools are part of Torch [8], that is a set of tools developed to support text clustering and construction of topic hierarchies. JPreText transforms the collection of texts in a “term value matrix” and LIHC tool implements the LUPI-based Incremental Hierarchical Clustering method.

The named entity recognition was performed by using REMBRANDT [9], a system that recognizes classes of named entities, like things, location, organization, people and others, in texts written in Portuguese. REMBRANDT uses Wikipedia [10] as knowledge base for the classification of the entities.

---

6 http://sites.labic.icmc.usp.br/torch/mds2013/pretext
7 http://sites.labic.icmc.usp.br/torch/doceng2013
8 https://www.wikipedia.org
Lastly, for the domain term extraction we used the method MATE-ML (Automatic Term Extraction based on Machine Learning) [9, 8]. This method uses machine learning incorporating rich features of candidate terms. The steps of MATE-ML are: 1) Text Pre-Processing; 2) Extraction of linguistic, statistic and hybrid features; 3) Application of filters; and 4) Generation of inductive models based on machine learning.

C. Baseline

In this paper we considered the un-contextual algorithm Item-Based Collaborative Filtering (IBCF) [10] as baseline. Let m be the number of users \( U = \{u_1, u_2, ..., u_m\} \) and \( n \) the number of items that can be recommended \( I = \{i_1, i_2, ..., i_n\} \). An item-based collaborative filtering model \( M \) is a matrix representing the similarities among all pairs of items, according to a similarity measure. We used the cosine angle similarity measure, defined as:

\[
sim(i_1, i_2) = \cos(\vec{i}_1, \vec{i}_2) = \frac{\vec{i}_1 \cdot \vec{i}_2}{\|\vec{i}_1\| \|\vec{i}_2\|}, \tag{3}
\]

where \( \vec{i}_1 \) and \( \vec{i}_2 \) are rating vectors and the operator “.” denotes the dot-product of the two vectors. In our case, as we are dealing only with implicit feedback, the rating vectors are binary. The value 1 means that the user accessed the respective item, whereas the value 0 is the opposite. Given an active user \( u_a \) and his set of observable items \( O \subseteq I \), the \( N \) recommendations are generated as follows. First, we identify the set of candidate items for recommendation \( R \) by selecting from the model all items \( i \notin O \). Then, for each candidate item \( r \in R \), we calculate its recommendation score as:

\[
score(u_a, O, r) = \frac{\sum_{i \in K_r \cap O} \sim(r, i)}{\sum_{i \in K_r} \sim(r, i)} \tag{4},
\]

where \( K_r \) is the set of the \( k \) most similar items to the candidate item \( r \). The \( N \) candidate items with the highest values of score are recommended to the user \( u_a \).

All the context-aware recommendation algorithms used in this work are based on the Item-Based Collaborative Filtering. They are presented in the next section.

D. Context-Aware Recommender Systems

Context-aware recommender systems (CARS) learn and predict the tastes and preferences of users by incorporating available contextual information in the recommendation process. According to Adomavicius and Tuzhilin [3], contextual information can be applied at various stages of the recommendation process. Following this criterion, these systems can be divided into three categories: contextual pre-filtering, contextual modeling and contextual post-filtering.

In this work, we evaluate the effects of using the contextual information, obtained from topic hierarchies, in four different context-aware recommender systems:

- **C. Reduction** [2] (Pre-filtering approach): in pre-filtering approaches the contextual information is used as a label for filtering out those data that do not correspond to the specified contextual information. The remaining data that passed the filter (contextualized data) is used to generate the model. **C. Reduction** uses the contextual information as label to segment the data. A recommendation method is run for each contextual segment to determine which segment outperforms the traditional un-contextual recommendation model. The best contextual model is chosen to make the recommendation. Here the best model is the one that has the highest F1 measure.

- **DaVI-BEST** [12] (Contextual modeling approach): in this approach the context is used in the recommendation model, i.e., the contextual information is part of the model together with user and item data. **DaVI-BEST** considers the contextual information as virtual items, using them along with the actual items in the recommendation model. All contextual information are evaluated and it is selected the dimension which better outperforms the traditional un-contextual recommendation model to make contextual recommendations.

- **Weight PoF and Filter PoF** [20] (Contextual post-filtering approaches): these approaches use the contextual information to reorder and filter out the recommendation, respectively. Firstly, they apply the traditional algorithm to build the un-contextual recommendation model, ignoring the contextual information. Then, the probability of users to access the items given the right context is calculated. This probability is multiplied by scores of items to reorder the recommendations (Weight PoF) or is used as a threshold to filter them (Filter PoF).

E. Experimental Setup and Evaluation Measures

The protocol considered in this paper to measure the predictive ability of the recommender systems is the All But One protocol [5] with 10-fold cross validation, i.e., the set of documents is partitioned into 10 subsets. For each fold we use \( n - 1 \) of these subsets for training and the rest for testing. The training set \( T_s \) is used to build the recommendation model. For each user in the test set \( T_e \), an item is hidden as a singleton set \( H \). The remaining items represent the set of observable items \( O \), that is used in the recommendation. Then, we compute Mean Average Precision (MAP@N), where \( N \) equals 5 and 10 recommendations. For each configuration and measure, the 10-fold values are summarized by using mean and standard deviation. To compare two recommendation algorithms, we applied the two-sided paired t-test with a 95% confidence level.

In our empirical evaluation, we used the 4 most similar items to make the recommendations and 0.1 as a threshold in Filter PoF to filter out the recommendations, since these values provided the best results for this experiment.

F. Results

In Table [11] we show the results of our ranking evaluation by means of MAP@N. The results are obtained at four values of the combination factor (\( \alpha = 0.3, \alpha = 0.5, \alpha = 0.7 \) and \( \alpha = 1 \)) and at three granularity levels, as described in Section [IV.A] For each value of combination factor we also have the weights of each type of privileged information. To facilitate the understanding of the results, we mentioned the weight of technical information as BOW, the weight of the named entities as NE and the weight of domain terms as DT.
The presented results are for the three context-aware recommendation algorithms (C. Reduction, Weight PoF and Filter PoF), and also for the baseline IBCF. The DaVi-BEST results are not presented because they are equivalent to the IBCF results. So, there is no improvement by using this algorithm and the contextual information extracted with our proposal.

The analysis of the results can be divided into 3 questions: 1) What is the algorithm with the best results?; 2) What is the granularity with the best results?; and 3) What is the value of the contextual information extracted with our proposal.

Answering the first question, we can observe that the algorithm Weight PoF presented the best results. This algorithm was also better than the baseline with statistical significance in all the experiments. For the second question, each algorithm was better at different granularity levels. The C. Reduction and Weight PoF algorithms presented the best results at configuration (15, 20) for combination (α = 0.3, (BOW = 70% - EN = 10% - DT = 20%)) and (α = 0.5, (BOW = 50% - EN = 25% - DT = 25%)), while the Filter PoF algorithm presented the best results at configuration (2, 7) (topics more specific). The topics extracted by the configuration (50, 100) presented values of MAP not as high as for the other configurations, which shows that it is better to consider more specific topics in larger amount.

Analyzing the values of combination factor, to answer the third question, C. Reduction and Weight PoF algorithms presented the best results for combination factor α = 0.3, (BOW = 70% - EN = 20% - DT = 10%) and (BOW = 70%, EN = 10%, DT = 20%) respectively, and Filter PoF for combination factor α = 0.5 (BOW = 50% - EN = 25% - DT = 25%).
In the graphic of Figure 2, we can analyze the best results of our experiments, i.e., the results for $\alpha = 0.3$ ($BOW = 70\%$, $EN = 10\%$ and $DT = 20\%$). The x-axis represents the granularities levels while the y-axis represents the values of MAP@10. Each line of the graphic is a recommender algorithm. It is evident that the three context-aware algorithms presented better results than the baseline IBCF, only Filter PoF presented a lower value of MAP at the granularity $\{50, 100\}$. At the granularity $\{2, 7\}$, this same algorithm presented better results than the others algorithms, what shows that this algorithm presents high values of MAP when topics more specifics are used. The algorithms Weight PoF and Filter PoF presented the best values of MAP at the granularity $\{15, 20\}$, being the Weight PoF the best of them.

### V. CONCLUSION

In this paper, we proposed to use contextual information from topic hierarchies, constructed by LIHC method, to improve the accuracy of context-aware recommender systems. The topic hierarchies was constructed considering traditional bag-of-words (technical information), and the combination of named entities (privileged information I) and domains terms (privileged information II). The empirical evaluation showed that by using topics from the topic hierarchies with combined privileged information as contextual information, context-aware recommender systems can provide better recommendations. The contextual information obtained from the three topic hierarchies improved the recommendations in 3 out of 4 recommender systems evaluated in this paper: C. Reduction, Weight PoF and Filter PoF (in most of the experiments).
As future work, we will finish some experiments in which we are comparing the combined use of the two types of privileged information against the results of our previous studies using named entities and domain terms separately. Additionally, we will also compare our proposal against other baselines proposed in the literature.

Fig. 2: Graphic with values of MAP@10 for $\alpha = 0.3$ ($BOW = 70\%$, $EN = 10\%$ and $DT = 20\%$)
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