PreMovNet: Pre-Movement EEG-based Hand Kinematics Estimation for Grasp and Lift Task
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Abstract—Kinematics decoding from brain activity helps in developing rehabilitation or power-augmenting brain-computer interface devices. Low-frequency signals recorded from non-invasive electroencephalography (EEG) are associated with the neural motor correlation utilised for motor trajectory decoding (MTD). In this communication, the ability to decode motor kinematics trajectory from pre-movement delta-band (0.5–3 Hz) EEG is investigated for the healthy participants. In particular, two deep learning-based neural decoders called PreMovNet-I and PreMovNet-II, are proposed that make use of motor-related neural information existing in the pre-movement EEG data. EEG data segments with various time lags of 150 ms, 200 ms, 250 ms, 300 ms, and 350 ms before the movement onset are utilised for improving the decoding performance of the neural decoders. The MTD is presented for grasp-and-lift task (WAY-EEG-GAL dataset) using EEG with the various lags taken as input to the neural decoders. The performance of the proposed decoders are compared with the state-of-the-art multi-variable linear regression (mLR) model. Pearson correlation coefficient and hand trajectory are utilized as performance metric. The results demonstrate the viability of decoding 3D hand kinematics using pre-movement EEG data, enabling better control of BCI-based external devices such as exoskeleton/exosuit.

Index Terms—brain computer interface (BCI), electroencephalography (EEG), multi-variable linear regression (mLR), deep learning, pre-movement.

I. INTRODUCTION

Brain-computer interface (BCI) incorporates brain activity to control external devices. In particular, Electroencephalography (EEG) signals are commonly utilised due to its non-invasive nature, mobility, and low cost. EEG signal has been widely utilized for motor classification [1], [2], commanding robotic devices [3] and instinctual control of prosthetic devices based on continuous classification [4]. However, it is to note that continuous kinematic parameter prediction based motor trajectory decoding (MTD) would provide better control of the external devices such as neural prosthetic, exosuit or exoskeleton devices. Recent literature supports EEG-based MTD for upper-limb in offline [5]–[8], and online mode [9]. The technique utilized for this purpose is multi-variable linear regression (mLR) [5], [6]. However, mLR technique is based on linear relationship between input-output variables and is sensitive to outliers. This shortcoming of mLR technique can be overcome by deep learning based modeling models. Deep learning models utilize non-linear features and are robust to the outliers. Deep learning based frameworks have been used for MTD [7]–[9] using EEG signals. Convolutional neural network (CNN)-Bidirectional long short-term memory (BiLSTM) based arm trajectory decoding for robotic arm control, was established using EEG in [9] with an average correlation reported as 0.47. Visual stimuli was considered as reference point in [7] for CNN-LSTM based trajectory estimation. However, visual stimuli may not be always present in real world applications. Hence, movement onset as reference point is explored for MTD in this work. In particular, delta frequency band is utilized as input features to neural decoder for efficient decoding [10], [11].

In this study, two neural decoding models, PreMovNet-I (MLP based) and PreMovNet-II (CNN-LSTM based), are proposed for robust MTD. It makes use of motor-related neural information existing in the pre-movement EEG data. It may be noted that the motor movement is encoded in the EEG signal around 300 ms prior to actual movement [7]. Hence, EEG with an appropriate lag from the movement onset is taken as input to neural decoders. The inclusion of this neural information helps improve the performance of MTD. In particular, 3D hand trajectory decoding is performed for the grasp-and-lift task [12]. Twelve right-handed participants’ data sets were included. For the inclusion of pre-movement neural information, EEG lags of 150 ms, 200 ms, 250 ms, 300 ms, and 350 ms from movement onset were taken for evaluating the performance of the proposed neural decoder for 3D hand movement. Thus, the input to the neural decoder is EEG with time lags. The channels were selected around the motor-cortex region, which is mapped to the hand movement. EEG signal recordings are initially preprocessed for noise removal and filtered in the delta frequency band (0.5–3 Hz). The 3D hand position kinematics data is also preprocessed prior to neural decoder training and testing. Both EEG and kinematics data have been down-sampled to 100 Hz to reduce the computation complexity of the neural decoder. The proposed deep learning frameworks, PreMovNet-I and PreMovNet-II, are compared with state-of-the-art mLR for the reach-and-grasp task.

II. METHODOLOGY

In this Section, an explicit description of the utilised dataset, data preprocessing steps, and EEG-based kinematics estimation framework is presented. Fig. 1 illustrates the process flow of the proposed hand kinematics estimation framework.

A. Experimental Setup

The WAY-EEG-GAL database [12] is utilized for the performance evaluation of the MTD framework with the kinematics data of twelve subjects. A 32-channel ActiCap (Brainproducts) was utilized to record the EEG data and wrist position (XYZ Cartesian coordinates) of the...
subjects was recorded using a 3D position sensor with a sampling rate as 500 Hz. The subjects performed a series of grasp and lift task with various loads (165, 330, or 660 g) and surface frictions (silk, suede, or sandpaper).

Each trial began when the LED was turned on. The participant reached for the object, grasped it with forefinger and thumb, and then lifted it in the space stably for two seconds. Upon turning off the LED, the participant had to lower the hand, put the object in the original position and retracting his or her arm to its initial resting position.

B. Data Pre-Processing & Feature Extraction

The recorded EEG data was first band-pass filtered using a zero-phase FIR filter in the frequency band of 0.1–40 Hz in order to discard baseline drifts. The data was then re-referenced to the average of all scalp electrodes. Then, the eye movement artefacts were removed using the independent component analysis (ICA) technique. The processed EEG data was further down-sampled to 100 Hz to reduce the computational cost. All the EEG data preprocessing was performed using the EEGLAB [13]. The EEG data was further filtered using a zero-phase windowed FIR filter with a Hamming window in the delta band (0.5-3 Hz). A total of 21 electrodes from the motor cortex region (‘F3’, ‘F2’, ‘F4’, ‘FC5’, ‘FC1’, ‘FC2’, ‘FC6’, ‘C3’, ‘Cz’, ‘C4’, ‘CP5’, ‘CP1’, ‘CP2’, ‘CP6’, ‘P7’, ‘P3’, ‘Pz’, ‘P4’), and occipital region (‘O1’, ‘O2’ of the brain were considered. Each EEG channel data is standardized using z-normalization technique.

The kinematic data was smoothed using a zero-phase low pass FIR filter with a cut-off frequency of 2 Hz. The filtered data was further normalized between 0 and 1 using the min-max normalization technique. This data was further down-sampled to 100 Hz in order to match the sampling rate of the EEG data.

C. Data preparation

The kinematics data segment was initiated from the movement onset till the subject puts their hand in the resting position. It has been observed that the brain activity appears in the motor cortex region prior to the movement onset [7]. We consolidated the motor cortex activity information prior to the motor activity by incorporating the time lags of the selected EEG channels from the movement onset. In particular, time lags of 15 samples, 20 samples, 25 samples, 30 samples, and 35 samples were included in this study. With sampling rate as 100 Hz, EEG segment corresponding to time lags of 15 samples will be (-150ms to 0 ms) where 0ms is taken from the movement onset. For each kinematic vector, an EEG input matrix of dimension $T \times (L + N)$ was generated where $T$ is the data segment, $L$ is the time lag, and $N$ is total EEG channels selected.

D. Multi-variable Linear Regression (mLR) model

Multi-variable linear regression (mLR) based kinematic decoding is widely being used for brain-computer interface [5], [6], [14]. The mLR model utilises multiple inputs to predict hand position directions. The input-output mapping for the mLR model is given as:

$$H_x[t] = \alpha_x + \sum_{n=1}^{N} \sum_{l=0}^{L} \beta_x^{(n,l)} V_n[t-l]$$

$$H_y[t] = \alpha_y + \sum_{n=1}^{N} \sum_{l=0}^{L} \beta_y^{(n,l)} V_n[t-l]$$

$$H_z[t] = \alpha_z + \sum_{n=1}^{N} \sum_{l=0}^{L} \beta_z^{(n,l)} V_n[t-l]$$

Fig. 1. Flowchart of pre-movement EEG based hand kinematics estimation framework.

Fig. 2. PreMovNet-I based on Multi-layer Perceptron model structure for 3D hand kinematics decoding.

Fig. 3. PreMovNet-II based on CNN-LSTM architecture for 3D hand kinematics decoding.
the outputs, $H_x[t]$, $H_y[t]$, and $H_z[t]$ are the horizontal, vertical, and depth positions of the hand at time $t$, respectively. $V_t[t - l]$ is the standardized EEG potential at time lag $l$, where the number of time lags is varied from 0 to $L$. The regression coefficients, $\alpha$ and $\beta$, are the coefficients of the mLR model.

E. Proposed PreMovNet-I: Multi-Layer Perceptron (MLP) based

The multi-layer perceptron (MLP) based PreMovNet model is presented in Fig. 2. The model consists of six layers, including one batch normalisation layer, four dense layers, and one output layer. The first three dense layers consist of 128 neurons each, and the last dense layer consists of 16 neurons. The output layer consists of three neurons corresponding to the hand trajectory values in the x, y, and z directions as shown in Fig. 2.

F. Proposed PreMovNet-II: CNN-LSTM based

In this Section, a CNN-LSTM based PreMovNet model, as shown in Fig. 2, is presented for hand kinematics decoding for grasp and lift task. It consists of nine layers that include of batch normalisation layer, two convolutional layers, two max-pooling layers, one dropout layer, one LSTM layer, and two dense layers. The convolutional layer is represented as $B_1$. The convolutional layer $C_1$ has a kernel size of 7 and 256 filters, while $C_2$ layer has a kernel size of 5 and 128 filters. The zero padding is done for both $C_1$ and $C_2$ layers so that the size of input and output remains the same. Each convolutional layer is followed by a ReLu activation unit. $M_1$ and $M_2$ are max-pooling layers with a window size of 5 and 3, respectively. The layer, $D_1$ is a dropout layer with a 0.25 dropout rate. The layer $L_1$ is the LSTM layer with 128 cells, followed by the ReLu activation function. The last two layers, $D_2$ and $D_3$ are dense layers with 128 and 3 neurons, respectively. The last layer with three output neurons yields the predicted hand kinematics in the x, y, and z-directions as shown in Fig. 3.

G. Training and Evaluation

With the aim of training and performance evaluation of the kinematics decoding models, the dataset was partitioned into separate training, validation, and test sets. The training set was used to train the models, while the validation set was used to tune the model hyper-parameters. The test set was used for the performance evaluation of the trained models. The adaptive moment estimation (Adam) optimization algorithm [15] was employed with a mean squared error (MSE) loss function for training the deep learning neural decoders. The early stopping technique was adopted to avoid over-fitting of the neural decoders. Total 294 trials were utilised for each participant from the WAY-EEG-GAL dataset. Total trials were divided into three separate subsets for each subject: (a) training data consisting of 234 trials data samples; (b) validation data with 30 trials data samples; and (c) test data with 30 trials data samples. The performance of the trained models is evaluated using Pearson’s correlation coefficient (PCC) between the predicted hand kinematics and measured kinematics data. It may be noted that the training step is computationally strenuous, while the estimation is rapid. Hence, the decoding model can be implemented to control external prostheses or exoskeletons/exosuits.

III. RESULTS

PCC is utilised herein as a performance metric for measuring the efficiency of the neural decoder. In particular, PCC is evaluated at different time lags and compared the proposed neural decoders with the state-of-the-art mLR neural decoder.

The PCC analysis for the various neural decoders is presented in Table 1 with varying time lags. The analysis is done for twelve subjects from the WAY-EEG-GAL dataset in all the x, y, and z directions. It may be observed that the proposed PreMovNet-I and PreMovNet-II perform reasonably better than the state-of-the-art mLR decoder. Additionally, the CNN-LSTM based PreMovNet-II performs better than MLP-based PreMovNet-I in the x and y-directions, while in the z-direction, the two proposed decoders have similar performance. In particular, CNN-LSTM based PreMovNet-II performs best with 250 ms time lag in x and y directions, while in the x-direction, the best performance is achieved by MLP-based PreMovNet-I at time lag of 350 ms. The average PCC of the CNN-LSTM based PreMovNet with 250 ms time lag is 0.7908 ± 0.043, 0.7990 ± 0.042 and 0.6005 ± 0.090 in the x, y, and z-directions, respectively. The poor correlation in z-direction may be because of transient movement along it.
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IV. CONCLUSIONS AND FUTURE DIRECTIONS

In this letter, two deep learning-based neural decoders are proposed for motion trajectory decoding (MTD) that make use of pre-movement EEG for efficient hand kinematics decoding. The inclusion of the neural motor information before the movement onset as an input feature improves the MTD ability of the proposed neural decoders. The proposed neural decoders, PreMovNet-I and PreMovNet-II, are compared with state-of-the-art mLR decoder on WAY-EEG-GAL dataset. The performance evaluation of the proposed decoders is presented using the Pearson correlation coefficient analysis. Additionally, the decoded hand trajectory is compared with the measured hand trajectory in x, y, and z-directions. A significant improvement in correlation and estimated trajectory is observed using deep-learning based PreMovNet when compared with traditional mLR based approach. The neural decoder for MTD can be selected based on performance and processing capabilities from the proposed models. The hand kinematics decoding may be employed for motor neurorehabilitation and power augmentation by controlling the external BCI devices such as exoskeletons/exosuits.