Exploring Multi-Modal Distributions with Nested Sampling
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Abstract. In performing a Bayesian analysis, two difficult problems often emerge. First, in estimating the parameters of some model for the data, the resulting posterior distribution may be multi-modal or exhibit pronounced (curving) degeneracies. Secondly, in selecting between a set of competing models, calculation of the Bayesian evidence for each model is computationally expensive using existing methods such as thermodynamic integration. Nested Sampling is a Monte Carlo method targeted at the efficient calculation of the evidence, but also produces posterior inferences as a by-product and therefore provides means to carry out parameter estimation as well as model selection. The main challenge in implementing Nested Sampling is to sample from a constrained probability distribution. One possible solution to this problem is provided by the Galilean Monte Carlo (GMC) algorithm. We show results of applying Nested Sampling with GMC to some problems which have proven very difficult for standard Markov Chain Monte Carlo (MCMC) and down-hill methods, due to the presence of large number of local minima and/or pronounced (curving) degeneracies between the parameters. We also discuss the use of Nested Sampling with GMC in Bayesian object detection problems, which are inherently multi-modal and require the evaluation of Bayesian evidence for distinguishing between true and spurious detections.
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INTRODUCTION

Bayesian inference provides a consistent approach to the estimation of a set of parameters \( \Theta \) in a model (or hypothesis) \( H \) for the data \( D \). Bayes’ theorem states that

\[
Pr(\Theta|D,H) = \frac{Pr(D|\Theta,H)Pr(\Theta|H)}{Pr(D|H)},
\]

where \( Pr(\Theta|D,H) \equiv P(\Theta|D) \) is the posterior probability distribution of the parameters, \( Pr(D|\Theta,H) \equiv \mathcal{L}(\Theta) \) is the likelihood, \( Pr(\Theta|H) \equiv \pi(\Theta) \) is the prior, and \( Pr(D|H) \equiv \mathcal{Z} \) is the Bayesian evidence, which is the factor required to normalize the posterior over \( \Theta \) and is given by:

\[
\mathcal{Z} = \int \mathcal{L}(\Theta)\pi(\Theta)d^n\Theta,
\]

where \( n \) is the dimensionality of the parameter space. Bayesian evidence being independent of the parameters, can be ignored in parameter estimation problems and inferences can be obtained by taking samples from the (unnormalized) posterior distribution using standard MCMC methods.
Model selection between two competing models $H_0$ and $H_1$ can be done by comparing their respective posterior probabilities given the observed data-set $D$, as follows

$$R = \frac{\Pr(H_1|D)}{\Pr(H_0|D)} = \frac{\Pr(D|H_1) \Pr(H_1)}{\Pr(D|H_0) \Pr(H_0)} = \frac{\mathcal{Z}_1}{\mathcal{Z}_0} \frac{\Pr(H_1)}{\Pr(H_0)},$$  

(3)

where $\Pr(H_1)/\Pr(H_0)$ is the prior probability ratio for the two models, which can often be set to unity in situations where there is not a prior reason for preferring one model over the other, but occasionally requires further consideration. It can be seen from Eq. (3) that the Bayesian evidence plays a central role in Bayesian model selection.

As the average of the likelihood over the prior, the evidence is larger for a model if more of its parameter space is likely and smaller for a model with large areas in its parameter space having low likelihood values, even if the likelihood function is very highly peaked. Thus, the evidence automatically implements Occam’s razor.

**NESTED SAMPLING**

Nested sampling [1, 2] is a Monte Carlo technique to estimate the Bayesian evidence by transforming the multi-dimensional evidence integral into a one-dimensional integral. This is accomplished by defining the prior volume $X$ as $dX = \pi(\Theta)d^m\Theta$, so that

$$X(\lambda) = \int_{\mathcal{L}(\Theta) > \lambda} \pi(\Theta)d^m\Theta,$$  

(4)

where the integral extends over the region(s) of parameter space contained within the iso-likelihood contour $\mathcal{L}(\Theta) = \lambda$. The evidence integral, Eq. (2), can then be written as:

$$\mathcal{Z} = \int_0^1 \mathcal{L}(X)dX,$$  

(5)

where $\mathcal{L}(X)$, is a monotonically decreasing function of $X$. Thus, by evaluating the likelihoods $\mathcal{L}_i = \mathcal{L}(X_i)$, where $X_i$ is a sequence of decreasing values,

$$0 < X_M < \cdots < X_2 < X_1 < X_0 = 1.$$  

(6)

Evidence can then be approximated numerically using standard quadrature methods as follows:

$$\mathcal{Z} = \sum_{i=1}^{M} \mathcal{L}_i w_i,$$  

(7)

where the weights $w_i$ for the simple trapezium rule are given by $w_i = \frac{1}{2}(X_{i-1} - X_{i+1})$.

The summation in Eq. (7) is performed as follows. First $N$ ‘live’ points are drawn uniformly from the prior distribution $\pi(\Theta)$ and initial prior volume $X_0$ is set to unity. At each subsequent iteration $i$, the point with lowest likelihood value $\mathcal{L}_i$ is removed from the live point set and replaced by another point drawn uniformly from the prior distribution with the condition that its likelihood is higher than $\mathcal{L}_i$. This results in
the new point being drawn uniformly from the prior volume contained within the iso-
likelihood contour defined by \( L_i \). The prior volume contained within this region at \( i \)th
iteration, is a random variable given by \( X_i = t_i X_{i-1} \), where \( t_i \) follows the distribution
\[ \Pr(t) = N t^{N-1} \] (i.e., the probability distribution for the largest of \( N \) samples drawn
uniformly from the interval \([0, 1]\)). This process is repeated, until the entire prior volume
has been traversed. The algorithm thus travels through nested shells of likelihood as the
prior volume is reduced. The mean and standard deviation of \( \log t \), which dominates the
geometrical exploration, are:

\[ E[\log t] = -1/N, \quad \sigma[\log t] = 1/N. \] (8)

Since each value of \( \log t \) is independent, after \( i \) iterations the prior volume will shrink
down such that \( \log X_i \approx -(i/\sqrt{i})/N \). Thus, one takes \( X_i = \exp(-i/N) \).

GALILEAN MONTE CARLO

The main challenge in implementing a nested sampling algorithm is to draw samples
from the prior distribution with the constraint \( \mathcal{L} > L_i \), where \( L_i \) is lowest likelihood
value among all live points at each iteration \( i \). One widely used algorithm to approach
this problem in astrophysics is MultiNest [3, 4] which is based on an ellipsoidal
rejection sampling scheme. At each iteration \( i \), the full set of \( N \) live points is enclosed
within a set of (possibly overlapping) ellipsoids and a new point is then drawn uniformly
from the region enclosed by these ellipsoids. However, this approach becomes inefficient
in high dimensional (\( n \gtrsim 100 \)) problems.

An alternative way to draw a point from this constrained distribution is by using
MCMC, however it could be very inefficient in problems exhibiting degeneracies be-
tween the parameters. Since we need to draw a point uniformly from the region where
\( \mathcal{L} > L_i \) and we already have \( N \) ‘live’ points distributed uniformly inside this region,
we could start a Markov Chain at one of these ‘live’ points with initial velocity \( v \) and
reflect off the boundary of this region where \( \mathcal{L} = L_i \) whenever we encounter it. The
problem however is that the location of boundary is not known. Galilean Monte Carlo
[5] addresses precisely this problem.

At each iteration \( i \), GMC proceeds by picking a ‘live’ point with coordinates \( x_1 \) at
random and gives it initial velocity \( v \). A new point \( x_2 = x_1 + v \) is then proposed which is
accepted if \( \mathcal{L}(x_2) > L_i \), otherwise a third point \( x_3 \) is proposed by reflecting off \( x_2 \) i.e.
\[ x_3 = x_2 + v' \] where \( v' = v - 2n(n,v) \) and \( n \) is a unit vector perpendicular to \( \nabla \mathcal{L} \) at \( x_2 \).
If \( \mathcal{L}(x_3) > L_i \), \( x_3 \) is accepted otherwise the trajectory from \( x_1 \) is reversed by giving it
velocity \( -v \). These moves are repeated for \( k \) steps resulting in total path length of \( kv \).

APPLICATIONS

In this section we show the results of applying Nested Sampling with the GMC algorithm
to several multi-modal toy problems which have proven to be very challenging for
MCMC algorithms as they tend to get stuck in isolated modes and have very low
efficiencies due to the presence of degeneracies between the parameters. We refer the reader to [6] for an example of MCMC based algorithms applied to similar problems.

In order to analyse these problems with GMC, we used 1000 live points and set the log-likelihood \( \log \mathcal{L}(\Theta) = -f(\Theta) \), where \( \Theta = (\theta_1, \theta_2, \cdots, \theta_n) \) is the parameter vector, \( n \) is the dimensionality of the problem and \( f(\Theta) \) is the mathematical description of the toy problem.

### Himmelblau’s Function

Himmelblau’s function is a 2D function defined as follows:

\[
f(x, y) = (x^2 + y - 11)^2 + (x + y^2 - 7)^2. \tag{9}\]

It has four identical local minima at \((3,2), (-2.81,3.13), (-3.78,-3.28)\) and \((3.58,-1.85)\) where \( f(x,y) = 0 \). Fig. 1 (left panel) shows a plot of the Himmelblau’s function with the z-axis being \( \log \mathcal{L}(\Theta) = -f(\Theta) \). GMC algorithm was run on this problem by assuming uniform priors \( \mathcal{U}(-5,5) \) on both \( x \) and \( y \). The algorithm took 120,939 likelihood evaluations and the resultant samples are plotted in Fig. 1 (right panel).

### Eggbox Function

Eggbox function is defined as follows:

\[
f(\Theta) = -\left[ 2 + \prod_{i=1}^{n} \cos \left( \frac{\theta_i}{2} \right) \right]^5, \tag{10}\]

where \( \theta_i \in [0,10\pi] \). Fig. 2 (left panel) shows a plot of the 2D Eggbox function with the z-axis being \( \log \mathcal{L}(\Theta) = -f(\Theta) \). GMC algorithm was run on this problem by assuming
uniform priors $\mathcal{U}(0, 10\pi)$ on parameters $\theta_i$. The algorithm took 205,534 likelihood evaluations and the resultant samples are plotted in Fig. 2 (right panel).

**Rastrigin Function**

Rastrigin function is defined as follows:

$$f(\Theta) = 10n + \sum_{i=1}^{n} \left[ \theta_i^2 - 10\cos(2\pi \theta_i) \right], \quad (11)$$

where $\theta_i \in [-5.12, 5.12]$. This function has the global minimum at $\theta_i = 0, \forall i$ where $f(\Theta) = 0$. Fig. 3 (left panel) shows a plot of the 2D Rastrigin function with the z-axis being $\log \mathcal{L}(\Theta) = -f(\Theta)$. GMC algorithm was run on this problem by assuming uniform priors $\mathcal{U}(-5.12, 5.12)$ on parameters $\theta_i$. The algorithm took 215,916 likelihood evaluations and the resultant samples are plotted in Fig. 3 (right panel).

**Rosenbrock Function**

Rosenbrock function is defined as follows:

$$f(\Theta) = \sum_{i=1}^{n-1} \left[ (1 - \theta_i)^2 + 100(\theta_{i+1} - \theta_i^2)^2 \right], \quad (12)$$

It has the global minimum at $(\theta_1, \theta_2, \cdots, \theta_n) = (-1, 1, \cdots, 1)$ where $f(\Theta) = 0$. Fig. 4 (left panel) shows a plot of the 2D Rastrigin function with the z-axis being $\log \mathcal{L}(\Theta) = -f(\Theta)$. Because of the presence of thin curving degeneracy, finding the global minimum for this problem is very challenging. GMC algorithm was run on this problem by assuming uniform priors $\mathcal{U}(-20, 20)$ on parameters $\theta_i$. The algorithm took 218,982 likelihood evaluations and the resultant samples are plotted in Fig. 4 (right panel).
BAYESIAN OBJECT DETECTION

We now consider the problem of detecting and characterizing discrete objects hidden in some background noise using Nested Sampling with GMC. We consider our data vector $D$ to be pixel values in the image in which we want to search for these objects. Let us suppose that these objects are described by a template $s(x; \Theta)$, where $\Theta$ denotes collectively the $(X, Y)$ position of the object, its amplitude $A$ and some measure $R$ of its spatial extent. In this example we assume spherical Gaussian shaped objects such that:

$$s(x; \Theta) = A \exp \left[ -\frac{(x-X)^2 + (y-Y)^2}{2R^2} \right]$$

The contribution from each object is assumed to be additive. Therefore if there are $N_{obj}$ such objects present then:

$$D = m + \sum_{k=1}^{N_{obj}} s(x; \Theta_k),$$

FIGURE 3. Left panel: 2D Rastrigin function with the z-axis being $\log \mathcal{L}(\Theta)$. Right panel: Samples obtained by running GMC algorithm on 2D Rastrigin function.

FIGURE 4. Left panel: 2D Rosenbrock function with the z-axis being $\log \mathcal{L}(\Theta)$. Right panel: Samples obtained by running GMC algorithm on 2D Rosenbrock function.
FIGURE 5. The 200 × 200-pixel test image (left-hand panel) contains 8 Gaussian objects of varying widths and amplitudes; the parameters $X_k$, $Y_k$, $A_k$ and $R_k$ for each object are listed in Tab. 1. Right-hand panel shows the corresponding data map with independent Gaussian noise added with an rms of 2 units.

TABLE 1. True and inferred parameter values (with GMC) for $X_k$, $Y_k$, $A_k$ and $R_k$ ($k = 1, \ldots, 8$) defining the Gaussian shaped objects in Fig. 5.

| Object | True Parameter Values | Inferred Parameter Values |
|-------|------------------------|---------------------------|
|       | $X$        | $Y$        | $A$        | $R$        | $X$        | $Y$        | $A$        | $R$        |
| 1     | 43.7       | 22.9       | 10.5       | 3.3        | 43.4 ± 0.1 | 22.8 ± 0.1 | 11.0 ± 0.4 | 3.3 ± 0.1  |
| 2     | 101.6      | 40.6       | 1.4        | 3.4        | 101.7 ± 1.0| 41.2 ± 0.9 | 1.4 ± 0.3  | 4.1 ± 0.6  |
| 3     | 92.6       | 110.6      | 1.8        | 3.7        | 92.0 ± 1.3 | 110.3 ± 1.2| 1.4 ± 0.3  | 4.7 ± 0.9  |
| 4     | 183.6      | 85.9       | 1.2        | 5.1        | 183.9 ± 1.6| 87.0 ± 1.1 | 1.3 ± 0.3  | 4.8 ± 0.9  |
| 5     | 34.1       | 162.5      | 1.9        | 6.0        | 34.0 ± 0.7 | 163.5 ± 0.8| 2.0 ± 0.3  | 5.4 ± 0.5  |
| 6     | 153.9      | 169.2      | 1.1        | 6.6        | 152.7 ± 1.1| 170.5 ± 1.2| 1.5 ± 0.2  | 6.1 ± 0.5  |
| 7     | 155.5      | 32.1       | 1.5        | 4.1        | 157.2 ± 1.6| 157.2 ± 1.6| 1.2 ± 0.3  | 4.7 ± 0.9  |
| 8     | 130.6      | 183.5      | 1.6        | 4.1        | 129.3 ± 1.1| 183.2 ± 1.3| 1.4 ± 0.3  | 5.0 ± 0.8  |

where $m$ denotes the generalized noise contribution to the data from background emission and instrumental noise and $s(x; \Theta_k)$ is the contribution to signal from $k^{th}$ discrete object. We therefore need to estimate the values of unknown parameters $(N_{obj}, \Theta_1, \Theta_2, \ldots, \Theta_{N_{obj}})$.

In order to test GMC on this problem, we simulated 8 objects in 200 × 200 pixel image, with template given in Eq.(13) and parameters listed in Tab. 1. Final image is then created by adding independent Gaussian pixel noise with rms 2 units. The underlying model and simulated data are shown in Fig. 5.

One would ideally like to infer all the unknown parameters $(N_{obj}, \Theta_1, \Theta_2, \ldots, \Theta_{N_{obj}})$ simultaneously from the data. This however requires any sampling based approach to move between spaces of different dimensionality as the length of the parameter vector depends on the unknown value of $N_{obj}$. Such techniques are discussed in [7]. Nevertheless, due to this additional complexity of variable dimensionality, these techniques are generally extremely computationally intensive.

A similar problem was analysed in [7] with a single source model and therefore the
parameter space under consideration is $\Theta = (X,Y,A,R)$ which is four-dimensional and fixed. This doesn’t restrict us to detect only one object as the four-dimensional posterior distribution will have numerous modes, each one corresponding to the location of one of the real or spurious objects in the data. Due to high multi-modality, this represents a very difficult problem for traditional MCMC methods. [3] adopted the single source model for analysing this problem with the MultiNest implementation of Nested Sampling and showed that all 8 objects can be found very efficiently. Results of analysing this problem with GMC implementation of Nested Sampling, with a single source model are shown in Fig. 6 in which we plot the ‘live’ points, projected into the $(X,Y)$-subspace, at each successive likelihood level in the Nested Sampling algorithm (above an arbitrary base level). Inferred parameter values for each object are listed in Tab. 1. It can be clearly seen that all 8 objects have been identified. The run time with GMC was slightly higher than MultiNest but still orders of magnitude lower than MCMC approach used in [7].
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