Nonequilibrium current-induced forces caused by quantum localization: Anderson Adiabatic Quantum Motors.
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In recent years there has been an increasing interest in nanomachines. Among them, current-driven ones deserve special attention as quantum effects can play a significant role there. Examples of the latter are the so-called adiabatic quantum motors. In this work, we propose using Anderson’s localization to induce nonequilibrium forces in adiabatic quantum motors. We study the nonequilibrium current-induced forces and the maximum efficiency of these nanomotors in terms of their respective probability distribution functions. Expressions for these distribution functions are obtained in two characteristic regimes: the steady-state and the short-time regimes. Even though both regimes have distinctive expressions for their efficiencies, we find that, under certain conditions, the probability distribution functions of their maximum efficiency are approximately the same. Finally, we provide a simple relation to estimate the minimal disorder strength that should ensure efficient nanomotors.

I. INTRODUCTION

In the last decades, control and fabrication of nanoelectromechanical systems have had a huge boost enabled by the advances in our control over matter at the nanoscale and stimulated by the applications they promise us. For example, they could be used for harvesting different energy sources at the nanoscale, cooling nanodevices, or even for building complex nanomachines. Moreover, among all the proposed mechanisms that can be used to control nanomachines, the use of electric currents is particularly appealing due to its compatibility with current technologies involved in modern electronics circuits.

There are several interesting theoretical and experimental examples in the literature of current-driven nanomachines. A remarkable proposal, which could take advantage of quantum effects at the nanoscale, is the so-called adiabatic quantum motor (AQM). This consists of a mechanical device, typically nanometric, capable of being moved by a “wind” of quantum particles. In the adiabatic quantum motors, the quantum nature of the driving particles can be exploited to boost the performance of such motors. This is the case of, e.g., adiabatic quantum motors based on the Thouless pump. There, a mobile piece induces a periodic potential on a conductor where the movement of the piece translates into a displacement of the potential. The periodic potential induces a gap in the dispersion relation of the electrons. Carriers with energy within this gap cannot cross the conductor and, thus, they suffer a backscattering process with the consequent transfer of momentum to the mechanical piece. Then, as only backscattered electrons contribute to the transfer of momentum, low transmittances are the key to the efficiency of the Thouless adiabatic quantum motor. However, other quantum effects can also reduce transmittances and increase the efficiency of adiabatic quantum motors.

For long conductive wires, impurities or defects are commonly present in experimental samples, inducing disorder in the potential energy perceived by the propagating electrons. For coherence lengths large enough, Anderson’s localization of the electrons’ wave functions arises. While localized states are generally taken as a drawback for quantum transport, they can turn into a welcomed feature, if they are caused by impurities in the movable part of the device as we will see. In that case, the exponentially reduced transmittances induced by localization can translate into an increased efficiency of the nanomotors.

In this work, we assess the possibility of using Anderson’s localization to induce nonequilibrium forces in adiabatic quantum motors. We study this kind of devices, which we call “Anderson adiabatic quantum motor” (AAQM), in terms of probability distribution functions of their properties, discussing the conditions that would warrant their proper functioning.

The work is organized as follows. In Sec. II we derive the general equations of nonequilibrium current-induced forces (CIFs) for the case of nanodevices where there is a shift of the potential energy sensed by the electrons. We derive the expressions of the CIFs by using a scattering-matrix approach but also from intuitive arguments based on momentum conservation. In Sec. III we evaluate the CIFs for the particular case of quasi-unidimensional disordered potentials by means of the Anderson’s model of disorder. We also compare the theoretical results of CIFs with numerical simulations. In Sec. IV we discuss the efficiency of AAQMs distinguishing two dynamical regimes of interest: the short-time and the steady-state regimes (sections IV A and IV B respectively). We derive expressions for the probability distribution function of the optimal efficiency of the nanomotors. We also identify the regime that should ensure that most of the AAQMs will be efficient. Finally, in Sec. V we summarize our main results and discuss the possible extensions and consequences of them.
II. CURRENT-INDUCED FORCES

In the present work, we deal with devices like those depicted in Fig. 1. There, the flow of electrons, induced by a voltage bias between two reservoirs, moves a rotating piece [the rotor in Fig. 1(a)] or push an artifact along a track [the shuttle in Fig. 1(b)]. The physical reason why those nanoelectromechanical devices work can be readily understood in terms of linear momentum conservation. Indeed the mathematical expressions for the current-induced forces (CIFs) can be derived intuitively solely based on that.

For simplicity, we will not consider the electron spin and we will neglect all equilibrium CIFs, e.g., those forces due to scattering at the system-lead boundaries. Let us take the case of the shuttle depicted in panel (b) of Fig. 1. For the rotor, panel (a) of Fig. 1 the following arguments will remain since the potential sensed by the electrons changes with $\theta$ (the angle that sets the position of the rotor) in almost the same way as how the potential in the shuttle changes with $x$ (the coordinate that sets the position of the shuttle). See appendix B. In panel (b) of Fig. 1, the presence of the shuttle perturbs the potential sensed by the electrons moving along the wire yielding a Hamiltonian $\hat{H}_e(x)$. The dependence of $\hat{H}_e$ with the relative position of the moving piece $x$ results from the displacement of the potential. The net force produced by the current comes from the interaction of the electrons with this potential. Electrons injected from a reservoir $\alpha$ can be reflected with probability $R_\alpha(\varepsilon)$. Due to linear momentum conservation, the electrons reflected transfer a momentum $\Delta p_\alpha$ to the shuttle. The number of electrons per unit time coming from a channel $\alpha$ with energy between $\varepsilon$ and $d\varepsilon$ is

$$f_\alpha N_\alpha d\varepsilon / (2d\varepsilon)v_\alpha,$$

where the first quantity in parenthesis is the number of electrons per unit length moving towards the system, and $v_\alpha(\varepsilon)$ is the velocity of the carriers. The function $f_\alpha(\varepsilon)$ is the occupation probability, $N_\alpha(\varepsilon)$ is the density of states per unit length, and the factor $(1/2)$ comes from counting only the electrons traveling in one of the two possible directions. Now, the net force sums contributions of electrons coming from all reservoirs and possible energies (integrating over $\varepsilon$). The result is

$$F_x = \sum_\alpha \int f_\alpha(\varepsilon) N_\alpha(\varepsilon) / 2v_\alpha(\varepsilon)R_\alpha(\varepsilon)\Delta p_\alpha(\varepsilon)d\varepsilon.$$

Noticing that the density of states and the group velocity compensates precisely $N_\alpha \approx 2/\hbar v_\alpha$, yields the simpler form

$$F_x = \sum_\alpha \int 1/\hbar f_\alpha(\varepsilon)R_\alpha(\varepsilon)\Delta p_\alpha(\varepsilon)d\varepsilon,$$

where $\hbar$ is the Planck’s constant. Similar expressions have been derived using heuristic or semiclassical arguments. In the following, we will arrive at the same expression through formal quantum arguments.

If the moving piece of a nanodevice is large enough it is usually a good approximation to treat the system under the nonequilibrium Born-Oppenheimer approximation, or Ehrenfest approximation. In these, the dynamics of the electronic and mechanical degrees of freedom are well separated in time and the mechanical degrees of freedom can be treated classically. The dynamics of the mechanical nanodevice is governed by the mean value of the CIFs exerted by the quantum particles over the classical degrees of freedom $\bar{x}$. The expectation value of the force operator $F_x$ is given by

$$F_x = \langle -\frac{\partial \hat{H}_e}{\partial x} \rangle = \text{tr} \left[ i\hat{\pi}/\hbar \hat{G}_<(t,t) \right],$$

where $\text{tr} [\cdot]$ is the trace, $\hat{\pi}$ is the electronic Hamiltonian, and $\hat{G}_<(t,t)$ is the lesser Green’s function in the Keldysh-Kadanoff-Baym formalism, which evaluated at equal times is proportional to the density matrix. The above expression can be handled to be fully written in term of the scattering matrix $S$ resulting in

$$F_x = \sum_\alpha \int \frac{d\varepsilon}{2\pi i} f_\alpha(\varepsilon) \left\{ S^\dagger \frac{\partial S}{\partial x} \right\}_{\alpha\alpha}.$$

For one dimensional systems, the scattering matrix of spinless noninteracting particles is a $2 \times 2$ matrix. The
most general unitary scattering matrix of this type can always be written as
\[
S = \begin{pmatrix} r & t \\ t' & r' \end{pmatrix} = e^{i\chi} \begin{pmatrix} e^{i\theta} \cos \beta & i e^{-i\theta} \sin \beta \\ i e^{i\theta} \sin \beta & e^{-i\theta} \cos \beta \end{pmatrix},
\]
where \( r \) and \( t \) are respectively the reflection and transmission amplitude coefficients; \( \chi \in [0, \pi] \) is a global arbitrary phase that depends on the choice of the origin for the two channels; \( \theta \in [0, 2\pi] \) varies when the scatterer is shifted; \( \beta \in [0, \pi/2] \) determines the module of reflection and transmission coefficients; and \( \phi \in [0, 2\pi] \) only becomes relevant for quantum pumping (or CIFs) under the presence of a vector potential varying with \( x \). See Ref. [28] for a deeper discussion.

In this work, we are only considering systems without magnetic fields \( (t_{LR} = t_{RL} \Rightarrow \phi = 0) \). Then, the quantity within braces in Eq. [5] results in
\[
\{S^\dagger \partial_x S\}_{LL/RR} = i (\partial_x \chi) \pm i (\partial_x \theta) R
\]
where we used \( S^\dagger S = I \), and \( R = \cos^2 \beta \). The equilibrium force \( F^{eq} \) [defined for the average Fermi energy \( f_0 = (f_L + f_R)/2 \), and the nonequilibrium force \( F^{ne} \) (where \( F = F^{eq} + F^{ne} \)] results in [46]
\[
F^{eq} = \int \frac{d\varepsilon}{\pi} f_0 (\partial_\varepsilon \chi),
\]
\[
F^{ne} = \frac{1}{2\pi} \int \frac{d\varepsilon}{\pi} (\partial_\varepsilon \theta) \left[ f_L - f_R \right].
\]
Now using \( d\theta = 2kdx = 2kT_R dx d\phi, \pm 2i\hbar k = \Delta \mu_{L/R} \), and neglecting equilibrium forces, one arrives to Eq. [8]. As discussed in Ref. [28] section 2.3, a change in \( \chi \) is related to a variation of the occupation of the system. Therefore, the interpretation of the forces acting on the analyzed systems is the following: equilibrium forces come from changes in the occupation of the system, while nonequilibrium forces come from momentum conservation of the scattered electrons. As mentioned before, for simplicity we will neglect equilibrium forces in the treatments of both the rotor and the shuttle.

For a small bias voltage and low temperatures, we can simplify even further Eq. [8] yielding
\[
F = (1 - T) \frac{k_F}{\pi} \delta \mu,
\]
where \( \delta \mu = \mu_L - \mu_R \), with \( \mu_L \) and \( \mu_R \) being the left and right chemical potentials of the reservoirs respectively, and \( k_F = k(\varepsilon_F) \) is evaluated at the Fermi energy \( \varepsilon_F \). An average value of \( T \) can also be used in Eq. [9] if transmittances varies significantly in the energy range between \( \mu_L \) and \( \mu_R \).

The total pumped charge \( Q \) associated to a displacement \( L \) of the shuttle or the rotor can be obtained by using the Onsager’s relation between the pumped current and the nonequilibrium part of the CIFs [30,15,16,19,29,40]
\[
\frac{\partial F}{\partial (\delta \mu)} \bigg|_{eq} = \frac{\partial I}{\partial x} \bigg|_{eq}.
\]
where \( I \) is the current. Multiplying both sides of Eq. [10] by \( \delta \mu \) and integrating over the trajectory of the system (the integration \( \int dx \) is not necessarily carried out over the period of a cyclic motion) results in
\[
W - W^{eq} = \langle Q/e \rangle \delta \mu,
\]
where \( e \) is the electron’s charge, \( W \) is the total work done by the CIFs, and \( W^{eq} = \int F^{eq} dx \). \( F^{eq} \) is the equilibrium component of \( F \), i.e. \( F \approx F^{eq} + \partial_{\mu} F \delta \mu \) in the limit of small voltages. The total charge pumped by the motion of the system, \( Q \), can be calculated by using Eq. [11] and assuming \( F^{eq} \approx 0 \), giving
\[
Q = e(1 - \langle T \rangle_x) \frac{Lk_F}{\pi}.
\]
where \( \langle T \rangle_x \) is the average value of \( T \) along the trajectory, \( \langle T \rangle_x = \frac{1}{L} \int_0^L T dx / L \). Note, that, for the case of the shuttle, \( T \) does not change during the trajectory (\( \langle T \rangle_x \), and \( T \) are the same), but for the rotor, there can be differences. This will affect the probability distribution function of \( T \) and \( \langle T \rangle_x \), \( P(T) \) and \( P(\langle T \rangle_x) \) respectively. We will address this point later in section II B 4 and in appendix C. Similar expressions to Eq. [12] have been previously reported in literature [28,41]. Notice that in Eqs. [9] and [12] the particularities of the potential profile enters only through the transmittance. Thus, the expressions are quite general.

From eqs. [9] and [11] it results evident that total reflection of electrons is crucial to maximize the force. In the Thouless adiabatic quantum motor studied in Refs. [10,12,17,22, and 23] the high performance of the proposed adiabatic quantum motor is a consequence of a reflection coefficient exponentially close to 1, as result from a precise periodicity of the potential. Disordered unidimensional systems also present almost zero transmittance, with the advantage that much less control is required for the realization of the device. However, they have the disadvantage that they are random by nature. In the following, we will study how the stochastic feature of nanoelectromechanical devices based on Anderson’s localization affects their performance.

## III. CURRENT-INDUCED FORCES IN THE ANDERSON’S MODEL.

Let us consider the case of electrons that move along a wire of length \( L \) but whose potential energy is stochastic. The aleatory nature of this potential can be due, e.g., to the proximity of randomly placed impurities on the surface of the rotor or the shuttle. As we know from the pioneer works of P. W. Anderson [22] the disorder in unidimensional or quasi-unidimensional systems causes the localization of eigenstates. This quantum phenomenon can be understood as a breakdown of extended states where an eigenfunction of the system, \( \psi \), can be roughly described by an exponential function as \( \psi(x) \propto e^{-|x-x_0|/\xi} \)
for \( x \to \pm \infty \), where \( \xi \) is the localization length and \( x_c \) is a localization center.\(^{24} \)\(^{42} \)\(^{43} \) The transmittance \( T \) of such systems connected to reservoirs should depend exponentially on the ratio between \( L \) and \( \xi \) as

\[
T \sim \exp \left( -\frac{2}{\tilde{\xi}} \right),
\]

where \( \tilde{\xi} \) is the reduced localization length, \( \tilde{\xi} = \xi / L \).

For systems in a strong localized regime, \( 1/\xi \gg 1 \), the factor \( (1 - T) \) in Eq. 3 can be taken as 1. In that case, the nonequilibrium CIFs take their maximum value, \( F = k_F \delta \mu / \pi \). However, a complete description of the properties of these stochastic systems should be given in terms of probability distribution functions. In our case, first we will be interested in describing \( P(\xi) \), the probability distribution function of the reduced localization length. This function depends, in principle, on the model used to describe the disorder.

The most extensively studied model of disordered one dimensional systems is the Anderson’s model. There, the wire is described by a tight-binding chain of length \( L = N a \), where \( a \) is the lattice constant and \( N \) the number of sites. The Hamiltonian in this case is

\[
\hat{H} = \sum_{n=1}^{N} \left[ E_n c_n^\dagger c_n - V \left( c_{n+1}^\dagger c_n + c_n^\dagger c_{n+1} \right) \right] ,
\]

where \( c_n^\dagger \) and \( c_n \) are the creation and annihilation operators at site \( n \), and \( V \) is the hopping parameter. The disorder is modeled by random site’s energies, \( E_n \), which are chosen from a uniform random distribution with \( |E_n| \leq \Delta E / 2 \). At its edges, the wire is connected to leads. This adds a self energy \( \Sigma(\varepsilon) \) at the local energy \( E_{1(\infty)} \) of the effective Hamiltonian\(^{10} \)\(^{46} \)

\[
\hat{H}_{\text{eff}} = \hat{H} + \Sigma(\varepsilon)[c_1^\dagger c_1 + c_N^\dagger c_N],
\]

where

\[
\Sigma(\varepsilon) = \lim_{n \to 0^+} \frac{\varepsilon + i \eta}{2} - \text{sgn}(\varepsilon) \sqrt{\left( \frac{\varepsilon + i \eta}{2} \right)^2 - V^2}.
\]

In this model, the parameter \( a \) can be interpreted as the typical length of the defects while \( \Delta E \) accounts for the width of the distribution function of their energy. If required, the hopping parameter \( V \) can be obtained from the discretization of the Schrödinger equation in the continuous, \( V = \hbar^2 / 2m^* a^2 \) where \( m^* \) is the mass of the electron\(^{46} \).

Within the Anderson’s model there are different regimes of disorder. In this work, we will focus only on the weak disorder regime, i.e., \( \Delta E \ll V \). There, the probability distribution function of \( \xi \) is well described by\(^{42} \)

\[
P(\tilde{\xi}; \xi_0) \propto \frac{1}{\xi_0} \exp \left( -\frac{(1/\tilde{\xi} - 1/\xi_0)^2}{2/\xi_0} \right),
\]

where \( \xi_0 \) accounts for the disorder–relevant microscopic details of the system\(^{48} \) and can be obtained from\(^{42} \)

\[
\frac{1}{\xi_0} = \left( \frac{L}{a} \right) \frac{(\Delta E/V)^2}{96 \left( 1 - \left( \frac{\Delta E}{V} \right)^2 \right)^2} = \frac{L \Delta E^2 a}{24 v_F^2 \hbar^2}.
\]

where \( v_F \) is the Fermi velocity.

In Fig. 2 we compare the probability distribution function given by eqs. 2 and 17 with that obtained from the histograms of numerical calculations. We show \( P(\xi; \xi_0) \) for two different disorder strengths, \( \Delta E / V = 0.15 \) and \( \Delta E / V = 0.2 \), which gives \( 1/\xi_0 = 24 \) and \( 1/\xi_0 = 43 \) respectively. Only small deviations were found for the conditions explored. The value of \( \xi \) for each numerical calculation with random site energies, was obtained from the direct inversion of Eq. 13 \( 1/\xi = -\lim_{L \to \infty} \ln (T/2L) \). The transmittances were calculated by using the Fisher and Lee formula and the Green’s functions were evaluated from the effective tight-binding Hamiltonian shown in Eq. 22. See Refs. 10 and 46 for more details about this type of calculations.

Results shown above confirm that we can describe the probability distribution function of the localization length by a closed formula. Given \( P(\xi; \xi_0) \), it is not difficult to obtain the probability distribution function of the transmittance \( P(T; \xi_0) \) by using Eq. 13 and resorting to the transformation of stochastic variables, \( P(T; \xi_0) = \int_{\xi_0}^{\infty} P(\xi; \xi_0) (d\xi / dT) . \)\(^{19} \) Thus, it should also be easy to obtain the probability distribution function of the nonequilibrium CIFs \( P(F) \). However, as we are interested in the regime where \( L \gg \xi \), it is expected that the CIF is always very close to its maximum value.
we neglected the reflections due to the edge of the on the geometry given by the panel (a) of Fig. 9 we compare the maximum value of the tight-binding CIFs are larger than the theoretical maximum value of nonequilibrium Rium CIFs, \( F = \delta \mu k_F / \pi \). Grey solid lines show the force for different disorder realizations. The Black solid line gives the average of the grey solid lines for \( N = 20 \) realizations. In the calculations we used \( L = 10^4 a \) and \( \Delta E/V = 0.2 \).

In Fig. 3 we compare the maximum value of the nonequilibrium CIF (red dashed line), with \( T = 0 \), and that obtained from the tight-binding calculations. The numerical values of the CIFs were obtained by using Eq. on the geometry given by the panel (a) of Fig. 1. The systems consisted of 10000 sites with random values of sites energies but with a linear smoothing over the first and last 50 sites. The smoothing function, which always makes zero the energy of the first and last sites of the chain, was used to emulate the effect of the cable coming into contact with the rotor, see appendix 13. Periodic conditions in the sites energies were imposed for the explicit calculation of the derivatives of the scattering matrix, \( \hat{S}_{\alpha,\beta} \approx \left( S_{\alpha,\beta}(x + \delta x) - S_{\alpha,\beta}(x - \delta x) \right) / (2\delta x) \). The scattering matrices were obtained from the Green functions of the tight-binding Hamiltonian as shown in Refs. 3, 10, 16, and 46.

As can be seen in Fig. 3 Eq. (with \( T \approx 0 \)) is in excellent agreement with the numerical simulations, especially for energies close to the band-edge. This confirms the validity of our model. This figure also shows that there is no real need for a \( P(F|\tilde{\xi}_0) \) under the conditions of interest, \( \tilde{\xi}_0 \ll 1 \), where most of the realizations give \( \xi \ll L \). Note that at low energies there are some points where the tight-binding CIFs are larger than the theoretical maximum value. This is only due to the fact that in deriving Eq. 3 we neglected the reflections due to the edge of the system. These reflections cause the appearance of small equilibrium forces that will contribute to the total force calculated numerically. Just for completeness, we give the formula for the probability distribution function of the CIFs.

\[
P(F|\tilde{\xi}_0) = P(\tilde{\xi}(F)|\tilde{\xi}_0) \frac{\tilde{\xi}^2(F)}{1 - F},
\]

where we have defined the reduced CIF \( \tilde{F} = F / (\delta \mu_L k_F / 2\pi) \), and \( \tilde{\xi}(F) = -1 / \ln (1 - \tilde{F}) \).

The fact that nonequilibrium CIFs can be well approximated by its maximum value suggests that the efficiency \( \eta \) of the nanoelectromechanical devices build from them will always be maximum, i.e. \( \eta \approx 1 \). However, this naive approach fails when we include in the analysis the energy dissipated by the friction and the period of the movement. In the next section, we will see that even when we approximate \( F \) by its maximum value, the probability distribution function of \( P(\eta) \) shows a nontrivial dependence on the system parameters and the type of devices one is dealing with.

IV. EFFICIENCY.

The performance of a nanomachine can be evaluated through its thermodynamic efficiency \( \eta = P_{\text{out}} / P_{\text{in}} \), given by the ratio between the output power \( P_{\text{out}} \) and the total incoming power \( P_{\text{in}} \). The former, \( P_{\text{out}} \), is the difference between the power produced by the CIFs, \( W/\tau \), and the power dissipated by friction, \( \int_0^\tau \gamma \dot{x}^2 dt / \tau \), where \( W = \int Fdx \), \( \gamma \) is the friction coefficient, and \( \tau \) is the period of the rotor or the time during which the shuttle is being moved. The incoming power \( P_{\text{in}} \) is the current times the voltage, but the current has two contributions, the bias-dependent current \( I_{\text{bias}} \) and the pumped current \( I_{\text{pump}} \). At low voltages and temperatures, the bias-dependent current is given by \( I_{\text{bias}}(x) = (e/\hbar)T(x)\delta \mu_L \), while the pumped current is given by \( I_{\text{pump}} = Q/\tau \). Then, the efficiency can be written as

\[
\eta = \frac{W/\tau - \int_0^\tau \gamma \dot{x}^2 dt / \tau}{W/\tau + e^2 / \hbar \delta \mu^2},
\]

where we have used Eq. 11 \( F_{\text{eq}} \approx 0 \), and \( \langle T \rangle_t = \int_0^\tau T dt / \tau \). The efficiency depends on the dynamics of the movable piece. However, as we will show in the next subsections, it is possible to obtain closed formulas for the probability distribution function of the maximum (or optimal) efficiency reached with a given set of parameters.

In particular, we will assume negligible equilibrium forces, a constant friction coefficient, and insignificant stochastic forces. The latter implies small temperatures and/or large masses of the rotor or the shuttle, see Ref. 14. Let us take the CIFs as constant in a limit of small temperatures and voltages. Then, the equation of motion of the system during a given time interval \( t \in [0, \tau] \) is

\[
F_{\text{total}} = m\ddot{x} - \gamma \dot{x},
\]
where \( m \) is the mass of the shuttle, \( \dot{x} \) is the velocity, and \( \ddot{x} \) the acceleration (for the rotor just replace the mass by a moment of inertia and the force by a torque). The total force is \( F_{\text{total}} = F - F_{\text{load}} \), i.e., the difference between the CIF \( F \) and the force produced by a load \( F_{\text{load}} \). This \( F_{\text{load}} \) can have different functional forms. For example, it can be proportional to a velocity, in which case it can be assimilated within an effective friction coefficient. But it can also be the force needed to break or form a molecular bond, or moved the system against an electric field. In any case, it can be treated as a correction to an effective voltage bias, possibly an \( x \)-dependent one. It all depends on the case being studied. For the present purposes we will consider \( F_{\text{load}} = 0 \), i.e., its effect is already included in \( \dot{\gamma} \dot{x} \), or in an effective voltage bias. Under these conditions, Eq. (24) results in a simple first order differential equation yielding

\[
\dot{x}(t) = \frac{F}{\gamma} \left(1 - e^{-\frac{t}{\tau}}\right),
\]  

(22)

where we have set \( \dot{x}(0) = 0 \) and \( x(0) = 0 \) for convenience.

In the following subsections, we will study two different dynamical regimes, the short-time and the steady-state regimes. For an adiabatic quantum motor like that shown in Fig. 1(a), one is usually interested in steady-state conditions where the energy dissipated by the friction and the load is exactly compensated by the input energy and then \( x(t) = x(t + \tau) \). On the other hand, for the shuttle shown in Fig. 1(b), the system is expected to be far from the mentioned compensation condition and one is interested in the short-time regime. In this sense the examples shown in Fig. 1 are complementaries.

## A. The shuttle in the short-time regime.

Unlike the case of the rotor, the movement of the shuttle is not cyclic but is being driven through a linear and finite region, see scheme shown in Fig. 1(b) For simplicity, we will assume that equilibrium forces are negligible and the friction coefficient is constant. The efficiency will depend on the specific motion followed by the shuttle. However, just to gain some insight into its physics we will consider that the shuttle is at rest at \( t = 0 \). Then, a constant voltage bias \( \delta \mu/e \) is applied during a time \( \tau \), producing a constant CIF, \( F \). Under these conditions, the dynamics of the shuttle can be described by Eq. (22)

The efficiency is given by Eq. (20) where the total work of the CIFs is now \( W = F x(\tau) \). If the total length of the guide along which the shuttle is being moved is small and the friction coefficient is also small, the short time regime holds, i.e., \( \tau \ll m/\gamma \). Then, the movement of the shuttle can be described by \( x(t) \approx F/(2m)t^2 \) and the power dissipated by friction results in \( \int_0^\tau \dot{x}^2 dt/\tau \approx \frac{2}{3} \frac{F^2}{m} \). Using this, defining the dimensionless time \( \tilde{\tau} = \gamma \tau / m \), and using Eq. (11) to write \( (Q/e) \delta \mu / \tau = W/\tau \), where the CIFs are given by Eq. (9) one can write the efficiency in the limit \( \tau \ll m/\gamma \) as

\[
\eta = \frac{1 - \frac{\nu}{\tilde{\tau}}}{1 + \frac{\nu}{\tilde{\tau}}},
\]  

(23)

Here, we have defined an additional dimensionless quantity, \( \nu = \frac{Q^2}{x^2(\tau)\gamma^2 \tau} \frac{h}{\gamma} \). Noticing that the \( x(\tau) \) factor should be used instead of \( L \) in Eq. (12) and that \( T \) is independent of \( x \), allow us to write \( \nu \) as

\[
\nu = \frac{h}{\gamma} \left(1 - \frac{\tau^2}{T h} \left( \frac{k_F}{\pi} \right)^2 \right).
\]  

(24)

For a given disorder and Fermi energy, the value of \( \nu \) is fixed, as it depends only on intrinsic properties of the system. However, it could still be theoretically possible to control variables such as the voltage bias or the load to manipulate \( \tau \). Then, it is interesting to study the maximum value of \( \eta \) accessible within a given device. One can check that, according to Eq. (23) the value of \( \tilde{\tau} \) that maximizes \( \eta \) is

\[
\tau_{\text{op}} = \frac{1}{\nu} \cdot \left( -2 + \sqrt{3\nu + 4} \right),
\]  

(25)

where the subscript “op” stands for “optimal”. Inserting Eq. (25) into Eq. (23) gives

\[
\eta_{\text{op}} = \frac{1 - \frac{2}{\nu}}{1 + \frac{2}{\nu}} \left( -2 + \sqrt{3\nu + 4} \right),
\]  

(26)

which is the maximum value of the efficiency in a device characterized by a given \( \nu \) in the limit \( \tau \ll m/\gamma \).

As shown by Eqs. (24) and (26) \( \eta \) not only depends on \( T \) but on a combination of factors, given by \( \nu \). One consequence is that having a small value of \( T \) which ensures \( F \approx k_F \delta \mu / \pi \), not necessarily implies values of \( \eta \) close to one. The difference in the behavior of \( \eta \) and \( F \) for small \( T \) is worsened by the nonlinear dependence of \( \eta \) on the transmittance. Therefore, it is possible to have an ensemble of nanomotors where almost all of them present CIFs close to the maximum value, but with low efficiencies. This is why the probability distribution function of \( \eta \) may be relevant even when most of the nanomotors have \( \xi \ll L \).

We can obtain the probability distribution function of the optimal efficiency \( P(\eta_{\text{op}}) \) by resorting to the stochastic-variables transformation theorem

\[
P(\eta_{\text{op}}|\nu_0) = P(\tilde{\xi}(\eta_{\text{op}})|\tilde{\xi}(\nu_0)) \left| \frac{d\tilde{\xi}}{dT} \frac{dT}{d\nu} \frac{d\nu}{d\eta_{\text{op}}} \right|. \]  

(27)

The first two derivatives in Eq. (27) can be obtained from Eqs. (13) and (24) giving

\[
\frac{dT}{d\nu} = \frac{\tilde{\xi}^2}{2T} \quad \text{and} \quad \frac{dT}{d\nu} = -\frac{T}{\nu}.
\]  

(28)

Note that we used \( 1 - T \approx 1 \) for the second inverse function as we are interested in the regime \( \xi \ll 1 \). To obtain
\( \frac{d\nu}{d\eta_{op}} \) we need the inverse of Eq. 26 which is
\[
\nu = \frac{16}{3} \frac{\eta_{op}}{(1 - \eta_{op})^2}. \tag{29}
\]
Then, the last derivative needed in Eq. 27 is
\[
\frac{d\nu}{d\eta_{op}} = \frac{\nu}{\eta_{op}} \frac{1 + \eta_{op}}{(1 - \eta_{op})}. \tag{30}
\]
As shown by Eq. 13, once one works with the reduced CIF, \( \tilde{F} \), the probability distribution function of the CIFs is controlled by only one parameter, \( \xi_0 \). Regrettably, the probability distribution function of \( \eta_{op} \) cannot be written only in terms of \( \xi_0 \), as it truly depends on other parameters, namely the friction coefficient \( \gamma \) and \( k_F \). However, this issue can be solved by defining \( T_0 \) as the value of \( T \) obtained by replacing \( \xi \) by \( \xi_0 \) in Eq. 13 and then \( \nu_0 \) as the value of \( \nu \) obtained by replacing \( T \) by \( T_0 \) in Eq. 24 (with \( k_F \) and \( \gamma \) fixed). Then, one can use \( \nu_0 \) as the single parameter that controls the probability distribution function of \( \eta_{op} \), \( P(\eta_{op}|\nu_0) \). Using Eqs. 27, 30 one obtains
\[
P(\eta_{op}|\nu_0) = P(\tilde{\xi}|\tilde{\xi}_0) \frac{d\tilde{\xi}}{d\eta_{op}} = P(\tilde{\xi}|\tilde{\xi}_0) \left( \frac{c^2}{2} \frac{1 + \eta_{op}}{\eta_{op}(1 - \eta_{op})} \right). \tag{31}
\]
where \( \tilde{\xi} \equiv \tilde{\xi}(\eta_{op}) \) and \( \tilde{\xi}_0 \equiv \tilde{\xi}_0(\nu_0) \). The explicit dependence of \( \xi \) with \( \eta_{op} \) can be obtained by combining Eqs. 29, 24 (in the limit \( T \ll 1 \)), and 13
\[
\tilde{\xi} = 2 \left[ \ln \left( \frac{16\pi^2}{3h k_F^2} \frac{\eta_{op}}{1 - \eta_{op}} \right) \right]^{-1}. \tag{32}
\]
In Fig. 4 (a) we plot the probability distribution function of the optimal efficiency \( P(\eta_{op}|\nu_0) \) (in colors), as function of \( \eta_{op} \) and \( \nu_0 \). We can see that the most probable efficiencies gather around \( \eta_{op} = 0 \) and \( \eta_{op} = 1 \) with a clear dependence on \( \nu_0 \). For small values of \( \nu_0 \) \( (\nu_0 \ll 1) \), almost all nanomotors are inefficient, while for large ones \( (\nu_0 \gg 1) \), almost all nanomotors are highly efficient. This can be better appreciated in Figs. 2 (b) and 2 (c). There is no clear cut between these two regimes but according to Fig. 4 the region of intermediate behavior is around \( \nu_0 \approx 1 \). Equations 13, 23 and 24 together with \( \nu_0 > 1 \), allow us to write the condition for the minimum disorder strength needed to ensure efficient nanomotors:
\[
\Delta E^2 a > 12 \frac{\nu^2 \hbar^2}{L} \ln \left[ \frac{\gamma}{\hbar} \left( \frac{\pi}{k_F} \right)^2 \right]. \tag{33}
\]
In Appendix A we discuss the feasibility of AAQMs based on the above equation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{(a) Probability distribution function of the optimal efficiency \( P(\eta_{op}|\nu_0) \) as function of the optimal efficiency \( \eta_{op} \) and the parameter \( \nu_0 \) (see discussion above Eq. 32). (b) Horizontal cuts of panel a. (c) Probability of achieving a given interval of optimum efficiency, between \( \eta_{op} \) and \( \eta_{op} + \delta\eta_{op} \).}
\end{figure}

\section{The rotor in the steady-state regime.}

Once the rotor reaches the steady-state regime, the terminal velocity \( \dot{x} \) can be approximated by \( L/\tau \), where \( L \) is the rotor’s perimeter here. Then, the power dissipated by friction becomes \( \int_0^\tau \gamma \dot{x}^2 dt/\tau \approx \langle \gamma \rangle L^2/\tau^2 \), where \( \langle \gamma \rangle = \int_0^\tau \gamma dt/\tau \). As discussed in Refs. 10 and 20, the above approximations will be accurate when the average kinetic energy of the system at steady-state is much larger than the difference between the maximum and minimum of the potential energy given by the equilibrium forces. This case holds for large moments of inertia, large voltages, or small friction coefficients. Stochastic forces can also take us away from the approximation \( \dot{x} \approx L/\tau \) but their effect on the dynamics diminishes when the moment of inertia increases or when the temperature decreases. In summary, the expression we are about to discuss should be accurate under the former conditions, see Refs. 10 and 20, but one should keep in mind that some deviation may appear for realistic systems, especially for small terminal velocities (large \( \tau \)’s) where equilibrium forces can dramatically alter the dynamics leading to hysteresis-like cycles for example. 10, 20
One should also keep in mind that, high terminal velocities, small \( \tau \)’s, could break the adiabatic approximation leading to deviations of the equations of motion 10, 20.
We start by rewriting Eq. 20 using Eq. 11 to write $(Q/e)\bar{\delta}/\tau = W/\tau$, and defining the dimensionless period $\tau = (Q/e)\bar{\mu}/\tau$. This yields
\[
\eta = \frac{1 - \frac{1}{\tau}}{1 + \frac{1}{\nu}}.
\] (34)

As before, we have defined the dimensionless quantity $\nu = \frac{Q^2}{\gamma \langle T \rangle_1}$, which can be simplified using Eq. 12
\[
\nu = \frac{h}{\gamma} \left( \frac{1 - \langle T \rangle_x^2}{\langle T \rangle_x} \right)^2, \quad (k_F) = \frac{2h}{\gamma} \left( \frac{k_F}{\eta} \right)^2. \quad (35)
\]

The optimal value of $\bar{\tau}$ that maximizes the efficiency is given by
\[
\bar{\tau}_{\text{opt}} = 1 + \sqrt{1 + \nu}. \quad (36)
\]

Now evaluating $\eta$ at $\bar{\tau}_{\text{opt}}$ yields
\[
\eta_{\text{opt}} = \frac{2 + \nu - 2\sqrt{1 + \nu}}{\nu}. \quad (37)
\]

To obtain closed formulas for $P(\eta_{\text{opt}} | \eta_0)$, one requires the expression for $P(\langle T \rangle_x)$, the probability distribution function of the transmittances averaged over a full cycle of the rotor. We numerically study $P(\langle T \rangle_x)$ and found two limiting situations where it can be easily calculated, see appendix C. When the wire completely wraps the rotor, $P(\langle T \rangle_x)$ can be approximated by $P(T)$. This finding is, at present, based only on numerical evidence for the used parameters, $\Delta E \ll V$ (the weak disorder limit), the Fermi energy close to the band edge, and $L/a \gg 1$ (such that $T \ll 1$). In the opposite case, a small contact region, $P(\langle T \rangle_x)$ becomes a narrow function centered around $\langle T \rangle$, the average value of $T$ over different sampling of impurities. There, $T$ can be taken as constant, as well as $\eta$. The explanation for the latter limiting situation is simple. In the limit of $R \to \infty$ at $L$ constant a full rotation of the systems implies that every possible combination of impurities have been sampled for $T$, then $\langle T \rangle_x$ is simply $\langle T \rangle$. For intermediate regimes, the function $P(\langle T \rangle_x)$ is more difficult to model providing a smooth transition between the two other regimes. However, once obtained, numerically, for example, the formulas we are about to discuss can be straightforwardly corrected following the same procedure to the one discussed here and in the previous section. Finally, one last assumption has to be made in Eq. 35 $(\langle T \rangle_x) \approx \langle T \rangle$. In this case, averaging over time or averaging over the coordinate are the same for a rotor moving at a constant velocity, approximation discussed at the beginning of this section.

Taking into account the above discussion, we propose the following concrete functional form for $P(\langle T \rangle_x)$, which should be a good approximation, according to numerical evidence, when the wire completely wraps the rotor,
\[
P(\langle T \rangle_x | \eta_0) \approx P(\bar{\eta} | \eta_0) \frac{d\bar{\eta}}{d\langle T \rangle_x}. \quad (38)
\]

Here, $P(\bar{\eta} | \eta_0)$ is given by Eq. 17 and $\langle T \rangle_x = \exp[\bar{\eta}]$. With this functional form, the equality $P(\langle T \rangle_x | \eta_0) = P(T | \eta_0)$ is obviously fulfilled.

To calculate the distribution function $P(\eta_{\text{opt}} | \eta_0)$, we need the following inverse functions
\[
\bar{\xi} = -2\ln(\langle T \rangle_x)^{-1}, \quad (\langle T \rangle_x) \approx \frac{h}{\gamma \nu} \left( \frac{k_F}{\eta} \right)^2, \quad \nu = \frac{4\eta_{\text{opt}}}{(1 - \eta_{\text{opt}})^2}. \quad (39)
\]

Note that the last formula is proportional to $\nu(\eta_{\text{opt}})$ for the short-time regime given in Eq. 29 (with a factor 4 instead of $\frac{16}{3}$). Combining the above expressions allow us to obtain the relation between $\tilde{\xi}$ and $\eta_{\text{opt}}$
\[
\tilde{\xi} = 2 \left[ \ln \left( \frac{4\gamma^2 \pi^2 \eta_{\text{opt}}}{hk_F^2 (1 - \eta_{\text{opt}})^2} \right) \right]^{-1}. \quad (40)
\]

Using the above, one can find that the approximated probability distribution function of the maximum efficiency of the example treated here results in exactly the same as that shown in Eq. 33. Therefore, the discussion about Fig. 1 remains the same for the present case, as well as the condition for the minimum disorder strength needed to ensure efficient nanomotors, see Eq. 33 and the discussion in appendix A.

V. CONCLUSIONS.

We have proposed what we called an Anderson adiabatic quantum motor (AAQM), i.e, a current-driven nanomotor based on Anderson’s localization. We have studied two geometries for AAQMs, the shuttle and the rotor (see Fig. 1). We have derived general expressions to evaluate the nonequilibrium current-induced forces (Eq. 3), as well as the efficiency (Eq. 20) of this kind of devices. Due to the stochastic nature of AAQMs, we based our analysis on the probability distribution functions of the properties of interest. We have shown that, under a certain regime of parameters, most of the disorder realizations result in systems with a maximal value of the current-induced forces, where the reflectance is almost one. However, the same regime of parameters not necessarily leads to a maximum efficiency. We have studied the performance of these devices in the short-time dynamical regime and under steady-state conditions. We have found an analytical expression of the probability distribution function of the maximum efficiency of the shuttle, see Eqs. 31 and 32. For the rotor, we have numerically found that, under certain conditions, the probability distribution function of the transmittances averaged over one period is well described by a simple formula that describes the probability distribution function of transmittances in the Anderson’s model of disorder. Using this, we have shown that, under certain conditions, both
dynamical regimes (the rotor in the steady-state regime and the shuttle in the short-time regime) present very similar probability distribution functions of their maximum efficiency (Eq. [41]) despite having quite different expressions for their efficiencies (Eqs. [23] and [34]). Finally, we provide an expression to estimate the minimal disorder strength required to obtain efficient nanomotors (Eq. [33]).

As compared with other proposals of adiabatic quantum motors [10,15–20] the AAQMs require, in principle, less control over the impurities or charges responsible for the position-dependent coupling between the electrons and the moving piece of the nanomotor. For this reason, we believe AAQMs should be easier to realize than other proposed adiabatic quantum motors. One drawback, which is common to most adiabatic quantum motors, is that AAQMs would require coherence lengths of the order of the nanodevice itself. Then, it would be interesting to understand to what extent AAQMs can tolerate decoherence in relation to the amount of disorder they possess. Although preliminary estimations seem promising, it would be important to study numerically concrete examples of AAQMs to evaluate their feasibility under realistic conditions. From a theoretical point of view, it would be interesting to understand the reason behind the found similarity between the probability distribution function of the transmittance of the rotor at a fixed position \( P(T) \) and the probability distribution function of the transmittance averaged over one cycle \( P((T)^\ast) \). Finally, the connection between disorder-induced localization and incommensurability [43,56] may open the door to another type of closely related adiabatic quantum motor.
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Appendix A: Estimation of disorder needed in an AAQM.

It is difficult to make general statements about the feasibility of AAQMs without resorting to particular cases. For example, the friction coefficient is expected to depend on the contact surface between the rotor and the wire (or the shuttle and the guide), \( v_F \) depends on the material and its doping, the characteristic of the disorder and thus the parameters that describe it (\( \Delta E \) and \( a \)) will depend on how the disorder is realized, etc. However, just for the sake of making a rough estimation let us take a concrete example of AAQMs with \( a = 2nm, L = 200nm, v_F = 10^3 m/s, k_F = 10^1 m^{-1} \), and \( \gamma = 2.5 \times 10^{-8} kg/s \) [21].

With these values and according to Eq. [33] the minimum disorder needed results in \( \Delta E = 0.44 eV \), which is about 10% of the hopping parameter corresponding to a \( \pi \) bond between carbon atoms in a conductive polymer [22].

As mentioned the friction coefficient may change substantially from one device to another. However, \( \Delta E \) depends only logarithmically on it, so the above estimation should be robust against a variation of \( \gamma \). On the other hand, \( v_F \) was taken from the order of magnitude of typical metals [23] where the Fermi energy is at the center of the conduction band. For energies closer to a band-edge, \( v_F \) is expected to be much smaller, which should reduce considerably the minimum value of the energy uncertainty required.

Appendix B: On the electron’s potential in a wire coiled around a rotor with fixed charges.

In Fig. 5 we show a simple example of the interaction between a rotor with a fixed charge and the electrons in a wire. As can be seen in panel (b), the effect of a rotation of the rotor on the potential sensed by the electrons...
can be modeled as a scatterer that appears from nowhere that then moves in a certain direction until it disappears again. The details of how the “scatterer” appears and disappears depend, of course, on the details of how the wire is coiled around the rotor. However, the shift of the “scatterer” with θ in a certain region is a universal characteristic that is just consequence of the fixed distance between the wire and the rotor in that region. For more complex potentials, caused by random charges, for example, the effect of a rotation of θ is the same. There is a small region from where new features of the potential gently appear, a region where there is a shift of the potential with θ, and a small region where the features of the potential gently disappear. In the numerical simulations discussed around Fig. 3 we modeled the dependence of the potential with θ in precisely that way. We tried different smoothing function (linear and Gaussian) to describe the appearance and disappearance of potential’s features, but only a small effect on the equilibrium part of the forces was observed. The same behavior was observed in the Thouless motor studied previously.10

The simple example analyzed here illustrates the mechanism behind the adiabatic quantum motions studied in this work, and the related adiabatic quantum pumps. They are caused by the “snow-plow” effect38,41,54 and momentum conservation of the reflected electrons. Describing the movement of the rotor by the Cartesian coordinates of a point over its surface, one can readily check that the trajectories will enclose the origin. This implies a net shift of the “scatterers” as in the case of impurities, along a conductor, being moved by the current, see for example section 1.7.4 of Ref. 54.

The difference is that here the features of the potential (or “scatterers”) appear from nowhere in a region and disappear in another region. A classical picture that can also help to understand the mechanism behind the rotor shown in panel (a) of Fig. 4 is that of a water wheel but with paddles randomly placed. The difference with this classical analog is that the potential energy caused by the “paddles” is smaller than the kinetic energy of the electrons. Thus, only quantum interferences can explain the reflection of the electrons and the movement of the rotor.

Appendix C: Differences between \( P(\langle T \rangle_x) \) and \( P(T) \)

To account for the differences between the probability distribution function of \( \langle T \rangle_x \) and \( T \), \( P(\langle T \rangle_x) \) and \( P(T) \) respectively, we performed a set of numerical calculations using the same tight-binding Hamiltonian as that shown in sec. III. In our calculations, we first sampled \( N_r \) site’s energies using a uniform probability distribution function of width \( \Delta E \). The Hamiltonian of the system was then constructed with the consecutive site’s energies \( E_j \) starting from \( j = j_0 \) and finishing with \( j = j_0 + N_{sys} \), with the periodic condition \( E_j = E_{j+N_r} \). The number of sites of the system was kept fixed in the simulations, \( N_{sys} = 1000 \). As in section III we imposed a linear smoothing over the first and last 50 sites and added a self-energy to first and last sites of the system. The transmittances were obtained from the Green function of the tight-binding Hamiltonian as shown in Refs. 6, 11, 16, and 10. All this was done to emulate a rotor with \( N_r \) sites (2\( \pi R \approx N_r a \)) in contact with a wire, where the contact region involved \( N_{sys} \) sites (\( L = N_{sys} a \)). The value of \( \langle T \rangle_x \) was obtained by averaging \( T \) over a cycle of the rotor, \( j_0 \) from 1 to \( N_r \). We repeated this procedure to obtain a set of \( \langle T \rangle_x \) values and made a normalized histogram to obtain \( P(\langle T \rangle_x) \). \( P(T) \) was obtained from the same simulations but with fixed \( j_0 \).

Some representative results of our calculations are shown in Fig. 6. There, one can notice that the behavior of \( P(\langle T \rangle_x) \) depends strongly on the ratio \( L/2\pi R \), the ratio between the contact region (\( L \)) and the perimeter of the rotor (2\( \pi R \)). However, two important limiting situations can be distinguished. When the wire completely wraps the rotor, \( P(\langle T \rangle_x) \) and \( P(T) \) are very similar. In the opposite limit, when the wire barely touch the rotor, \( P(\langle T \rangle_x) \) becomes a narrow function centered around the average value of \( T \), \( \langle T \rangle = \int T P(T) dT \).

![FIG. 6. Comparison between \( P(\langle T \rangle_x) \) and \( P(T) \). In the numerical simulations we used \( \Delta E/V = 0.2 \), \( L = 10^a \), and \( \epsilon/V = 1.9 \). The vertical line is \( -\log(\langle T \rangle)/2 \), where \( \langle T \rangle \) is the average value of \( T \).](image)
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