WAUC: A Multi-Modal Database for Mental Workload Assessment Under Physical Activity
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Assessment of mental workload is crucial for applications that require sustained attention and where conditions such as mental fatigue and drowsiness must be avoided. Previous work that attempted to devise objective methods to model mental workload were mainly based on neurological or physiological data collected when the participants performed tasks that did not involve physical activity. While such models may be useful for scenarios that involve static operators, they may not apply in real-world situations where operators are performing tasks under varying levels of physical activity, such as those faced by first responders, firefighters, and police officers. Here, we describe WAUC, a multimodal database of mental Workload Assessment Under physical activity. The study involved 48 participants who performed the NASA Revised Multi-Attribute Task Battery II under three different activity level conditions. Physical activity was manipulated by changing the speed of a stationary bike or a treadmill. During data collection, six neural and physiological modalities were recorded, namely: electroencephalography, electrocardiography, breathing rate, skin temperature, galvanic skin response, and blood volume pulse, in addition to 3-axis accelerometry. Moreover, participants were asked to answer the NASA Task Load Index questionnaire after each experimental section, as well as rate their physical fatigue level on the Borg fatigue scale. In order to bring our experimental setup closer to real-world situations, all signals were monitored using wearable, off-the-shelf devices. In this paper, we describe the adopted experimental protocol, as well as validate the subjective, neural, and physiological data collected. The WAUC database, including the raw data and features, subjective ratings, and scripts to reproduce the experiments reported herein will be made available at: http://musaelab.ca/resources/.

Keywords: mental workload, operator functional state, workload assessment, wearable sensors, multi-modal database, ambulant subjects

1. INTRODUCTION

The ability of humans to perform activities in an effective and sustainable way is crucial in situations where tasks are not fully automatic. In many scenarios, human performance might be safety-critical for human lives, such as in the case of tasks performed by aircraft pilots, firefighters, and first responders. In these cases, monitoring and quantifying the current capability of a subject
to correctly perform a task may be critical to prevent accidents and, consequently, save lives. In this context, the Operator Functional State (OFS) (Hockey, 2003a) research framework can be used to breakdown the relationship between human performance and the level of difficulty of the respective task (Ting et al., 2009). According to Hockey (2003b), OFS can be defined as “the variable capacity of the operator for effective task performance in response to task and environmental demands, and under the constraints imposed by cognitive and physiological processes that control and energize behavior.” The operator functional state can be thus seen as the resulting interaction between a subject and a task, given specific environmental (e.g., noise, movement, and temperature) and psychophysiological (e.g., sleep loss, illness, fatigue, and anxiety) conditions. While the interplay between human, task, and environment influences task performance, as a compensatory mechanism attempts to sustain task performance levels, this change of resource allocation might increase psychophysiological activation (Ting et al., 2009). The capability of reliably monitoring OFS is key to constraining work shifts and adapting task demand levels, thus ensuring that operators are safely and optimally performing the designated tasks (Wilson and Russell, 2003a).

OFS is also defined as the processes that mediate task performance under stress and high workload (Hockey, 2003a). In this work, we are interested in the impact of mental workload (MW) on the operator functional state. Across several definitions in the literature, MW can be summarized as a construct that encompasses one’s capability of performing a task along with the mental strain required for performing it under specific environmental conditions (Cain, 2007). The interest on studying this specific aspect that influences OFS stems from the importance of maintaining its balance during task execution. In case the operator needs to employ high levels of mental resources in order to achieve a required task performance for a long time, this might increase fatigue levels to such a point that the operator is no longer able to successfully perform the task. On the other hand, if the task is not demanding enough, it can lead to boredom and lack of engagement, which could also affect the operator’s performance (Wilson and Russell, 2003a; Jasper et al., 2016). However, devising an objective strategy to assess MW is still an open challenge. One of the main reasons is its subjectivity, as different factors such as previous experience and temporal pressure might affect how each subject perceives the level of difficulty when performing a task (Charles and Nixon, 2019).

Mental workload can be assessed via subjective ratings, task performance outcomes, and psychophysiological measures. Each method considers different inputs and presents different time resolutions. Among those, strategies based on monitoring psychophysiological signals collected with wearable devices present the best temporal resolution, as they may capture OFS changes even before they are reflected in task performance (Ting et al., 2009). In the literature, clinical-grade devices are frequently employed to monitor psychophysiological responses (Yin and Zhang, 2017; Hevron et al., 2018). However, these devices usually require a long time to be setup, are not comfortable to be worn for extended periods, and might not allow the monitored subject to walk freely to perform their tasks. Thus, when considering real-world scenarios, where it is not possible to use clinical-grade devices to collect the required data, the use of wearable technology becomes key to enable MW monitoring. A further barrier to the wide deployment of MW models in real-world scenarios lies in the mismatch between training and testing conditions, as the former have typically relied on static subjects (usually sitting on a chair) performing tasks that do not demand intensive body movement. Representative examples include tasks such as the N-back (Milner, 1998) and the Cabin Air Management System (Sauer et al., 2000). As such, current models do not explicitly take into account factors such as movement artifacts and the interplay between physical activity and MW, and thus it is not possible to directly apply them in situations that involve ambulant subjects.

In order to decrease the gap between current research on MW assessment based on psychophysiological signals and real-world applications, here we describe a dataset collected using consumer-grade wearable devices in conditions that combine manipulation of MW levels with different levels of physical strain. The study involved 48 subjects and six neural and physiological modalities were acquired (electroencephalography, electrocardiography, breathing rate, skin temperature, galvanic skin response, and blood volume pulse), in addition to 3-axis accelerometry. Moreover, after each experimental session, subjective ratings of MW using the NASA Task Load Index questionnaire (Hart and Staveland, 1988) and physical fatigue using the Borg Scale (Borg, 1982) were collected.

We focus on providing resources for allowing the development of different strategies for assessing MW. By monitoring psychophysiological responses to tasks that gauge distinct levels of MW, it is possible to employ the collected signals to compute features that act as a proxy to quantify how much the OFS was affected by the respective change in the task. More specifically, we developed an experimental protocol using the Multi-Attribute Task Battery II (MATB-II) (Santiago-Espada et al., 2011) in which participants performed a cognitive task under two levels of MW (low, high) and under three levels of physical activity (no, medium, high) by either walking/running on a treadmill or riding a stationary bike. Recent works (e.g., Wilson and Russell, 2003b; Cassenti et al., 2010) have shown that the MATB-II better elicits MW than tasks typically reported in the literature, such as the N-back task (Milner, 1998), mental rotation (Johnson, 1990), and visual search (Shepard and Metzler, 1971). This experimental design allows investigating questions that remain elusive in the MW assessment literature, such as the interplay between different modalities, and the impact of increased physical activity and movement on MW correlates in terms of added artifacts, as well as what additional mental resources are drawn by the physical activity.

In the following, we summarize the main contributions of the WAUC dataset:

- Experimental setting more closely resembling real-world applications where mental and physical workload are simultaneously considered.
- Large number of participants (48) in comparison to similar studies.
Two different physical activity modulators tested, namely, stationary bike and treadmill.

Multiple signals modalities are provided, all time-synchronized during the collection process, to allow for multi-modal MW models to be developed.

Ground-truth values for both mental and physical workload are provided, as well as perceived values measured via subjective ratings.

The remainder of this paper is organized as follows: in section 2, we provide a brief literature review on MW assessment and existing datasets. In section 3, we describe the experimental protocol. In sections 4, 5, respectively, we describe the experiments performed to validate the WAUC dataset and present the results. Conclusions are given in section 6.

2. RELATED WORK

In this section, we provide a brief overview of the literature related to the proposed dataset. We describe MW assessment methods based on subjective ratings, as well as methods that utilize neural and physiological data as source of information. Our dataset comprises multiple modalities collected from ambulant subjects, and to the best of our knowledge, no similar experimental setting was previously proposed in the MW assessment literature. Thus, due to lack of closely related work, we decided to highlight in this section previous work that utilized data collected when subjects were performing similar tasks to the ones considered in our experimental protocol. At last, we briefly describe similar datasets that provided multiple neural and physiological modalities but were not proposed with the aim of performing MW assessment.

2.1. Subjective Mental Workload Assessment

Given the importance of maintaining balanced levels of MW for successful and safe performance of critical tasks, several works in the literature proposed strategies for assessing this dimension of the OFS. Part of this previous work proposed to tackle the MW assessment problem using subjective measurements collected while the task was being performed. Such methods rely on participants periodically filling in a questionnaire with ratings related to their current OFS. Popular examples are the Subjective Workload Assessment Technique (SWAT) (Reid and Nygren, 1988), the NASA Task Load Index (NASA-TLX) (Hart and Staveland, 1988), and the Modified Cooper–Harper Scale (Wierwille and Casali, 1983). These methods feature a multi-scale grading of multiple MW aspects. One main drawback of using such questionnaires across multiple sessions, however, is that they do not take into account relative changes in the ratings for each time the subject answers the questions. In order to circumvent this issue, Vidullch et al. (1991) proposed the Subjective Workload Dominance (SWORD) technique, which consists of comparing pairs of tasks to build the so-called judgment matrix and then computing a final workload index. Similarly to the SWORD questionnaire, SWAT and NASA-TLX ratings can also be aggregated in order to provide a single workload measure.

Even though the methods based on subjective ratings collected at the same time the task is executed present a low-cost and easy-to-implement alternative to assess MW, this strategy presents critical limitations. As highlighted by Borghini et al. (2014), attending to a secondary rating task might increase the levels of working memory required to perform the main task. Thus, the sole act of filling the questionnaires may be responsible to changes in the reported MW. Moreover, those methods do not allow for continuous MW assessment and have poor temporal resolution. While reducing the intervals at which the operator needs to provide feedback could lead to improved temporal resolution, this may actually increase workload due to the number of interruptions to the task being performed.

2.2. Mental Workload Assessment From Neural and Physiological Data

Due to the aforementioned limitations of measuring subjective ratings in real-time during task performance, neural and physiological data collection and analysis have emerged as a promising alternative. Electroencephalography (EEG), for example, has been frequently used to monitor MW mostly due to its high temporal resolution in comparison to other neuroimaging techniques (Teplan et al., 2002). Recent work on EEG-based MW assessment has suggested that using hand-engineered features combined with a classifier to predict MW levels can achieve a satisfactory performance. Zhang et al. (2016) combined EEG spectral features with ensembles of Support Vector Machines to devise subject-specific workload models. Their proposed strategy achieved an average classification performance of 76.7% (5 classes) across seven subjects. The recent literature on EEG-based MW assessment has also been trying to leverage advances in representation learning methods powered by deep neural networks. Almogbel et al. (2018), for example, utilized convolutional neural networks to classify MW states on a task that simulates vehicle driving. Raw EEG was employed and the best model described in the paper obtained 95.3% accuracy on a binary classification task considering the single subject considered in the experimental protocol.

In addition to EEG, physiological responses related to heart rate changes and measured by electrocardiogram (ECG) have also been considered for MW modeling. Heart rate variability (HRV) is frequently employed as a correlate for MW based on cardiac activity. HRV has been shown to successfully capture changes in the sympathetic–parasympathetic balance and to be lowered by an increase in MW levels (Chaumet et al., 2019). In the context of controlling unmanned aerial vehicles, Jasper et al. (2016) verified whether HRV could be used as a predictor of operator MW in this scenario. Each one of the 20 participants simultaneously controlled multiple vehicles while their ECG was monitored. Paired t-tests between HRVs obtained in different parts of the experiment (e.g., planning and executing the task) confirmed the expected effect of lower HRV values as MW increased in terms of required vigilance and situational awareness. In addition to studying the relationship between HRV and MW, Castaldo
et al. (2017) also assessed its correlation with performance of repetitive tasks. Their study showed that eight HRV features, such as the mean of RR intervals and approximated entropy, presented a strong correlation with task performance (with $p > 0.05$), which suggests that HRV can also be used as a predictor of how successfully operators will execute a task.

Other studies in the operator functional state monitoring literature have attempted to leverage the complementary between different neural and physiological modalities to achieve improved MW assessment. In their study, Wilson and Russell (2003b) combined EEG, heart rate, eye movement, and respiratory rate to model MW elicited using the MATB-II task. Features such as EEG power spectral density and ECG interbeat intervals were used as input to a neural network. The average achieved classification accuracy was 84.3% (high or low MW levels) with a training set, which simultaneously considered data from all subjects. Furthermore, Hogervorst et al. (2014) proposed to use subject-specific models to model MW for the N-back task based on EEG, ECG, skin conductance, respiration, and eye-related measures. Their findings, however, showed that the fusion of different modalities did not improve the performance on MW prediction in comparison to using individual signals.

### 2.3. Physical Activity During EEG Monitoring

The interest on employing EEG-based brain-computer interfaces to real-world applications where ambulant subjects are considered motivated a diverse body of work. Matthews et al. (2008) developed a low-power portable EEG monitoring device capable of long-term signal acquisition. Data were collected while subjects walked on a treadmill at a speed of 2 mph and performed mental tasks such as divide a number by 7 or played a first person video game. A performance of approximately 80% accuracy for binary MW (high or low) assessment was achieved. Snyder et al. (2015) aimed to isolate and investigate the effect of movement artifacts on EEG data. The proposed experimental protocol involved 10 subjects walking on a treadmill at four different speeds. Since the goal was to obtain pure gait-related artifacts, no mental task was performed during the experiment. Their analysis showed that independent component analysis yielded accurate localization for most of the artifacts components. Zink et al. (2016) studied the differences on brain activity due to movement and cognitive effort by proposing an experimental protocol that collected EEG while subjects were cycling on stationary bikes or freely biking. While biking, subjects were asked to perform a three-class oddball auditory task. EEG analysis showed a reduction in the P300 component in cases where subjects were performing physical activity on an unconstrained environment, suggesting that there exists an interplay between increase in cognitive load stemming from freely biking and perceived task difficulty.

### 2.4. Related Datasets

To the best of our knowledge, there is no publicly available multi-modal dataset for MW assessment based on wearables. In contrast, for orthogonal aspects of human cognitive states, such as emotion and affective states, there are a few popular multi-modal datasets with modalities similar to the ones collected here. As examples, we highlight the DEAP (Koelstra et al., 2011) and MAHNOB-HCI (Soleymani et al., 2011) databases. Both analyze human affective states and were recorded while subjects watched videos. In the case of DEAP, music video clips were used. For MAHNOB-HCI, in turn, videos clips were taken from different movies. In both datasets, modalities such as EEG, galvanic skin response (GSR), skin temperature, and breathing rate were made available and time-synchronized. In all cases, subjects were asked to remain still and seated while watching the video clips.

### 3. METHODS AND MATERIALS

#### 3.1. Participants

As the experimental protocol involved sustained physical and mental strain for a considerable period of time, recruited subjects were submitted to a pre-screening process in order to prevent any potential risk during the data collection. Hence, candidates with cardiovascular diseases, neurological disorders, history of feeling dizzy, or fainting were not considered for the experiment. After the screening process, four participants were discarded and 48 were selected. Based on self-identified gender and the assigned physical activity modality (i.e., bike or treadmill) used during the experiment, a total of 22 participants used the treadmill (9 male, 13 female) and 26 performed the experiment using the bike (16 male, 10 female). The average age among the participants was $27.4 \pm 6.6$ years old. In order to avoid gender bias in our dataset, we intended to have a close number of male and female subjects, however, no candidate was rejected or accepted to participate in our experiment due to gender-related reasons. All participants consented to participating in the study and were remunerated (10 CAD/hour) for the time they spent at the experiment facility. The experimental protocol was approved by the Ethics Review Boards of INRS, Université Laval and the PERFORM Centre (Concordia University), the latter being the location in which data were collected.

Prior to arriving at the experiment facility, participants were advised to wear comfortable sportswear, and to not drink caffeinated beverages for at least 2 h prior to the beginning of the data collection. Before starting the task tutorial, participants were asked to read and sign (in case of agreement) a consent form containing a brief description of the goals of our project and allowing the use and sharing of the collected data for research purposes.

### 3.2. Experimental Protocol

The experimental protocol aimed at simultaneously modulating mental and physical workload. Participants executed mental tasks while performing physical activity. A full factorial (2 MW levels $\times$ 3 Physical strain levels) design was employed to capture main effects and interactions. The data collection protocol was preceded by a tutorial to make the participants familiar with the tasks. The tutorial consisted of slides presentation to explain the experimental procedure and the tasks to be executed. Subjects were allowed to take as much time as necessary to go through
the tutorial and to ask the experimenters as many questions as needed.

After ensuring the participant understood the tasks to be performed, the next step involved donning the devices. Subjects were first asked to wear a BioHarness 3 chest strap (Zephyr, USA) that integrates the ECG, breathing rate, and acceleration monitoring. Next, an Enobio portable 8-channel wireless EEG headset (Neuroelectrics, Spain) was placed. While electrode connections were checked and calibrated via the device’s companion software, a second experimenter placed the E4 wristband (Empatica, USA) responsible to monitor skin temperature, GSR, and blood volume pulse (BVP).

To guarantee participants’ safety during the experiment, a safety harness was placed at the participant’s chest following the devices placement step mentioned above. This was only the case for the participants assigned to the treadmill task. For those assigned to the stationary bike, they were asked to adjust the seat according to their preference. In all cases, the height of the screen was adjusted lastly according to participants preferences. **Figures 1A,B** illustrate the experimental layout for the bike and treadmill, respectively, once all devices and safety features are in place. Before starting the data collection, each subject performed a practice session that corresponded to playing MATB-II for 10 min. While subjects were practicing, the experimenter observed whether they were capable of correctly performing each task.

Three levels of physical activity were considered: no movement, medium (treadmill: 3 km/h, bike: 50 rpm), and high movement (treadmill: 5 km/h, bike: 70 rpm). Since in the case of the stationary bike it was not possible to set the physical activity level for a fixed value during the experiment, we leveraged the training phase prior to each experimental section to let each participant get used to the speeds required during the data collection. Moreover, during each trial, the experimenter monitored whether the participant was deviating more than 5 rpm from the required speed and alerted the participant in case it did.

With respect to the MW levels elicited by MATB-II, two levels were considered, namely, low and high MW according to the task difficulty. In total, six possible combinations of joint MW and physical activity levels were tested. The experiment was then split into six sessions, each one corresponding to one of the six combinations previously described. The order in which each session was executed was counterbalanced among all the participants to avoid any ordering biases.

Before each session, data corresponding to two baseline periods were collected. During the first baseline, there were neither physical nor mental activity. Participants were asked to stand still and relax during 60 s. Following this relaxation period, the second baseline was recorded where the subject was asked to start moving according to the corresponding physical activity level assigned to the current session, but without at MW manipulation. Recordings of the second baseline period only began once the activity level reached a stable period and the recording then lasted for 2 min. Lastly, the experimenter gave the joystick to the participant and the 10-min session of combined mental physical effort started. After each task, a 5-min break was given. During this resting period, participants were asked to perform a subjective evaluation corresponding to the past task by filling the NASA-TLX questionnaire. They also reported their perceived fatigue level based on the Borg scale. Overall, the duration of each experimental session comprising the baselines, task, and subjective evaluation was 18 min, and the complete experimental protocol lasted roughly 2 h. **Figure 2** summarizes the entire experiment and shows the duration in minutes corresponding to each part of a complete session.

### 3.3. Stimuli

The MATB-II (Santiago-Espada et al., 2011) was employed for modulating the MW level on the participants. This set of tasks was originally devised to simulate different activities that need to be performed by an aircraft pilot. In our experiment, different mental strain levels are elicited by requiring the subjects to simultaneously perform three of the (four available) tasks involved in MATB-II, namely, system monitoring, tracking, and resource management. **Figure 3** shows a screenshot of the MATB-II interface, as seen by the participant. Note the top-right part of the screen was not used for the purposes of this study. An Xbox 360 controller was used to perform the three concurrent activities.

The system monitoring task (see top-left part of **Figure 3**) requires the participant to monitor four sliders and report deviations from their normal state. The two warning lights (seen as F5 and F6 in the figure) were not used in this study. In their normal states, sliders oscillate around the center position. In their deviation state, sliders start oscillating around the top or the bottom of the panel. Participants had to use the directional pad of the controller to report deviations (one direction was assigned to each slider). When reported, the concerned slider reverted to its normal state. In case the deviated sliders were not reported within 10 s, they were reverted to their normal state and a false alarm was recorded.

The tracking task (top-middle part of **Figure 3**), in turn, requires the participant to keep a target (a circular aim) within a square bounding box. As the trials progressed, the target started to move randomly. Participants had to use the joystick part of their controller to bring the target back near the center of the square. Lastly, the resource management task (bottom-center part of **Figure 3**) simulates the control of fuel reservoirs. Participants are asked to control pumps (which are subject to failure during the task) to transfer fuel across 6 reservoirs in order to keep the content levels of two main tanks (A and B) below a certain threshold. In particular, they were instructed to keep the level of the main tanks as close as possible to 2,500 units (this level is indicated by ticks on the sides of tanks A and B). However, fuel gradually depleted from tanks A and B. To keep the tanks at the aimed level, participants could use 8 pumps (labeled 1–8) to transfer fuel between the reservoirs. To activate pumps, participants had to use the second joystick of the controller to move the cursor and “click” on the pumps. When turned on, the pump would turn green. Pumps were configured to fail from time to time. When a pump failed, it turned red and was disabled. Pumps were automatically enabled for use after a while and the participant could resume using it if needed.
Modulation of the MW level relied on changing parameters in MATB-II. For example, for low MW cases, sliding bars speed, aim speed, volume of fuel in the reservoirs, and failure rate of the pumps were set to lower values. In the case of high MW, on the other hand, those parameters were set to larger values.

3.4. Subjective Evaluation
As mentioned previously, each experimental session within our protocol included a subjective evaluation. During this step, the NASA Task Load Index (NASA-TLX) questionnaire (Hart and Staveland, 1988) was employed. This set of questions was devised with the main purpose of providing a subjective metric for MW, which is less participant-specific and takes into account different factors resulting in mental strain.

The NASA-TLX questionnaire consists of the evaluation of six factors considered to impact MW, namely, mental demand, physical demand, temporal demand, performance, effort, and frustration. Subjects were asked to perform a self-evaluation of their mental/physical state with respect to each of these six dimensions using a 21-point scale.

In addition to the NASA-TLX questionnaire, we also employed the Borg fatigue scale (Borg, 1982) to assess the participant’s fatigue level. They were asked to answer the following question using a scale from 6 to 20: “What physical effort and level of physical fatigue did the last segment impose on you?” We collected fatigue ratings before and after the 5-min break taken at the end of each experimental session.

3.5. Devices
In this study, three wireless wearable devices were employed to acquire data from 7 different modalities, as summarized in Table 1. The table also shows the sampling rate used during the data collection for each modality. The open-source software MuLES (Cassani et al., 2015) was utilized in order to allow...
simultaneous and synchronized acquisition of data streams from all devices. MuLES was also used to generate the synchronized markers indicating the beginning and the end of each phase of the experimental protocol. More details about each device is given below.

3.5.1. Enobio Headset
EEG data were collected using the 8-channel Neuroelectrics Enobio portable headset (Ruffini et al., 2007). The acquisition sampling rate was set to 500 Hz. Electrode positions according to the 10–20 system were P3, T9, AF7, FP1, FP2, AF8, T10, and P4. References were placed at Fpz and Nz. Since our study involved physical activity, we decided to use wet electrodes on the regions that would be likely affected by sweat during the experiments to avoid signal quality issues (Shu et al., 2019). Therefore, frontal and temporal regions were monitored using wet electrodes, while dry electrodes were used in the parietal region. Figures 1A,B illustrate Enobio’s placement on the participant’s head during the experiment.

3.5.2. E4 Wristband
The E4 wristband from Empatica was used to sample skin temperature, GSR, BVP, and acceleration at 4, 4, 64, and 32 Hz, respectively. The E4 was placed either on the left or right wrist, according to the participant’s preference. In Figure 1A, it is possible to see the E4 positioned on the subject’s right wrist. In the case of participants assigned to the treadmill, the E4 position was monitored during the experiment breaks in order to assure skin contact was not lost due to arm movements while running.
3.5.3. BioHarness3
The Bioharness3 acquired ECG, breathing rate, and acceleration at 250, 25, and 18 Hz, respectively. The device was supported by a chest belt containing two wet electrodes, one approximately placed at the tip of the sternum and another on the left side of the chest, both in direct contact with the skin. The length of the belt was carefully adjusted to avoid it from moving during the experiment. In Figure 1B, it is possible to observe the position of BioHarness3 belt across the subject's chest area. Note that this is for visual purposes only and in the actual experimental sessions, the belt was placed in direct contact with the participant's skin.

4. VALIDATION OF COLLECTED DATA

4.1. Validation Steps
In this section, we provide an overview of the analysis performed to validate the collected data, both in terms of subjective ratings and psychophysiological recordings. To validate the data obtained from the subjective evaluations, a mixed model analysis of variance (ANOVA) was used for each NASA-TLX dimension and the Borg scale values. As this experiment aimed to test the effect of different experimental conditions on the collected subjective ratings, a repeated measures design was used in order to take into account the within-subject variability on the data. For each aspect considered in the subjective evaluation, MW (with low or high levels) and physical workload (with no, medium, high intensity) were considered as within-subject independent variables, whereas equipment (bike or treadmill) was considered as the between-subject independent variable.

In addition to the ANOVA, we empirically analyzed the changes on the distribution of NASA-TLX dimensions ratings for each different physical strain level. With this analysis, a visual depiction of how different physical activity levels impact the subjective perception of different NASA-TLX factors can be seen. To this end, each rating was first mapped to a binary value (low or high), considering as threshold the respective average rating calculated per subject taking into account all experimental sessions. We then presented for each physical workload level the total number of sessions rated as high for low/high MW sessions. Moreover, we performed the same analysis considering the subjects grouped according to the equipment to manipulate physical strain.

Validation then proceeded by attempting to perform binary classification of MW levels using features commonly reported in the literature and exploring the changes in performance resultant from varying physical workload conditions. It is important to emphasize that as the goal of this paper is to describe the new dataset and validate its use for the purpose intended, achieving state-of-the-art MW level prediction performance is not a priority and exploring the use of new features and/or classifiers is left for future work.

In the following subsection, the features used for benchmark MW classification are described.

4.2. Features
For EEG data, signals were downsampled to 250 Hz and bandpass filtered with a bandwidth 1–45 Hz. Wavelet-enhanced Independent Component Analysis (wICA) (Castellanos and Makarov, 2006) was used to reduce the impact ocular and muscular artifacts as it has shown reliable performance on MW assessment across different groups of features (Albuquerque et al., 2019). As the multi-task nature of MATB-II requires frequent changes in gaze position during the experiment, using an enhancement method capable of removing eye-related artifacts is of great importance. Features were then computed from the wICA-enhanced signal over 4-s long epochs with no overlap between consecutive windows. For classifying mental and physical workload levels, classical spectral features were considered, namely power spectral density (PSD) at delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (12–30 Hz), and gamma (30–45 Hz) frequency sub-bands.

In the case of the physiological modalities collected using the Empatica E4, features were computed over 30-s windows with no overlap between consecutive windows. Mean, median, standard deviation, maximum, and minimum values over the 30-s window were considered as features for classification. In the case of skin temperature, acquired signals were pre-processed to remove high-amplitude peaks artifacts.

For the ECG signal, in turn, a bandpass filter was performed between 5 and 25 Hz to enhance the QRS complex peaks. Visual analysis was then used to remove segments with no clear RR intervals. This was followed by an energy-based QRS detection algorithm (Behar et al., 2014), which is an adaption of the popular Pan & Tompkins algorithm (Pan and Tompkins, 1985). The RR series obtained was further filtered to remove outliers using range-based detection (≥ 280 and ≤ 1,500 ms), moving average outlier detection, and a filter based on percent change in consecutive RR values (≤ 20%), as implemented in Behar et al. (2018). Finally, benchmark time- and frequency-domain heart rate variability (HRV) features were extracted from each session using 5-min windows with a 4-min overlap. The HRV feature set and the window size selection was done based on recommendations made in Camm et al. (1996). The time domain features included mean, standard deviation, and coefficient of variation, while the frequency domain features were high frequency power (HF), normalized HF, low frequency power (LF), normalized LF, very low frequency power, and the ratio between HF/LF.

For the breathing signal, downsampling was first performed from 18 to 6 Hz. A low-pass filter was then applied to remove noise (Chebychev, 2 Hz, 8th order). Following this, descriptive statistical features that include, average, median, standard deviation, minimum, maximum, delta, range, coefficient of kurtosis, and skewness of the signal were calculated. Further, breathing spectrum is sometimes divided into four equally spaced bands between 0 and 0.4 Hz. To explore influence of higher frequency, the spectrum was divided into 5 equally spaced bands between 0 and 1 Hz and power in each of the bands was used as a spectral breathing feature.
5. VALIDATION RESULTS AND DISCUSSION

5.1. Subjective Ratings Analysis

5.1.1. Repeated Measures ANOVA

Table 2 reports the results for multiple mixed model ANOVA\(^1\) performed on the subjective ratings in terms of partial effect size \((n_p^2)\) and \(p\)-value. We observe that all evaluated subjective ratings were significantly \((p < 0.001)\) affected by changes in the type of equipment used to modulate physical strain levels. Similarly, a significant effect \((p < 0.05)\) of MW (represented as MW in the table) manipulation was found for all subjective ratings. Physical workload (PW), in turn, was found to significantly affect \((p < 0.05)\) all subjective ratings except Performance. By observing the descriptive statistics of this factor in Table A1 in the Appendix, it can be seen that for all physical activity levels, the average of this NASA-TLX dimension was approximately equal to 15 and 12 for low and high MW sessions, respectively. Interestingly, mental demand ratings are significantly changed by manipulation on physical strain, which indicates that there might be an interplay between physical activity and perceived MW, further confirming the importance of collecting the proposed dataset. No significant interactions were found between MW and equipment, as well as between physical activity and equipment. Finally, no interactions between MW and physical activity were found for all subjective measurements except Effort.

5.1.2. Distribution of Binary TLX Dimensions

Figure 4 shows the percentage of “high” ratings for each NASA-TLX dimension, considering low and high MW sessions separately (represented in blue and orange, respectively). In order to inspect the effect of changes in physical activity, each radar chart accounts only for data collected under a single physical activity level. Intuitively, we expect high MW sessions to present a higher number of “high” ratings for some of the TLX dimensions such as mental demand. On the other hand, in the case of performance, we suppose a lower number of “high” ratings will be obtained for high MW sessions.

Overall, when comparing the radar charts for data obtained under different physical activity conditions, we notice that the number of high-rated sessions for mental demand increased. Thus, participants found high physical workload sessions more demanding than sessions where there was no physical activity to be performed. We believe this aspect further indicates that mental and physical workload are confounded and this particular relationship should be closely investigated by future research using the described dataset. Moreover, it is possible to observe that the number of “high” ratings for factor Performance has not drastically changed when physical workload increased. As we previously highlighted, this was similarly observed in the results obtained by the ANOVA study presented in Table 2. We believe this indicates that, as described by the OFS framework, participants need to increase their physical and mental demand in order to maintain a certain overall performance level.

Moreover, as subjects performed physical activity using either a treadmill \((n = 22)\) or a stationary bike \((n = 26)\), radar charts for binary TLX ratings are also computed based on the equipment. Different patterns are expected based on equipment used, as for example, participants on the treadmill were holding the controller, thus could not use their arms to help with balance, which could induce changes in cognitive load. Radar charts obtained with treadmill and bike data are shown in Figures 5, 6, respectively. Overall, distributions are found to be indeed different for most of the dimensions/experimental conditions for both equipment. More specifically, by comparing Figures 5A, 6A, it can be seen that for sessions where no physical activity was required and a low MW task was performed, a higher percentage of subjects rated the Mental Demand dimension as high for the treadmill case. Despite the fact most of subjects rated this sessions as low physical demand, it is believed that this indicates that as subjects were standing during these sessions, this “extra” physical strain (in comparison to the bike) might be the responsible for increasing the perceived mental demand. Interestingly, in the case high MW sessions performed using a stationary bike, a higher percentage of subjects rated the Effort dimension as high.

5.2. Classification of MATB-II Mental Workload Levels

Binary MW classification (low vs. high values) was explored using the MATB-II difficulty level as the ground truth. We consider three different cross-validation strategies to train and evaluate classifiers: (i) **Mixed-subjects:** we pool the data from all subjects and use a five-fold cross-validation scheme to split it. This process is repeated 50 times after shuffling the dataset to obtain different cross-validation folds. We report the average performance across the 50 repetitions. (ii) **Intra-subject:** We train one classifier per subject using five-fold cross-validation and report the average performance across all subjects. (iii) **Leave-one-subject-out:** Classifiers are trained with data from all but one subject and then evaluated on data from the subject left out. In this case, we report the average performance across the models obtained when each subject was left out of training. In all cases, Random Forest classifiers with 15 estimators were employed and the performance achieved in terms of the area under the receiving operator curve (AUC) is reported in terms of the average and standard deviation. Notice that it was not possible to apply intra-subject and leave-one-subject-out cross-validation schemes on models trained with ECG and breathing features because the number of data points per subject after feature extraction was considerably low (only two examples per experimental session).

Table 3 presents the classification results obtained using features computed from each modality individually for the no, medium, and high physical workload conditions, as well as for all conditions combined. Overall, we observe that EEG and breathing features presented the best average performance.

\(^1\) Although the residuals from the obtained model are not Gaussian according to the Kolmogorov–Smirnov test (with significance level of 95%), we observed that the histograms of residuals present a shape similar to a Gaussian distribution for all the considered subjective measures, except Frustration.
TABLE 2 | Partial effect size ($\eta^2_p$) obtained from repeated measures analysis of variance (ANOVA) for subjective ratings (MW, mental workload; PW, physical workload).

| Equipment          | MW  | MW × Equipment | PW  | PW × Equipment | MW × PW |
|--------------------|-----|----------------|-----|----------------|---------|
| Mental demand      | 0.897* | 0.555*          | 0.002 | 0.219*          | 0.006   | 0.026   |
| Physical demand    | 0.857* | 0.231*          | 0.003 | 0.723*          | 0.055   | 0.014   |
| Temporal demand    | 0.866* | 0.602*          | < 0.001 | 0.350*          | 0.022   | 0.002   |
| Performance        | 0.952* | 0.679*          | 0.015 | 0.062           | 0.005   | 0.042   |
| Effort             | 0.909* | 0.593*          | 0.013 | 0.376*          | 0.031   | 0.066†  |
| Frustration        | 0.739* | 0.445*          | 0.022 | 0.097†          | 0.008   | 0.041   |
| Before break       | 0.967* | 0.437*          | 0.006 | 0.719*          | 0.056   | 0.006   |
| After break        | 0.961* | 0.174†          | 0.059 | 0.619*          | 0.062   | 0.038   |

*p-value ≤ 0.001, †0.001 < p-value ≤ 0.05, NO SYMBOL: p-value > 0.05.

FIGURE 4 | Percentage of high-rated TLX dimensions (using the average value as threshold) per physical activity level. In this case, subjects that performed physical activity using both bike and treadmill are considered. (A) No physical activity. (B) Medium physical activity. (C) High physical activity.

FIGURE 5 | Percentage of high-rated TLX dimensions (using the average value as threshold) per physical activity level. In this case, subjects that performed physical activity using only the treadmill are considered. (A) No physical activity. (B) Medium physical activity. (C) High physical activity.

and lowest standard deviation while BVP presented the lowest average performance. Interestingly, classifiers trained on all the conditions combined resulted in the lowest performance, suggesting that a hierarchical classification scheme may be needed where physical workload is first estimated and a PW-specific MW classifier is used. These findings corroborate the hypothesis of an interplay between mental and physical workload.

As expected, we observe that individualized models (intra-subject cross-validation) yielded the best performance across all considered modalities. However, this approach requires collecting data and training an MW classifier for each new subject to be monitored, which makes it less practical for real-world applications scenarios. From this perspective, leave-one-subject-out cross-validation appears to be the best strategy to be adopted, since no calibration is required prior to using the obtained MW classifier on new subjects. On the other hand, the overall poor performance of the obtained classifiers under this cross-validation scheme as presented in Table 3 indicates that even though the considered features showed predictive power for MW for individual subjects, they are not robust to cross-subject variability.
In comparison to previous work that also considered MATB-II to modulate mental strain, we observe that the results presented in Table 3 are in-line with the performances previously reported in the literature for experimental setting that considered static subjects. Specifically, Wilson and Russell (2003b) obtained 87.2% using only EEG spectral features, while we were able to achieve an average accuracy of 86.8% when taking into account all the physical workload levels altogether and a model trained using mixed subjects cross-validation (as in Wilson and Russell, 2003b). Similarly to our results, Wilson and Russell (2003b) also observed a decrease in the classification performance when only features computed from physiological modalities were considered. Note that although we obtained similar findings, the study in Wilson and Russell (2003b) only involved seven participants, as opposed to 48 in our case, and different approaches were considered to extract features and design classifiers, rendering the reported performance not directly comparable with results presented herein.
When observing the effect of increasing physical workload on the classification results, it can be seen that, in the case of mixed-subjects and intra-subject cross-validation schemes, EEG-based models obtained better performance when physical strain increased. This might be caused by an increase in the actual perceived MW during the task due to the extra effort not only in performing the physical activity, but also, for example, the increased mental resources used to avoid falling from the treadmill. This, added to the findings presented by Zink et al. (2016), which observed a decrease in the P300 component of EEG data in case subjects were biking in an outdoor environment, provides further evidence of the existence of an interplay between physical activity and perceived MW. For the other physiological features, in turn, the best classification performance was usually achieved in the no/medium PW condition. As the literature on movement artifact removal is more scarce for physiological signals, the findings in Table 3 suggest that new enhancement algorithms may be needed, particularly for the high PW conditions.

### 5.3. Comparing Classification Performance: Bike vs. Treadmill

Recent research has shown that a human’s attention to targets is reduced when walking relative to when standing still, due to processing demands produced by visual and inertial stimulation (Ladouce et al., 2019). As such, varying MW prediction capability is hypothesized based on the physical activity equipment used. Table 4 shows the resulting AUC values for binary MW classification when using the treadmill or the stationary bike, as well as with both conditions combined. As can be seen, for all modalities, except ECG and breathing, average AUC values were higher in the treadmill condition. For EEG, these findings corroborate those of Ladouce et al. (2019).

### 5.4. Multi-Modal Mental Workload Classification

Lastly, we investigate whether performing MW classification on features computed from different modalities improves the obtained performance. For that, we consider feature-level fusion of EEG, skin temperature, GSR, and BVP features. To synchronize the features between modalities collected with different sampling rates, we average consecutive data points in order to obtain a single data point for each window of 60 s. This process resulted in a total of 10 examples per experimental session, each containing 47 features (32 EEG + 15 from the peripheral signals). In Table 5, we present the resulting AUC for models trained using mixed subjects and leave-one-subject-out cross-validation strategies. Note that we did not include ECG and breathing rate features as this would result in too few data points per subject. Moreover, we did not consider inter-subject cross-validation in this experiment for similar reasons.

When comparing the results presented in Table 3 and Table 5, we observe that considering features from multiple modality provides an improvement in the classification performance in almost all the considered cases. Interestingly, we observe that in the case of mixed subjects cross-validation, the multi-modal approach presented improved robustness to an increase physical workload levels, indicating that the simultaneous use of multiple modalities to perform MW assessment might be key to design reliable systems.

### 5.5. Future Research Directions

We believe the WAUC dataset will enable research on several aspects of mobile brain–machine interfaces for practical everyday settings. The following list summarizes the main topics and problems that can be explored within further in-depth analysis of the WAUC dataset:

- Investigate the interplay between physical activity and MW on neural and physiological responses.
- Study the impact of physical strain on the interplay between increased levels of expertise on performing MATB-II and perceived MW (Borghini et al., 2017).
- Develop EEG artifact removal strategies that specifically address noise generated by physical activity for signals collected with low-density devices.
- Devises methods to detect variations on the intensity of MW instead of classifying a specific level.
● Leverage recent developments of deep neural networks to learn representations, which are invariant to subject-specific information in order to improve the performance under real-world scenarios where data from a new subject are not available at training time.
● Develop features tailored to improve robustness to movement artifacts and cross-subject variability.
● Devise models that are able to adapt to changes in the signal-to-noise ratio, as well as to new subjects.

6. CONCLUSIONS

Operator function state monitoring is critical for optimizing human resource allocation to improve task performance while preserving well-being and safety. In this paper, we focus on the MW component of OFS and propose WAUC, an open multi-modal dataset for assessing the MW under conditions that more closely resemble real-world scenarios. More specifically, the database provides researchers with data from 48 participants, covering seven different modalities measured using off-the-shelf wearable devices, while participants performed six different MW (high/low) vs. physical workload (no/medium/high) tasks, either on a treadmill or a stationary bike. The modalities include electroencephalogram, ECG, breathing rate, skin temperature, GSR, BVP, and 3-axis accelerometry. The MATB-II assessment was used to modulate MW level. Each participant also provided subjective workload ratings using the NASA-TLX questionnaire, as well as Borg fatigue scale ratings.

Besides describing the experimental procedure, detailed validation analysis of the recorded subjective ratings and neurophysiological signals is also provided, along with a number of research directions that can be followed from the WAUC dataset. The database is available to the research community at: http://musaelab.ca/resources/.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article is available at http://musaelab.ca/resources/, without undue reservation.

ETHICS STATEMENT

Written informed consent was obtained from the individual for the publication of any potentially identifiable images or data included in this article.

AUTHOR CONTRIBUTIONS

The authors wish to acknowledge funding from NSERC CRDPJ 485455-15, PROMPT Québec, MITACS, and Thales Canada.

ACKNOWLEDGMENTS

We thank Srinivasan Jayaraman for working on the experimental design, and Olivier Rosanle for feature extraction from the physiological signals.

REFERENCES

Albuquerque, I., Rosanne, O., Gagnon, J.-F., Tremblay, S., and Falk, T. H. (2019). “Fusion of spectral and spectro-temporal EEG features for mental workload assessment under different levels of physical activity,” in 2019 9th International IEEE/EMBS Conference on Neural Engineering (NER) (San Francisco, CA), 311–314. doi: 10.1109/NER.2019.8717092

Almogbel, M. A., Dang, A. H., and Kameyama, W. (2018). “EEG-signals based cognitive workload detection of vehicle driver using deep learning,” in 2018 20th International Conference on Advanced Communication Technology (ICACT) (Chuncheon-si), 256–259. doi: 10.23919/ICACT.2018.8323716

Behar, J., Johnson, A., Clifford, G. D., and Oster, J. (2014). A comparison of single channel fetal ECG extraction methods. Ann. Biomed. Eng. 42, 1340–1353. doi: 10.1007/s10439-014-0993-9

Behar, J. A., Rosenberg, A. A., Weiser-Bitoun, I., Shemla, O., Alexandrovich, A., Konyukhov, E., et al. (2018). Physioozoo: a novel open access platform for heart rate variability analysis of mammalian electrocardiographic data. Front. Physiol. 9:1390. doi: 10.3389/fphys.2018.01390

Borg, G. A. (1982). Psychophysical bases of perceived exertion. Med. Sci. Sports Exerc. 14, 377–381. doi: 10.1249/00005768-198205000-00012

Borghini, G., Aricó, P., Di Flumeri, G., Sciaraffa, N., Colosimo, A., Herrero, M.-T., et al. (2017). A new perspective for the training assessment: machine learning-based neurometric for augmented user’s evaluation. Front. Neurosci. 11:325. doi: 10.3389/fnins.2017.00325

Borghini, G., Astolfi, L., Vecchiato, G., Mattia, D., and Babiloni, F. (2014). Measuring neurophysiological signals in aircraft pilots and car drivers for the assessment of mental workload, fatigue and drowsiness. Neurosci. Biobehav. Rev. 44, 58–75. doi: 10.1016/j.neubiorev.2012.10.003

Cain, B. (2007). A Review of the Mental Workload Literature. Technical Report, Defence Research And Development Toronto.

Camm, A. et al. (1996). Heart rate variability: standards of measurement, physiological interpretation and clinical use. Task force of the European society of cardiology and the North American society of pacing and electrophysiology. Circulation 93, 1043–1065. doi: 10.1161/01.CIR.93.5.1043

Cassani, R., Banville, H., and Falk, T. H. (2015). “Mules: An open source EEG acquisition and streaming server for quick and simple prototyping and recording,” in Proceedings of the 20th International Conference on Intelligent User Interfaces Companion (Atlanta Georgia, GA: ACM), 9–12. doi: 10.1145/2732158.2732193

Castaldo, R., Montesinos, L., Wan, T. S., Serban, A., Massaro, S., and Pecchia, L. (2017). “Heart rate variability analysis and performance during a repeated mental workload task,” in EMBC & NBC 2017 (Tampere: Springer), 69–72. doi: 10.1007/978-981-10-5122-7_18

Castellanos, N. P., and Makarov, V. A. (2006). Recovering EEG brain signals: artifact suppression with wavelet enhanced independent component analysis. J. Neurosci. Methods 158, 300–312. doi: 10.1016/j.jneumeth.2006.05.033
Charles, R. L. and Nixon, J. (2019). Measuring mental workload using physiological measures: a systematic review. Appl. Ergon. 74, 221–232. doi: 10.1016/j.apergo.2018.08.028

Chaunet, G., Delforge, A., and Dellaux, S. (2019). Mental workload alters heart rate variability lowering non-linear dynamics. Front. Physiol. 10:565. doi: 10.3389/fphys.2019.00565

Hart, S. G., and Staveland, L. E. (1988). “Development of NASA-TLX (task load index): results of empirical and theoretical research,” in Advances in Psychology, Vol. 52, eds P. A. Hancock and N. Meshkati (Elsevier), 139–183. doi: 10.1016/S0166-4115(08)62386-9

Hefron, R., Borghetti, B., Schubert Kabban, C., Christensen, J., and Estepp, J. (2018). Cross-participant eeg-based assessment of cognitive workload using multi-path convolutional recurrent neural networks. Sensors 18:1339. doi: 10.3390/s18051339

Hockey, G. R. J. (2003a). Operator Functional State as a Framework for the Assessment of Performance Degradation. Vol. 355. Nato Science Series Sub Series I Life And Behavioural Sciences. IOS Press, 8–23.

Hockey, G. R. J. (2003b). Operator Functional State: The Assessment and Prediction of Human Performance Degradation in Complex Tasks. Vol. 355. IOS Press.

Hogervorst, M. A., Brouwer, A.-M., and Van Erp, J. B. (2014). Combining and comparing EEG, peripheral physiology and eye-related measures for the assessment of mental workload. Front. Neurosci. 8:322. doi: 10.3389/fnins.2014.00322

Jasper, P., Sibley, C., and Coyne, J. (2016). “Using heart rate variability to assess operator mental workload in a command and control simulation of multiple unmanned aerial vehicles,” in Proceedings of the Human Factors and Ergonomics Society Annual Meeting, Vol. 60 (Los Angeles, CA: Sage Publications), 1125–1129. doi: 10.1177/154193121661264

Johnson, A. M. (1990). Speed of mental rotation as a function of problem-solving strategies. Percept. Motor Skills 71, 803–806. doi: 10.2466/pms.1990.71.3.803

Koelstra, S., Muhl, C., Soleymani, M., Lee, J.-S., Yazdani, A., Ebrahimi, T., et al. (2011). Deap: a database for emotion analysis using physiological signals. IEEE Trans. Affect. Comput. 3, 18–31. doi: 10.1109/T-AFFC.2011.15

Ladouce, S., Donaldson, D. I., Dudchenko, P. A., and Ietswaart, M. (2019). Mobile EEG identifies the re-allocation of attention during real-world activity. Sci. Rep. 9, 1–10. doi: 10.1038/s41598-019-41966-y

Matthews, R., Turner, P., McDonald, N., Ermolaev, K., McManus, T., et al. (2003a). "ENOBIO dry electrophysiology electrode; first human trial plus wireless electrode system," in Proceedings of the 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Vancouver, BC), 5871–5875. IEEE. doi: 10.1109/IEMBS.2008.4650550

Milner, D. (1998). Cognitive neuroscience: the biology of the mind and findings and current opinion in cognitive neuroscience. Trends Cogn. Sci. 2:465. doi: 10.1016/S1364-6613(98)01226-1

Pan, J., and Tompkins, W. J. (1985). A real-time QRS detection algorithm. IEEE Trans. Biomed. Eng. 32, 230–236. doi: 10.1109/TBME.1985.325532

Reid, G. B., and Nygren, T. E. (1988). “The subjective workload assessment technique: a scaling procedure for measuring mental workload,” in Advances in Psychology, Vol. 52, eds P. A. Hancock and N. Meshkati (Elsevier), 185–218. doi: 10.1016/S0166-4115(08)62387-0

Ruffini, G., Dunne, S., Farrés, E., Cester, Í., Watts, P. C., Ravi, S., et al. (2007). "ENOBO dry electrophysiology electrode: first human trial plus wireless electrode system," in Proceedings of the 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Lyon), 6689–6693. doi: 10.1109/IEMBS.2007.4353895

Santiago-Espada, Y., Myer, R. R., Latorre, K. A., and Comstock J. J. Jr. (2011). The Multi-Attribute Task Battery II (MATB-II) Software for Human Performance and Workload Research: A User’s Guide. Available online at: NASA’s website https://ntrs.nasa.gov/citations/20110014456

Sauer, J., Wastell, D., and Hocky, G. (2000). A conceptual framework for designing micro-worlds for complex work domains: a case study of the cabin air management system. Comput. Hum. Behav. 16, 45–58. doi: 10.1016/S0747-5632(99)00031-5

Shapard, R. N., and Metzler, J. (1971). Mental rotation of three-dimensional objects. Science 171, 701–703. doi: 10.1126/science.171.3972.701

Shu, L., Xu, T., and Xu, X. (2019). Multilayer sweat-absorbable textile electrode for EEG measurement in forehead site. IEEE Sens. J. 19, 5995–6005. doi: 10.1109/JSEN.2019.2912667

Snyder, K. L., Kline, J. E., Huang, H. J., and Ferris, D. P. (2015). Independent component analysis of gait-related movement artifact recorded using EEG electrodes during treadmill walking. Front. Hum. Neurosci. 9:639. doi: 10.3389/fnhum.2015.00639

Soleymani, M., Lichtenerauer, J., Pun, T., and Pantic, M. (2011). A multimodal database for affect recognition and implicit tagging. IEEE Trans. Affect. Comput. 3, 42–55. doi: 10.1109/T-AFFC.2011.25

Teplin, M. et al. (2002). Fundamentals of EEG measurement. Measure. Sci. Rev. 2, 1–11. Available online at: https://www.measurement.sk/2002/S2/p2.html

Ting, C.-H., Mahfouf, M., Nassef, A., Linkens, D. A., Panoutsos, G., Nickel, P., et al. (2009). Real-time adaptive automation system based on identification of operator functional state in simulated process control operations. IEEE Trans. Syst. Man Cybern. Part A 40, 251–262. doi: 10.1109/TSMCA.2009.2035301

Vidulich, M. A., Ward, G. F., and Schueren, J. (1991). Using the subjective workload dominance (sword) technique for projective workload assessment. Hum. Fact. 33, 677–691. doi: 10.1177/001872089103300605

Wierwille, W. W., and Casali, J. G. (1983). “A validated rating scale for global mental workload measurement applications,” in Proceedings of the Human Factors Society Annual Meeting, Vol. 27 (Norfolk, VA: Sage Publications), 129–33. doi: 10.1177/154193128302700203

Wilson, G. F., and Russell, C. A. (2003a). Operator functional state classification using multiple psychophysiological features in an air traffic control task. Hum. Fact. 45, 381–389. doi: 10.1518/hfes.45.3.381.27252

Wilson, G. F., and Russell, C. A. (2003b). Real-time assessment of mental workload using psychophysiological measures and artificial neural networks. Hum. Fact. 45, 635–644. doi: 10.1518/hfes.45.6.3527088

Yin, Z., and Zhang, J. (2017). Cross-session classification of mental workload levels using EEG and an adaptive deep learning model. Biomed. Signal Process. Control 33, 30–47. doi: 10.1016/j.bspc.2016.11.013

Zhang, J., Yin, Z., and Wang, R. (2016). Pattern classification of instantaneous cognitive task-load through GMM clustering, Laplacian Eigenmap, and ensemble SVMs. IEEE/ACM Trans. Comput. Biol. Bioinform. 14, 947–965. doi: 10.1109/TCBB.2016.2561927

Zink, R., Hunyadi, B., Van Huffel, S., and De Vos, M. (2016). Mobile EEG on the bike: disentangling attentional and physical contributions to auditory attention tasks. J. Neural Eng. 13, 046017. doi: 10.1088/1741-2560/13/4/046017

Conflict of Interest: J-FG and DL were employed by the company Thales Research and Technology Canada.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Albuquerque, Tiwari, Parent, Cassani, Gagnon, Lafond, Tremblay and Fulk. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
APPENDIX

| No PW | Medium PW | High PW |
|-------|-----------|---------|
|       | Low MW | High MW | Low MW | High MW | Low MW | High MW |
| **NASA-TLX** | | | | | | |
| Mental demand | 8.41 ± 5.66 | 11.27 ± 6.63 | 10.36 ± 5.09 | 13.41 ± 5.92 | 11.23 ± 5.07 | 15.50 ± 3.56 |
| Physical demand | 4.32 ± 5.05 | 5.36 ± 5.66 | 8.23 ± 4.89 | 9.00 ± 5.12 | 14.59 ± 4.75 | 15.41 ± 4.54 |
| Temporal demand | 7.23 ± 6.05 | 10.27 ± 6.91 | 8.41 ± 4.59 | 11.68 ± 5.91 | 11.41 ± 5.48 | 15.05 ± 4.34 |
| Performance | 16.36 ± 4.10 | 12.27 ± 4.12 | 14.95 ± 4.13 | 11.05 ± 3.90 | 15.14 ± 4.11 | 12.14 ± 4.28 |
| Effort | 8.86 ± 5.76 | 11.68 ± 5.56 | 11.45 ± 4.64 | 13.64 ± 5.19 | 13.91 ± 4.51 | 16.36 ± 3.55 |
| Frustration | 6.64 ± 6.64 | 8.64 ± 6.77 | 6.59 ± 5.75 | 10.32 ± 7.17 | 7.96 ± 6.56 | 10.18 ± 6.73 |
| Before break | 8.05 ± 2.77 | 13.59 ± 2.77 | 10.09 ± 3.04 | 11.36 ± 2.98 | 8.86 ± 3.21 | 14.77 ± 2.16 |
| After break | 8.95 ± 3.20 | 12.64 ± 2.85 | 9.27 ± 2.37 | 10.00 ± 2.62 | 8.64 ± 3.33 | 12.95 ± 3.11 |
| **Borg Scale** | | | | | | |
| **Before break** | | | | | | |
| Mental demand | 6.40 ± 3.44 | 10.12 ± 4.00 | 9.00 ± 4.71 | 11.36 ± 4.70 | 9.24 ± 4.99 | 12.60 ± 4.56 |
| Physical demand | 3.04 ± 2.59 | 3.44 ± 3.22 | 7.96 ± 3.79 | 8.84 ± 4.79 | 11.00 ± 5.40 | 12.92 ± 4.81 |
| Temporal demand | 5.44 ± 3.48 | 9.20 ± 4.02 | 8.20 ± 4.53 | 11.20 ± 5.37 | 9.56 ± 4.84 | 12.80 ± 4.86 |
| Performance | 17.20 ± 4.01 | 12.60 ± 4.43 | 15.20 ± 4.07 | 12.72 ± 4.43 | 15.68 ± 4.56 | 12.88 ± 4.56 |
| Effort | 6.48 ± 4.11 | 11.20 ± 4.05 | 10.48 ± 4.48 | 12.52 ± 5.12 | 11.12 ± 5.37 | 13.40 ± 4.44 |
| Frustration | 4.28 ± 3.25 | 6.88 ± 5.09 | 6.00 ± 4.12 | 9.12 ± 6.02 | 8.60 ± 5.39 | 8.56 ± 4.71 |
| **After break** | | | | | | |
| Mental demand | 7.20 ± 1.58 | 12.40 ± 2.69 | 10.36 ± 2.02 | 11.24 ± 2.73 | 8.56 ± 2.53 | 12.92 ± 2.66 |
| Physical demand | 6.96 ± 1.24 | 11.16 ± 2.58 | 8.92 ± 2.10 | 10.20 ± 2.71 | 8.00 ± 2.18 | 11.32 ± 2.58 |

TABLE A1 | Subjective ratings descriptive statistics (mean and standard deviation) for subjects that used the treadmill (top rows) and bike (bottom rows) during the experiment.