We develop a systematic theory of symmetry fractionalization for fermionic topological phases of matter in (2+1)D with a general fermionic symmetry group $G_f$. In general $G_f$ is a central extension of the bosonic symmetry group $G_b$ by fermion parity, $(-1)^F$, characterized by a non-trivial cohomology class $[\omega_2] \in \mathcal{H}^2(G_b, \mathbb{Z}_2)$. We show how the presence of local fermions places a number of constraints on the algebraic data that defines the action of the symmetry on the supermodular tensor category that characterizes the anyon content. We find two separate obstructions to defining symmetry fractionalization, which we refer to as the bosonic and fermionic symmetry localization obstructions. The former is valued in $\mathcal{H}^3(G_b, K(\mathcal{C}))$, while the latter is valued in either $\mathcal{H}^3(G_b, \mathcal{A}/(1, \psi))$ or $\mathbb{Z}^2(G_b, \mathbb{Z}_2)$ depending on additional details of the theory. $K(\mathcal{C})$ is the Abelian group of functions from anyons to U(1) phases obeying the fusion rules, $\mathcal{A}$ is the Abelian group defined by fusion of Abelian anyons, and $\psi$ is the fermion. When these obstructions vanish, we show that distinct symmetry fractionalization patterns form a torsor over $\mathcal{H}^2(G_b, \mathcal{A}/(1, \psi))$. We study a number of examples in detail; in particular we provide a characterization of fermionic Kramers degeneracy arising in symmetry class DIII within this general framework, and we discuss fractional quantum Hall and $\mathbb{Z}_2$ quantum spin liquid states of electrons.
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A fundamental property of topological phases of matter is the possibility of quasiparticles carrying fractional quantum numbers. Well-known examples of this include the fractional electric charge carried by anyons in fractional quantum Hall (FQH) states or spinons with spin 1/2 in quantum spin liquids with global $\text{SO}(3)$ spin rotational symmetry [1]. In the past several years, it has been understood how to mathematically characterize symmetry fractionalization in (2+1)D bosonic topological phases of matter in complete generality [2]. This includes topological states with arbitrary global symmetry groups including both unitary and anti-unitary symmetry actions, Abelian or non-Abelian topological phases of matter, and cases where global symmetries can permute the anyons. These results have led to significant progress in developing a comprehensive characterization and classification of (2+1)D bosonic topological phases [3–7], methods to strengthen the Lieb-Schulz-Mattis theorem for $\text{SO}(2)$ topological phases [8], and general methods to compute anomalies in (2+1)D topological phases of matter [9–12].

In this paper we generalize the systematic mathematical framework of symmetry fractionalization to the case of general fermionic topological phases of matter in (2+1)D. Fermionic systems possess a special “symmetry” operation, fermion parity, which is denoted $(-1)^F$, and we denote the corresponding order-2 group as $\mathbb{Z}_2$. The complete symmetry group that acts on both fermionic and bosonic operators is denoted $G_f$, while the quotient group that only acts on bosonic operators is $G_b = G_f/\mathbb{Z}_2$. The possibility of fermions that can be created by local fermionic operators imposes a number of non-trivial constraints in the mathematical description of the SET, which we systematically study.

A. Summary of results

It is generally believed that in the absence of any symmetry, a general (2+1)D topological phase of matter can be fully characterized by two mathematical objects, $(\mathcal{C}, c_-)$, where $\mathcal{C}$ is a unitary modular tensor category (UMTC) in the case of bosonic systems and a unitary super-modular tensor category for fermionic systems [13–15]. $c_-$ is the chiral central charge of the (1+1)D edge theory. $\mathcal{C}$ determines $c_-$ modulo 8 for bosonic systems and modulo 1/2 for fermionic systems. In both the bosonic and fermionic cases, $\mathcal{C}$ is a unitary braided fusion category (UBFC), which keeps track of the braiding and fusion properties of the anyons.

Since UMTCs and super-modular tensor categories are both special cases of UBFCs, one might naively attempt to immediately extend the known symmetry fractionalization framework for bosonic topological phases to the fermionic case. However, fermionic topological phases are different from bosonic topological phases in two crucial ways, both of which must be accounted for in the theory of symmetry fractionalization.

One difference arises from the fact that the fermionic topological phase contains a local fermion; although the fermion directly appears in the UBFC data, its locality does not. Carefully tracking the locality of the fermion leads to significant consequences due to reduced gauge freedom in data involved in the symmetry action. In particular,
autoequivalences of the super-modular tensor category are only equivalent up to what we term “locality-respecting natural isomorphisms.” The first step in defining how a symmetry acts on a bosonic topological phase is to define a group homomorphism

$$[\rho] : G \to \text{Aut}(\mathcal{C}),$$

(1)

where \(\text{Aut}(\mathcal{C})\) is, roughly stated, a group formed by the set of (braided tensor) autoequivalences of the UMTC \(\mathcal{C}\) modulo a set of “trivial” transformations called natural isomorphisms [2] (see Section III for a brief review).

In fermionic topological phases, the set of natural isomorphisms can be distinguished by whether they are “locality-respecting” or “locality-violating” with respect to the local fermion. We may then define two groups, \(\text{Aut}(\mathcal{C})\) and \(\text{Aut}_{LR}(\mathcal{C})\), depending on whether we mod out by all natural isomorphisms or only the locality-respecting ones. Depending on \(\mathcal{C}\), these groups may or may not be isomorphic, but in either case, we find that the first step towards defining how symmetry acts on a fermionic topological phase is to specify a map

$$[\rho] : G_b \to \text{Aut}_{LR}(\mathcal{C}).$$

(2)

Here any representative \(\rho_\mathbf{g}\) of the equivalence class \([\rho_\mathbf{g}]\) satisfies \(\rho_\mathbf{gh} = \kappa_{\mathbf{g}, \mathbf{h}} \circ \rho_\mathbf{h} \circ \rho_\mathbf{h}\), where \(\kappa_{\mathbf{g}, \mathbf{h}}\) is a natural isomorphism, as reviewed in Section III.

One consequence of Eq. 2 is that if \(\text{Aut}_{LR}(\mathcal{C})\) and \(\text{Aut}(\mathcal{C})\) are not isomorphic, then simply keeping track of how anyons are permuted under the symmetries is not enough to fully determine an element in \(\text{Aut}_{LR}(\mathcal{C})\). (By contrast, the permutation action often, but not always\(^2\), does uniquely determine an element of \(\text{Aut}(\mathcal{C})\).) In a large class of examples where elements of \(\text{Aut}_{LR}(\mathcal{C})\) are not uniquely determined by the way they permute anyons, we provide in Eq. 86 a gauge-invariant quantity which distinguishes classes with the same permutation action.

A second important difference in the fermionic case arises from the presence of the fermionic symmetry group \(G_f\), which includes an additional piece of data \([\omega_2] \in H^2(G_b, \mathbb{Z}_2)\) specifying \(G_f\) in terms of a central extension of \(G_b\) by \(\mathbb{Z}_2\). Our formalism accounts for \(\omega_2\) by viewing it as endowing the fermion with fractional quantum number \(s\) under the anti-unitary symmetry. The constraints alluded to above then take the form [17]:

$$\eta_\mathbf{g} (\mathbf{g}, \mathbf{h}) = \omega_2 (\mathbf{g}, \mathbf{h})$$

$$U_\mathbf{g}(a, b; c) = \frac{\gamma_a(\mathbf{g}) \gamma_b(\mathbf{g})}{\gamma_c(\mathbf{g})} U_\mathbf{g}(a, b; c),$$

(3)

where \(\gamma_a(\mathbf{g})\) is a \(U(1)\) phase. Here \(\sigma(\mathbf{g}) = 1\) or \(*\) is a \(\mathbb{Z}_2\) grading on \(G_b\) which determines whether \(\mathbf{g}\) is a unitary or anti-unitary symmetry. The constraints alluded to above then take the form [17]:

$$\eta_\psi (\mathbf{g}, \mathbf{h}) = \omega_2 (\mathbf{g}, \mathbf{h})$$

$$U_\mathbf{g}(\psi, \psi; 1) = 1$$

$$\gamma_\psi(\mathbf{g}) = 1$$

(4)

Here \(\psi\) is the local fermion, which is treated as a non-trivial object in the super-modular tensor category. We note that a microscopic specification of a quantum many-body system and the representation of the symmetries also specifies a representative 2-cocycle \(\omega_2\) which enters the above constraints.

After accounting for all of these constraints, we take \([\rho_\mathbf{g}]\) as defined by Eq. 2 as given, and then we determine the obstructions to defining a consistent theory of symmetry fractionalization. We find two distinct such obstructions.

\(^2\)For examples of UMTCs with non-permuting but non-trivial autoequivalences, see [16], section 3. One such example is the Drinfeld center of the group \(G\), where \(G\) is an order-64 group with the presentation

$$\left\langle a, b, c \mid a^2 = b^2 = 1, \ c^2 = [a, c], \ [c, b] = [[c, a], a], \ [[b, a], G] = 1, \ [G, [G, [G, G]]] = 1 \right\rangle.$$
We find that there is a “bosonic” obstruction,
\[ [\Omega] \in \mathcal{H}^3(G_b, K(C)), \]  
where \( K(C) \) is the Abelian group of functions \( \Omega_a \) from anyon labels to \( U(1) \) which obey the fusion rules in the sense \( \Omega_a \Omega_b = \Omega_{ab} \) for \( N^2_{ab} > 0 \). If there does not exist an element of \( K(C) \) with \( \Omega_\psi = -1 \), then \( K(C) \approx \mathcal{A}/\{1, \psi\} \), otherwise \( K(C) \) is an extension of \( \mathbb{Z}_2 \) by \( \mathcal{A}/\{1, \psi\} \). Here \( \mathcal{A} \) is the Abelian group formed by fusion of the Abelian anyons in \( C \). The equivalence by \( \{1, \psi\} \) means different elements in \( \mathcal{A} \) that differ by fusion with \( \psi \) are regarded as equivalent. \([\Omega]\) is a symmetry localization obstruction as discussed in [2, 18, 19], and can be viewed as an obstruction to finding any consistent pattern of symmetry fractionalization for the \( G_b \) symmetry, ignoring \( G_f \).

In attempting to extend the symmetry fractionalization to the full \( G_f \) symmetry, we find that once the bosonic obstruction vanishes, there is the possibility of a second “fermionic” obstruction \([\Phi_f]\),
\[ \Phi_f \in \begin{cases} \mathcal{H}^3(G_b, \mathcal{A}/\{1, \psi\}) \\ \mathbb{Z}^2(G_b, \mathbb{Z}_2) \end{cases} \]
Here \( \mathbb{Z}^2 \) is the group of 2-cocycles on \( G_b \). Whether \([\Phi_f]\) is valued in \( \mathcal{H}^3(G_b, \mathcal{A}/\{1, \psi\}) \) or \( \mathbb{Z}^2(G_b, \mathbb{Z}_2) \) depends on whether there exists a set of phases \( \zeta_a \) which satisfy the fusion rules with \( \zeta_\psi = -1 \). Moreover, depending on whether we fix \( \omega_2 \) or just its cohomology class \( [\omega_2] \), \( \mathbb{Z}^2(G_b, \mathbb{Z}_2) \) may be replaced with \( \mathcal{H}^2(G_b, \mathbb{Z}_2) \).

The fermionic obstruction \([\Phi_f]\) is essentially an obstruction to finding a symmetry fractionalization class that is consistent with the choice of \( \omega_2 \) that defines \( G_f \). Alternatively, it can be viewed as an obstruction to “lifting” the fractional quantum numbers of \( \psi \) under \( G_b \) to the full super-modular tensor category \( C \).

In the case where \( \text{Aut}(C) \) and \( \text{Aut}_{LR}(C) \) are not isomorphic, then given a \( G_b \) and [\( \rho_g \)], we find that there is at most one group extension \( G_f \) for which the fermionic obstruction vanishes. In particular, this implies that for any continuous symmetry group, such as \( U(1) \) or \( SO(3) \), a non-trivial \( [\omega_2] \) is incompatible with any super-modular category for which \( \text{Aut}(C) \) and \( \text{Aut}_{LR}(C) \) are not isomorphic.

If the above obstructions vanish, then it is possible to define symmetry fractionalization in a way consistent with \( G_f \) and locality of the fermion. We then show that the set of possible symmetry fractionalization classes for the anyons form a torsor over \( \mathcal{A}/\{1, \psi\} \) with \( \zeta_\psi = -1 \). Moreover, depending on whether we fix \( \omega_2 \) or just its cohomology class \( [\omega_2] \), \( \mathbb{Z}^2(G_b, \mathbb{Z}_2) \) may be replaced with \( \mathcal{H}^2(G_b, \mathbb{Z}_2) \).

In the special case where \( G_f = G_b \times \mathbb{Z}_2 \), Ref. [22] proposed the possibility of an \( \mathcal{H}^3(G_b, \mathcal{A}/\{1, \psi\}) \) structure in the classification of symmetry fractionalization, however a complete derivation and a specification of how to treat the braided auto-equivalences were not provided. For general \( G_f \), some of our results correspond to results on categorical fermionic actions in the mathematical literature [23]. However, the results of Ref. [23] do not account for the locality of the fermion, which ultimately leads to a different classification. Where there is overlap, our work provides a physical understanding of the mathematical results in [23] and a formulation in terms of the “skeletonization” of the super-modular tensor category.

The rest of this paper is organized as follows. In Sec. II, we discuss some basic definitions and facts regarding super-modular tensor categories and their use in modeling fermionic topological phases. In Sec. III, we review the symmetry fractionalization formalism for bosonic topological phases. In Sec. IV, we develop a theory of fermionic symmetry fractionalization by constraining a theory of bosonic symmetry fractionalization and develop the concept of a “locality-respecting natural isomorphism.” In Sec. V, we compute the obstructions to fermionic symmetry localization and, if the obstructions vanish, classify fermionic symmetry fractionalization patterns. Sec. VI consists of a number of examples of the use of our formalism for different symmetry groups, and we conclude with some general discussion in Sec. VII.
II. SUPER-MODULAR AND SPIN MODULAR CATEGORIES AND FERMIONIC TOPOLOGICAL PHASES OF MATTER

In this paper we will assume familiarity with unitary braided fusion categories (UBFCs). These are specified by a list of anyon labels \( \{a, b, c, \ldots\} \), fusion spaces \( V^a_{ab} \) and their dual splitting spaces \( V^a_{cb} \), non-negative integer fusion coefficients \( N^c_{ab} = \dim V^c_{ab} \), \( \mathcal{F} \)-symbols \( F_{ab}^{cd} \) which specify the associativity of fusion, and \( \mathcal{R} \)-symbols \( R_c^a \) which specify braiding data, all subject to the well-known pentagon and hexagon consistency conditions. See, e.g., Refs. [2, 24] for a review of UBFCs and conventions; our conventions are essentially identical to those of Section II of Ref. [2]. We will for simplicity often restrict our attention to the case where all fusion coefficients \( N^c_{ab} \leq 1 \); the generalization is straightforward.

We will use the scalar monodromy

\[
M_{ab} = \frac{S^a_{ab}S^1_{11}}{S^a_{1a}S^b_{1b}},
\]

where \( S_{ab} \) is the topological \( S \)-matrix, extensively in this paper. \( M_{ab} \) is always a phase if \( a \) or \( b \) is Abelian, in which case it has a physical interpretation as a phase arising from a double braid, but \( M_{ab} \) may or may not be a phase if both \( a \) and \( b \) are non-Abelian.

A super-modular tensor category [13–15] \( \mathcal{C} \) can be defined as a UBFC with a single nontrivial invisible particle, \( \psi \), such that \( \psi \) is a fermion, i.e., its topological twist \( \theta_\psi = -1 \), and satisfies \( \mathbb{Z}_2 \) fusion rules, \( \psi \times \psi = 1 \). "Invisible" means that \( \psi \) braids trivially with all particles in \( \mathcal{C} \), that is, its double braid \( M_{a,\psi} = +1 \) for all \( a \in \mathcal{C} \).

The existence of a single invisible fermion \( \psi \) with \( \mathbb{Z}_2 \) fusion rules implies that the set of anyon labels of a super-modular tensor category decomposes as \( \mathcal{C} = \mathcal{B} \times \{1, \psi\} \), but the fusion rules need not respect this decomposition. On the other hand, the topological \( S \)-matrix of \( \mathcal{C} \) does respect this decomposition:

\[
S = \hat{S} \otimes \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\]

where \( \hat{S} \) is unitary.

Physically, the super-modular tensor category keeps track of the topologically non-trivial quasi-particle content in a fermionic topological phase of matter. The theory explicitly keeps track of the fermion as well, which is topologically trivial in the sense that it can be created or annihilated by a local fermion operator.

In the rest of this paper, the symbol \( \mathcal{C} \) will always refer to a super-modular tensor category. We denote the unitary braided fusion subcategory of Abelian anyons as \( \mathcal{A} \subset \mathcal{C} \). In general in an Abelian super-modular tensor category, the fermion decouples [25]:

\[
\mathcal{A} \simeq \hat{\mathcal{A}} \boxtimes \{1, \psi\}.
\]

Here the symbol \( \boxtimes \) is the Deligne product and physically means stacking two decoupled topological orders, and \( \{1, \psi\} \) denotes the UBFC with just two particles, \( \{1, \psi\} \).

We will also use the symbol \( \mathcal{A} \) to refer to the Abelian group defined by fusion of Abelian anyons. The above implies that as an Abelian group \( \mathcal{A} \simeq \hat{\mathcal{A}} \times \mathbb{Z}_2 \), where \( \mathbb{Z}_2 = \{1, \psi\} \) is associated with the invisible fermion.

It is a mathematical theorem [26] that every super-modular tensor category admits a minimal modular extension \( \tilde{\mathcal{C}} \), i.e. a UMTC \( \tilde{\mathcal{C}} \) that contains \( \mathcal{C} \) as a subcategory and which has the minimal possible total quantum dimension of

\[
\mathcal{D}^2_{\tilde{\mathcal{C}}} = 2\mathcal{D}^2_{\mathcal{C}}.
\]

The "16-fold way" theorem states that there are precisely 16 distinct minimal modular extensions, with chiral central charges differing by \( \nu/2 \) for \( \nu = 0, \cdots, 15 \) [13].

A minimal modular extension \( \tilde{\mathcal{C}} \) is an example of a spin modular category. A spin modular category is defined to be a UMTC, \( \tilde{\mathcal{C}} \), together with a preferred choice of fermion \( \psi \), which has topological twist \( \theta_\psi = -1 \) and such that \( \psi \times \psi = 1 \).

The spin modular category \( \tilde{\mathcal{C}} \) which gives a minimal modular extension of \( \mathcal{C} \) possesses a natural \( \mathbb{Z}_2 \) grading determined by braiding with the fermion \( \psi \):

\[
\tilde{\mathcal{C}} = \tilde{\mathcal{C}}_0 \oplus \tilde{\mathcal{C}}_1,
\]

\[
\tilde{\mathcal{C}}_0 \simeq \mathcal{C}.
\]
That is, $M_{a,\psi} = +1$ if $a \in \tilde{C}_0$ and $M_{a,\psi} = -1$ if $a \in \tilde{C}_1$, and fusion respects this grading. The anyons in $\tilde{C}_0 \cong \mathcal{C}$ correspond to the original particles in the super-modular theory. The anyons in $\tilde{C}_1$ are physically interpreted as fermion parity vortices, which can be understood as symmetry defects associated with the fermion parity symmetry $\mathbb{Z}_2^f$.

Note that $\mathcal{D}^2_{\mathcal{C}_0} = \mathcal{D}^2_{\mathcal{C}_0} + \mathcal{D}^2_{\mathcal{C}_1} = 2\mathcal{D}^2_{\mathcal{C}}$ implies that

$$\mathcal{D}^2_{\mathcal{C}_1} = \mathcal{D}^2_{\mathcal{C}_0} = \mathcal{D}^2_{\mathcal{C}}$$

(13)

$\tilde{C}_1$ can be decomposed according to whether the anyons can absorb the fermion:

$$\tilde{C}_1 = \tilde{C}_v \oplus \tilde{C}_s,$$

(14)

such that

$$a \times \psi \neq a \text{ if } a \in \tilde{C}_v,$$

$$a \times \psi = a \text{ if } a \in \tilde{C}_s.$$

(15)

In general, this decomposition is not in any sense respected by the fusion rules; for example, fusing a (non-Abelian) anyon with a $\sigma$-type vortex can produce $\nu$-type fusion products, while fusing two $\sigma$-type vortices produces anyons (which automatically do not absorb $\psi$).

We note that super-modular tensor categories allow a canonical gauge-fixing

$$F^{a\psi\psi} = F^{\psi\psi a} = 1$$

(16)

for all $a \in \mathcal{C}$. In the standard BFC diagrammatic calculus, this gauge-fixing allows fermion lines to be “bent” freely.

One technical issue which will play a key role in the rest of this paper is to characterize sets of phases $\zeta_a \in U(1)$ for $a \in \mathcal{C}$ such that

$$\zeta_a\zeta_b = \zeta_c \text{ if } N_{ab} > 0.$$  

(17)

Strictly speaking these are functions from the set of anyon labels to $U(1)$; mathematically, $d_a\zeta_a$ defines a character of the Verlinde ring for the super-modular category. Such functions form an Abelian group which we call $K(\mathcal{C})$, following similar notation in [23]. Clearly $\zeta_\psi = \pm 1$, which gives a $\mathbb{Z}_2$ grading on $K(\mathcal{C})$. The set of such functions with $\zeta_\psi = +1$ form a subgroup $K_+(\mathcal{C}) \subset K(\mathcal{C})$.

One important property of $K(\mathcal{C})$ is the following, proven in Appendix A: if $\zeta_a \in K(\mathcal{C})$, then

$$\zeta_a = M_{a,x}$$

(18)

for some $x \in \tilde{C}$, where $\tilde{C}$ is any minimal modular extension of $\mathcal{C}$. In particular, if $\zeta_a \in K_+(\mathcal{C})$, then $x \in \mathcal{A}$. Since $M_{a,x} = M_{a,\psi \times \psi}$, we conclude that $K_+(\mathcal{C}) \approx \mathcal{A}/\{1, \psi\}$.

There are several possibilities for the full group $K(\mathcal{C})$, which we briefly overview now and discuss further in Sec. IV B. It may be that $K(\mathcal{C}) = K_+(\mathcal{C})$, that is, there simply does not exist a set of phases which obey the fusion rules with $\zeta_\psi = -1$. Alternatively, such phases may indeed exist, in which case $K(\mathcal{C})$ is a group extension of $\mathbb{Z}_2$ given by the short exact sequence

$$1 \to K_+(\mathcal{C}) \xrightarrow{i} K(\mathcal{C}) \xrightarrow{r_\psi} \mathbb{Z}_2 \to 1$$

(19)

where $i$ is the inclusion map and $r_\psi$ restricts $\zeta_a$ to $a = \psi$. This group extension is given by an element $[\lambda] \in H^2(\mathbb{Z}_2, K_+(\mathcal{C})) \approx H^2(\mathbb{Z}_2, \mathcal{A}/\{1, \psi\})$; although the cohomology group is quite simple, we do not know a general method to compute the particular element $[\lambda]$ from the fusion rules. In the special case where $\mathcal{C}$ splits, i.e., can be written $\mathcal{C} = \mathcal{B} \boxtimes \{1, \psi\}$ for some modular $\mathcal{B}$, then $K(\mathcal{C}) = K_+(\mathcal{C}) \times \mathbb{Z}_2$, that is, $[\lambda] = 0$.

A. Fermionic topological phases

Consider a (2+1)D system with a Hilbert space which is a tensor product of local Hilbert spaces containing fermions governed by a local Hamiltonian. (We will refer to this as a “microscopic system.”) We assume that the Hamiltonian has a gap in the thermodynamic limit. Any such systems which can be continuously connected without closing the gap (allowing the addition of fermionic degrees of freedom with a trivial Hamiltonian) are said to be in the same
fermionic topological phase. As stated above, fermionic topological phases are believed to be fully characterized by a super-modular tensor category \( \mathcal{C} \) together with a chiral central charge \( c \). Equivalently, a fermionic topological phase can be characterized by a spin modular category \( \tilde{\mathcal{C}} \), together with a choice of chiral central charge \( c \). The spin modular category determines the chiral central charge modulo 8, while the super-modular tensor category only determines the chiral central charge modulo 1/2.

We see that \( \mathcal{C} \) describes the anyon content of the fermionic topological phase while \( c \) mod 8 specifies the minimal modular extension. The spin modular category \( \tilde{\mathcal{C}} \) determines the fusion and braiding of fermion parity vortices which is a crucial part of data that specifies the full fermionic topological phase. In particular, to define the fermionic system on non-trivial surfaces and with arbitrary spin structures (i.e. arbitrary boundary conditions), we need the full spin modular theory, since this requires different patterns of fermion parity flux through non-contractible cycles (see e.g. [27]).

In the present paper, we restrict our attention to symmetry fractionalization for \( \mathcal{C} \), i.e., we do not characterize how symmetries act on the minimal modular extension \( \tilde{\mathcal{C}} \). Attempting to lift the SET data from \( \mathcal{C} \) to \( \tilde{\mathcal{C}} \) leads to a cascade of obstructions which characterize the ’t Hooft anomaly of the fermionic SET and will be studied in upcoming work [28]. Some, but not all, of these obstructions have been understood previously in the UBFC framework [22].

In using super-modular categories to model fermionic topological phases, the following technical issue arises. In general in a fusion category there are vertex basis gauge transformations, \( \Gamma_{ab}^{c} \), which are basis transformations in the splitting space \( V_{ab}^{c} \), i.e. \( \Gamma_{ab}^{c} : V_{ab}^{c} \rightarrow V_{ab}^{c} \). We will assume that the vertex basis gauge transformations must always satisfy

\[
\Gamma_{1}^{\psi,\psi} = 1.
\]  

We do not have a completely satisfactory microscopic justification for this assumption, although we note allowing \( \Gamma_{1}^{\psi,\psi} \neq 1 \) leads to consequences that contradict a number of known results. For example, one can show that this gauge freedom may be used to identify the two fermionic symmetry fractionalization patterns of the semion-fermion topological order with \( G_{f} = Z_{4}^{T,f} \). These two symmetry fractionalization patterns respectively appear on the surfaces of the \( \nu = 2 \) and \( \nu = -2 \) elements of the (3+1)D DIII topological superconductors; considering them to be gauge-equivalent would collapse the known \( Z_{16} \) classification down to \( Z_{4} \). We note that the requirement of Eq. 20 is always compatible with the gauge fixing in Eq. 16.

### III. REVIEW OF SYMMETRY FRACTIONALIZATION IN BOSONIC SYSTEMS

In this section we review the formalism of [2] describing symmetry fractionalization in bosonic systems. The starting point is a UMTC \( \mathcal{B} \) and a symmetry group \( G \).

#### A. Topological symmetries

A unitary topological symmetry, or braided autoequivalence, of \( \mathcal{B} \) is an invertible map

\[
\rho : \mathcal{B} \rightarrow \mathcal{B}
\]

which preserves all topological data. In particular, gauge-invariant quantities are left invariant, while gauge-dependent quantities are left invariant up to a gauge transformation. One can also define anti-unitary topological symmetries, which complex conjugate the data, up to gauge transformations.

Certain unitary braided autoequivalences are “trivial” in that they leave all of the basic data of the theory completely unchanged. These autoequivalences are called natural isomorphisms, and their action is written

\[
\Upsilon (|a, b; c\rangle) = \frac{\gamma_{a}^{b}}{\gamma_{c}} |a, b; c\rangle
\]

with \( \gamma_{a} \in \text{U}(1) \) for all \( a \in \mathcal{B} \). In bosonic systems, modifying a braided autoequivalence by a natural isomorphism is a form of gauge freedom. We therefore define the group \( \text{Aut}(\mathcal{B}) \) to be the group of braided autoequivalences of \( \mathcal{B} \) modulo natural isomorphisms.

Natural isomorphisms themselves have redundancy, in that modifying

\[
\gamma_{a} \rightarrow \gamma_{a} \zeta_{a}
\]
for phases $\zeta_a$ which obey the fusion rules, that is, $\zeta_a \zeta_b = \zeta_c$ whenever $N^c_{ab} > 0$, does not change the action of the natural isomorphism on any fusion space. This redundancy will be particularly important when we consider the fermionic case.

The first step towards specifying how a symmetry acts on a bosonic topological phase is to choose a group homomorphism

$$[\rho_g] : G \to \text{Aut}(B).$$

Choosing a representative $\rho_g$ of the class $[\rho_g]$ specifies data $U_g(a, b; c)$ via the equation

$$\rho_g((a, b; c)) = U_g(\sigma_a, \sigma_b; \sigma_c) |\sigma_a, \sigma_b; \sigma_c\rangle,$$

where $|a, b; c\rangle \in V_{abc}^c$ is a state in a splitting space of $B$. This data is subject to the consistency conditions that the $F$- and $R$-symbols are preserved:

$$U_g(\sigma_a, \sigma_b; \sigma_c) U_g(\sigma_c, \sigma_d; \eta_f) F_{\sigma_a, \sigma_b, \sigma_c, \eta_f}^{-1}(\sigma_b, \sigma_c; \sigma_f) U^{-1}_g(\sigma_a, \sigma_f; \sigma_d) = (F_{abc}^{a,b})^{\sigma(g)}$$

$$U_g(\sigma_b, \sigma_a; \sigma_c) R_{\sigma_a, \sigma_b, \sigma_c}^{\sigma_a, \sigma_b} U^{-1}_g(\sigma_a, \sigma_b; \sigma_c) = (R_{abc}^{a,b})^{\sigma(g)}.$$

Here

$$\sigma(g) = \begin{cases} 1 & \text{g unitary} \\ \ast & \text{g anti-unitary} \end{cases}$$

Modifying the representative $\rho_g$ by a $g$-dependent natural isomorphism, $\rho_g \to \gamma_g \circ \rho_g$, is a form of gauge freedom which changes

$$U_g(a, b; c) \to \frac{\gamma_a(g) \gamma_b(g)}{\gamma_c(g)} U_g(a, b; c).$$

Since $[\rho_g]$ is a group homomorphism, the map

$$\kappa_{gh} = \rho_{gh} \circ \rho_h^{-1} \circ \rho_g^{-1}$$

is a natural isomorphism. Translated into the action on fusion spaces, this means

$$\kappa_{gh}(a, b; c) = \frac{\beta_g(h, g) \beta_h(g, h)}{\beta_c(g, h)} = U^{-1}_g(a, b, c) \left(U^{-1}_h(\sigma_a, \sigma_b; \sigma_c) \right)^{\sigma(g)} U_{gh}(a, b; c)$$

for some phases $\beta_a(g, h)$. We use the compact notation $g = g^{-1}$. Thanks to the redundancies in natural isomorphisms discussed above, if $\nu_a(g, h)$ are phases that obey the fusion rules for each $g, h$, then the data $\beta_a(g, h)$ and $\beta_a(g, h) \nu_a(g, h)$ should be considered gauge equivalent. Modifying $\rho_g$ by a natural isomorphism also modifies

$$\beta_a(g, h) \to \frac{\gamma_a(g h)}{\gamma_a(g) \gamma_a(h)^{\sigma(g)}} \beta_a(g, h),$$

so these $\beta_a$ should also be considered gauge equivalent. We use the canonical gauge-fixing $U_{\text{fix}}(1, a; a) = U_g(a, 1; a) = 1$ for all $a \in B$, where the identity anyon in $B$ is denoted 1. Maintaining this gauge fixing requires $\gamma_1(g) = 1$ in all gauge transformations.

### B. Symmetry localization and fractionalization

Now suppose that we have a bosonic quantum many-body Hilbert space with a local Hamiltonian such that the system is in the phase given by the topological order $B$. Let $R_g$ be the representation of $g \in G$ on the quantum many-body Hilbert space. We assume that $R_g$ is generated onsite, that is,

$$R_g = \prod_i R_g^{(i)} K_{g(i)}$$

(33)
where the $R^{(i)}_g$ are local (that is, supported on a region with length on the order of the correlation length or smaller) unitary operators on disjoint patches $i$ of space, $q(g) = 0$ if $R_g$ has a unitary action, and $q(g) = 1$ if $R_g$ has an antiunitary action. Let $|\Psi_{(a_i)}\rangle$ be a state of the many-body system with anyons $a_i$ localized at well-separated positions $i$. Then, at least in principle, one may determine the map $[\rho_g]: G \rightarrow \text{Aut}(\mathcal{B})$, where the autoequivalences are defined modulo natural transformations.

Upon defining $[\rho_g]$, we may ask if the symmetry can be localized. That is, we ask if the global symmetry operator $R_g$ acting on $|\Psi_{(a_i)}\rangle$ can be decomposed, up to exponentially small corrections in the ratio of the correlation length and the separation between anyons, according to the following ansatz

$$R_g|\Psi_{(a_i)}\rangle \approx \prod_i U^{(i)}_g \rho_g^i |\Psi_{(a_i)}\rangle,$$

where $\rho_g$ is an operator which acts only on the topological data of the state $|\Psi_{(a_i)}\rangle$ and whose action is given by the element $[\rho_g]$ of $\text{Aut}(\mathcal{B})$, and $U^{(i)}_g$ is a local operator near the anyon at position $i$.

One can show [2] that localizing the symmetry amounts to choosing a set of phases $\eta_a(g, h)$. These phases define the symmetry fractionalization data and which characterize the extent to which the local operators $U^{(i)}_g$ fail to obey the group law:

$$\eta_{a_i}(g, h) U^{(j)}_{gh} |\Psi_{(a_i)}\rangle = U^{(j)}_g \rho_g^{i} U^{(i)}_{gh} \rho_g^{-1} |\Psi_{(a_i)}\rangle$$

The $\eta_a$ obey consistency conditions. One arises from enforcing associativity of the $U^{(i)}_g$:

$$\eta_{a_i}(g, h) \eta_{a}(gh, k) = \eta^{\omega_{a}}(g, k) \eta_{a}(g, hk).$$

The other consistency condition enforces the consistency between the local data and the global part of the symmetry $\rho_g$:

$$\frac{\eta_{a}(g, h)}{\eta_{a}(g, h)} \eta_{b}(gh, k) = U^{\omega_{a}}(g, k) U_{gh}(a, b; c) U_{gh}(a, b; c) = \kappa^{-1}_{g, h}(a, b; c).$$

Using the explicit form of $\kappa$, we find that

$$\frac{\beta_{a}(g, h)}{\beta_{a}(g, h)} = \frac{\eta_{a}(g, h)}{\eta_{a}(g, h)}$$

so we may re-encode the symmetry fractionalization data into a set of phases

$$\omega_{a}(g, h) = \frac{\beta_{a}(g, h)}{\eta_{a}(g, h)}$$

These $\omega_a$ need not be 1, but they do have the convenient property that they obey the fusion rules. We emphasize that, given $\rho_g$, the phases $\omega_a$ and $\eta_a$ are equivalent encodings of the symmetry fractionalization data, and we may choose to work with either one depending on convenience. By an argument which we review and generalize in Appendix A, the fact that the $\omega_a$ obey the fusion rules means that, since $\mathcal{B}$ is modular,

$$\omega_a(g, h) = M_{a, w(g, h)}$$

where $w \in \mathcal{A}$, with $\mathcal{A}$ the set of Abelian anyons of $\mathcal{B}$, and $M_{ab}$ is the scalar monodromy between the anyons $a, b$.

There is an obstruction to the symmetry localization ansatz of Eq. 34 being consistent with associativity of $R_g$, which precludes defining any consistent symmetry fractionalization pattern. This obstruction, called the symmetry localization obstruction, is an element $[\Phi] \in H^{3}(G, \mathcal{A})$. One finds this obstruction by constructing the following phase factors

$$\Omega_{a}(g, h, k) = \frac{\beta^{\omega_{a}}(g, h, k) \beta_{a}(g, hk)}{\beta_{a}(g, h) \beta_{a}(gh, k)}$$

One can show that these phases obey the fusion rules. Accordingly,

$$\Omega_{a}(g, h, k) = M_{a, \Phi(g, h, k)}$$
where $\mathcal{O}(g, h, k) \in \mathcal{A}$. If the symmetry can be localized, we can use Eqs. 36 and 39 to write an equivalent expression for $\Omega_a$, namely

$$\Omega_a(g, h, k) = \frac{\omega^\sigma_{\mathcal{O}}(h, k)\omega_a(g, hk)}{\omega_a(g, h)\omega_a(gh, k)}$$

(43)

which translates into the equation

$$\mathcal{O}(g, h, k) = (d\omega)(g, h, k),$$

(44)

where $d$ is the differential in the group cohomology. That is, the existence of a consistent symmetry fractionalization pattern requires that $[\mathcal{O}]$ be trivial as an element of $H^3(G, \mathcal{A})$. Equivalently, if $[\mathcal{O}]$ is not trivial in $H^3(G, \mathcal{A})$, then the symmetry localization ansatz Eq. 34 is inconsistent and thus we have an obstruction to obtaining any consistent symmetry fractionalization pattern.

Another perspective on the symmetry localization obstruction is that the TQFT defined by $\mathcal{B}$ is only compatible with a 2-group symmetry, where $G$ and $\mathcal{A}$ are the 0-form and 1-form symmetries, respectively, and $[\mathcal{O}] \in H^3(G, \mathcal{A})$ characterizes the 2-group.$^2, 29$

Symmetry fractionalization data is subject to a set of gauge transformations that arise from ambiguities in the ansatz of Eq. 34. One may freely modify the local operators $U^{(i)}_g$ to act on states via

$$U^{(j)}_g |\Psi_{(a)}\rangle \rightarrow \gamma_a(g)|\Psi_{(a)}\rangle$$

(45)

for any U(1) phases $\gamma_a(g)$; this will not change the action of $R_g$ as long as there is a compensating modification of the operator $\rho_g$ by the natural isomorphism given by $\gamma_a(g)$. This transformation of the local operators, when inserted into the symmetry fractionalization ansatz, effectively modifies $\rho_g$ by the natural isomorphism given by $\gamma_a(g)$. This transformation modifies $U$ and $\eta$ according to Eq. 3 while also redefining $\beta_a$ according to Eq. 32, but it leaves $\omega_a$ invariant. On the other hand, redefining $\beta_a \rightarrow \beta_a \eta$ using the redundancy of natural isomorphisms redefines $\omega_a \rightarrow \omega_a \eta$, while leaving $\gamma_a$ and $U_g$ invariant.

Finally, symmetry fractionalization patterns in bosonic systems form an $\mathcal{H}^2(G, A)$ torsor. To see this, we note that different solutions $\omega$ and $\omega'$ of Eq. 44 are related by

$$\omega'(g, h) = t(g, h) \times \omega(g, h)$$

(46)

for some choice of $t \in \mathcal{Z}^2(G, \mathcal{A})$. Tracing through the definitions, one finds that $t$ transforms by a coboundary if the $U^{(i)}_g$ are modified by a natural isomorphism which is equivalent to the identity natural isomorphism, that is, if we choose a natural isomorphism for which the $\gamma_a(g)$ obey the fusion rules. Hence only different $[t] \in \mathcal{H}^2(G, A)$ produce different symmetry fractionalization patterns.

IV. SYMMETRY LOCALIZATION IN FERMIONIC SYSTEMS

We will build our theory of symmetry fractionalization in fermionic systems by applying the basic formalism of Sec. III to a super-modular tensor category and then demanding that the symmetry localization ansatz be compatible with the full fermionic symmetry group $G_f$ and the locality of the fermion. In this section, we assume that the symmetry can be localized in the sense of Sec. III and determine the constraints required for this compatibility. In the subsequent section we will then study the fundamental obstructions to symmetry localization.

A. Fermionic symmetries

Consider a microscopic fermionic system in the sense described in Sec. IV A, that is, we have a many-body Hilbert space which is a tensor product of local fermionic Hilbert spaces. We assume there is a local Hamiltonian with a gap such that the system is in a fermionic topological phase associated to the super-modular tensor category $\mathcal{C}$ with transparent fermion $\psi$. Such a system has a symmetry group $G_f$, which is the group of transformations of fermionic operators that keep the Hamiltonian and (by assumption) ground state invariant. The fermion parity operator $(-1)^F$ is defined from the Hilbert space and determines the $\mathbb{Z}_2^f$ subgroup of the full fermionic symmetry group $G_f$. Then the group $G_h = G_f/\mathbb{Z}_2^f$ describes the set of transformations of all bosonic operators that keep the Hamiltonian and ground state invariant.
To each element $g \in G_b$ we have an operator $R_g$ on the full Hilbert space which implements the symmetry. For the discussion below, we assume the $R_g$ are locally generated in the sense of Eq. 33. Nevertheless we expect that the final results basically hold for spatial symmetries as well.

The operators $R_g$ and $(-1)^F R_g$ are physically distinct (for example, if the fermions carry spin, a global spin flip is distinct from a spin flip times fermion parity) and are fixed from the outset; this fact will play an important role later.

In general, the $R_g$ operators do not form a linear representation of $G_b$; instead, they multiply projectively on states of the many-body quantum system with odd fermion parity, that is,

$$R_g R_h = (\omega_2(g, h))^F R_{gh}$$

where $F$ is the fermion parity operator, with eigenvalues 0 and 1, and $\omega_2(g, h) \in \{\pm1\} \approx \mathbb{Z}_2$.

Since both the local fermion operators and $R_g$ are defined in the microscopic Hilbert space, the local fermion operators have fixed transformation rules. That is, let $f_{i, \alpha}$ be a basis of (Majorana) fermionic local operators localized near position $i$. Then, since $R_g$ is locally generated,

$$R_g f_{i, \alpha} R^{-1}_g = \left(\delta^{(i)}(\tilde{g})\right)_{\alpha\beta} f_{i, \beta},$$

where $i$ labels the position of the local fermion operator $f$, $\alpha, \beta$ label local degrees of freedom, and $\delta^{(i)}(\tilde{g})$ is some matrix acting only on local degrees of freedom. We include $i$-dependence on $\delta^{(i)}(\tilde{g})$ for full generality; this dependence disappears only if the local fermion Hilbert space and the symmetry action on it are translation invariant.

Demanding that the $R_g$ operators multiply associatively enforces that $\omega_2 \in \mathbb{Z}_2^2(G_b, \mathbb{Z}_2)$. As such, $G_f$ is a central extension of $G_b$ by $\mathbb{Z}_2^f$, described by the short exact sequence

$$1 \to \mathbb{Z}_2^f \to G_f \to G_b \to 1$$

and characterized by the cohomology class $[\omega_2] \in H^2(G_b, \mathbb{Z}_2)$. When $[\omega_2]$ is trivial, then $G_f = \mathbb{Z}_2^f \times G_b$. When $[\omega_2]$ is non-trivial, then it follows that the fermions carry fractional quantum numbers of $G_b$ which cannot be screened by any bosons.

With these definitions in hand, our starting point to describe the localization of $G_f$ on the fermionic topological order described by $C$ is to simply write down a theory of $G_b$ symmetry localization on $C$ in the sense of Eq. 34. Assuming the symmetry can be localized, we will obtain symmetry fractionalization data $\eta_\alpha(g, h)$ in the usual way via Eq. 35. However, we must modify the theory to account for two things. First, $\psi$ is a local excitation, not simply an emergent one. Second, we must account for the presence of the group extension $\omega_2$. We will find that if our symmetry fractionalization pattern for $G_b$ is to describe a theory with a local $\psi$ and $G_f$ symmetry, then the symmetry fractionalization pattern is constrained in a few ways.

Consider a basis of states $|\Psi^\alpha_{\psi_0(\alpha; c)}\rangle$ on a closed manifold for the topological sector containing a set of anyons $a_i$ at positions $i = 1, 2, \ldots, n$ that have a definite total fusion channel $c$ and which also contains a fermion at position 0. The label $\alpha$ labels local degrees of freedom near position 0, in the sense that given the basis of (Majorana) fermionic operators $f_{0, \alpha}$ near position 0, we define

$$|\Psi^\alpha_{\psi_0(\alpha; c)}\rangle = f_{0, \alpha} |\Psi_{(a_1; c)}\rangle,$$

for every topological sector $(a_i; c)$, where $|\Psi_{(a_1; c)}\rangle$ is a state which is locally in the vacuum state at position 0 (we suppress indices for local degrees of freedom away from position 0). For this state to be realizable microscopically, we require

$$c \in \{1, \psi\}. \tag{51}$$

We can evaluate the action of $R_g$ on the state in two ways. First, we can pull out a local fermion operator before applying the symmetry transformation:

$$R_g |\Psi^\alpha_{\psi_0(\alpha; c)}\rangle = R_g f_{0, \alpha} |\Psi_{(a_1; c)}\rangle \tag{52}$$

$$= \sum_\beta \left(\tilde{U}^{(i)}(\tilde{g}; g)\right)_{\alpha\beta} f_{0, \beta} R_g |\Psi_{(a_1; c)}\rangle \tag{53}$$

$$= \sum_\beta \left(\tilde{U}^{(i)}(\tilde{g}; g)\right)_{\alpha\beta} f_{0, \beta} \prod_i U^{(i)}(\tilde{g}; g) |\Psi_{(a_1, \ldots, a_n; c)}\rangle \tag{54}.$$
where $\beta$ runs over the local basis of fermion operators. Alternatively, we can apply the symmetry transformation first:

$$
R_g |\Psi^\alpha_{\psi_0(\{s_{a_1}\};c)}\rangle = \prod_{k=0,i} U^{(k)}_g U_g(\psi_0; (\{s_{a_1}\};c)) |\Psi^\alpha_{\psi_0(\{s_{a_1}\};c)}\rangle 
$$

$$
= \prod_{k=0,i} U^{(i)}_g U_g(\psi, c; c \times \psi) U_g(\{s_{a_1}\};c) f_{0,\alpha} |\Psi_{\{s_{a_1}\};c}\rangle 
$$

$$
= U^{(0)}_g f_{0,\alpha} \prod_i U^{(i)}_g U_g(\psi, c; c \times \psi) U_g(\{s_{a_1}\};c) |\Psi_{\{s_{a_1}\};c}\rangle, 
$$

The symbol $U_g(\{s_{a_1}\};c)$ is shorthand for the $U$-symbol for the entire fusion tree of anyons away from position 0, and likewise $U_g(\psi_0; (\{s_{a_1}\};c))$ is the $U$-symbol for the entire fusion tree of the whole state. The fact that the same label $\alpha$ appears in both cases arises from the fact that we are using the same basis of local operators near position 0 to define the basis of states in each topological sector, which defines the $U^{(0)}_g$ operators. Comparing Eqs. 54 and 57, we obtain an important equation

$$
\sum_{\beta} \left( U^{(0)}_g \right)_{\alpha\beta} f_{0,\beta} |\Psi_{\{s_{a_1}\};c}\rangle = U^{(0)}_g f_{0,\alpha} U^{(0)}_g (\psi, c; c \times \psi) |\Psi_{\{s_{a_1}\};c}\rangle, 
$$

for all $\alpha$. The first thing to observe from this equation is that the left-hand side consists of a local operator acting on a state, and the right-hand side is a local operator acting on the same state multiplied by the phase $U_g(\psi, c; c \times \psi)$, which depends on the non-local overall fusion channel $c$ of the state in question. In order for this to be true, we must have that $U_g(\psi, c; c \times \psi)$ is independent of $c$. Since $c \in \{1, \psi\}$, this implies

$$
U_g(\psi, \psi; 1) = U_g(\psi, 1; \psi) = 1. 
$$

This is one of the primary constraints on the SET data and is needed to enforce the locality of $\psi$. This turns Eq. 58 into

$$
\sum_{\beta} \left( U^{(0)}_g \right)_{\alpha\beta} f_{0,\beta} |\Psi_{\{s_{a_1}\};c}\rangle = U^{(0)}_g f_{0,\alpha} |\Psi_{\{s_{a_1}\};c}\rangle \text{ if } c \in \{1, \psi\}. 
$$

The next observation is that the action of $U^{(0)}_g$ on states with an anyon $\psi$ at position 0 is determined entirely by its action on the basis of local fermion operators, that is, by $U^{(0)}_g$. Normally we can modify the local operators $U^{(i)}_g$ by a phase $\gamma_0(\{g\})$, which would transform the right-hand side of Eq. 60 by $\gamma_0(\{g\})$. However, the left-hand side of Eq. 60 is unambiguously determined by the microscopic action of the symmetry on local operators. Correspondingly, we have no freedom in the right-hand side and thus we obtain the important constraint

$$
\gamma_0(\{g\}) = 1 
$$

in all gauge transformations. Physically speaking, the local action $U^{(0)}_g$ of the symmetry on states with a fermion at position 0 is completely fixed by the symmetry action on the microscopic Hilbert space as determined by Eq. 48.

To further understand the constraint Eq. 61, we comment that a transformation $\gamma_0(\{g\}) = -1$ amounts to a redefinition of the microscopic $G_0$ symmetry operators by a $g$-dependent factor of fermion parity, that is, relabeling $R_g \rightarrow R_g (\gamma_0(g))^F$.

For a familiar example, if $G_0 = \mathbb{Z}_2^T$, then this redefinition interchanges the operators $T \leftrightarrow T(-1)^F$. As discussed at the beginning of this section, these operators are physically distinct thanks to the locality of the fermion. We should therefore consider this to be a different theory rather than a gauge-equivalent one. As we saw at the beginning of this section, a microscopic set of symmetry operators defines $\omega_2$ at the cocycle level, not just at the level of cohomology.

Also note that the above transformation, Eq. 62, implements an automorphism of $G_f$ which changes the decomposition of $G_f$ into $G_b \times \mathbb{Z}_2^F$ as a set, and if $\gamma_0(\{g\})$ is not closed as a 1-cochain, this will also change the representative cocycle $\omega_2$ for the group extension.

Finally, we can use the above to constrain $\eta_0$. Suppose that we can define consistent symmetry fractionalization. The symmetries cannot permute $\psi$, so $\eta_0(g, h)$ is constrained to be a $U(1)$-valued 2-cocycle. Inserting Eq. 59 into the consistency condition Eq. 37 forces

$$
\eta_0(g, h)^2 = 1, 
$$

(63)
that is, \( \eta_\psi(\mathbf{g}, \mathbf{h}) \in \mathbb{Z}^2(G_b, \mathbb{Z}_2) \).

Next, observe that

\[
R_gR_{h,f_{i,\alpha}}R_{h}^{-1}R_g^{-1} = \omega_2(\mathbf{g}, \mathbf{h})R_{gh}f_{i,\alpha}R_{gh}^{-1} = \sum_\beta \omega_2(\mathbf{g}, \mathbf{h}) \left( \tilde{U}^{(i)}_{gh} \right)_{\alpha\beta} f_{i,\beta}
\]

\( = \sum_\beta R_g \left( \tilde{U}^{(i)}_{h} \right)_{\alpha\beta} f_{i,\beta} R_g^{-1} = \sum_\delta \left( U^{(i)}_{h} \tilde{U}^{(i)}_{g} \right)_{\alpha\delta} f_{i,\delta} \).  

(64)

(65)

Applying both far-right-hand-side expressions to a parity-odd state \( |\Psi_{(a_j;\Psi)}\rangle \), we obtain

\[
\sum_\beta \omega_2(\mathbf{g}, \mathbf{h}) \left( \tilde{U}^{(i)}_{gh} \right)_{\alpha\beta} f_{i,\beta} |\Psi_{(a_j;\Psi)}\rangle = \sum_\delta \left( U^{(i)}_{h} \tilde{U}^{(i)}_{g} \right)_{\alpha\delta} f_{i,\delta} |\Psi_{(a_j;\Psi)}\rangle .
\]

(66)

We can now use Eq. 60 to exchange the \( \tilde{U}^{(i)} \) matrices for the operators \( U^{(i)} \) which appear in the symmetry localization ansatz, then absorb the fermion operators into the state:

\[
\omega_2(\mathbf{g}, \mathbf{h}) U^{(i)}_{gh} f_{i,\alpha} |\Psi_{(a_j;\Psi)}\rangle = U^{(i)}_{gh} \omega_2(\mathbf{g}, \mathbf{h}) |\Psi_{(a_j;\Psi)}\rangle
\]

\( \Rightarrow \omega_2(\mathbf{g}, \mathbf{h}) |\Psi^\alpha_{\psi_i; (a_j; \Psi)}\rangle = \left( U^{(i)}_{gh} \right)^{-1} U^{(i)}_{h} U^{(i)}_{g} |\Psi^\alpha_{\psi_i; (a_j; \Psi)}\rangle
\]

(67)

(68)

\[
= \beta_{\psi i}^{-1}(\mathbf{g}, \mathbf{h}) W^{(i)}_{g,h} |\Psi^\alpha_{\psi_i; (a_j; \Psi)}\rangle
\]

(69)

\[
= \omega_{\psi i}(\mathbf{g}, \mathbf{h}) |\Psi^\alpha_{\psi_i; (a_j; \Psi)}\rangle
\]

(70)

\[
= \eta_{\psi i}^{-1}(\mathbf{g}, \mathbf{h}) |\Psi^\alpha_{\psi_i; (a_j; \Psi)}\rangle.
\]

(71)

The last line follows from the definition Eq. 39, and here \( W^{(i)}_{g,h} \) is the operator

\[
W^{(i)}_{g,h} = \left( U^{(i)}_{gh} \right)^{-1} U^{(i)}_{h} U^{(i)}_{g}
\]

(72)

defined in [2] whose action on states with an anyon \( a_i \) at position \( i \) is

\[
W^{(i)}_{g,h} |\Psi_{a_i}\rangle = \omega_a(\mathbf{g}, \mathbf{h}) |\Psi_{a_i}\rangle.
\]

(73)

Note that \( \omega_a \), which is a U(1) phase that obeys the fusion rules in the sense

\[
\omega_a(\mathbf{g}, \mathbf{h}) \omega_b(\mathbf{g}, \mathbf{h}) = \omega_c(\mathbf{g}, \mathbf{h}) \quad \text{whenever} \quad N_{ab}^c > 0,
\]

and is used to characterize the symmetry fractionalization, should not be confused with \( \omega_2 \in \{ \pm 1 \} \), which specifies \( G_f \) as a \( \mathbb{Z}_2^f \) extension of \( G_b \).

We also comment that in the bosonic case we would proceed by writing Eq. 40. This step becomes more subtle in the fermionic case; we will discuss it in Sec. V.

Since the group extension cocycle \( \omega_2 \) is \( \mathbb{Z}_2 \)-valued, we conclude that

\[
\eta_\psi(\mathbf{g}, \mathbf{h}) = \omega_2(\mathbf{g}, \mathbf{h}),
\]

(75)

so as claimed, we should incorporate the group extension as symmetry fractionalization data \( \eta_\psi \).

To summarize, we have found that locality of fermion operators requires that

\[
U_g(\psi, \psi; 1) = 1
\]

(76)

\[
\eta_\psi(\mathbf{g}, \mathbf{h}) = \omega_2(\mathbf{g}, \mathbf{h})
\]

(77)

\[
\gamma_\psi(\mathbf{g}) = 1
\]

(78)

### B. Locality-respecting natural isomorphisms

In bosonic topological phases given by a UMTC \( \mathcal{B} \), we define a group homomorphism \( \rho : G \to \text{Aut}(\mathcal{B}) \), where elements of \( \text{Aut}(\mathcal{B}) \) are defined modulo natural isomorphisms. In the fermionic case, we first need to enforce Eq. 59.
Every element of \( \text{Aut}(C) \) has a representative with \( \Upsilon_g(\psi, \psi; 1) = +1 \); given any choice of representative, if this constraint is not respected, then modify the autoequivalence by a natural isomorphism with \( \gamma_\psi(g) = \Upsilon_g(\psi, \psi; 1)^{-1/2} \) (either sign of the square root will work) to obtain a representative which respects the constraint. Hence the group of autoequivalences which respect the constraint \( \Upsilon_g(\psi, \psi; 1) = +1 \) is isomorphic to \( \text{Aut}(C) \); we will therefore refer to the former as \( \text{Aut}(C) \) as well, but we implicitly are disallowing any representatives which violate the constraint.

Once we have accounted for the above constraint, as we saw above, natural isomorphisms with \( \gamma_\psi(g) \neq +1 \) do not in general respect the locality of the fermion. As such, we should only consider symmetries to be equivalent if they differ by a natural isomorphism which respects the locality of the fermion. We define the group of equivalence classes of braided autoequivalences under this restricted equivalence to be the group \( \text{Aut}_{LR}(C) \), where \( LR \) stands for “locality-respecting.”

Accordingly, in a fermionic system we must specify a map

\[
[\rho_g] : G_h \to \text{Aut}_{LR}(C),
\]

such that

\[
\kappa_{g,h} \circ \rho_g \circ \rho_h = \rho_{gh},
\]

where \( \kappa_{g,h} \) is a natural isomorphism. In general \( \kappa_{g,h} \) need not be a locality-respecting natural isomorphism. When \( \kappa_{g,h} \) does respect locality, then \( [\kappa_{g,h}] \) is trivial and \( [\rho_g] \) is a faithful group homomorphism; otherwise the multiplication law for \( [\rho_g] \) holds up to a factor \([\kappa_{g,h}]\).\(^4\)

The definition of \( \text{Aut}_{LR}(C) \) is more subtle than one might naively expect. Given a microscopic realization of the symmetry, natural isomorphisms are obtained by modifying the local operators \( \Upsilon^{(k)}_g \) that appear in the symmetry localization ansatz by anyon-dependent factors \( \gamma_\psi(g) \); from this starting point, only natural isomorphisms with \( \gamma_\psi = +1 \) are allowed. However, if the starting point is only UBFC data, natural isomorphisms are defined by their action on fusion vertices, i.e., they are autoequivalences \( \Upsilon \) of the form

\[
\Upsilon(|a, b; c\rangle) = \frac{\gamma_a \gamma_b}{\gamma_c} |a, b, c\rangle.
\]

At this level, natural isomorphisms have a redundancy upon redefining

\[
\tilde{\gamma}_a = \zeta_a \gamma_a,
\]

where the \( \zeta_a \) are phases such that \( \zeta_a \zeta_b = \zeta_c \) whenever \( N_{ab}^c \rangle > 0 \). Such a redefinition does not change the action of the symmetry on any fusion vertices. Therefore, if a natural isomorphism is equivalent under this redundancy to one with \( \gamma_\psi = +1 \), then it also respects locality, although at the level of microscopics, we must implement the natural isomorphism of the BFC using the equivalent \( \gamma_\psi = +1 \) realization.

All phases \( \zeta_a \) which respect the fusion rules have \( \zeta_a = \pm 1 \), so locality-respecting natural isomorphisms are required to have \( \gamma_\psi = \pm 1 \); note that this condition also preserves the constraint Eq. 59 that \( U(\psi, \psi; 1) = +1 \). There may or may not exist phases \( \zeta_a \) which obey the fusion rules and have \( \gamma_\psi = -1 \). If such phases \( \zeta_a \) do not exist, (in the language of Sec. II this means \( K(C) = K_+(C) \)), then the naive expectation holds: only natural isomorphisms with \( \gamma_\psi = +1 \) respect locality, and \( \text{Aut}(C) \neq \text{Aut}_{LR}(C) \). However, if such phases \( \zeta_a \) do exist (in which case \( K(C)/K_+(C) = \mathbb{Z}_2 \)), then all natural isomorphisms with \( \gamma_\psi \in \mathbb{Z}_2 \) are equivalent to one with \( \gamma_\psi = +1 \) and thus respect locality. In this case, \( \text{Aut}(C) = \text{Aut}_{LR}(C) \).

In the former case where these phases \( \zeta_a \) do not exist, there is a rather unfamiliar consequence that equivalence classes in \( \text{Aut}(C) \) are not uniquely determined by the permutation action on the anyons. To see this, define

\[
\Upsilon_\psi(|a, b; c\rangle) = \frac{\tilde{\gamma}_a \tilde{\gamma}_b}{\gamma_c} |a, b, c\rangle
\]

with \( \gamma_a = +1 \) for all \( a \neq \psi \) and \( \gamma_\psi = -1 \). By construction, \( \Upsilon_\psi \) has a trivial permutation action on the anyons, but if the aforementioned \( \zeta_a \) do not exist, i.e., if \( K(C) = K_+(C) \), then \( \Upsilon_\psi \) is not a locality-respecting natural isomorphism and its equivalence class in \( \text{Aut}_{LR}(C) \) is therefore distinct from the class of the transformation which acts exactly as the identity.

\(^4\) An earlier version of this paper referred to \([\rho_g]\) as a group homomorphism, implicitly assuming that \([\kappa_{g,h}]\) is always trivial. However when \( \Upsilon_\psi \) violates locality, \([\kappa_{g,h}]\) may indeed be non-trivial, in which case the multiplication law for \([\rho_g]\) need only hold projectively; an example is the unobstructed fractionalization of \( G_f = \mathbb{Z}_4^{+} \) on \( \mathbb{C} = \text{SO}(3)_3 \) in Sec. VIF. The corrected discussion agrees with the discussion contained in Ref. [30].
The map $\Upsilon_\psi$ has a natural interpretation as the action of fermion parity, since it inserts a factor of $(-1)$ for every local fermion in a state.

For a general BFC $\mathcal{B}$, in many cases of physical interest, equivalence classes in $\text{Aut}(\mathcal{B})$ modulo all (possibly locality-violating) natural isomorphisms are uniquely determined by the way they permute the anyons. This property was proven explicitly in [29] for theories with $N_{ab}^c < 1$ for all $a, b, c \in \mathcal{B}$ and where all $F$-symbols allowed by the fusion rules are nonzero. Some theories which do not have this property can be found in [16].

Suppose we have a theory in which given an autoequivalence $\rho$, all autoequivalences which have the same permutation action as $\rho$ are related to it by a possibly locality-violating natural isomorphism. Assuming $\rho$ satisfies the restriction $U(\psi, \psi; 1) = +1$, the only (possibly) locality-violating natural isomorphisms that maintain $\Upsilon(\psi, \psi; 1) = +1$ have $\gamma_\psi = -1$, that is, they are related to $\Upsilon_\psi$ by a locality-respecting natural isomorphism. Therefore, if $\Upsilon_\psi$ respects locality, then locality-respecting equivalence classes in $\text{Aut}(\mathcal{C})$ are uniquely determined by their permutation action. If $\Upsilon_\psi$ does not respect locality, then there are exactly two locality-respecting equivalence classes in $\text{Aut}(\mathcal{C})$ for each permutation action; if $\rho$ is a representative of one such class, then $\Upsilon_\psi \circ \rho$ is a representative of the other class. In this case,

$$\text{Aut}(\mathcal{C}) = \text{Aut}_{LR}(\mathcal{C}) / \mathbb{Z}_2,$$

(84)

where $\mathbb{Z}_2$ is the subgroup of $\text{Aut}_{LR}(\mathcal{C})$ generated by $[\Upsilon_\psi]$. We note that we have not proven that the constraints that we have found are exhaustive. Since the fermion $\psi$ is considered to be local, one could imagine a constraint of the sort $U_\psi(a, \psi; a \times \psi) = +1$ for all $a$, not just $a \in \{1, \psi\}$, however we have not found any evidence that such a constraint should be required. If we did have such a more general constraint, then only one of $\rho_{\mathcal{B}}$ and $\Upsilon_\psi \circ \rho_{\mathcal{B}}$ would be allowed, in which case we would always have $\text{Aut}_{LR}(\mathcal{C}) \cong \text{Aut}(\mathcal{C})$.

In this case, then $[\rho]$ would again be a homomorphism into $\text{Aut}(\mathcal{C})$.

### 1. Examples

We presently explain some examples and special cases where it can be determined whether or not $\Upsilon_\psi$ respects locality.

If any minimal modular extension $\tilde{\mathcal{C}}$ of $\mathcal{C}$ contains an Abelian fermion parity vortex $v$, then $\Upsilon_\psi$ respects locality. Specifically, we can define $\zeta_a = M_{a,v}$, as $M_{a,v} \in U(1)$ respects the fusion rules of $\tilde{\mathcal{C}}$ and therefore also respects the fusion rules of $\mathcal{C}$. Since $v$ is a fermion parity vortex, $\zeta_\psi = -1$. Clearly this case includes all $\mathcal{C}$ of the form $\mathcal{C} = \{1, \psi\} \boxtimes \mathcal{B}$ for modular $\mathcal{B}$.

We prove in Appendix C that the converse of the above statement is true as well, so that $\Upsilon_\psi$ respects locality if and only if some minimal modular extension $\tilde{\mathcal{C}}$ of $\mathcal{C}$ contains an Abelian fermion parity vortex $v$.

One physical situation where $\Upsilon_\psi$ does not respect locality is whenever $\mathcal{C}$ contains a fusion of the form $a \times b = c + (c \times \psi) + \cdots$, that is, $N_{ab}^c = N_{ab}^{c \times \psi} > 0$. We do not know whether or not this condition is necessary for $\Upsilon_\psi$ to violate locality, but the proof that it is sufficient is straightforward. Assume such a fusion rule exists; then any phase $\zeta_a$ which obeys the fusion rules must obey

$$\zeta_c = \zeta_a \zeta_b = \zeta_{c \times \psi} = \zeta_c \zeta_\psi$$

(85)

Therefore $\zeta_\psi = +1$. An example where this occurs is the theory describing the anyon content of SO(3)$_3$ Chern-Simons theory, which we shall simply call$^5$ $\mathcal{C} = \text{SO(3)}_3$ (see, e.g., [20] for the explicit BFC data) which has a fusion rule $s \times s = 1 + s + \bar{s}$ with $\bar{s} = s \times \psi$.

In the case where $\mathcal{C}$ contains a fusion rule where $N_{ab}^c = N_{ab}^{c \times \psi} > 0$, then the quantity

$$\Lambda_{ab}^c = U(c, \psi; c \times \psi)U(a, b; c)U^{-1}(a, b; c \times \psi)$$

(86)

is nonzero and gauge-invariant within $\text{Aut}_{LR}(\mathcal{C})$. It is straightforward to check that if the autoequivalence is changed from $\rho$ to $\Upsilon_\psi \circ \rho$, then $\Lambda_{ab}^c$ changes to $-\Lambda_{ab}^c$; $\Lambda_{ab}^c$ is therefore an invariant that distinguishes two elements of $\text{Aut}_{LR}(\mathcal{C})$ with the same permutation action.

---

$^5$ In some references in the condensed matter literature, e.g., [20], this BFC is named SO(3)$_6$ because it is the integer spin sector of the anyons in SU(2)$_6$ Chern-Simons theory.
To summarize, the following are equivalent for a super-modular category $C$:

- $\Upsilon_\psi$ respects locality
- Some minimal modular extension $\tilde{C}$ of $C$ contains an Abelian fermion parity vortex
- $\text{Aut}(C) \cong \text{Aut}_{LR}(C)$
- If elements of $\text{Aut}(C)$ are uniquely determined by their permutation action on the anyons, then so are elements of $\text{Aut}_{LR}(C)$.
- $K(C)/K_+(C) \cong \mathbb{Z}_2$
- There exists a set of phases $\zeta_a$ which obey the fusion rules and have $\zeta_\psi = -1$.

Conversely, the following are also equivalent:

- $\Upsilon_\psi$ violates locality
- $\text{Aut}_{LR}(C)/\mathbb{Z}_2 \cong \text{Aut}(C)$
- If elements of $\text{Aut}(C)$ are uniquely determined by their permutation action on the anyons, exactly two elements of $\text{Aut}_{LR}(C)$ have the same permutation action on the anyons.
- $K(C) \cong K_+(C)$
- Any set of phases $\zeta_a$ which obey the fusion rules must have $\zeta_\psi = +1$.

V. OBSTRUCTIONS AND CLASSIFICATION OF SYMMETRY FRACTIONALIZATION

We now consider the obstructions to fractionalizing $G_f$ on $C$. There are two such obstructions. The first is an obstruction to defining any symmetry fractionalization of $G_b$ as a bosonic symmetry group on the super-modular tensor category; this obstruction $[\Omega] \in \mathcal{H}^3(G_b, K(C))$. We will call this the “bosonic obstruction” since it is independent of the extension $G_f$ of $G_b$. One can think of this as an obstruction to the symmetry localization ansatz of Eq. 34, while ignoring the locality of the fermion (that is, ignoring the constraints discussed in Section IV).

Assuming that the bosonic obstruction vanishes, the second obstruction, which we will call the fermionic obstruction, is to finding a symmetry fractionalization pattern which obeys the constraint $\eta_\psi = \omega_2$. If $\Upsilon_\psi$ respects locality, then the fermionic obstruction $[\Phi_f] \in \mathcal{H}^3(G_b, A/\{1, \psi\})$. If $\Upsilon_\psi$ does not respect locality, then the fermionic obstruction is $\Phi_f \in Z^3(G_b, \mathbb{Z}_2)$.

The fermionic obstruction has appeared in the math literature in [23]; we explicitly incorporate the locality restrictions and give a physical understanding of these obstructions.

If both the bosonic and fermionic symmetry localization obstructions vanish, the symmetry localization ansatz is well-defined and is compatible with the locality of the fermion, which implies that there exists some well-defined symmetry fractionalization pattern. We can then classify distinct symmetry fractionalization patterns; we find that these patterns form a torsor over $\mathcal{H}^2(G_b, A/\{1, \psi\})$, i.e., that different patterns are related to each other by an element of $\mathcal{H}^2(G_b, A/\{1, \psi\})$ but there is not in general a canonical identification of symmetry fractionalization patterns with cohomology classes.

Before proceeding, recall from the previous subsection that $\Upsilon_\psi$ respects locality if and only if there are phases $\zeta_a \in U(1)$ which respect the fusion rules and for which $\zeta_\psi = -1$, that is, if $K(C)/K_+(C) = \mathbb{Z}_2$. In what follows, we will only directly use the (non-)existence of such phases rather than explicitly using $\Upsilon_\psi$.

A. Defining the cohomology class of the bosonic obstruction

In this subsection we will show how the map

$$[\rho] : G_b \rightarrow \text{Aut}_{LR}(C)$$

(87)
determines an element $[\Omega] \in \mathcal{H}^3(G_b, K(C))$. We will provide the interpretation of $[\Omega]$ as an obstruction to symmetry localization in Section V B.

Choose a representative $\rho_{g}$ of $[\rho_{g}]$. Recall that the natural isomorphisms $\kappa_{g,h}$ are defined by Eq. 80 and can be decomposed

$$\kappa_{g,h}(a,b,c) = \frac{\beta_{a}(g,h)\beta_{b}(g,h)}{\beta_{c}(g,h)}$$

(88)

for phases $\beta$, where $\kappa_{g,h}(a,b,c)$ is the action of $\kappa_{g,h}$ on an $|a,b,c\rangle$ fusion vertex.

Demanding that the two ways to decompose $\rho_{ghk}$ are consistent leads to the condition

$$\kappa_{g,hk}\rho_{g}^{-1} = \kappa_{gh,k}\kappa_{g,h}$$

(89)

Define

$$\Omega_{a}(g,h,k) = \frac{\beta_{a}^{\sigma(g)}(h,k)\beta_{a}(g,h,k)}{\beta_{a}(g,h)\beta_{a}(gh,k)}$$

(90)

By definition $\Omega_{a}$ is a $U(1)$ valued 3-cochain: $\Omega_{a} \in C^{3}(G_{b}, U(1))$. Applying Eq. (89) to a state $|a,b,c\rangle$, we immediately find

$$\Omega_{a}\Omega_{b} = \Omega_{c}$$

(91)

whenever $N_{ab}^{c} \neq 0$ (so that $|a,b,c\rangle$ is a nonzero state). Letting $a$ vary, then, we have $\Omega \in C^{3}(G_{b}, K(C))$, with a group action$^6$ which takes $\Omega_{a} \rightarrow \Omega_{\pi_{a}}$. By direct computation,

$$\Omega_{a}(g,h,k)\Omega_{a}(g,h,kl)\Omega_{a}(g,h,k) = 1$$

(92)

Hence $\Omega \in Z^{3}(G_{b}, K(C))$. It is straightforward to check that $\Omega$ is invariant under symmetry gauge transformations Eq. 32 and is therefore independent of the choice of representative $\rho_{g}$.

There is additional gauge freedom in $\Omega$ which arises from the gauge freedom in $\beta$; we may redefine $\beta_{a}(g,h) \rightarrow \beta_{a}(g,h)\nu_{a}(g,h)$ for any phases $\nu_{a}(g,h)$ which obey the fusion rules, that is, for $\nu \in C^{2}(G_{b}, K(C))$. Inserting into Eq. 90, we find that this modifies $\Omega \rightarrow \Omega d\nu$, that is, $\Omega$ is ambiguous by an element of $B^{3}(G_{b}, K(C))$. Hence $[\Omega] \in \mathcal{H}^{3}(G_{b}, K(C))$ is a well-defined cohomology class.

We can go a bit further if $\Upsilon_{\psi}$ violates locality. Then $K(C) = K_{+}(C) \simeq \mathcal{A}/\{1,\psi\}$; in this case, we know that $\Omega_{\psi} = +1$ and thus we can write

$$\Omega_{a}(g,h,k) = M_{a}\Theta_{b}(g,h,k)$$

(93)

for some $\Theta_{b} \in C^{3}(G_{b}, \mathcal{A}/\{1,\psi\})$. Inserting Eq. (93) into Eq. (92),

$$1 = M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k)$$

(94)

$$= M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k) M_{a}\Theta_{b}(g,h,k)$$

(95)

$$= M_{a}\Theta_{b}(g,h,k) \times \Theta_{b}(g,h,k) \times \Theta_{b}(g,h,k) \times \Theta_{b}(g,h,k)$$

(96)

$$= M_{a}\Phi(\Theta_{b}(g,h,k))$$

(97)

for all $a \in C$. Here we have used the symmetry properties of the $S$-matrix and the fact that if $M_{ab}$ is always a phase, then $M_{ab} M_{ac} = M_{ad}$ whenever $N_{bc}^{d} \neq 0$. Because we are only considering braiding of $\Theta_{b}$ with elements of $C$ and not a modular extension, at every step in this process, we could have freely inserted a fermion into any of the $\Theta_{b}$ or into the overall fusion product. Hence $d\Phi_{b}$ is completely ambiguous by a fermion.

Super-modularity converts Eq. 97 into

$$d\Phi_{b}(g,h,k) \in \{1,\psi\}$$

(98)

$^6$ Thanks to the presence of $g$ rather than $\mathfrak{g}$, this is actually a right group action of $G_{b}$ on $K(C)$ rather than a more conventional left group action.
Hence \( \partial \Omega_b = 1 \) as an element of \( \mathcal{A}/\{1, \psi\} \); that is, \( \Omega_b \in Z^3(G_b, \mathcal{A}/\{1, \psi\}) \). A similar calculation shows that the coboundary ambiguity in \( \Omega \) leads to a coboundary ambiguity in \( \Omega_b \). The conclusion is that if \( \mathcal{Y}_\psi \) violates locality, then \([\Omega_b] \in \mathcal{H}^3(G_b, \mathcal{A}/\{1, \psi\})\) is a well-defined cohomology class.

If \( \mathcal{Y}_\psi \) respects locality, then in general we cannot say anything further than the above. We will show in Sec. V B that it is possible to choose a cocycle representative \( \Omega \) such that \( \Omega \in \mathcal{H}^3(G_b, K_+(\mathcal{C})) \), but as we will see, the class \([\Omega] \in \mathcal{H}^3(G_b, K_+(\mathcal{C}))\) can in general be nontrivial even if there is no symmetry localization obstruction; the actual obstruction is the class \([\Omega] \in \mathcal{H}^3(G_b, K(\mathcal{C}))\).

### B. Symmetry localization obstructions

Now we determine the obstructions to symmetry localization on \( \mathcal{C} \).

As reviewed in Section III, localizing the symmetry on \( \mathcal{C} \) amounts to choosing a set of phases \( \omega_a(g, h) \) which obey the fusion rules and

\[
\Omega_a(g, h, k) = \omega_a(h, k)\omega_a(gh, k)^{-1}\omega_a(g, hk)\omega_a(g, h)^{-1}. \tag{99}
\]

Recall that the symmetry fractionalization data \( \eta \) is defined using Eq. 39, and that fermionic symmetry fractionalization means we require \( \eta_\psi(g, h) = \omega_2(g, h) \).

The bosonic symmetry localization obstruction is the obstruction to finding any solution of Eq. 99, which we may reinterpret as the condition

\[
\Omega = d\omega \tag{100}
\]

for \( \Omega \in Z^3(G_b, K(\mathcal{C})) \) and \( \omega \in C^2(G_b, K(\mathcal{C})) \). That is, \([\Omega] \in \mathcal{H}^3(G_b, K(\mathcal{C}))\) is the bosonic symmetry localization obstruction. To characterize this obstruction further and to understand the fermionic symmetry localization obstruction, we proceed in two cases, depending on the locality of \( \mathcal{Y}_\psi \).

#### 1. Case: \( \mathcal{Y}_\psi \) does not respect locality

If \( \mathcal{Y}_\psi \) does not respect locality, we have \( K(\mathcal{C}) = K_+(\mathcal{C}) \) and, accordingly,

\[
\Omega_\psi = +1. \tag{101}
\]

If a solution \( \omega_a \) to Eq. 99 exists, then we must have \( \omega_\psi = +1 \) as well because \( \omega_a \) obeys the fusion rules. Hence we may write

\[
\omega_a(g, h) = M_{a, w}(g, h) \tag{102}
\]

for all \( a \in \mathcal{C} \) for some \( w \in \mathcal{A} \), where again \( w \) is ambiguous by a fermion. Substituting into Eq. (99), we find the usual requirement

\[
M_{a, \Omega_b} = M_{a, dw} \tag{103}
\]

Hence, \( \Omega_b = dw \), modulo a fermion, that is, we must have \([\Omega_b] = 0 \in \mathcal{H}^3(G_b, \mathcal{A}/\{1, \psi\})\) in order to have symmetry fractionalization. If \([\Omega_b] = 0 \), then by definition there exists such a \( w \), so there is no additional bosonic obstruction.

To understand the fermionic symmetry localization obstruction, we must attempt to enforce the condition \( \eta_\psi = \omega_2 \). Recall from Sec. V A that \( \beta_\psi \in \mathbb{Z}_2 \) is gauge-invariant when \( \mathcal{Y}_\psi \) does not respect locality. Suppose that some solution \( \omega_a \) of Eq. 99 exists, that is, the bosonic obstruction vanishes; it automatically has \( \omega_\psi = +1 \) as mentioned above. Then using Eqs. 39, 101, we have \( \eta_\psi = \beta_\psi/\omega_\psi = \beta_\psi \). Hence, since \( \eta_\psi \in Z^2(G_b, \mathbb{Z}_2) \),

\[
\mathcal{O}_f = \beta_\psi/\omega_2 \in Z^2(G_b, \mathbb{Z}_2) \tag{104}
\]

is the obstruction to imposing the fermionic symmetry fractionalization condition \( \eta_\psi = \omega_2 \). If \( \beta_\psi/\omega_2 = +1 \), then we automatically have \( \eta_\psi = \omega_2 \) and the symmetry fractionalization pattern accounts correctly for the fermionic symmetry.

Note also that, by definition, \( \beta_\psi(g, h) = -1 \) implies \([\kappa_{g, h}] = [\mathcal{Y}_\psi] \). Therefore, if the fermionic obstruction vanishes,

\[
[\kappa_{g, h}] = [\mathcal{Y}_\psi]^{(1 - \omega_2(g, h))}. \tag{105}
\]
We see that when \( \Upsilon_\psi \) violates locality, \([\rho_\mathbf{g}] : G_b \rightarrow \text{Aut}_{L,R}(\mathcal{C})\) can be a group homomorphism without a symmetry fractionalization obstruction only if \( \omega_2(\mathbf{g}, \mathbf{h}) = +1 \).  

Furthermore, when this fermionic obstruction vanishes, we see that \([\rho_\mathbf{g}]\) lifts to a group homomorphism \( G_f \rightarrow \text{Aut}_{L,R}(\mathcal{C}) \) such that \((-1)^F\) maps to \([\Upsilon_\psi]\). Therefore, when \( \Upsilon_\psi \) violates locality, we can view \( \Phi_f \) as obstructing the existence of such a lift.

The above fermionic obstruction was also found in the mathematical context of categorical fermionic actions in Ref. [23], where it was considered to be an element of \( H^2(G_b, \mathbb{Z}_2) \). The question of whether to mod out by 2-coboundaries arises upon consideration of what data is considered given. If one is given only \( \omega_2 \in H^2(G_b, \mathbb{Z}_2) \), then there is freedom to simply choose a different \( \omega_2 \) in the cohomology class and we should consider \([\Phi_f] \in H^2(G_b, \mathbb{Z}_2)\). As discussed in Sec. IV A, this choice amounts to a different decomposition of \( G_f \) into \( G_b \times \mathbb{Z}_2 \) as sets. Furthermore, if one is only given a map \([\rho_\mathbf{g}] : G_b \rightarrow \text{Aut}(\mathcal{C})\), then there is freedom to modify \( \rho_\mathbf{g} \) by \( \Upsilon_\psi \), which modifies \( \Phi_f \) by a coboundary. In this case, again the obstruction is \([\Phi_f] \in H^2(G_b, \mathbb{Z}_2)\). However, as we discussed in Sec. IV A, a complete specification of a quantum many-body system and its symmetries fixes both a cochain representative of \( \omega_2 \) and determines \([\rho_\mathbf{g}] : G \rightarrow \text{Aut}_{L,R}(\mathcal{C})\). In this case \( \omega_2 \) and \( \beta_\psi \) have no further gauge freedom. Thus there is no further freedom to change \( \Phi_f \) by a coboundary, and so we take the obstruction to be valued in \( Z^2(G_b, \mathbb{Z}_2) \). If one instead were interested in whether there is any physical realization of an abstract symmetry group \( G_f \) acting on \( \mathcal{C} \), the obstruction would be a cohomology-level obstruction.

An example where this fermionic obstruction occurs is in \( \text{SO}(3)_3 \) Chern-Simons theory with \( G_f = \mathbb{Z}_2^T \times \mathbb{Z}_2^f \). There is a unique permutation action of the anyons under time-reversal. One can check directly that there is only a valid symmetry fractionalization pattern with \( \beta_\psi = \eta_\psi(\mathbf{T}, \mathbf{T}) = -1 \), which would require \( G_f = \mathbb{Z}_2^T \). We explain this in more detail in Sec. VII F 1.

Remarkably, when \( \Upsilon_\psi \) violates locality, given a \( G_b \) and \([\rho_\mathbf{g}]\), there is always at most one group extension \( G_f \) of \( G_b \) which can be unobstructed. This follows from the fact that, given a \([\rho_\mathbf{g}]\), \( \beta_\psi \) is gauge-invariant; the only gauge freedom in \( \beta_\psi \) is to modify \( \beta_\alpha \rightarrow \beta_\alpha \nu_\alpha \) where \( \nu_\alpha \) obeys the fusion rules, and since \( \Upsilon_\psi \) violates locality, \( \nu_\alpha = +1 \). Hence the only possible unobstructed \( G_f \) has \( \omega_2 = \beta_\psi \).

2. Case: \( \Upsilon_\psi \) respects locality

If \( \Upsilon_\psi \) respects locality, then \( K(\mathcal{C})/K_+(\mathcal{C}) = \mathbb{Z}_2 \), and we cannot generically say anything further about the bosonic symmetry localization obstruction; it is simply \([\Omega] \in H^3(G_b, K(\mathcal{C}))\).

Suppose the bosonic obstruction vanishes so that there exists some consistent \( G_b \) symmetry fractionalization data \( \eta_\alpha \); we need to enforce the fermionic constraint \( \eta_\psi = \omega_2 \). As in the bosonic case, all consistent (bosonic) symmetry fractionalization patterns can be obtained from a given pattern \( \eta_\alpha^{(0)} \) via

\[
\eta_\alpha(\mathbf{g}, \mathbf{h}) = \eta_\alpha^{(0)}(\mathbf{g}, \mathbf{h}) \tau_\alpha(\mathbf{g}, \mathbf{h})
\]

where \( \tau_\alpha \) obeys the fusion rules and additionally obeys

\[
\tau_{\pi_\alpha}(\mathbf{h}, \mathbf{k}) \tau_\alpha(\mathbf{g}, \mathbf{h}) = \tau_\alpha(\mathbf{g}, \mathbf{h}) \tau_\alpha(\mathbf{g}, \mathbf{h}, \mathbf{k}).
\]

Given the symmetry fractionalization pattern \( \eta_\alpha^{(0)} \), we may attempt to obtain one which obeys the fermionic constraint \( \eta_\psi = \omega_2 \) by simply choosing \( \tau_\alpha(\mathbf{g}, \mathbf{h}) \) to be any phase which obeys the fusion rules and

\[
\frac{\omega_2(\mathbf{g}, \mathbf{h})}{\eta_\alpha^{(0)}(\mathbf{g}, \mathbf{h})} = \tau_\psi(\mathbf{g}, \mathbf{h}).
\]

Such a \( \tau_\alpha \) will always exist, but it may not obey Eq. 107. Define

\[
T_\alpha(\mathbf{g}, \mathbf{h}, \mathbf{k}) = \tau_{\pi_\alpha}(\mathbf{h}, \mathbf{k}) \tau_\alpha(\mathbf{g}, \mathbf{h}) \tau_\alpha^{-1}(\mathbf{g}, \mathbf{h}) \tau_\alpha^{-1}(\mathbf{g}, \mathbf{h}, \mathbf{k})
\]

Obviously Eq. 107 is equivalent to \( T_\alpha = 1 \), and it is also clear that \( T_\alpha \) is a phase which obeys the fusion rules (since the same holds for \( \tau_\alpha \)). Furthermore, \( \omega_2 \) and \( \eta_\alpha^{(0)} \) are both elements of \( Z^2(G_b, \mathbb{Z}_2) \); hence \( T_\psi = 1 \), that is, \( T \in K_+(\mathcal{C}) \). We therefore conclude that

\[
T_\alpha(\mathbf{g}, \mathbf{h}, \mathbf{k}) = M_{\alpha, \Phi_f}(\mathbf{g}, \mathbf{h}, \mathbf{k})
\]

\[\text{The fact that Eq. 104 implies a constraint relating } \omega_2 \text{ and } [\rho_\mathbf{g}, \mathbf{h}] \text{ in the case where } \Upsilon_\psi \text{ is locality-violating, as summarized in Eq. 105, was also noted previously in [30]. Ref. [30] further observed that a somewhat looser version of Eq. 105 can also be derived when } [\rho_\mathbf{g}, \mathbf{h}] = [\Upsilon_\psi] \text{ for some } \mathbf{g}, \mathbf{h} \text{ by demanding that there exists an (unconstrained) lift of the map } [\rho_\mathbf{g}] : G_b \rightarrow \text{Aut}_{L,R}(\mathcal{C}) \text{ to a group homomorphism } G_f \rightarrow \text{Aut}_{L,R}(\mathcal{C}). \text{ We do not enforce such a requirement explicitly, although as stated above the vanishing of } \Phi_f \text{ implies the existence of such a lift with } (-1)^F\text{ mapping to } [\Upsilon_\psi].\]
for some $\mathcal{O}_f \in C^3(G_b, \mathcal{A}/\{1, \psi\})$. We find with a direct computation that $dT_\alpha = 1$, which implies $\mathcal{O}_f \in Z^3(G_b, \mathcal{A}/\{1, \psi\})$.

Our desired condition $T_\alpha = 1$ would force $\mathcal{O}_f \in \{1, \psi\}$; this will not be satisfied in general. However, we could have chosen another $\tau_\alpha$ which satisfies Eq. 108; clearly all such $\tau_\alpha$ are obtained by modifying $\tau_\alpha(\mathbf{g}, \mathbf{h}) \rightarrow \tau_\alpha(\mathbf{g}, \mathbf{h}) \lambda_\alpha(\mathbf{g}, \mathbf{h})$ where $\lambda_\alpha$ obeys the fusion rules and, crucially, $\lambda_\psi(\mathbf{g}, \mathbf{h}) = +1$. Hence $\lambda \in C^2(G_b, K_+(\mathcal{C}))$. Such a $\lambda_\alpha$ must be of the form

$$\lambda_\alpha(\mathbf{g}, \mathbf{h}) = M_{\alpha}(\mathbf{g}, \mathbf{h})$$

with $\mathbf{v}(\mathbf{g}, \mathbf{h}) \in C^2(G_b, \mathcal{A}/\{1, \psi\})$. This change to $\tau_\alpha$ modifies $\mathcal{O}_f \rightarrow \mathcal{O}_f \times d\mathbf{v}$. Therefore, as long as $[\mathcal{O}_f] = 0 \in H^3(G_b, \mathcal{A}/\{1, \psi\})$, there exists some choice of $\mathbf{v}$ which will trivialize $T_\alpha$, that is, produce the desired $\tau_\alpha$. Hence $[\mathcal{O}_f] \in H^3(G_b, \mathcal{A}/\{1, \psi\})$ is the obstruction to fractionalizing $G_f$ on $\mathcal{C}$.

To summarize, if $\Upsilon$ respects locality, the bosonic obstruction is $[\Omega] \in H^3(G_b, K(\mathcal{C}))$, while the fermionic obstruction is $[\mathcal{O}_f] \in H^3(G_b, \mathcal{A}/\{1, \psi\})$. We give an example of a theory with a trivial bosonic symmetry localization obstruction but a nontrivial fermionic symmetry localization obstruction in Sec. VII F 2, namely $\mathcal{C} = \text{Sp}(2) \times \{1, \psi\}$ with a particular action of $G_f = \mathbb{Z}_2^T \times \mathbb{Z}_2^F$.

3. Technical aside on gauge-fixing when $\Upsilon$ respects locality

Suppose that $\Upsilon$ respects locality and we are given a particular representation $\beta_\alpha(\mathbf{g}, \mathbf{h})$ of $\kappa_{\mathbf{g}, \mathbf{h}}$ as a natural isomorphism. Since $\Upsilon$ respects locality, $\text{Aut}(\mathcal{C}) = \text{Aut}_LR(\mathcal{C})$ and so there exists a gauge transformation $\nu \in C^2(G_b, K(\mathcal{C}))$ such that the gauge-transformed $\beta_\alpha$ obeys $\beta_\alpha = +1$. In this gauge, Eq. 90 immediately implies $\Omega_\psi = +1$, that is, $\Omega \in C^3(G_b, K_+(\mathcal{C}))$. Certainly if $[\Omega] = 0 \in H^3(G_b, K_+(\mathcal{C}))$ then it is also true that $[\Omega] = 0 \in H^3(G_b, K(\mathcal{C}))$. However, it may be that $[\Omega] \neq 0 \in H^3(G_b, K_+(\mathcal{C}))$ but $[\Omega] \neq 0 \in H^3(G_b, K(\mathcal{C}))$, so the element $[\Omega] \in H^3(G_b, K_+(\mathcal{C}))$ is not the bosonic symmetry localization obstruction. That is, it may be that despite the gauge-fixing $\Omega_\psi = +1$, any solution of $\Omega = d\omega$ for the particular representative $\Omega$ will necessarily have some $\omega_\psi(\mathbf{g}, \mathbf{h}) = -1$.

We can rephrase the above more precisely. If $\Upsilon$ respects locality, then there is a short exact sequence

$$1 \rightarrow K_+(\mathcal{C}) \xrightarrow{i} K(\mathcal{C}) \xrightarrow{r_\psi} \mathbb{Z}_2 \rightarrow 1$$

where $i$ is the inclusion map and $r_\psi$ is the restriction of a set of phases $\zeta_\alpha$ to $a = \psi$. This leads to a long exact sequence in cohomology, where the relevant piece is

$$\cdots \rightarrow H^2(G_b, \mathbb{Z}_2) \xrightarrow{\delta} H^3(G_b, K_+(\mathcal{C})) \xrightarrow{i^*} H^3(G_b, K(\mathcal{C})) \xrightarrow{r_\psi^*} H^3(G_b, \mathbb{Z}_2) \rightarrow \cdots$$

where $\delta$ is the connecting homomorphism. The locality constraint Eq. 59 implies $\beta_\psi \in \mathbb{Z}_2$, in particular that $\beta_\psi \times \beta_\psi = \beta_\psi \cdot \beta_\psi = \beta_1 = +1$. Inserting into the definition Eq. 90 implies $\Omega_\psi = d\beta_\psi$, that is, $r_\psi^*([\Omega]) = 1$. Hence $[\Omega] \in \ker r_\psi^* = \text{im} i^*$. A particular choice of the gauge-fixing procedure above amounts to a choice of a particular element in $(i^*)^{-1}([\Omega])$. If $\ker i^*$ is trivial, then we can safely conclude that $(i^*)^{-1}([\Omega]) \in H^3(G_b, K_+(\mathcal{C})) \sim H^3(G_b, \mathcal{A}/\{1, \psi\})$ is uniquely defined and can therefore also be regarded as the bosonic obstruction. However, $i^*$ need not be injective; in fact $\ker i^* = \text{im} \delta$. If $i^*$ is not injective, then even if $[\Omega]$ is trivial our gauge-fixing procedure may set $(i^*)^{-1}([\Omega])$ to a nontrivial cohomology class in $H^3(G_b, K_+(\mathcal{C}))$. Hence we must use $[\Omega] \in H^3(G_b, K(\mathcal{C}))$ as the bosonic obstruction.

C. Fermionic obstruction as an obstruction to a lift

There is another perspective on the fermionic symmetry localization obstruction which is more general and is conceptually closely related to the viewpoint of Ref. [23].

Consider the following general problem: let $B$ be any UBFC with some subcategory $B' \subset B$. Given a homomorphism $[\rho_B] : G \rightarrow \text{Aut}(B)$ (or $\text{Aut}_LR(B)$, as appropriate) which preserves $B'$, we can restrict $[\rho_B]$ to $B'$. Suppose that there exists a symmetry fractionalization pattern for this restricted homomorphism. Then what is the obstruction to lifting the symmetry fractionalization pattern to all of $B$, i.e. defining a symmetry fractionalization pattern on $B$ which restricts to the given one on $B'$?

This problem was considered in Ref. [22], wherein it was explained that taking $B' = \{1\}$ and $B = \mathcal{C}$ produces the usual bosonic symmetry localization obstruction, while taking $B' = \mathcal{C}$ and $B = \mathcal{C}$ produces the $H^3(G_b, \mathbb{Z}_2)$ anomaly associated to fermionic SETs. Ref. [22] showed that if $B$ is modular, then the obstruction is valued in $H^3(G, T)$ where $T \subset B$ are the Abelian anyons which braid trivially with all of $B'$. Those results can be generalized straightforwardly to non-modular $B$; the primary change is that $T$ is replaced by $T/\mathcal{E}$, where $\mathcal{E}$ is the set of anyons which are transparent.
to all of $B$. However, the derivation of Ref. [22] contains an assumption, which does not hold in general, that one must be able to write
\[ \omega_{\psi}(g, h) = M_{\nu', w}(g, h), \]  
(114)
for all $\nu' \in B'$, with $w \in A$ where $A$ is the set of Abelian anyons in $B$.

Our fermionic symmetry localization obstruction is a special case of the above: we are specifying symmetry fractionalization on $B' = \{ 1, \psi \}$ with $\eta_0 = \omega_2$ and asking if this symmetry fractionalization can be lifted to $B = \tilde{C}$. The assumption Eq. 114 fails if $\omega_{\psi}(g, h)$ is not uniformly $+1$. As derived in Sec. IV B, the assumption that $\Upsilon_{\psi}$ respects locality actually means that we can choose a gauge where the assumption $\omega_{\psi} = +1$ holds. On the other hand, if $\Upsilon_{\psi}$ violates locality, there is no such gauge-fixing allowed, so the assumption is violated in general, and accordingly the obstruction is valued in a completely different cocycle (or cohomology) group.

D. Classification of symmetry fractionalization

Suppose we have two valid patterns of symmetry fractionalization given by $\omega_a(g, h)$ and $\omega'_a(g, h)$. Then we can define
\[ \tau_a(g, h) = \omega'_a(g, h)\omega_a(g, h)^{-1} \]
(115)
Since $\omega_{\psi} = \omega_2$, we must have
\[ \tau_{\psi}(g, h) = +1 \]
(116)
and $\tau_a$ must obey the fusion rules. Hence we can write
\[ \tau_a = M_{a, t(g, h)} \]
(117)
where $t \in C^2(G_b, A/\{ 1, \psi \})$. Using the fact that $\omega$ and $\omega'$ both obey Eq. 99, it is straightforward to check that $dt \in \{ 1, \psi \}$, and therefore $t \in Z^2(G_b, A/\{ 1, \psi \})$.

Note that, as discussed above, if $\Upsilon_{\psi}$ violates locality, then we can write
\[ \omega_a(g, h) = M_{a, w}(g, h) \]
(118)
for $w \in A/\{ 1, \psi \}$. If instead $\Upsilon_{\psi}$ respects locality, then there exists some minimal modular extension $\tilde{C}$ such that the above equation continues to hold, with $w(g, h) \in \tilde{A}/\{ 1, \psi \}$, where $\tilde{A}$ consists of the Abelian anyons of $\tilde{C}$.

As in the bosonic case, there is gauge freedom; we may redefine the local operators $U^{(i)}_g$ by a local unitary operator $Z^{(j)}_g$ such that
\[ \prod_{j=1}^n Z^{(j)}_g = 1 \]  
(119)
on an $n$-quasiparticle state, provided that the constraint Eq. 58 is maintained. This constraint forces $Z^{(j)}_g$ to act trivially on states with topological charge $\psi$ in region $i$. As in the bosonic case [2], Eq. 119 means that each $Z^{(j)}_g$ can only modify a given state by a phase since the $Z^{(j)}_g$ are local and act on well-separated regions of space. The $Z^{(j)}_g$ are local operators, so this phase can only depend on the anyon $a_j$ at position $j$, $g$, or other local degrees of freedom in $a_j$. Demanding that the action of $Z^{(j)}_g$ is a phase when acting on an arbitrary superposition of states in the same superselection sector in fact forces $Z^{(j)}_g$ to be independent of local degrees of freedom, that is,
\[ Z^{(j)}_g = \zeta_{a_j}(g) \]  
(120)
where the above equation is interpreted to be acting on a state with topological charge $a_j$ in region $j$, $\zeta_{a_j}(g) \in U(1)$, $\zeta_{\psi}(g) = 1$, and
\[ \prod_{j=1}^n \zeta_{a_j}(g) = 1. \]  
(121)
The above equation implies that \( \zeta(g) \) obeys the fusion rules for \( C \), so

\[
\zeta_a(g) = M_{a,s(g)},
\]

where, in order to maintain \( \zeta_p = +1 \), we have \( s \in C \) and thus \( s \in A \). Again, \( s \) is ambiguous by a fermion and is thus valued in \( A/\{1,\psi\} \). Under this transformation,

\[
\omega_a(g, h) \rightarrow \omega_a(g, h) \frac{\zeta_p(h)\zeta_a(h)}{\zeta_a(gh)}
\]

which corresponds to transforming \( w \) by \( t = d_s \). Hence \( t \) related by coboundaries are gauge-equivalent, that is, \( t \in \mathcal{H}^2(G_b, A/\{1, \psi\}) \).

This means that symmetry fractionalization classes form an \( \mathcal{H}^2(G_b, A/\{1, \psi\}) \) torsor. In particular, distinct symmetry fractionalization classes with data \( \eta_a \) and \( \eta'_a \) are related by

\[
\eta'_a(g, h) = \eta_a(g, h)M_{a,t(g,h)}
\]

for cohomologically nontrivial \( [t] \in \mathcal{H}^2(G_b, A/\{1, \psi\}) \). As in the bosonic case, there is not generally a canonical “trivial” symmetry fractionalization class.

As in the bosonic case, changing the symmetry fractionalization class by an element of \( \mathcal{H}^2(G_b, A/\{1, \psi\}) \) may not yield a physically distinct symmetry fractionalization class. This is because two different sets of symmetry fractionalization data may be related to each other by a relabeling of the anyons. More specifically, permuting the anyon labels with a permutation \( p \) corresponding to some unitary braided autoequivalence of \( C \) will yield a physically equivalent fractionalization class if \( p \) commutes with the permutation action on the anyon labels of every \( \rho_s \).

VI. EXAMPLES

A. \( G_b = \mathbb{Z}^T_2 \) and fermionic Kramers degeneracy

There are two possible group extensions of \( G_b = \mathbb{Z}^T_2 \): the trivial extension \( \eta_p(T, T) = 1 \) and the nontrivial one \( \eta_p(T, T) = -1 \). These correspond to \( T^2 = 1 \) and \( T^2 = (-1)^F \), respectively.

Consider any \( a \in C \) such that \( T^a = a \). Then \( \eta_a(T, T) \in \mathbb{Z}_2 \) is gauge-invariant, just as in the case where the symmetry and topological order is purely bosonic. If \( \eta_a(T, T) = -1 \), then \( a \) carries Kramers degeneracy [2].

A more interesting possibility occurs when \( T^a = a \times \psi \). Then it is easy to check that

\[
\eta_a = \eta_a(T, T)U_T(a, \psi; a \times \psi)F^{a,\psi,\psi}
\]

is gauge-invariant as well and can be interpreted roughly as the action of \( T^2 \) on \( a \). The gauge-invariance of this quantity requires that the \( \Gamma^{\psi,\psi} \) vertex basis transformation is disallowed, as discussed in Sec. II. The quantity \( F^{a,\psi,\psi} \) can be canonically fixed to 1 (again see Sec. II), so we omit it in the future. We comment on the transformation rules for \( U \) under vertex gauge transformations in Appendix B. Using the symmetry fractionalization consistency conditions and the fact that the pentagon equation forces \( F^{a,\psi,\psi} = F^{a,\psi,\psi} \), it is straightforward to show that

\[
(\eta_a)^2 = \eta_p(T, T)
\]

That is, if \( G_f = \mathbb{Z}^T_2 \times \mathbb{Z}^f_2 \), then \( \eta_a^T \) is a sign and determines whether or not \( a \) carries Kramers degeneracy, but if \( G_f = \mathbb{Z}^T_4 \), then \( \eta_a^T = \pm i \). The latter is the precise, gauge-invariant sense in which we can have \( ^\alpha T^2 = \pm i \) on an anyon, as discussed, e.g., for \( C = SO(3)_3 \) in Ref. [21].

1. Dimensional reduction to 1+1D SPTs

In order to interpret the invariants above, we review [10] the dimensional reduction from an anyon with \( T^a = a \) to a \((1+1)D \ \mathbb{Z}^T_2 \) symmetry-protected topological state (SPT), then turn to the fermionic case.

Consider a cylinder with a time reversal-invariant anyon \( a \) on its left end, \( \overline{a} \) on the right end, and vacuum in between, fusing to the identity channel. Then in a ground state \( |\Psi\rangle \), we have

\[
R_T |\Psi\rangle = U^{(L)}_T U^{(R)}_T U_T(a, \overline{a}, 1) |\Psi\rangle
\]
in the usual symmetry fractionalization ansatz, where $U_{T}^{(L,R)}$ are local unitary operators. Now, if our system is bosonic, we have

$$ R_{T}^{2} |\Psi\rangle = |\Psi\rangle = T U_{T}^{(L)} T U_{T}^{(R)} U_{T}^{*}(a, \pi; 1) R_{T} |\Psi\rangle $$

(128)

$$ = T U_{T}^{(L)} T U_{T}^{(R)} |\Psi\rangle $$

(129)

$$ = T U_{T}^{(L)} U_{T}^{(R)} U_{T}^{(L)} U_{T}^{(R)} |\Psi\rangle $$

(130)

$$ = \eta_{a} U_{T}^{(L)} |\Psi\rangle $$

(131)

Hence the local action of $T^{2}$, i.e. $T U_{T}^{(L/R)} U_{T}^{(L/R)}$, on each anyon is given by $\eta_{a} T$, that is, this quantity characterizes whether each end of the dimensionally reduced cylinder carries a linear or projective representation of $Z_{2}$, subject to the constraint $\eta_{a}^{2} = 1$ that the global representation is linear. From the consistency conditions for $\eta$ it is simple to show that $\eta_{a} = \pm 1$. Therefore, $\eta_{a} = -1$ means that an endpoint of the cylinder, or equivalently $a$, carries Kramers degeneracy. In this case, the dimensionally reduced system has a Kramers pair on each end, that is, it is a nontrivial $(1 + 1)$D $Z_{2}$ SPT.

In the presence of fermions, we can ask whether the bosonic $(1 + 1)$D $Z_{2}$ SPT is trivial or nontrivial in the fermionic classification. Following Ref. [31], one can check that in class BDI, the dimensionally reduced system is in the $\nu = 4$ class of the $Z_{2}$ fermion SPT classification. In class DIII, the dimensionally reduced system is a trivial SPT. This latter case is straightforward to understand physically: although there is no local bosonic operator that removes the Kramers pair associated with the anyon $a$ at the end of the system, in class DIII the local fermion $\psi$ carries Kramers degeneracy. Hence there is a fermionic operator which trivializes the end of the system.

Now let us run a similar argument for an anyon $a$ with $T a = a \times \psi$. We again place $a$ and $\bar{a}$, fusing to the identity, on the ends of a cylinder. This time

$$ R_{T} |\Psi\rangle = U_{T}^{(L)} U_{T}^{(R)} U_{T}^{(L)} U_{T}^{(R)} |\psi, \bar{\psi}; 1\rangle |\Psi\rangle $$

(132)

Proceeding as before,

$$ R_{T}^{2} |\Psi\rangle = |\Psi\rangle = T U_{T}^{(L)} T U_{T}^{(R)} U_{T}^{*}(a \times \psi, \bar{\psi} \times \psi; 1) R_{T} |\Psi\rangle $$

(133)

$$ = T U_{T}^{(L)} U_{T}^{(R)} U_{T}^{(L)} U_{T}^{(R)} U_{T}^{(L)} U_{T}^{(R)} U_{T}^{(L)} U_{T}^{(R)} (a, \bar{a}; 1) |\Psi\rangle $$

(134)

Using the consistency conditions, it is not hard to show that

$$ U_{T}^{(L)} (a \times \psi, \bar{\psi} \times \psi; 1) U_{T}^{(R)} (a, \bar{a}; 1) = -U_{T}^{(L)} (a, \psi; a \times \psi) U_{T}^{(R)} (\bar{\psi}, \bar{a}; \bar{\psi} \times \psi) $$

(135)

where the minus sign is crucial and comes from the presence of fermions. Hence,

$$ R_{T}^{2} |\Psi\rangle = |\Psi\rangle = -\eta_{a}^{2} T U_{T}^{(R)} U_{T}^{(L)} |\Psi\rangle $$

(136)

Hence $\eta_{a}^{2} = -1$.

The same argument, mutatis mutandis, on a state $|\Psi\rangle$ with $a$ on one end of the cylinder and $\bar{\psi} \times \psi$ on the other end, in the $\psi$ fusion channel, shows that

$$ \eta_{a}^{2} (\eta_{a}^{2})^{*} = -\eta_{\psi}(T, T) $$

(137)

where we need to use $R_{T}^{2} |\Psi\rangle = \eta_{\psi}(T, T) |\Psi\rangle$ by our choice of group extension to $G_{f}$. This can be used to conclude that $(\eta_{a}^{2})^{2} = \eta_{\psi}(T, T)$ as expected.

According to the above argument, the local action of $T^{2}$ on each end of the dimensionally reduced system is given by $\eta_{a} T$, possibly up to local fermion parity. Therefore, $\eta_{a} T$ diagnoses the SPT phase of the dimensionally reduced system. This action for anyons has been discussed as “fermionic Kramers parity” in a rather different language in Ref. [21]. Ref. [21] also shows that a DIII $(1 + 1)$D SPT should have local action $\pm i(-1)^{F}$ at its ends. In our formalism, DIII corresponds to the nontrivial group extension under which anyons can carry $\eta_{a} T = \pm i$, so such anyons lead to a nontrivial DIII SPT upon dimensional reduction. Similarly, in the $\nu = 2$ class of BDI, one end of the SPT should have local action $+1$ and one should have local action $-1$. This class corresponds in our formalism to the trivial group extension, under which anyons carry $\eta_{a} T = \pm 1$. 
For time-reversal operations we are considering here which change the local fermion parity, this local $T^2$ eigenvalue is not quite multiplicative under fusion of anyons or, in the dimensionally reduced picture, layering of SPTs; there is an extra minus sign. Specifically, if $N_{ab}^c > 0$, $T^a = a \psi$, $T^b = b \psi$, and $T^c = c$, then

$$\eta^c_a \eta^c_b = - \eta^c_c,$$

(138)

independent of the group extension (i.e., in the SPT language, this equation holds for class DIII and for class BDI). Eq. 138 was derived in the SPT language in Ref. [21] and arises from carefully tracking fermion minus signs. Schematically, if the local action of $T$ on $a$ and $b$ respectively consists of fermionic operators $c_a$ and $c_b$ where $c_{a,b}^2 \sim \eta^c_{a,b}$, then we can equivalently think of the local action of $T^2$ on the fusion of $a$ and $b$ as

$$(c_a c_b)^2 = -(c_a)^2 (c_b)^2 \sim -\eta^c_a \eta^c_b$$

(139)
or as the local action $\eta^c$ of $T^2$ on $c$. The equality of these two local actions motivates Eq. 138. Our symmetry fractionalization framework allows an alternate derivation in the UBF C language, which we give in Appendix D; the proof is a laborious but straightforward use of the consistency conditions, with the minus sign coming from an appearance of $R^\psi \psi$ in a hexagon equation.

B. $G_b = Z_4^T$

There are two group extensions $G_f$ of $Z_4^T$ by $Z_2^f$, the trivial one $Z_4^T \times Z_2^f$ and the nontrivial one $Z_8^T,f$. For anyons with $T^a = a$, the invariant

$$\eta^a_T = \frac{\eta_{a}(T, T^2) \eta_{a}(T^2, T^2)}{\eta_{a}(T^2, T)}$$

(140)
is gauge-invariant and detects a nontrivial $Z_4^T$ projective representation, just as in the bosonic case [9]. When $T^a = a$, $\eta_{a}(g, h) \in Z^2(Z_4^T, U(1))$, so the above expression is simply the cohomology invariant, equal to $\pm 1$, which detects whether $\eta_{a}(g, h)$ characterizes a linear or projective representation of $Z_4^T$. In particular, $\eta^a_T$ characterizes the group extension $\omega_2(g, h) = \eta_{a}(g, h)$, and can be thought of as indicating whether or not $\psi$ has fractional charge under the unitary symmetry $T^2$. If the charge is fractional, then schematically $T^4 = (-1)^F$, and indeed the group extension is nontrivial.

The consistency conditions demonstrate that this quantity obeys the fusion rules in the sense that if $T^a = a$, $T^b = b$, $T^c = c$, and $N_{ab}^c > 0$, then

$$\eta^a_T \eta^b_T = \eta^c_T$$

(141)

Notably, $\eta^a_T = \pm \eta^a_T$ with the upper sign for $G_f = Z_4^T \times Z_2^f$ and the lower sign for $G_f = Z_8^T,f$.

If, on the other hand, $T^a = a \times \psi$, then

$$\eta^a_T = \frac{\eta_{a}(T, T^2) \eta_{a}(T^2, T^2)}{\eta_{a}(T^2, T)} U_{T^2}(a, \psi; a \times \psi)$$

(142)
is the appropriate gauge-invariant object. In contrast to the case $G_b = Z_4^T$, we do not need any $F$-symbols to preserve invariance under vertex basis transformations; $U_{T^2}(a, \psi; a \times \psi)$ is invariant under such transformations because $T^2$ is unitary. Using the consistency conditions, one can check straightforwardly that

$$(\eta^a_T)^2 = \eta_{\psi}(T^2, T^2)$$

(143)

where the right-hand side is the cohomology invariant determining the group extension $[\omega_2]$. This quantity also obeys the fusion rules in the sense that if $T^a = a \times \psi$, $T^b = b \times \psi$, $T^c = c$, and $N_{ab}^c > 0$, then Eq. 141 holds with $\eta^a_T$ interpreted appropriately for the transformation properties of the anyons.

C. $G_b = U(1)$

There are two extensions of $U(1)$ by $Z_2^f$, i.e., $H^2(U(1), Z_2) = Z_2$. One extension is the trivial extension $G_f = U(1) \times Z_2^f$ while the other is called $U(1)^f$ and is characterized by the cocycle

$$\omega_2(g, h) = e^{i(\varphi_g + \varphi_h - [\varphi_g + \varphi_h])/2}$$

(144)
where \( \mathbf{g} = e^{i\varphi_\mathbf{g}}, \varphi_\mathbf{g} \in [0, 2\pi) \) and \( [x] = x \mod 2\pi \).

Since \( G_b \) is continuous, the condition that \( \rho_\mathbf{g} \) obeys the group multiplication laws up to natural isomorphisms forces \( \rho_\mathbf{g} \) to either be the identity or \( [\Upsilon_\psi] \). In particular, this implies that \( [\rho_\mathbf{g}] \) has trivial permutation action on the anyons.

Interestingly, if \( \Upsilon_\psi \) does not respect locality, then any symmetry fractionalization of \( U(1)^f \) automatically has a fermionic symmetry localization obstruction. Identify \( [\rho_\mathbf{g}] \in \{[\text{Id}], [\Upsilon_\psi]\} \approx \mathbb{Z}_2 \), and encode whether \( [\rho_\mathbf{g}] \) is the trivial or nontrivial element of \( \mathbb{Z}_2 \) by the function \( \phi(\mathbf{g}) : G_b \to \mathbb{Z}_2 \). \(^8\) Calculating \([\kappa_{\mathbf{g},\mathbf{h}}]\) directly from Eq. 80, we see that

\[
\beta_\psi(\mathbf{g}, \mathbf{h}) = d\phi(\mathbf{g}, \mathbf{h})
\]  

(145)

It immediately follows from Eq. 104 that \( \Phi_f \) is trivial if and only if \( \omega_2(\mathbf{g}, \mathbf{h}) = d\phi \), which is only possible if \( G_f = U(1) \times \mathbb{Z}_2 \). Therefore, not all super-modular categories can be compatible with \( U(1)^f \) symmetry.

The gauge-invariant quantity characterizing symmetry fractionalization is given as follows. For a fixed anyon \( a \), let \( n \) be the smallest integer such that \( a^n \) contains the identity as a fusion product. Choose a sequence of anyons \( a, a^2, \ldots, a^n = 1 \) such that \( a \times a^k \) contains \( a^{k+1} \) as a fusion product. Then define

\[
e^{2\pi i Q_n} = \prod_{m=1}^{n-1} \eta_{\mathbf{g}} \left( e^{2\pi i n/m}, e^{2\pi i m/n} \right) U_{e^{2\pi i n/m}}(a, a^m; a^{m+1})
\]  

(146)

One can check directly that this quantity is gauge-invariant. We immediately see that

\[
e^{2\pi i Q_\psi} = \omega_2(-1, -1)
\]  

(147)

which can be checked to be a cohomology invariant characterizing the group extension.

Here \( Q_n \) (which is only defined modulo an integer) can be interpreted as the fractional charge of the anyon \( a \) under \( U(1) \). One way to understand this interpretation is by noting that the fermion plays no role in this quantity, so we can characterize symmetry fractionalization with \( C \) is super-modular, then Eq. 146 also gives the fractional \( U(1) \) charge of the anyon \( a \).

Note that for the nontrivial group extension \( \omega_2(-1, -1) = -1 \), the fermion carries \( Q_\psi = 1/2 \). This must be so because the fermion carries unit charge of the full symmetry group \( U(1)^f \), which is a double cover of \( G_b = U(1) \). We see, then, how the nontrivial group extension is encoded by giving the fermion a fractional quantum number under \( G_b \), although it carries an integer charge under \( G_f \). Note also that in this context, the physical charge carried by an anyon \( a \), which is really the \( U(1)^f \) charge, is \( 2Q_a \).

We can characterize symmetry fractionalization with \( G_b = U(1) \) a bit further if \( \Upsilon_\psi \) respects locality. In this case, there exists a modular extension \( \tilde{C} \) with an Abelian fermion parity vortex \( \psi_0 \) and \([\rho_\mathbf{g}] = [\text{Id}]\), where \( \text{Id} \) is the identity map. We can thus fix a gauge (for convenience) in which \( \rho_\mathbf{g} \) is the identity (i.e. \( U_{\mathbf{g}} = 1 \)), in which it is straightforward to check that

\[
\eta_{\mathbf{g}}^{\text{ref}}(\mathbf{g}, \mathbf{h}) = M_{a, \psi_{\text{ref}}(\mathbf{g}, \mathbf{h})}
\]  

(150)

with

\[
\psi_{\text{ref}}(\mathbf{g}, \mathbf{h}) = \begin{cases} 
\psi(\varphi_\mathbf{g} + \varphi_\mathbf{h} - (\varphi_\mathbf{g} + \varphi_\mathbf{h})/2\pi & \text{if } G_f = U(1)^f \\
1 & \text{if } G_f = U(1) \times \mathbb{Z}_2
\end{cases}
\]

(151)

\(^8\) The map \( \phi(\mathbf{g}) \) need not be continuous because \([\kappa_{\mathbf{g},\mathbf{h}}]\) need not be continuous.
satisfies the consistency equations Eq. 36 and 37 and the constraint Eq. 75. According to the discussion in Sec. V D, all other symmetry fractionalization classes have representatives of the form

$$\eta_a(g, h) = \eta_a^{\text{ref}}(g, h)M_{a, h(g, h)}$$

(152)

with $[t] \in \mathcal{H}^2(G_b, A/\{1, \psi\})$. One can check that for each $x \in A/\{1, \psi\}$, the function

$$t(g, h) = x(\varphi_g + \varphi_h - [\varphi_g + \varphi_h]/2\pi)$$

(153)

represents a distinct class $[t] \in \mathcal{H}^2(G_b, A/\{1, \psi\})$.

Hence, if $G_f = U(1)^J$, given an Abelian fermion parity vortex $v_0$ in some minimal modular extension $\tilde{C}$ of $C$, symmetry fractionalization is characterized by an anyon $x \in A/\{1, \psi\}$. The anyon $x$ has a physical interpretation as a “relative vison” between the reference fractionalization class and the class given by $x$, that is, inserting a $2\pi$ flux of $U(1)$ will insert an extra anyon $x$ (modulo a fermion) in the state corresponding to $x$ compared to carrying out the same process in the reference state. The “absolute vison,” that is, the anyon associated with insertion of a $2\pi$ flux, is actually a fermion parity vortex (again, modulo a fermion) and is thus valued in the minimal modular extension corresponding to the physical realization of the fermionic topological order; the vison is not an object in the super-modular category.

If $G_f = U(1) \times \mathbb{Z}_2$, then we do not need to specify a fermion parity vortex, and $x$ is the absolute vison.

It also follows immediately from Eq. 146 that

$$e^{2\pi i q_\alpha} = \begin{cases} M_{a, v_0 \times x} & \text{if } G_f = U(1)^J \\ M_{a, x} & \text{if } G_f = U(1) \times \mathbb{Z}_2 \end{cases}$$

(154)

These results are very similar to the bosonic case. The key differences are that in a bosonic theory, $v_0$ is never present, which means that the (absolute) vison $x$ is always valued in the base UMTC which defines the bosonic topological order, and there is no fermion ambiguity in $x$.

1. $G_f = U(1)^J$ and $1/n$ Laughlin FQH states

As an application of our formalism, we can consider the example of fermionic fractional quantum Hall states. In the simplest case, take the $1/n$ Laughlin state for $n$ odd, which has Abelian topological order described by the supermodular category $C = \mathbb{Z}_n \times \{1, \psi\}$. This category contains a particle with topological twist $\theta = \pi/n$; denote this particle $[1]$. Then the generator of the factor $A = \mathbb{Z}_n$ in Eq. 10 is the particle $[2]$. Furthermore, $[n] = \psi$. After gauge-fixing $U = 1$, the consistency condition Eq. 37 requires the phases $\eta_a(g, h)$ to obey the fusion rules, so

$$[\eta_1(g, h)]^n = \eta_0(g, h) = \eta_\psi(g, h) = \omega_2(g, h)$$

(155)

Hence

$$\eta_1(g, h) = e^{i q(\varphi_g + \varphi_h - [\varphi_g + \varphi_h]/2n)},$$

(156)

for any odd integer $q$, with $q - q + 2n$ producing the same pattern. We have simply taken the $n$th root of $\omega_2$, hence the $q$ ambiguity, and enforced $\eta_1(1, h) = 1$. This leads to

$$Q_{[1]} = \frac{q}{2n} = \frac{q}{n}Q_{\psi}.$$  

(157)

As expected, this fractionalization pattern assigns $q/n$ of the electron charge to each quasiparticle. We remind the reader that $Q_a$ is the charge under $G_b$, and that the “true” $U(1)$ charge is the charge under $G_f$, i.e. $2Q_a$. The $n$ distinct possible values for $Q_{[1]}$ are consistent with our classification result, which yields $\mathcal{H}^2(U(1), A/\{1, \psi\}) = \mathcal{H}^2(U(1), \mathbb{Z}_n) = \mathbb{Z}_n$. In particular, there is a canonical reference state where

$$\eta_1^{\text{ref}} = \omega_2(g, h)^k$$

(158)

for each integer $k$, i.e. $\eta_a = 1$ for $a \in A$ but still obeys the fermionic constraint $\eta_\psi = \omega_2$. In this reference state, $[k]$ carries an electron charge for $k$ odd and an integer charge under $G_b$ (even integer charge under $G_f$, which can be screened by a boson) for $k$ even. Following the definitions in Eqs. 152, 153, each anyon $x \in A = \mathbb{Z}_n$ defines a distinct fractionalization pattern relative to the reference. The corresponding fractionalization data is
\[ \eta_{[k]}(g, h) = \eta^{ref}_{[k]}(g, h)M_{[k], \nu(g, h)} \]

for each \( k \). If \( x = [2\ell] \), then

\[ Q[1] = \frac{2\ell}{n} + \frac{1}{2} \]

For the case \( n = 3 \), one can easily check that the choice \( \ell = 0 \) corresponds to \([1]\) carrying integer \( U(1)^f \) charge, i.e. the charge of an electron. The choice \( \ell = 1 \) corresponds to \( 2Q[1] = 1/3 \mod 1 \) so that \([1]\) is the Laughlin quasihole, while \( \ell = 2 \) corresponds to \( 2Q[1] = -1/3 \mod 1 \) so that \([1]\) is the Laughlin quasielectron. The physical difference between these cases is whether the Laughlin quasihole carries topological twist \( \theta = \pi/3 \) and the quasielectron carries topological twist \( \theta = 4\pi/3 \), or vice-versa.

As an aside, \( \Upsilon_\psi \) respects locality in this case because there exists an Abelian minimal modular extension of \( C \), e.g., \((\text{toric code})\). Explicitly, the phases \( \zeta_{[a]} = e^{\pi ik/n} \) obey the fusion rules, and \( \zeta_{[n]} = \zeta_\psi = -1 \).

D. \( G_f = U(1)^f \times [Z^2 \times Z_M] \) and fractional Chern insulators

We can now also straightforwardly extend the above analysis to include lattice space group symmetries as well, which give us a general understanding of fractional quantum numbers for fractional Chern insulators with charge conservation and space group symmetries. This complements a recent comprehensive analysis in the bosonic case [6, 7].

For simplicity, let us consider the case of the \( 1/n \) Laughlin topological order with \( n \) odd, for which we have \( A = \mathbb{Z}_n \times \mathbb{Z}_2, \tilde{A} = \mathbb{Z}_n, A/(1, \psi) = \mathbb{Z}_n \), and consider the case where symmetries do not permute anyons, so \([\mu] : G_b \rightarrow \text{Aut}_{LR}(C)\) is the trivial map.

We have \( G_b = U(1) \times [Z^2 \times Z_M] \), so we can use the result of Ref. [6, 7]:

\[ H^2(G_b, A/(1, \psi)) = H^2(U(1) \times [Z^2 \times Z_M], \mathbb{Z}_n) = \mathbb{Z}_n \times \mathbb{Z}_n \times (K_M \otimes \mathbb{Z}_n) \times Z_{(3, n)}. \]

Here \( K_M = \mathbb{Z}_4, \mathbb{Z}_2 \times \mathbb{Z}_2, \mathbb{Z}_2, \mathbb{Z}_2, \mathbb{Z}_2 \) for \( M = 1, 2, 3, 4, 6 \), respectively. \( \otimes \) is the tensor product of finite groups; we have \( K_M \otimes \mathbb{Z}_n = \mathbb{Z}_1, \mathbb{Z}(2, n), \mathbb{Z}(2, n), \mathbb{Z}(3, n), \mathbb{Z}(2, n), \mathbb{Z}_1 \) for \( M = 1, 2, 3, 4, 6 \), respectively. \((a, b)\) refers to greatest common divisor of \( a \) and \( b \).

Since we can pick a canonical reference state for which \( \eta_a^{\text{ref}} = 1 \) if \( a \in \tilde{A} \) and \( \eta_b = \omega_2 \), we can characterize the other symmetry fractionalization classes by a set of anyons \([t] = (x, m, [\tilde{t}], [s]) \in H^2(G_b, A/(1, \psi))\). Here \( x \in \mathbb{Z}_n \) is the relative vison defined in Eq. 153, \( m \in \mathbb{Z}_n \) is the anyon per unit cell, \( \tilde{t} = \mathbb{Z}_2^2 \) is the discrete torsion vector discussed in the bosonic case in [6, 7], and \( s \in \mathbb{Z}_n \) is the discrete spin vector. The square brackets imply certain equivalence relations for \( \tilde{t} \) and \( s \), so that \([x] \in Z_{(n, 3)}\) and \([t] \in K_M \otimes \mathbb{Z}_n \) for which we refer the reader to [6, 7].

The reference state and the choice of \([t]\) determine the fractionalization class via

\[ \eta_a(g, h) = \eta^{\text{ref}}_a(g, h)M_{a, \nu}(g, h). \]

Physically, these fractionalization classes define the fractional \( U(1) \) charge of the anyons (determined by \( x \)), the fractionalization of the translation algebra (determined by \( m \)), the fractional orbital angular momentum (determined by \([s]\)), and the fractional linear momentum (determined by \([\tilde{t}]\)). The choices of \( x, m, [s] \) and \([\tilde{t}]\) also have non-trivial consequences for the fractional quantum numbers of lattice dislocations, disclinations, and magnetic flux, as discussed in [6, 7].

Let us take as an example the case \( n = 3 \). Then, for \( M = 2 \) and \( 4 \) (e.g. rectangular and square lattices), \([\tilde{t}]\) and \([s]\) are automatically trivial, so the only non-trivial choices are the choice of relative vison \( x \in \mathbb{Z}_3 \) and anyon per unit cell \( m \in \mathbb{Z}_3 \). These two are further constrained by the fractional part of the filling fraction \( \nu \): the fractional charge per unit cell, which sets the fractional part of \( \nu \), must be equal to the charge of the anyon per unit cell, \( m \).

For \( M = 6 \), e.g. the triangular lattice, \([\tilde{t}]\) is still trivial, however we have a possible choice of \([s] \in \mathbb{Z}(3, 6) = \mathbb{Z}_3 \). This specifies the fractional orbital angular momentum of the anyons, along with the fractional charge and fractional angular momentum of disclinations [6, 7].

Finally, for \( M = 3 \), e.g. the honeycomb lattice, we finally have the possibility that both \([\tilde{t}]\) and \([s]\) can be non-trivial. In particular, \([\tilde{t}] \in \mathbb{Z}_3 \), which implies the possibility of a non-trivial fractional linear momentum of the anyons, a non-trivial fractional charge of lattice dislocations, and other fractional quantized response properties [6, 7].
E. $G_f = U(2)^f$ and $\mathbb{Z}_2$ quantum spin liquids

The case of spinful electrons forming an insulating state that respects both charge conservation symmetry and spin rotational symmetry corresponds to an on-site unitary symmetry $G_f = U(2)^f$, and $G_b = U(1) \times \text{SO}(3)$. Let us consider this systematically for the case of the gapped $\mathbb{Z}_2$ spin liquid. In this case, the super-modular category is described by $D(\mathbb{Z}_2) \boxtimes \{1, \psi\}$, where $D(\mathbb{Z}_2)$ is the quantum double of $\mathbb{Z}_2$. Therefore, we have $\mathcal{A} = \{1, e, m, f\} \boxtimes \{1, \psi\}$, with $f = e \times m$ the emergent fermion. Our general classification then gives

$$\mathcal{H}^2(G_b, \mathcal{A}/\{1, \psi\}) = \mathcal{H}^2(U(1) \times \text{SO}(3), \mathbb{Z}_2 \times \mathbb{Z}_2) = \mathbb{Z}_2^4.$$  \hspace{1cm} (163)

We see that there are at most 16 distinct symmetry fractionalization classes. However we will see that most of these symmetry fractionalization class are in fact physically equivalent under relabeling the anyons, and that there are actually only 3 distinct symmetry fractionalization classes.

One can check that $\eta_\alpha(g, h)$ factors into a $U(1)$ part and a $\text{SO}(3)$ part

$$\eta_\alpha((e^{i\varphi_\xi}, M_g), (e^{i\varphi_h}, M_h)) = \eta_\alpha^g(e^{i\varphi_\xi}, e^{i\varphi_h})\eta_\alpha^h(M_g, M_h)$$

where $M_{g,h}$ are $\text{SO}(3)$ matrices and $q$ and $s$ label the charge and spin parts. Define functions

$$\phi_k(e^{i\varphi_1}, e^{i\varphi_2}) = e^{ik(\varphi_1 + \varphi_2 - [\varphi_1 + \varphi_2])}$$

for $k = 0, 1/2 \mod 1$. We find that, in the gauge $U = 1$, a representative $\eta_\alpha$ is

$$\eta_\alpha^g(e^{i\varphi_\xi}, e^{i\varphi_h}) = \phi_{q_a}(e^{i\varphi_\xi}, e^{i\varphi_h})$$

$$\eta_\alpha^h(M_g, M_h) = \phi_{s_a}(\alpha_g, \alpha_h)\phi_{s_m}(\beta_g, \beta_h)\phi_{s_m}(\gamma_g, \gamma_h)$$

for $q_a, s_a \in \{0, 1/2\}$. The notation parameterizes $M_g \in \text{SO}(3)$ by the Euler angles $(\alpha, \beta, \gamma)$. The fermionic constraint forces $q_\psi = s_\psi = 1/2$, while the $U$ -- $\eta$ consistency condition Eq. 37 forces the $\eta_\alpha^g$ and $\eta_\alpha^h$ to obey the fusion rules. Hence, independent choices of $q_e, s_e, q_m, s_m \in \{0, 1/2\}$ distinguish the different symmetry fractionalization classes. This generates the $\mathbb{Z}_2^4$ classification. Following the discussion in Sec. V.C, $q_a$ measures the charge of a under the $U(1)$ part of $G_b$, and hence $2q_a$ measures the physical $U(1)$ charge of $a$. Similarly, $s_a$ measures the spin of $a$ (there is no doubling of the quantum number here since half-integer spin under $\text{SO}(3)$ corresponds to half-integer spin under its double cover $\text{SU}(2)$).

However, many of these patterns are physically equivalent up to relabeling anyons. For example, relabeling $e \leftrightarrow m$ swaps the quantum numbers of $e$ and $m$. One could also relabel $e \leftrightarrow f\psi$ without changing $m$; this is an autoequivalence of the theory and interchanges the classes $(q_e, s_e) \leftrightarrow (q_e + 1/2, s_e + 1/2)$, where we are always taking addition modulo 1. Likewise, interchanging $m \leftrightarrow f\psi$ without changing $e$ is an autoequivalence and interchanges $(q_m, s_m) \leftrightarrow (q_m + 1/2, s_m + 1/2)$. Accounting for all of these relabelings, we obtain only three distinct classes, with representative choices of $(q_e, s_e, q_m, s_m) \in \{(0, 0, 0, 0), (1/2, 0, 0, 0), (1/2, 0, 1/2)\}$. The first case is trivial; all anyons’ quantum numbers can be screened by local excitations, i.e., they either have quantum numbers allowed by for a local boson or the quantum numbers of an electron (up to local bosons). In the second, $e$ (up to relabeling) carries the electron charge but no spin, $e\psi$ carries spin-1/2 but no charge, and $m$ has quantum numbers which can be screened by local excitations. In the third, $e$ carries the electron charge but no spin, while $m$ carries spin-1/2 but no charge. In the latter two cases, we can think of the local fermion as fractionalizing into a chargeon $e$ (up to relabeling) and spinon $e\psi$. The difference between the two cases is whether or not the $\mathbb{Z}_2$ flux $m$ carries quantum numbers which can be screened by local excitations.

F. Symmetry localization obstructions

1. $Z^2(G_b, \mathbb{Z}_2)$ fermionic obstruction, $Y_\psi$ locality-violating, and $\text{SO}(3)_3$

A simple example of a non-trivial $Z^2(G_b, \mathbb{Z}_2)$ fermionic symmetry localization obstruction is the super-modular category $\text{SO}(3)_3$ with $G_f = \mathbb{Z}_2^f \times \mathbb{Z}_2^f$. The theory $\text{SO}(3)_3$ has four anyons $1, s, \tilde{s}, \psi$ with quantum dimensions $1, 1 + \sqrt{2}, 1 + \sqrt{2}, 1 + \sqrt{2}$ and topological spins $1, i, -i, -1$. The fusion rules are

$$\psi \times \psi = 1$$
$$\psi \times s = \tilde{s}$$
$$s \times \tilde{s} = \tilde{s} \times \tilde{s} = 1 + s + \tilde{s}$$
$$s \times s = \psi + s + \tilde{s}$$

\hspace{1cm} (168)
Time reversal must exchange $s \leftrightarrow \bar{s}$. One can show that consistent fermionic symmetry fractionalization data exists with $G_f = \mathbb{Z}_4^T/\mathbb{Z}_2$; i.e., $\eta_\psi(T, T) = -1$; see Refs. [12, 20].

To see that $G_f = \mathbb{Z}_4^T \times \mathbb{Z}_2^f$ should have a fermionic symmetry localization obstruction, we use the fact that on general grounds [32], if $Tb = b$ and there exists any anyon $a$ such that $N_{aT_a}$ is odd, then

$$\eta_\psi(T, T) = \theta_b$$

(169)

The above equation applies for $b = \psi$ since $N_{\psi T_s} = 1$. Hence $\eta_\psi(T, T) = -1$ for any consistent symmetry fractionalization. However $G_f = \mathbb{Z}_4^T \times \mathbb{Z}_2^f$ would require $\eta_\psi(T, T) = 1$, which is therefore inconsistent.

We can state the above in the language of our present work as follows. Since SO(3)$_3$ contains the fusion rules $N_{s,s}^\psi = N_{\psi s}^s = 1$, $T_\psi$ must violate locality. That is, all phases $\zeta_\psi$ which respect the fusion rules have $\zeta_\psi = +1$. One can check that the action of time reversal must have $\beta_\psi(T, T) = -1$ (this can be computed directly, and also follows from the knowledge that there exists consistent fractionalization data with $\eta_\psi(T, T) = -1$ and $\omega_\psi(T, T) = 1$). Hence, the fermionic obstruction for $\omega_2(T, T) = +1$ is characterized by the cohomology invariant $\mathcal{O}_f(T, T) = \beta_\psi(T, T)/\omega_2(T, T) = -1$. That is, $\mathcal{O}_f$ is nontrivial in $Z^2(\mathbb{Z}_4^T, \mathbb{Z}_2)$ and $[\mathcal{O}_f]$ is also nontrivial in $H^2(\mathbb{Z}_4^T, \mathbb{Z}_2)$.

We note in passing that a related phenomenon was discovered in Ref. [10] for $D(S_3)$, the quantum double of $S_3$, the permutation group on three elements, which describes the anyon content of $S_3$ gauge theory (see Section VIII D of Ref. [10]). The anyons of $D(S_3)$ can be labeled as $A, B, C, D, E, F, G, H$, and the theory admits an action of $\mathbb{Z}_2^T$ such that $C \leftrightarrow F$ and $G \leftrightarrow H$ under time-reversal $T$. This permutation action forces $\eta_\psi^T = 1$. Thus, one can consider the subcategory generated by $\{1, B\}$, in which case the choice $\eta_\psi^T = 1$ would be obstructed when attempting to lift the action of $T$ to the full category.

2. $H^3(G_b, A/\{1, \psi\})$ fermionic obstruction, $\Upsilon_\psi$ locality-preserving, and $\text{Sp}(2)_2 \boxtimes \{1, \psi\}$

To demonstrate the bosonic symmetry localization obstruction and the fermionic symmetry localization obstruction when $\Upsilon_\psi$ respects locality, we consider the super-modular theory $C = \text{Sp}(2)_2 \times \{1, \psi\}$ with $G_b = \mathbb{Z}_4^T$. The notation here is $\text{Sp}(2)_2 = \text{USp}(4)$.

The theory $\text{Sp}(2)_2$ was studied in detail in [18]. Here we show that one can define a symmetry action of $\mathbb{Z}_4^T$ on $C$ that has a bosonic symmetry localization obstruction, which is essentially identical to the symmetry localization obstruction for $\text{Sp}(2)_2$ as a bosonic topological order, and one with no bosonic obstruction. For the symmetry action with no bosonic obstruction, we show that $G_f = \mathbb{Z}_4^T \times \mathbb{Z}_2^f$ has a fermionic symmetry localization obstruction, while $G_f = \mathbb{Z}_4^T/\mathbb{Z}_2$ is unobstructed.

The anyon content of the UMTC $\text{Sp}(2)_2$ is $\{1, \epsilon, \phi_1, \phi_2, \psi_+, \psi_-\}$ (the transparent fermion $\psi$, with no subscript, is not related to $\psi_+$), with topological spins $1, 1, e^{4\pi i/5}, e^{-4\pi i/5}, i, -i$, respectively. These have quantum dimensions $1, 1, 2, 2, -\sqrt{5}, \sqrt{5}$, respectively. Under time-reversal, there are two choices of actions on $C$:

1. $\phi_1 \leftrightarrow \phi_2$, $\psi_+ \leftrightarrow \psi_-$, with $\epsilon$ and $\psi$ staying invariant.
2. $\phi_1 \leftrightarrow \phi_2$, $\psi_+ \leftrightarrow \psi_\psi$, $\psi_- \leftrightarrow \psi_\psi$, with $\epsilon$ and $\psi$ invariant.

The first choice has a bosonic $H^3(\mathbb{Z}_4^T, A/\{1, \psi\})$ obstruction. One can directly compute the $U$-symbols and calculate the bosonic obstruction. One finds that $\mathcal{O}_b(T, T, T) = \epsilon$ as an element of $A/\{1, \psi\}$; this is a cohomology invariant, and therefore the bosonic obstruction is nontrivial.

For the second choice of symmetry action, one can directly check that the bosonic obstruction vanishes, and we can ask about the fermionic obstruction. In this theory, $\Upsilon_\psi$ respects locality because there is a minimal modular extension of $C$ with an Abelian fermion parity vortex (namely the product of $\text{Sp}(2)_2$ and any Abelian minimal modular extension of $\{1, \psi\}$). Hence the fermionic obstruction is valued in $H^3(\mathbb{Z}_4^T, A/\{1, \psi\}) = H^3(\mathbb{Z}_4^T, \mathbb{Z}_2) = \mathbb{Z}_2$, characterized by the cohomology invariant $\mathcal{O}_f(T, T, T)$.

There is in fact a fermionic obstruction only when $G_f = \mathbb{Z}_4^T \times \mathbb{Z}_2^f$. We can again use the criterion Eq. 169 to see why. With the second symmetry action above, taking $a = \psi_+$, we find

$$\psi_+ \times T \psi_+ = \psi_+ \times \psi \psi_+ = \psi + \psi \phi_1 + \psi \phi_2$$

(170)

Hence we can take $b = \psi$ in Eq. 169 to see

$$\eta_\psi(T, T) = \theta_\psi = -1$$

(171)

Therefore, symmetry fractionalization with $\eta_\psi(T, T) = +1$ must be inconsistent, that is, there is a fermionic symmetry localization obstruction for $G_f = \mathbb{Z}_4^T \times \mathbb{Z}_2^f$. 
We may also see the obstruction at the level of cohomology as follows. Suppose we are given a fractionalization pattern with \( G_f = \mathbb{Z}_2^{T_f} \); one can check with tedious calculation that two such patterns exist and are specified by \( \eta_{e_T}^T = -1, \eta_{\bar{e}_T}^T = \pm i, \eta_{\bar{e}_T} = \mp i, \eta_{\bar{e}_T}^T = -1 \). Then we may attempt to find a new fractionalization pattern with \( G_f = \mathbb{Z}_2^T \times \mathbb{Z}_2^f \) by choosing a phase \( \tau_a(T, T) \) which obeys the fusion rules and which obeys \( \tau_{\psi}(T, T) = -1 \). One such choice is \( \tau_a(T, T) = (-1)^F \), where \( (-1)^F \) measures the \( \psi \) parity. We compute the failure of \( \tau_a \) to be a group cocycle (see Eq. 109):

\[
T_a(T, T, T) = \tau \tau_{\psi}(T, T) \tau_{\psi}(T, T) = \begin{cases} -1 & a = \psi, \bar{a} \neq \psi \\ +1 & \text{else} \end{cases}
\]

(172)

It is straightforward to check that

\[
T_a(T, T, T) = M_{a, \epsilon}
\]

(173)

so that \( \Phi_f(T, T, T) = \epsilon \), that is, \( \Phi_f \neq 0 \in \mathcal{H}^3(\mathbb{Z}_2^T, \mathcal{A}/\{1, \psi\}) \). Hence there is indeed a fermionic symmetry localization obstruction for \( G_f = \mathbb{Z}_2^T \times \mathbb{Z}_2^f \).

In fact, one can use the same basic calculation for any theory of the form \( \mathcal{C} = \mathcal{B} \boxtimes \{1, \psi\} \), where \( \mathcal{B} \) is modular and with \( G_b = \mathbb{Z}_2^T \). If the bosonic symmetry localization obstruction vanishes, then there is some choice of \( \eta_b(T, T) \) and thus a corresponding choice of group extension \( G_f \) which gives a consistent symmetry fractionalization pattern. Given the consistent pattern, one can try to see if a fractionalization pattern exists for the other group extension. One can always calculate the obstruction by choosing \( \tau_a(T, T) = (-1)^F \), in which case one finds

\[
T_a(T, T, T) = \begin{cases} +1 & a \text{ and } T_a \text{ have the same fermion parity} \\ -1 & a \text{ and } T_a \text{ have opposite fermion parity} \end{cases}
\]

(174)

in which case the cohomology invariant \( \Phi_f(T, T, T) \in \mathcal{A}/\{1, \psi\} \) must be nontrivial if any \( a \) and its time-reverse have opposite fermion parity. Therefore, for this form of \( \mathcal{C} \) with trivial bosonic symmetry localization obstruction, both group extensions for \( G_b = \mathbb{Z}_2^T \) are unobstructed if and only if \( a \) and \( T_a \) have the same fermion parity for all \( a \).

VII. DISCUSSION

We have provided a systematic analysis of symmetry fractionalization in (2+1)D fermionic symmetry-enriched topological phases of matter. We saw that much of the formalism in the bosonic case goes through, with important modifications arising from the locality of fermions. We find that symmetry fractionalization depends on a choice \([\rho] : G_b \to \text{Aut}_{LR}(\mathcal{C})\), where \( \text{Aut}_{LR}(\mathcal{C}) \) is the group of locality-respecting autoequivalences.

Furthermore, the choice \([\rho] \) and \( \omega \) may lead to bosonic or fermionic localization obstructions. The bosonic one is an obstruction to having any symmetry fractionalization class for \( G_b \), regardless of \( G_f \). The fermionic one is an obstruction to having any symmetry fractionalization class for \( G_f \), assuming the bosonic obstruction vanishes.

If these obstructions both vanish, then the symmetry fractionalization data is specified by a set of phases \( \eta_a(g, h) \), which form a torsor over \( \mathcal{H}^2(G_b, \mathcal{A}/\{1, \psi\}) \).

The presence of local fermions leads to several consequences which are uncommon in the usual bosonic case, in particular that there can be more than one physically distinct class of symmetry action, \([\rho] \), with the same permutation action on the anyons. It would be interesting to find any microscopic model where a non-permuting but non-trivial symmetry action \( T_\psi \) occurs.

We note that in using super-modular categories to model fermionic topological phases of matter, we required that the vertex basis gauge transformation \( \Gamma_{1,\psi}^T = 1 \). It would be useful to develop a first principles derivation of such a constraint, which is so far lacking in our current understanding.

Having established this framework for symmetry fractionalization, it is an important issue to use it to understand the ’t Hooft anomalies of fermionic SETs, which provide obstructions to gauging the full \( G_f \) symmetry. Ref. [12] provided a general method to compute ’t Hooft anomalies, but understanding in more detail the categorical origin of these anomalies in general is a non-trivial problem. There has been some progress in special cases [22, 27]. A general understanding has recently been provided in [28, 30].

The formalism that we have developed here provides a partial understanding of fermionic SETs in (2+1)D by developing the theory of symmetry fractionalization for the anyons of a fermionic topological phase. A complete analysis requires also developing a theory of \( G_f \) symmetry defects applicable to fermionic topological phases, to mirror the \( G \)-crossed braided tensor category approach for bosonic topological phases. In particular, such an analysis would
incorporate symmetry fractionalization for the fermion parity vortices as well. Once symmetry fractionalization for the anyons is fixed, we expect that distinct $G_f$ defect classes can be obtained by stacking invertible fermionic topological phases. Recently, Ref. [30, 33] has developed a comprehensive understanding of invertible fermionic topological phases with symmetry by augmenting the formalism of $G$-crossed braided tensor categories. The results of Ref. [33] suggest that the more general case of fermionic SETs may proceed by gauging fermion parity and classifying the resulting possible $G_b$-crossed braided tensor categories, while keeping track of additional flux labels that determine how $G_b$ defects arise from $G_f$ defects.
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Note added: This paper appeared on the arXiv at the same time as a number of other closely related papers, Ref. [28, 30, 33]. In particular, Ref. [28] provides a comprehensive account of obstructions to gauging $G_f$, leading to a systematic understanding of anomalies in (2+1)D fermionic topological phases. Ref. [33] develops a systematic characterization and classification of invertible (2+1)D fermionic topological phases using the framework of $G$-crossed BTCs. Ref. [30] independently develops a comprehensive characterization of (2+1)D fermion SETs, containing many of the results of this paper and of Ref. [28, 33]. Ref. [30] additionally also develops the theory of symmetry fractionalization for fermion parity vortices and symmetry defects in fermionic SETs.

Several changes in this revision, namely the discussion around Eq. 80 and the addition of Eq. 105 have overlap with the discussion of Ref. [30], as noted in the main text.

Appendix A: Characters of the fusion algebra of super-modular tensor categories

Given a BFC $C$, we say that a function $\chi(a)$ is a character of the fusion algebra of $C$ if

$$\chi(a)\chi(b) = \sum_{c \in C} N_{ab}^c \chi(c),$$

(A1)

for all $a, b \in C$.

In this appendix, we will prove the following [34]:

**Theorem A.1.** Let $C$ be a super-modular category and $\tilde{C}$ be any minimal modular extension $\tilde{C}$. Then any character $\chi(a)$ of the fusion algebra of $C$ is of the form

$$\chi(a) = d_a M_{a,x}$$

(A2)

for some $x \in \tilde{C}$ which is unique up to fusion with $\psi$.

This is particularly useful to us because of the following corollary:

**Corollary A.2.** Suppose that $e^{i\phi_a} \in K(C)$, that is, $e^{i\phi_a}$ is a phase obeying

$$e^{i\phi_a} e^{i\phi_b} = e^{i\phi_c}$$

(A3)

whenever $N_{ab}^c \neq 0$ for $a, b, c \in C$. Then

$$e^{i\phi_a} = M_{a,x}$$

(A4)

for some $x \in \tilde{C}$, and if $e^{i\phi_\psi} = +1$, then $x \in A$.

**Proof.** (Corollary) Given such an $e^{i\phi_a}$, we see that $d_a e^{i\phi_a}$ is a character of the fusion algebra since

$$d_a d_b = \sum_{c \in C} N_{ab}^c d_c$$

$$d_a e^{i\phi_a} d_b e^{i\phi_b} = \sum_{c \in C} N_{ab}^c d_c e^{i\phi_a} e^{i\phi_b} = \sum_{c \in C} N_{ab}^c d_c e^{i\phi_c}$$

(A5)

Eq. A2 would then imply that $e^{i\phi_a} = M_{a,x}$ for some $x \in \tilde{C}$. If $e^{i\phi_\psi} = 1$, then $x \in C$ and therefore $x \in A$. □
Proof. (Theorem) By modularity, all characters of $\tilde{C}$ are of the form $\tilde{\chi}_x(a) = d_a M_{a,x}$ for each $x \in \tilde{C}$. Their restrictions $\chi_x(a)$ to $a \in \tilde{C}_0 = C$ are clearly characters of $C$.

The super-modular tensor category $C$ has at most $|C|$ distinct characters. Therefore, if we show that the collection $\{\chi_x\}$ define $|C|$ distinct characters of $C$, then every character must be of the form $\chi_x$ for some $x$.

The $\chi_x$ define at most $|C|$ distinct characters, one for each $x$. However, certainly $\chi_x = \chi_{x \times \psi}$. We are therefore overcounting; if $x \in \tilde{C}_0$ or $x \in \tilde{C}_v$, then there we should only count one of $x$ or $x \times \psi$ as defining a possibly distinct character. Hence the $\chi_x$ define at most $n = |\tilde{C}_0|/2 + |\tilde{C}_v|/2 + |\tilde{C}_s|$ distinct characters. By a theorem of [14], $n = |C|$, so we need to show that these $\chi_x(a)$ are indeed all distinct on $C$. We show the contrapositive, i.e., that if $x$ and $y \in \tilde{C}$ define the same character of $C$, then $y = x$ or $y = x \times \psi$. Equivalently, we wish to show that $\chi_x(a) = \chi_y(a)$ for all $a \in C$ implies $N_{x1}^y + N_{x\psi}^y > 0$. We use the Verlinde formula in the modular category $\tilde{C}$:

$$N_{x1}^y + N_{x\psi}^y = \sum_{z \in \tilde{C}} \frac{S_{xz} S_{y1}^* S_{yz}}{S_{11}}$$

and then defining the gauge-transformed $U$

$$\rho_g(a, b; c) = U_g(a, b; c) (\Gamma_{c}^{a,b})^{-1}$$

which is what we wanted to show.

Appendix B: Comments on gauge transformations of $U$

In order for Eq. 125 to be gauge-invariant, we require

$$\tilde{U}_g(a, b; c) = \left(\begin{array}{cc} \Gamma_{c}^{a,b} & \sigma^{(k)} \\
\end{array} \right) U_g(a, b; c) (\Gamma_{c}^{a,b})^{-1}$$

where the check denotes the gauge-transformed quantity (in this appendix we will never be discussing modular extensions, so checks will always refer to gauge transformations).

The origin of this transformation law is somewhat subtle, so we discuss it presently from two points of view.

First, in the usual formalism, for $g$ antiunitary, we should pick a basis $\{a, b; c\}$ for the fusion space $V_{a,b}$ and define the antilinear operator $\rho_g$ by

$$\rho_g(\{a, b; c\}) = U_g(\{a, b; c\}) (\Gamma_{c}^{a,b})^{-1}$$

on the basis states (we suppress the internal indices if $N_{a,b}^{c} > 1$). We then extend the definition of $\rho_g$ to the rest of the space by antilinearity. Making a vertex basis transformation means defining a new basis

$$[a, b; c] = \Gamma_{c}^{a,b} [a, b; c]$$

and then defining the gauge-transformed $U$ by

$$\rho_g([a, b; c]) = \tilde{U}_g(\{a, b; c\}) (\Gamma_{c}^{a,b})^{-1}$$

9 Characters of the fusion algebra are given by the eigenvalues of the fusion matrices, which are all simultaneously diagonalizable, and thus the number of distinct characters is at most the number of eigenvalues.
We can now compute \( \tilde{\nu} \) directly:

\[
\rho_{\tilde{g}} \left( [a, b; c] \right) = \rho_{g} \left( \Gamma_{c}^{a,b} |a, b; c\right) \\
= \left( \Gamma_{c}^{a,b} \right)^{\sigma(g)} \rho_{g} \left( [a, b; c] \right) \\
= \left( \Gamma_{c}^{a,b} \right)^{\sigma(g)} U_{g}(g_{a}, g_{b}; g_{c}) |g_{a}, g_{b}; g_{c}\rangle \\
= \left( \Gamma_{c}^{a,b} \right)^{\sigma(g)} U_{g}(g_{a}, g_{b}; g_{c}) \left( \Gamma_{c}^{a,b} \right)^{-1} |g_{a}, g_{b}; g_{c}\rangle \\
= \tilde{U}_{g}(g_{a}, g_{b}; g_{c}) |g_{a}, g_{b}; g_{c}\rangle. 
\]

Comparing the last two lines leads directly to Eq. (B1). One must be careful in treating \( \rho_{g} \) as antilinear. Naively writing

\[
\rho_{g} |a, b; c\rangle = U_{g}(g_{a}, g_{b}; g_{c}) K |a, b; c\rangle
\]

(we have put quotes around this equation to emphasize that it can be misleading) and attempting to derive, for example, the consistency equation Eq. 26 leads to an incorrect result with incorrect complex conjugations.

For another perspective on the vertex basis transformations of \( \tilde{U} \), consider the higher-category point of view on antiunitary symmetry in [11]. Here, fusion vertices live in vector spaces \( |a, b; g\rangle \in V_{c}^{ab}(g) \) which carry a \( g \) label, which can be roughly interpreted as a local spacetime orientation. The theory comes equipped with maps

\[
\alpha_{h} : \tilde{V}_{c}^{ab}(g) \to \tilde{V}_{c}^{ab}(gh) 
\]

which are linear if the action of \( h \) is unitary and anti-linear if the action of \( h \) is antiunitary. The data of the theory is equivariant under these \( \alpha_{h} \) maps, e.g.,

\[
\tilde{F}_{def}^{abc}(h) = \left( \tilde{F}_{def}^{abc}(hg) \right)^{\sigma(g)}, 
\]

where the tildes are present as a reminder that we are in the higher category formalism. The “tilded” data is related to the usual “untilded” data by simply setting \( g = 1 \), e.g.,

\[
F_{def}^{abc} = \tilde{F}_{def}^{abc}(1). 
\]

In this formalism, antiunitary transformations act via a unitary map

\[
\tilde{\rho}_{g} \left( [a, b; c; h] \right) = \tilde{U}(g_{a}, g_{b}; g_{c}; gh, h) |g_{a}, g_{b}; g_{c}; gh\rangle 
\]

Since \( \tilde{\rho}_{g} \) is always unitary, it is easy to check its transformation law under gauge transformations

\[
|a, b; c; h\rangle = \Gamma_{c}^{a,b}(h) |a, b; c; h\rangle 
\]

as follows:

\[
\tilde{\rho}_{g} \left( [a, b; c; h] \right) = \tilde{\rho}_{g} \left( \Gamma_{c}^{a,b}(h) |a, b; c; h\rangle \right) \\
= \Gamma_{c}^{a,b}(h) \tilde{U}(g_{a}, g_{b}; g_{c}; gh, h) |g_{a}, g_{b}; g_{c}; gh\rangle \\
= \Gamma_{c}^{a,b}(h) \tilde{U}(g_{a}, g_{b}; g_{c}; gh, h) \left( \tilde{\Gamma}_{c}^{a,b}(gh) \right) |g_{a}, g_{b}; g_{c}; gh\rangle \\
= \tilde{U}(g_{a}, g_{b}; g_{c}; gh) |g_{a}, g_{b}; g_{c}; gh\rangle
\]

Hence

\[
\tilde{U}(g_{a}, g_{b}; g_{c}; gh, h) = \tilde{\Gamma}_{c}^{a,b}(h) \tilde{U}(g_{a}, g_{b}; g_{c}; gh, h) \left( \tilde{\Gamma}_{c}^{a,b}(gh) \right)^{-1}
\]

Equivariance of the \( F \)-symbols Eq. B12 forces equivariance of the gauge transformations

\[
\tilde{\Gamma}_{c}^{ab}(h) = \left( \tilde{\Gamma}_{c}^{ab}(h) \right)^{\sigma(g)}. 
\]
Hence, using equivariance to remove tildes from Eq. (B20) leads directly to Eq. (B1).

Yet another way to see how $U$ transforms using the tilded language is using the maps $\alpha_g$. The “untilded” map $\rho_g$ is the composition

$$\rho_g = \alpha_g \circ \tilde{\rho}_g \bigg|_V,$$  \hspace{1cm} (B22)

where the restriction means that $\rho_g$ is only defined on the “untilded” vector spaces $V^{ab}_c = \tilde{V}^{ab}_c(1)$. We can now directly compute the transformation rules for $U$:

$$\rho_g \left( \{a, \bar{b}; c; 1\} \right) = \alpha_g \circ \tilde{\rho}_g \left( \tilde{\Gamma}^{a,b}_c(1) \{a, b; c; 1\} \right) \hspace{1cm} (B23)$$

$$\hspace{1cm} = \left( \tilde{\Gamma}^{a,b}_c(1) \right)^{\sigma(g)} \alpha_g \left( \tilde{\Upsilon}(g_a, g_b; g_c; g_1) \{g_a, g_b; g_c; 1\} \right) \hspace{1cm} (B24)$$

$$\hspace{1cm} = \left( \tilde{\Gamma}^{a,b}_c(1) \right)^{\sigma(g)} \tilde{\Upsilon}(g_a, g_b; g_c; g_1)^{\sigma(g)} \{g_a, g_b; g_c; 1\} \hspace{1cm} (B25)$$

$$\hspace{1cm} = \left( \tilde{\Gamma}^{a,b}_c(1) \right)^{\sigma(g)} \tilde{\Upsilon}(g_a, g_b; g_c; g_1)^{\sigma(g)} \left( \tilde{\Gamma}^{g_a, g_b}_c(1) \right)^{-1} \{g_a, g_b; g_c; 1\} \hspace{1cm} (B26)$$

Using the relation

$$U_g(a, b; c) = \tilde{\Upsilon}_g^{\sigma(g)}(a, b; c; g, 1),$$  \hspace{1cm} (B27)

we indeed obtain Eq. (B1).

Appendix C: Proof of when $\Upsilon_\psi$ respects locality

In Sec. IVB, we showed that $\Upsilon_\psi$ respects locality if and only if there exists some $\zeta_\psi$ which is a phase for all $a \in \mathcal{C}$, respects the fusion rules, and has $\zeta_\psi = -1$. We will prove in this appendix that such a $\zeta_\psi$ exists if and only if some minimal modular extension $\tilde{\mathcal{C}}$ of $\mathcal{C}$ contains an Abelian fermion parity vortex. If some $\tilde{\mathcal{C}}$ contains an Abelian fermion parity vortex, then we further claim that no minimal modular extension of $\mathcal{C}$ contains both $v$-type and $\sigma$-type vortices.

Our main tools are explicit results about boson condensation proven in Ref. [27], Appendix A; we state their results here without proof. We prove the (simpler) second statement first to introduce some techniques used in the proof of the first.

**Proposition C.1.** If some minimal modular extension $\tilde{\mathcal{C}}$ of $\mathcal{C}$ contains an Abelian fermion parity vortex, then no minimal modular extension of $\mathcal{C}$ contains both $v$-type and $\sigma$-type vortices.

**Proof.** First suppose that $\tilde{\mathcal{C}}$ contains an Abelian parity vortex $v$. Suppose by way of contradiction that $\tilde{\mathcal{C}}$ also contains a $\sigma$-type parity vortex $\sigma$. Then $\sigma \times v = a$ for a unique anyon $a \in \mathcal{C}$. Fuse $\psi$ into both sides of the above equation; by associativity of the fusion rules we obtain

$$\psi \times (\sigma \times v) = \psi \times a = (\psi \times \sigma) \times v = \sigma \times v = a \hspace{1cm} (C1)$$

Hence $a = \psi \times a$ for some $a \in \mathcal{C}$, which is impossible. Therefore, $\tilde{\mathcal{C}}$ contains only $v$-type parity vortices. Next, suppose $\tilde{\mathcal{C}}$ has chiral central charge $c_-$, and consider the minimal modular extension $\tilde{\mathcal{C}}'$ of $\mathcal{C}$ with chiral central charge $c_- + 1/2$. This is obtained by condensing the bosonic $(\psi, \psi)$ pair in $\tilde{\mathcal{C}} \boxtimes \text{Ising}$. Using the notation $(x, y) \in \tilde{\mathcal{C}} \boxtimes \text{Ising}$, it is clear that deconfined parity vortices in $\tilde{\mathcal{C}}'$ descend from bound states $(x, \sigma)$ where $x \in \tilde{C}_1$. Applying the results of [27], if $x$ is a $v$-type parity vortex, then every $(x, \sigma)$ is a deconfined simple parity vortex in $\tilde{\mathcal{C}}'$, while if $x$ is a $\sigma$-type parity vortex, then $(x, \sigma)$ splits into a pair of simple $v$-type parity vortices $(x, \sigma)_\pm$. Since $\tilde{\mathcal{C}}$ contains only $v$-type vortices, $\tilde{\mathcal{C}}'$ contains only $\sigma$-type vortices. We can repeat this process to obtain all minimal modular extensions, alternating between minimal modular extensions containing only $\sigma$-type and only $v$-type vortices, as desired.

**Theorem C.2.** There exists a set of phases $\zeta_\psi$ which obey the fusion rules and have $\zeta_\psi = -1$ if and only if some minimal modular extension contains an Abelian fermion parity vortex.
Proof. The "if" direction was already proven in Sec. IV.B. Now suppose such a \( \zeta_a \) exists. Then using the results of Appendix A, there exists some minimal modular extension \( \tilde{C} \) of \( C \) containing some parity vortex \( x \) such that \( M_{x,a} \in U(1) \) for all \( a \in C \). Then

\[
1 = \sum_{y \in \tilde{C}} |S_{x,y}|^2 = \sum_{y \in \tilde{C}_0} |M_{x,y}S_{1x}S_{y1}/S_{11}|^2 + \sum_{y \in \tilde{C}_1} |S_{x,y}|^2
\]

\[
= \sum_{y \in \tilde{C}_0} \frac{d_x^2 D_2^2}{\tilde{C}^2} + \sum_{y \in \tilde{C}_1} |S_{x,y}|^2
\]

\[
= \frac{d_x^2 D_2^2}{\tilde{C}^2} + \sum_{y \in \tilde{C}_1} |S_{x,y}|^2
\]

\[
= \frac{d_x^2}{2} + \sum_{y \in \tilde{C}_1} |S_{x,y}|^2 \geq \frac{d_x^2}{2}
\]

Hence

\[
d_x \leq \sqrt{2}.
\]

Now change minimal modular extensions to \( \tilde{C}^v \) by stacking with a copy of the Ising theory and condensing the bound state of the preferred fermions. If \( x \) is \( v \)-type, then \( (x, \sigma) \in \tilde{C}^v_1 \). Using the results of Ref. [27], we can obtain the \( S \)-matrix of the condensed theory; in the present case, we have

\[
d_{(x, \sigma)} = S_{(x, \sigma), (1, 1)}S_{(1, 1), (1, 1)} = d_x d_\sigma = \sqrt{2}d_x
\]

But using the same formula, we can also compute that for \( a \in \tilde{C}_0 \),

\[
M_{(x, \sigma), (a, 1)} = M_{x, a} \in U(1)
\]

Hence Eq. C6 applies to \( (x, \sigma) \) as well, so \( d_{(x, \sigma)} = \sqrt{2}d_x \leq \sqrt{2} \). Thus \( d_x = 1 \), i.e. \( x \) is Abelian, as desired.

Suppose instead that \( x \) is \( \sigma \)-type. Then \( (x, \sigma) \) splits into \( (x, \sigma)_\pm \in \tilde{C}^v_1 \) and Ref. [27] tells us instead

\[
d_{(x, \sigma)_\pm} = S_{(x, \sigma)_\pm, (1, 1)}S_{(1, 1), (1, 1)} = \frac{1}{2}d_x d_\sigma = \frac{d_x}{\sqrt{2}}
\]

But since \( d_x \leq \sqrt{2} \) and \( d_{(x, \sigma)_\pm} \geq 1 \) we must have \( d_x = \sqrt{2} \) and thus \( (x, \sigma)_\pm \) is Abelian, as desired.

Note that we can use this argument to show that if some \( \tilde{C} \) contains an Abelian parity vortex \( v \), then all minimal modular extensions containing \( v \)-type parity vortices do as well. According to the above, \( \tilde{C}^v \) contains only \( \sigma \)-type vortices, and in particular contains a particle \( (v, \sigma) \) with quantum dimension \( \sqrt{2} \). Layering Ising with \( \tilde{C}^v \) and condensing, we obtain another minimal modular extension \( \tilde{C}^v \) with \( v \)-type vortices. In this case, according to the above argument, \( (v, \sigma)_\pm \) is a \( v \)-type vortex in \( \tilde{C}^v \) with quantum dimension 1, i.e., it is Abelian. This process can then be repeated to generate Abelian parity vortices in all 8 minimal modular extensions of \( \tilde{C} \) which have \( v \)-type parity vortices. \( \square \)

Appendix D: Proof of Eq. 138

Eq. 138 reads

\[
\frac{\eta_v(T, T)\eta_b(T, T)U_T(a, \psi; a \times \psi)U_T(b, \psi; b \times \psi)F^a,\psi,\psi F^b,\psi,\psi}{\eta_c(T, T)} = -1
\]

for \( T_a = a \times \psi, \ T_b = b \times \psi, \ T_c = c \), and \( N_{ab} = 1 \). The factors of \( \eta \) on the left-hand side can be replaced using the \( \eta - U \) consistency condition Eq. 37

\[
\frac{\eta_v(T, T)\eta_b(T, T)}{\eta_c(T, T)} = U_T(T_a, \ T_b; \ T_c)U_T^*(a, b; c)
\]
The consistency condition Eq. 26 between $U$ and $F$ implies
\[ U_T(T_a, T_b, T_c)U^*_T(a, b; c) = F_{c, a, b}^{\varphi, \psi, \psi} F_{c, a, b}^{\varphi, \psi, b} U_T(a \times \psi, \psi; a) U^*_T(\psi, b \times \psi) \] (D3)

Using the pentagon equation for the anyons $\psi, \psi, \psi, \psi$, we obtain
\[ F_{c, a, b}^{\varphi, \psi, \psi} F_{c, a, b}^{\varphi, \psi, b} = F_{a, \psi, \psi}^{\varphi, \psi, b} \] (D4)

Inserting Eqs. D2-D4 into Eq. D1, we find
\[ \eta_a \eta_b \eta_c = (F_{a, \psi, \psi}^{\varphi, \psi, b})^2 F_{b, \psi, \psi}^{\varphi, \psi, b} F_{c, \psi, \psi}^{\varphi, \psi, b} U_T(a \times \psi, \psi; a) U_T(b, \psi; b \times \psi) U^*_T(\psi, b \times \psi) \] (D5)

From the pentagon equation for the anyons $a, \psi, \psi, \psi$, one finds
\[ F_{a, \psi, \psi}^{\varphi, \psi, b} = F_{a, \psi, \psi}^{\varphi, \psi, \psi} \] (D6)

Hence, again using the $U - F$ consistency Eq. 37,
\[ (F_{a, \psi, \psi}^{\varphi, \psi, b})^2 = F_{a, \psi, \psi}^{\varphi, \psi, \psi} F_{a, \psi, \psi}^{\varphi, \psi, \psi} = U_T^*(a, \psi; a \times \psi) U_T(a, \psi; a \times \psi, a) \] (D7)

Next, using the $U-R$ consistency Eq. 27 we find
\[ U_T^*(\psi, b; \psi \times b) U_T(b, \psi; b \times \psi) = R_{\psi, \psi} R_{\psi, \psi} \] (D8)

Inserting Eq. D7 into Eq. D5 shows that all of the factors involving $\psi$ cancel. Further inserting D8 and applying the hexagon equation twice,
\[ \frac{\eta_a \eta_b \eta_c}{\eta_T} = F_{\psi, \psi, \psi}^{\psi, \psi, \psi} F_{\psi, \psi, \psi}^{\psi, \psi, \psi} = R_{\psi, \psi} \] (D9)
\[ = F_{\psi, \psi, \psi}^{\psi, \psi, \psi} (R_{\psi, \psi}^*)^* R_{\psi, \psi} \] (D10)
\[ = R_{\psi, \psi} = -1 \] (D11)

as claimed.
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