Continuous time limit of the DTQW in 2D+1 and plasticity
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Abstract
A Plastic quantum walk admits both continuous time and continuous spacetime. The model has been recently proposed by one of the authors in Di Molfetta and Arrighi (Quant Inf Process 19(2): 47, 2020), leading to a general quantum simulation scheme for simulating fermions in the relativistic and non-relativistic regimes. The extension to two physical dimensions is still missing and here, as a novel result, we demonstrate necessary and sufficient conditions concerning which discrete time quantum walks can admit plasticity, showing the resulting Hamiltonians. We consider coin operators as general 4 parameter unitary matrices, with parameters which are functions of the lattice step size $\varepsilon$. This dependence on $\varepsilon$ encapsulates all functions of $\varepsilon$ for which a Taylor series expansion in $\varepsilon$ is well defined, making our results very general.
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1 Introduction

Confronted with the insufficiency and intractability of classical computers’ abilities to simulating quantum systems, the idea of simulating quantum systems with quantum computers was born. Such inefficiencies with classic computers were notably pointed out by Feynman [2], which sparked quantum simulation schemes to be the subject of much attention over the last few decades [3]. Some of the methods being used for simulating quantum systems implemented over discrete space continuous time lattices consist of constructing a Hamiltonian which imitates a physical system, or trotterizing a constructed Hamiltonian to obtain unitaries [4,5]. Problems with these approaches are...
discussed in Ref. [1] and include the breaking of Lorentz covariance as well as issues arising when recovering a bounded speed of light. Discrete spacetime models are also used to simulate quantum systems which do not share the difficulties of their discrete space continuous time counterparts, such as the quantum circuit model and the discrete time quantum walk (DTQW), the latter being the focus of this work. Concerning the simulation of quantum systems by DTQWs, it has been discussed in Ref. [6] that the continuous spacetime limit of various DTQWs defined on the regular lattice in arbitrary dimensions is equivalent to coupled Dirac Fermion dynamics with abelian [7–9] and non-abelian gauge field [10–12] on curved spacetime [13–16]. Concerning the DTQW's ability to simulate discrete space-continuous time quantum systems, it has been shown that the continuous time limit of the DTQW coincides to the continuous time quantum walk (CTQW), which is equivalent to the finite-difference Schrödinger’s Eq. [5]. Also, recently a quantum simulation scheme known as a plastic quantum walk has been developed which supports both a continuous spacetime limit and a continuous time-discrete space limit, and the procedure for obtaining such a walk yields a curved spacetime Hamiltonian for lattice fermions with synchronous coordinates [1].

While this has opened the route for elaborating universal QW-based simulators of interacting particles in relativistic ($\Delta x \ll 1$) and non-relativistic regime ($\Delta x = 1$), a generalization to higher-dimensional spacetime is missing from that work. In this analysis we aim to do just that: introduce a novel and very general method of computing a Plastic DTQW in 2D+1, where we maintain the “spirit” of quantum walks as much as possible (i.e., we constrain coin parameters to not depend on time or lattice position). This generality is obtained by maintaining as many tunable parameters in our coin operators as possible through the continuum limit and minimally constraining coin parameters to be any functions of the lattice step size $\epsilon$ for which a Taylor series exists. As in [1] the necessity of an even stroboscopic step size for 2D+1 continuous time limits of DTQWs is also recovered, which is an original result. Lastly, the continuous equations we obtain are original and very general as well and recover the lattice fermion Hamiltonian in continuous time and the Dirac equation in continuous spacetime in 2D with an opportune particular choice of the parameters. This will lead to an alternative operational formal model useful to the development of quantum simulators of gauge invariant models on the grid, in particular the Kogut–Susskind Hamiltonian [17] completely alternative to the standard formulation of lattice gauge theories [18].

Roadmap Section 2 presents the QW. Section 3 shows the different scalings and continuous time limits it supports. Then in Sect. 4 we consider the subset of sufficient and necessary conditions which allows the QW, called Plastic, to admit both a continuous time and a continuous spacetime limit. Finally, Sect. 5 summarizes the results, and concludes. We added three appendices for detailed proofs.

2 Model

We consider a QW over the 2D+1–spacetime grid. Its coin or spin degree of freedom lies $\mathcal{H}_2$, for which we may chose some orthonormal basis $\{|v^L\rangle, |v^R\rangle\}$. The overall state of the walker lies in the composite Hilbert space $\mathcal{H}_2 \otimes \mathcal{H}_2^Z$ and may be thus be written $\Psi = \sum_{l, m} \psi^L(l, m)|v_L\rangle \otimes |l, m\rangle + \psi^R(l, m)|v_R\rangle \otimes |l, m\rangle$, where the scalar
field $\psi^L$ (resp. $\psi^R$) gives the amplitude of the particle being there and about to move left (resp. right) at every position $(l, m) \in \mathbb{Z}^2$. We use $(n, l, m) \in \mathbb{N} \times \mathbb{Z}^2$ to label instants and points in space, respectively, and let:

$$\Psi_{n+1} = W\Psi_n$$

(1)

where

$$W = V_x V_y$$

(2)

and

$$V_i = S_i (C_i \otimes \text{Id}_\mathbb{Z})$$

(3)

with $S_i$ a state-dependent shift operator such that

$$(S_x \Psi)_{n,l,m} = \left(\begin{array}{c} \psi^L_{n,l+1,m} \\ \psi^R_{n,l-1,m} \end{array}\right)$$

(4)

and

$$(S_y \Psi)_{n,l,m} = \left(\begin{array}{c} \psi^L_{n,l,m+1} \\ \psi^R_{n,l,m-1} \end{array}\right)$$

(5)

and $C_x$ and $C_y$ are elements of $U(2)$ and depend on the four real parameters $\delta_j$, $\zeta_j$, $\theta_j$, and $\phi_j$ in the following way (where $j = x$ or $y$):

$$C_j = e^{i\delta_j} R_z(\zeta_j) R_y(\theta_j) R_z(\phi_j) = e^{i\delta_j} e^{-i\zeta_j \sigma_z/2} e^{-i\theta_j \sigma_y/2} e^{-i\phi_j \sigma_z/2}$$

$$= e^{i\delta_j} \left(\begin{array}{cc} \cos \frac{\theta_j}{2} \exp -i \frac{\phi_j + \zeta_j}{2} & - \sin \frac{\theta_j}{2} \exp i \frac{\phi_j - \zeta_j}{2} \\ \sin \frac{\theta_j}{2} \exp i \frac{-\phi_j + \zeta_j}{2} & \cos \frac{\theta_j}{2} \exp i \frac{-\phi_j - \zeta_j}{2} \end{array}\right)$$

(6)

To investigate the continuous limits, we first introduce a time discretization step $\Delta_t$ and a space discretization step $\Delta$ for both the $x$ and $y$ dimension. We then introduce, for any discrete function $\Psi$ appearing in Eq. (1), a field $\tilde{\Psi}$ over the spacetime positions $\mathbb{R}^+ \times \mathbb{R}$, such that $\Psi_{n,l,m} = \tilde{\Psi}(t_n, x_l, y_m)$, with $t_n = n \Delta_t$, $x_l = l \Delta$, and $y_m = m \Delta$. Equation (1) then reads:

$$\tilde{\Psi}(t_n + \Delta_t) = W\tilde{\Psi}(t_n).$$

(7)

Let us drop the tildes to lighten the notation. We suppose that all functions are $C^2$. In general the spacetime continuum limit, when it exists, is the coupled differential equations obtained from Eq. (7) by letting both $\Delta_t$ and $\Delta$ go to zero, as for example in [6,7]. When we are interested in choosing to let one of them go to zero, for instance $\Delta_t$, the result is a lattice Hamiltonian equation. If the above walk admits both limit, we will call it plastic.

In the following section we will investigate first the necessary and sufficient conditions for the continuous time limit, as, usually is a subset of those to recover the continuous spacetime limit.
2.1 Continuous time limit

In the following, we will find for which parameters $\delta_j, \zeta_j, \theta_j, \phi_j, \text{ and } \tau$ (the stroboscopic step size) the continuous time limit of Eq. (7) exists and converges to:

\[
H \Psi(t) = i \partial_t \Psi(t) = i \lim_{\Delta t \to 0} \frac{W^\tau - \mathbb{I}}{\tau \Delta t} \Psi(t). \tag{8}
\]

In particular, $\Delta$ remains finite and without loss of generality we can normalize it to unity. To prove our main result we represent our walk in Fourier space and we define our discrete Fourier transform convention here. Let $\hat{\psi}^a(t, k_x, k_y)$, with $a = \{L, R\}$, be the Fourier transform of $\psi^a(t, x_l, y_m)$. We use the following conventions for the forward and inverse Fourier transforms, with Fourier variables $(k_x, k_y) \in [-\pi, \pi]^2$:

\[
\hat{\psi}^a(t, k_x, k_y) = \sum_{l=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} e^{-ik_x l} e^{-ik_y m} \psi^a(t, x_l, y_m) \equiv \mathcal{F}(\psi^a) \tag{9}
\]

\[
\psi^a(t, x_l, y_m) = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} dk_x \int_{-\pi}^{\pi} dk_y e^{ik_x l} e^{ik_y m} \hat{\psi}^a(t, k_x, k_y) \equiv \mathcal{F}^{-1}(\hat{\psi}^a). \tag{10}
\]

A standard procedure is to represent operators in Fourier space as follows: given an operator $O$ on a function space $Y$, its Fourier conjugate operator $\hat{O}$ is defined by

\[
\hat{O} \hat{\psi}(k) = \mathcal{F}(O(\psi(x))) \text{, with } \hat{\psi}(x) \in Y, \text{ so that } \hat{O} \text{ is the Fourier representation of } O.
\]

In particular, the shift operators $S_x$ and $S_y$ in Fourier space translate:

\[
\mathcal{F}(S_x \psi(t)) = \hat{S_x} \hat{\psi}(t) = e^{ik_x \sigma_z} \hat{\psi}(t) = R_z(-2k_x) \hat{\psi}(t)
\]

\[
\mathcal{F}(S_y \psi(t)) = \hat{S_y} \hat{\psi}(t) = e^{ik_y \sigma_z} \hat{\psi}(t) = R_z(-2k_y) \hat{\psi}(t). \tag{11}
\]

The time evolution Eq. (7) in Fourier space then becomes the following:

\[
\hat{\Psi}(t + \Delta t) = \hat{W} \hat{\Psi}(t) = e^{ik_x \sigma_z} C_x e^{ik_y \sigma_z} C_y \hat{\Psi}(t) \tag{12}
\]

and Eq. (8) reduces to:

\[
\hat{H} \hat{\Psi}(t) = i \partial_t \hat{\Psi}(t) = i \lim_{\Delta t \to 0} \frac{(e^{ik_x \sigma_z} C_x e^{ik_y \sigma_z} C_y)\tau - \mathbb{I}}{\tau \Delta t} \hat{\Psi}(t). \tag{13}
\]

3 Continuum limit and scalings

In order to find the continuum limit in Eq. (13), let us first parametrize the four real parameters defining the quantum coin, as follows:

\[
\begin{align*}
\zeta_j &= \zeta_{0j} + \zeta_{1j} \Delta t \\
\theta_j &= \theta_{0j} + \theta_{1j} \Delta t \\
\phi_j &= \phi_{0j} + \phi_{1j} \Delta t.
\end{align*} \tag{14}
\]
 Altogether, these jets define a family of QWs indexed by \( \Delta t \), whose embedding in spacetime, and defining angles, depend on \( \Delta t \). The continuum limit of Eq. (13) can then be investigated by Taylor expanding \( \Psi(t) \) around \(( t_n, x_l, y_m )\).

Using Eq. (14), and expanding around \( \Delta t = 0 \), the rotation matrices \( R_m(w) \) read:

\[
R_m(w) \simeq R_m(w_0) \left( 1 - \frac{i w_1 \Delta t}{2} \sigma_m + O(\Delta t^2) \right)
\]

(15)

where \( w = \zeta, \theta, \phi \) and \( m = x, y \). We also recover the first order of the split-step unitary operator, leaving the proof to Appendix A:

\[
\hat{W} \simeq e^{i \delta( A - \frac{i \Delta t}{2} B + O(\Delta t^2))}
\]

(16)

where \( A = A_x A_y, B = A_x B_y + B_x A_y, \delta = \delta_x + \delta_y \) and

\[
\begin{align*}
A_j &= R_z(\zeta'_0 j) R_y(\theta_0 j) R_z(\phi_0 j) \\
B_j &= \zeta'_1 j \sigma_z A_j + \theta_1 j \sigma_y R_z(-2 \zeta'_0 j) A_j + \phi_1 j A_j \sigma_z \\
\zeta'_0 j &= \zeta_0 j - 2 k_j.
\end{align*}
\]

(17)

Finally, in order to compute the leading orders of Eq. (13) we need to compute the \( \tau^{th} \)-power of the above operator. The \( \tau^{th} \)-power of \( W \):

\[
\hat{W}^\tau \simeq e^{i \delta \tau} \left( A - \frac{i \Delta t}{2} B \right)^\tau = (e^{i \delta A})^\tau \left( I - \frac{i \Delta t}{2} A^{-1} \sum_{j=0}^{\tau-1} A^{-j} B A^j + O(\Delta t^2) \right).
\]

(18)

For detailed proof of Eq. (18), see Appendix A.

Now we have the following two lemmas:

**Lemma 1** The continuous time limit as defined in Eq. (13) will be independent of any \( O(\Delta t^2) \) terms in the parameters \( \zeta, \theta, \) and \( \phi \).

**Proof** We see that the only contribution of the \( O(\Delta t^2) \) terms in the parameters \( \zeta, \theta, \) and \( \phi \) will be in the \( O(\Delta t^2) \) term. The \( O(\Delta t^2) \) term in Eq. (18) does not contribute to the continuous time limit defined in Eq. (13) because it goes to zero as the limit is taken. Thus, the \( O(\Delta t^2) \) terms in the parameters \( \zeta, \theta, \) and \( \phi \) do not contribute to the continuous time limit. \( \square \)

**Lemma 2** There is no continuous time limit as defined in Eq. (13) for \( \tau = 1 \).

**Proof** For the Hamiltonian in Eq. (13) to be finite, \( \hat{W}^\tau \) must equal \( I + O(\Delta t) \), and thus \( \hat{W} \) must equal \( I + O(\Delta t) \) as well. Therefore, from Eq. (18), \((e^{i \delta A})^\tau \) must equal identity if \( \hat{W} = I + O(\Delta t) \). The only unitary operator \( e^{i \delta A} \) that could possibly satisfy \((e^{i \delta A})^\tau = I \) for \( \tau = 1 \) is the identity operator itself. But \( e^{i \delta A} \) cannot even equal identity, as \( A \) has \( k_x \) and \( k_y \) dependence from containing \( \hat{S}_x \) and \( \hat{S}_y \), and the angles are not permitted to depend on \( k_x \) and \( k_y \), so there is no possible way to cancel out the
Lemma 3  For the continuous time limit in Eq. (13) to exist, \( \theta_{0i} = 2q\pi + \pi \) for any integer \( q \) and \( i = x \) or \( y \), \( \theta_{0j} = 2\pi r \) for any integer \( r \) and \( j \neq i \), and \( \delta = \frac{2\pi l}{\tau} - \frac{p\pi}{2} \) for odd integer \( p \) and for any positive integer number \( l \).

Proof  Following up on the constraint that \((e^{i\delta A})^{\tau} = I\) from Eq. (18), let \( U \) be the diagonalization matrix of \( A \), and let \( D \) be the matrix of eigenvalues of \( A \). Then, we have the following:

\[
(e^{i\delta A})^{\tau} = e^{i\tau\delta}(U^{-1}DU^{-1}DU^{-1}DU\ldots) = e^{i\tau\delta}U^{-1}D^{\tau}U = I
\]

\[
\rightarrow e^{i\tau\delta}D^{\tau} = UU^{-1} = I \rightarrow e^{i\tau\delta}D^{\tau} = I
\]

If we set the eigenvalues of \( e^{i\delta A} \) equal to a \( \tau^{th} \) root of unity \( e^{2\pi il/\tau} \) where \( l = 0, 1, 2, \ldots \) (which is equivalent to the constraint \((e^{i\delta A})^{\tau} = I\)), we will recover the following constraint equation for \( \theta_{0x} \) and \( \theta_{0y} \). Solving for \( D \) by finding the eigenvalues of \( A \), we have the following:

\[
D = \frac{1}{2}e^{-i(\phi_{0x} + \phi_{0y} + \zeta_{0x}' - \zeta_{0y}')}/2 \\
\times \left[ (1 + e^{i(\phi_{0x} + \phi_{0y} + \phi_{0x}'} + \phi_{0y}')) \cos \frac{\theta_{0x}}{2} \cos \frac{\theta_{0y}}{2} \\
- (e^{i(\phi_{0y} + \zeta_{0x}' + \phi_{0y}')} + e^{i(\phi_{0y} + \zeta_{0y}')}) \sin \frac{\theta_{0y}}{2} \sin \frac{\theta_{0x}}{2} \\
+ \left( \left( \sin \frac{\theta_{0x}}{2} \sin \frac{\theta_{0y}}{2} (e^{i(\phi_{0y} + \zeta_{0x}')} + e^{i(\phi_{0y} + \zeta_{0y}'})) \\
- \cos \frac{\theta_{0x}}{2} \cos \frac{\theta_{0y}}{2} (1 + e^{i(\phi_{0x} + \phi_{0y} + \phi_{0x}'' + \phi_{0y}'')}) \right) \right)^{1/2} \sigma_z \right]
\]

We see that \( D \) is purely diagonal and is of the form \( D = \begin{pmatrix} x + y & 0 \\ 0 & x - y \end{pmatrix} \) for complex numbers \( x, y \). We also see a repetition of certain terms in \( D \) and can greatly reduce the verbosity of the equation by writing it the following way:

\[
D = \frac{1}{2Y^{1/2}} \left[ (U_1 W_1 - U_2 W_2)I + \left( ((W_2 U_2 - W_1 U_1))^2 - 4Y \right) \right]^{1/2} \sigma_z
\]
where
\[ U_1 = 1 + e^{i(\phi_{0x} + \phi_{0y} + \phi_{0x}' + \phi_{0y}')} \]
\[ U_2 = e^{i(\phi_{0y} + \zeta_{0x}')} + e^{i(\phi_{0x} + \zeta_{0y}')} \]
\[ W_1 = \cos \frac{\theta_{0x}}{2} \cos \frac{\theta_{0y}}{2} \]
\[ W_2 = \sin \frac{\theta_{0x}}{2} \sin \frac{\theta_{0y}}{2} \]
\[ Y = e^{i(\phi_{0x} + \phi_{0y} + \phi_{0x}' + \phi_{0y}')} \]

(23)

Taking either nonzero component of \( D \), setting it equal to \( e^{2\pi i l/\tau - \delta} \) (where \( l = 0, 1, 2, \ldots \)), and solving for either \( W_1 \) or \( W_2 \) yields the following constraint equation:
\[ f(k_x, k_y) = W_1 \cos(g(k_x, k_y)) - W_1 \cos(h(k_x, k_y)) - c = 0 \]

(24)

where
\[ c = \cos(\frac{2\pi l}{n} - \delta), \]
\[ g(k_x, k_y) = \frac{\phi_{0x} + \phi_{0y} + \zeta_{0x}'(k_x) + \zeta_{0y}'(k_y)}{2}, \]
\[ h(k_x, k_y) = \frac{\phi_{0y} - \phi_{0x} + \zeta_{0x}'(k_x) - \zeta_{0y}'(k_y)}{2}. \]

(25)

Notice that the constraint Eq. (24) has to hold for all \( k_x \) and \( k_y \) and additionally, all derivatives of \( f(k_x, k_y) \) with respect to \( k_x \) and \( k_y \) must equal zero as well. Using \( \frac{\partial g(k_x, k_y)}{\partial k_x} = -1, \frac{\partial h(k_x, k_y)}{\partial k_x} = -1, \frac{\partial g(k_x, k_y)}{\partial k_y} = -1, \frac{\partial h(k_x, k_y)}{\partial k_y} = 1 \) we obtain the derivative of \( f(k_x, k_y) \) with respect to \( k_x \) and \( k_y \):
\[ \frac{\partial f(k_x, k_y)}{\partial k_x} = W_1 \sin(g(k_x, k_y)) - W_2 \sin(h(k_x, k_y)) = 0 \]
\[ \frac{\partial f(k_x, k_y)}{\partial k_y} = W_1 \sin(g(k_x, k_y)) + W_2 \sin(h(k_x, k_y)) = 0. \]

(26)

For both of these equations to be true, we must have the following:
\[ W_1 \sin(g(k_x, k_y)) = 0 \]
\[ W_2 \sin(h(k_x, k_y)) = 0. \]

(27)

1 This constraint reduces to the constraint obtained for \( \theta_0 \) in Ref. [19] when the 1D limit is taken, i.e., \( \zeta_{0y}, \theta_{0y}, \phi_{0y}, \delta = 0 \) (see Eq. (A7) of Ref. [19])
Due to $\phi_{0i}$ and $\zeta_{0i}$ being parameters which cannot depend on $k_i$, it follows that $\sin(g(k_x, k_y))$ cannot equal zero for all values of $k_x$ and $k_y$, so the following must be true:

\[
W_1 = 0 \rightarrow \cos\left(\frac{\theta_{0x}}{2}\right) \cos\left(\frac{\theta_{0y}}{2}\right) = 0 \rightarrow \theta_{0i} = 2q\pi + \pi \text{ for any integer } q, \text{ and } i = x \text{ or } y
\]

\[
W_2 = 0 \rightarrow \sin\left(\frac{\theta_{0x}}{2}\right) \sin\left(\frac{\theta_{0y}}{2}\right) = 0 \rightarrow \theta_{0j} = 2\pi r \text{ for any integer } r, \text{ and } j \neq i
\]

(28)

In other words, $|(\theta_{0x} - \theta_{0y}) \mod 2\pi| = \pi$. This corresponds to either $C_x$ purely diagonal and $C_y$ purely off-diagonal, or vice-versa. Further, because $a, b = 0$, it must be true from Eq. (24) that $c = 0 \rightarrow \cos(\frac{2\pi l}{\tau} - \delta) = 0 \rightarrow \delta = \frac{2\pi l}{\tau} - \frac{p\pi}{2}$ for odd integer $p$ and any positive integer number $l$.

\[\square\]

**Lemma 4** For the limit defined in Eq. (13) to be finite, $\tau$ must be even.

**Proof** Consider $\tau$ even. Substituting our $\theta$ constraints from Lemma 3 into $(e^{i\delta}A)^\tau$, where $\tau = 2w$ for some integer $w$, we find that $(e^{i\delta}A)^{2w} = (-e^{2i\delta/2})^w = I$, as $A^2 = -I$ and $(-e^{2i\delta/2})^w = I$ for all $w$. This implies that even powers of $\tau$ will satisfy $(e^{i\delta}A)^\tau = I$. As for odd $\tau$, we can write $\tau = 2s + 1$ for some integer $s$ to obtain the following:

\[(e^{i\delta}A)^\tau = (e^{i\delta}A)^{2s+1} = e^{i\delta}A\]

This cannot equate to identity, as we have shown in Lemma 2 that for $\tau = 1$ no parametrization of $A$ can make $e^{i\delta}A = I$. Thus, $\tau$ must be even to have a finite continuum limit as defined in Eq.(13).

\[\square\]

Because the constraints on $\tau$ and $\theta_0$ hold true for all $l$ from the last two lemmas, we will choose $l = 0$ for the remainder of the proof without loss of generality.

**Lemma 5** Let $\theta_{0x} = 2\pi m + \nu \pi$ and $\theta_{0y} = 2\pi t + (1 - \nu)\pi$, where $\nu$ parametrizes the constraints in Eq. (28). The continuous time limit will exist if $H$ is the following:

\[\nu = 0:\]

\[H = \frac{1}{4}\left[\theta_{1x}\left(S_x^2R_z(\zeta_{0x}) + S_y^2R_z(2\zeta_{0y} + 2\phi_{0x} - 2\phi_{0y})\right) + \theta_{1y}\left(R_z(-2\phi_{0y}) + S_x^2S_y^2R_z(2\zeta_{0x} + 2\phi_{0x} + 2\zeta_{0y})\right)\right]\sigma_y\]

(30)

\[\nu = 1:\]

\[H = \frac{1}{4}\left[\theta_{1x}\left(S_x^2R_z(\zeta_{0x}) + S_y^{-2}R_z(-2\zeta_{0y} - 2\phi_{0x} - 2\phi_{0y})\right) + \theta_{1y}\left(R_z(-2\phi_{0y}) + S_x^2S_y^{-2}R_z(2\zeta_{0x} - 2\phi_{0x} - 2\zeta_{0y})\right)\right]\sigma_y\]

(31)
Proof We begin by using that $A^2 = -1$, $A^{-1} = -A$, and $(e^{i\delta A})^\tau = \mathbb{I}$ to reduce Eq. (18):

$$\hat{W}^\tau = e^{i\delta \tau} \left( A - \frac{iA\Delta t}{2} \right)^\tau$$

$$= (e^{i\delta A})^\tau \left( \mathbb{I} - \frac{iA\Delta t}{2} A^{-1} \sum_{j=0}^{\tau-1} A^{-j} BA^j + O(\Delta t^2) \right)$$

$$= \mathbb{I} + \frac{iA\Delta t}{2} A \sum_{j=0}^{\tau-1} (-1)^j A^j BA^j + O(\Delta t^2).$$

Now we evaluate the sum by splitting it up into even and odd terms:

$$A \sum_{j=0}^{\tau-1} (-1)^j A^j BA^j = A \left( \sum_{j=\text{odds}}^{\tau-1} (-1)^j A^j BA^j + \sum_{j=\text{evens}}^{\tau-2} (-1)^j A^j BA^j \right)$$

$$= A \frac{\tau}{2} (-ABA + B) = \frac{\tau}{2} \{A, B\}$$

Leaving a detailed proof to Appendix B, we have the following for $\{A, B\}$:

$$\{A, B\} = -\theta_1 y (R_z(-2\phi_0 y) + R_z(2\zeta_0^y + 2\phi_0 x(-1)^\nu + 2\zeta_0^x(-1)^\nu))\sigma_y$$

$$-\theta_1 x (R_z(2\zeta_0^x) + R_z(2\zeta_0^x(-1)^\nu - 2\phi_0 y + 2\phi_0 x(-1)^\nu))\sigma_y$$

Now we have the following for Eq. (32):

$$\hat{W}^\tau = \mathbb{I} + \frac{iA\Delta t}{2} A \sum_{j=0}^{\tau-1} (-1)^j A^j BA^j + O(\Delta t^2)$$

$$= \mathbb{I} + \frac{iA\Delta t}{4} \{A, B\} + O(\Delta t^2)$$

$$= \mathbb{I} - \frac{iA\Delta t}{4} (\theta_1 y (R_z(-2\phi_0 y) + R_z(2\zeta_0^y + 2\phi_0 x(-1)^\nu + 2\zeta_0^x(-1)^\nu))$$

$$+ \theta_1 x (R_z(2\zeta_0^x) + R_z(2\zeta_0^x(-1)^\nu - 2\phi_0 y + 2\phi_0 x(-1)^\nu))\sigma_y + O(\Delta t^2)$$

Now we evaluate the limit in Eq. (13):

$$\hat{H} = i \lim_{\Delta t \to 0} \frac{(\hat{S}_x C_x \hat{S}_y C_y) \tau - \mathbb{I}}{\tau \Delta t}$$

$$= \frac{1}{4} (\theta_1 y (R_z(-2\phi_0 y) + R_z(2\zeta_0^y + 2\phi_0 x(-1)^\nu + 2\zeta_0^x(-1)^\nu))$$

$$+ \theta_1 x (R_z(2\zeta_0^x) + R_z(2\zeta_0^x(-1)^\nu - 2\phi_0 y + 2\phi_0 x(-1)^\nu))\sigma_y$$
Converting to real space, we get the following

\[ H = \frac{1}{4} \left[ \theta_{1x} \left( S_x^2 R_z(\zeta_{0x}) + S_y^2 (-1)^\nu R_z(2\zeta_{0y}(-1)^\nu + 2\phi_{0x}(-1)^\nu - 2\phi_{0y}) \right) \\
+ \theta_{1y} \left( R_z(-2\phi_{0y}) + S_x^2 S_y^2 (-1)^\nu R_z(2\zeta_{0x} + 2\phi_{0x}(-1)^\nu + 2\zeta_{0y}(-1)^\nu) \right) \right] \sigma_y \]

(37)

The equations in Lemma 5 are the same as Eq. (37) but for particular choices of \( \nu \).

\[ \Box \]

Note Eq. (37) reduces to the \( H \) found in Ref. [19] when the 1D limit is taken. We conclude the discussion with the following theorem encompassing our results:

**Theorem 1** Let \( C_j(\delta_j, \xi_j, \theta_j, \phi_j) \) be the \( 2 \times 2 \) unitary matrix in Eq. (6), with the set of angles \( \xi_j, \theta_j, \phi_j \) parametrizing \( C_j \) depending on \( \Delta t \) as:

\[ \xi_j = \xi_{0j} + \xi_{1j} \Delta t, \theta_j = \theta_{0j} + \theta_{1j} \Delta t, \text{ and } \phi_j = \phi_{0j} + \phi_{1j} \Delta t, \] with \( \phi_{0j}, \xi_{0j}, \theta_{0j}, \phi_{1j}, \xi_{1j}, \theta_{1j} \in \mathbb{R} \) constants. The continuous time limit as defined in Eq. (8) will exist for such a class of coins if and only if \( \theta_{0x} = 2\pi m + \nu\pi \) and \( \theta_{0y} = 2\pi t + (1 - \nu)\pi \) (for \( \nu = 0 \) or 1), \( \delta = \delta_x + \delta_y = -\frac{\nu\pi}{2} \) (for odd integer \( p \)), and \( n \) is even. The Hamiltonian obtained in such a limit, for each choice of \( \nu \), is the following:

\[ H = \frac{1}{4} \left[ \theta_{1x} \left( S_x^2 R_z(\zeta_{0x}) + S_y^2 (-1)^\nu R_z(2\zeta_{0y} + (-1)^\nu 2\phi_{0x} - 2\phi_{0y}) \right) \\
+ \theta_{1y} \left( R_z(-2\phi_{0y}) + S_x^2 S_y^2 (-1)^\nu R_z(2\zeta_{0x} + 2(-1)^\nu \phi_{0x} + 2(-1)^\nu \zeta_{0y}) \right) \right] \sigma_y \]

(38)

Notice that the above Hamiltonian is very general and encompasses the standard Dirac Hamiltonian on the 2D lattice where the cross-terms finite derivatives are not included.

### 4 Plastic quantum walk in 2D+1

In this section we will be analyzing the space of coins for which a continuous spacetime and continuous time exists. We begin by explicitly stating the problem. We use the same model as from Sect. 2, but now we consider an arbitrary \( \Delta \). In Fourier space they are represented by the following operators:

\[ S_x = e^{ik_x \Delta \sigma_z} \quad S_y = e^{ik_y \Delta \sigma_z} \]

(39)

Now we parametrize the time and space steps the same way as in Ref. [1]:

\[ \Delta_t = \varepsilon \quad \Delta = \varepsilon^a \]

(40)

where \( a \in [0, 1] \), and \( a = 1 \) is the continuous spacetime limit and \( a = 0 \) is the continuous time limit. A word on the stroboscopic step (\( \tau \)). We wish to find a quantum walk which admits both a continuous spacetime and continuous time limit, and we
know the \( \tau \) must be even for the walk to admit a continuous time limit, so we only consider \( \tau = 2 \) in this section. In the following, we will find for which parameters \( \delta_j \), \( \zeta_j \), \( \theta_j \), and \( \phi_j \) the continuous spacetime limit exists and converges to:

\[
\hat{H} \hat{\Psi}(t) = i \partial_t \hat{\Psi}(t) = \lim_{\varepsilon \to 0} \frac{\hat{W}^2 - \mathbb{I}}{2\varepsilon} \hat{\Psi}(t)
\]

\[
= i \lim_{\varepsilon \to 0} \frac{(e^{ik_x \varepsilon \sigma_z} C_x e^{ik_y \varepsilon \sigma_z} C_y)^2 - \mathbb{I}}{2\varepsilon} \hat{\Psi}(t).
\]

(41)

We will then intersect these constraints with those found in the previous section to determine the quantum walks which admit a continuous time and continuous spacetime limit. In order to find the continuum limit in Eq. (41), let us first parametrize the \( \theta \) parameter in the following way:

\[
\theta_j = \theta_{0j} + \theta_1 j \varepsilon^b
\]

(42)

where \( b \in (0, 1] \). Altogether, these jets define a family of QWs indexed by \( \varepsilon \), whose embedding in spacetime, and defining angles, depend on \( \varepsilon \). Notice that we only expand \( \theta \) in powers of \( \varepsilon^b \), this is because Eq.(38) does not depend on the first order of \( \zeta \) and \( \phi \) and for plasticity we are interested in the smallest subset of constraint conditions to derive the continuum limit.

Now we expand \( S_m C_m \) in powers of \( \varepsilon \), where \( m = x, y \):

\[
S_m C_m = e^{\delta_m} R_z(\zeta'_m) R_y(\theta_m) R_z(\phi_m)
\]

\[
= e^{\delta_m} R_z(\zeta'_m) \sum_{n_m = -\infty}^{\infty} \frac{(-i \theta_1 m \sigma_z)^n}{n_m!} \varepsilon^{n_m b} R_y(\theta_0 m) R_z(\phi_m)
\]

\[
= e^{\delta_m} R_z(\zeta_m) \sum_{l_m = -\infty}^{\infty} \frac{(ik_m \sigma_z)^l}{l_m!} \varepsilon^{l_m a} \sum_{n_m = -\infty}^{\infty} \frac{(-i \theta_1 m \sigma_z)^n}{n_m!} \varepsilon^{n_m b} R_y(\theta_0 m) R_z(\phi_m)
\]

\[
= e^{\delta_m} \sum_{l_m, n_m} \varepsilon^{l_m a + n_m b} \frac{(ik_m)^l (-i \theta_1 m)^n}{l_m! n_m!} R_z(\zeta_m) \sigma_z^l \sigma_y^n R_y(\theta_0 m) R_z(\phi_m)
\]

(43)

Next we use the above equation to expand \( S_x C_x S_y C_y \) in powers of \( \varepsilon \):

\[
S_x C_x S_y C_y = e^{i(\delta_x + \delta_y)} \sum_{l_x, n_x, l_y, n_y} \varepsilon^{a(l_x + l_y) + b(n_x + n_y)} \frac{(ik_x)^l (ik_y)^l (-i \theta_1 x)^n_x (-i \theta_1 y)^n_y}{l_x! l_y! n_x! n_y!}
\]

\[
\times R_z(\zeta_x) \sigma_z^l \sigma_y^n R_y(\theta_0 x) R_z(\phi_x) R_z(\zeta_y) \sigma_z^l \sigma_y^n R_y(\theta_0 y) R_z(\phi_y)
\]

\[
= e^{i(\delta_x + \delta_y)} \sum_{l_x, n_x, l_y, n_y} \varepsilon^{a(l_x + l_y) + b(n_x + n_y)} \vert l_x l_y n_x n_y \rangle \langle l_x l_y n_x n_y \vert \hat{\Gamma}_{l_x l_y n_x n_y},
\]

(44)
where

\[ v_{l_x l_y n_x n_y} = \frac{(ik_x)^{l_x} (ik_y)^{l_y} (-i\theta_{l_z})^{n_x} (-i\theta_{l_y})^{n_y}}{l_x! l_y! n_x! n_y!} \]  (45)

and

\[ \hat{\Gamma}_{l_x l_y n_x n_y} = R_z(\xi_x) \sigma_z^{l_x} \sigma_y^{n_x} R_y(\theta_{0_x}) R_z(\zeta_x) \sigma_z^{l_y} \sigma_y^{n_y} R_y(\theta_{0_y}) R_z(\phi_y) \]  (46)

Now we have the following for \((S_x C_x S_y C_y)^2\):

\[
(S_x C_x S_y C_y)^2 = e^{2i(\delta_x + \delta_y)} \left( \sum_{l_x, l_y, n_x, n_y} e^{a(l_x + l_y) + b(n_x + n_y)} v_{l_x l_y n_x n_y} \hat{\Gamma}_{l_x l_y n_x n_y} \right)^2
\]

\[
= e^{2i(\delta_x + \delta_y)} \sum_{l_{1x}, l_{1y}, n_{1x}, n_{1y}} \sum_{l_{2x}, l_{2y}, n_{2x}, n_{2y}} e^{a(l_{1x} + l_{1y} + 2l_{2x} + 2l_{2y}) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})}
\times v_{l_{1x} l_{1y} n_{1x} n_{1y}} v_{l_{2x} l_{2y} n_{2x} n_{2y}} \hat{\Gamma}_{l_{1x} l_{1y} n_{1x} n_{1y}} \hat{\Gamma}_{l_{2x} l_{2y} n_{2x} n_{2y}}
\]

\[
= e^{2i(\delta_x + \delta_y)} v_{0000}^2 \hat{\Gamma}_{0000}^2 + e^{2i(\delta_x + \delta_y)} \sum_{l_{1x}, l_{1y}} \sum_{l_{2x}, l_{2y}} \sum_{n_{1x}, n_{1y}} \sum_{n_{2x}, n_{2y}} e^{a(l_{1x} + l_{1y} + 2l_{2x} + 2l_{2y}) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})}
\times v_{l_{1x} l_{1y} n_{1x} n_{1y}} v_{l_{2x} l_{2y} n_{2x} n_{2y}} \hat{\Gamma}_{l_{1x} l_{1y} n_{1x} n_{1y}} \hat{\Gamma}_{l_{2x} l_{2y} n_{2x} n_{2y}}.
\]  (47)

Now we have the following lemmas:

**Lemma 6** A DTQW will allow both a continuous spacetime limit (as in Eq. (41)) and a continuous time limit (as in Eq. (8)) if and only if \(\theta_{0_x} = 2\pi m\) and \(\theta_{0_y} = 2\pi t + \pi\).

**Proof** For the limit in Eq. (41) to exist, \(e^{2i(\delta_x + \delta_y)} v_{0000}^2 \hat{\Gamma}_{0000}^2\) must equal identity in Eq. (47), so we have the following constraint:

\[
e^{2i(\delta_x + \delta_y)} v_{0000}^2 \hat{\Gamma}_{0000}^2 = e^{2i(\delta_x + \delta_y)} R_z(\xi_x) R_y(\theta_{0_x}) R_z(\zeta_x) R_y(\theta_{0_y}) R_z(\phi_y)
\times R_z(\xi_x) R_y(\theta_{0_x}) R_z(\zeta_x) R_y(\theta_{0_y}) R_z(\phi_y) = I
\]  (48)

Going through the same process of finding the eigenvalues of \(v_{0000}^2 \hat{\Gamma}_{0000}\) and setting them equal to a root of unity, we find that constraint yields a similar equation as from

\[ \hat{\Gamma}_{0000} \]
the continuous time limit in Lemma 3. It is the following (where $\delta = \delta_x + \delta_y$):

$$f = \cos \left( \frac{\theta_{0x}}{2} \right) \cos \left( \frac{\theta_{0y}}{2} \right) \cos \left( \frac{\phi_x + \phi_y + \zeta_x + \zeta_y}{2} \right)$$

$$- \sin \left( \frac{\theta_{0x}}{2} \right) \sin \left( \frac{\theta_{0y}}{2} \right) \cos \left( \frac{\phi_y - \phi_x + \zeta_x - \zeta_y}{2} \right)$$

$$- \cos \left( \frac{2\pi l}{n} - \delta \right) = 0. \quad (49)$$

As from Sect. 3, we choose $\delta$ such that $\cos(\frac{2\pi l}{n} - \delta) = 0$. We see a new set of constraints are available than those found in Sect. 3. The new types of constraints involve $\cos(\frac{\phi_x + \phi_y + \zeta_x + \zeta_y}{2})$ equalling zero and any other of the three products in $\sin(\frac{\theta_{0x}}{2}) \sin(\frac{\theta_{0y}}{2}) \cos(\frac{\phi_y - \phi_x + \zeta_x - \zeta_y}{2})$ equalling zero, or $\cos(\frac{\phi_y - \phi_x + \zeta_x - \zeta_y}{2})$ equalling zero and any other of the three products in $\cos(\frac{\theta_{0x}}{2}) \cos(\frac{\theta_{0y}}{2}) \cos(\frac{\phi_x + \phi_y + \zeta_x + \zeta_y}{2})$ equalling zero. Another possible set of parameter constraints from Eq. (49) is $\theta_{0x} = 2\pi m$ and $\theta_{0y} = 2\pi n + \pi$, which are included in the set of constraints found in the continuous time limit of Sect. 3. For the purpose of this work, we only consider this last set of parameter constraints, as our goal is to develop a DTQW which admits both a continuous time limit and a continuous spacetime limit. \hfill \Box

**Lemma 7** A DTQW will allow both a continuous spacetime limit (as in Eq. (41)) and a continuous time limit (as in Eq. (8)) if and only if $a(l_{1x} + l_{1y} + l_{2x} + l_{2y}) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y}) = 1$ and $a, b \in \mathbb{Q}$.

**Proof** We will determine how choices of $a$ and $b$ change Eq. (47). The only terms in Eq. (47) that will contribute to the continuum limit will be those of order $\varepsilon$, which yields a constraint concerning which terms in the sum will be nonzero after the continuum limit is taken, given a choice of $a$ and $b$:

$$a(l_{1x} + l_{1y} + l_{2x} + l_{2y}) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y}) = 1. \quad (50)$$

Also, since $l_{vm}, n_{vm} \in \mathbb{Z}_+$ (where $v = 1, 2$ and $m = x, y$), $a$ and $b$ must be in $\mathbb{Q}$ for this equation to hold. \hfill \Box

**Lemma 8** A DTQW will allow both a continuous spacetime limit (as in Eq. (41)) and a continuous time limit (as in Eq. (8)) if and only if

$$\sum_{l_{1x}, l_{1y}} \sum_{l_{2x}, l_{2y}} \varepsilon a(l_{1x} + l_{1y} + l_{2x} + l_{2y}) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})$$

$$\times v_{l_{1x}l_{1y}n_{1x}n_{1y}} v_{l_{2x}l_{2y}n_{2x}n_{2y}} \hat{l}_{1x} l_{1y} n_{1x} n_{1y} \hat{l}_{2x} l_{2y} n_{2x} n_{2y}$$

$$\times \mathcal{H}(1 - a(l_{1x} + l_{1y} + l_{2x} + l_{2y}) - b(n_{1x} + n_{1y} + n_{2x} + n_{2y})) = 0 \quad (51)$$
where

\[ \mathcal{H}(x) = \begin{cases} 
0 & x \leq 0 \\
1 & x > 0.
\end{cases} \]

**Proof** Since terms of order \( \varepsilon^f \), where \( 0 < f < 1 \), diverge when \( \varepsilon \to 0 \) in Eq. (41), terms of order \( \varepsilon^f \) to sum to zero for the limit to exist. This is summarized in the following constraint:

\[
\sum \sum_{l_1, l_2 \neq (0,0,0,0)} \varepsilon^a (l_1 x + l_1 y + l_2 x + l_2 y) + b (n_1 x + n_1 y + n_2 x + n_2 y) \\
\times \Psi(x, y, t) = 0
\]

where

\[
\mathcal{H}(x) = \begin{cases} 
0 & x \leq 0 \\
1 & x > 0.
\end{cases}
\]

\[ \square \]

Upon further analysis of Eq. (51), we see that \( l_{1m} \) produces a spatial derivative with respect to \( m \) in the term, so cross terms with multiple derivatives will be terms in the sum with multiple nonzero \( l_{1m} \)'s. \( n_{1m} \) determines the presence of the driving parameter \( \theta_{1m} \) in the term. Now for our last lemma:

**Lemma 9** A DTQW will allow both a continuous spacetime limit (as in Eq. (41)) and a continuous time limit (as in Eq. (8)) if and only if \( H \) is the following:

\[ H \Psi(x, y, t) = \frac{1}{2} \sum \sum_{l_1, l_2 \neq (0,0,0,0)} \delta (l_1 x + l_1 y + l_2 x + l_2 y) \]

\[ \times \left( l_1 x l_1 y - i \theta l_1 x l_2 y - i \theta l_2 y l_1 x - i \theta l_2 y l_2 y \right) \]

where

\[
v'_{l_1 x l_1 y l_2 x l_2 y} = \frac{\partial^{l_1 x} \partial^{l_1 y} (-i \theta)^n_x (-i \theta)^n_y}{l_1 x ! l_1 y ! n_x ! n_y !}
\]

\[ \square \]
Proof We use Eq. (41) to evaluate the limit. Using that $\mathcal{F}^{-1}(ik_m) = \partial_m$, we have the following (with $\delta_{ij}$ being the Kronecker delta):

$$H\Psi(x, y, t) = \frac{1}{2} \sum_{l_1, l_2, l_2} \sum_{n_{1x}, n_{1y}, n_{2x}, n_{2y}} \delta_{a(l_1 + l_1 + l_2 + l_2) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})} 1$$

$$\times \nu'_{l_1 l_2 n_{1x} n_{1y}} \nu'_{l_2 l_2 n_{2x} n_{2y}} \hat{\Gamma}_{l_1 l_1 l_1 n_{1x} n_{1y}} \hat{\Gamma}_{l_2 l_2 l_2 n_{2x} n_{2y}} \Psi(x, y, t)$$

where

$$\nu'_{l x n_{x} n_{y}} = \frac{\delta_{l x} \delta_{l y} (\frac{-i\theta_{l x}}{2}) n_{x} (\frac{-i\theta_{l y}}{2}) n_{y}}{l_{x} \nu_{l x} \nu_{l y} n_{x} n_{y}}$$

As in the previous section, we conclude the discussion with the following theorem encompassing our result:

**Theorem 2** Let the lattice spacing and time steps of the 2D DTQW be parametrized by infinitesimal parameter $\varepsilon$ as in Eq. (40). Let $\tau = 2$ and let $C_j(\delta j, \zeta j, \theta j, \phi j)$ be the $2 \times 2$ unitary matrix in Eq. (6), with only the angle $\theta j$ depending on $\varepsilon$ in the following way: $\theta j = \theta_{0j} + \theta_{1j} \varepsilon^b$ with $\theta_{0j}, \theta_{1j} \in \mathbb{R}, b \in (0, 1]$. A DTQW will allow both a continuous spacetime limit (as defined in Eq. (41)) and continuous time limit (as defined in Eq. (8) with $\tau = 2$) if and only if the following four constraints are met:

1. $\theta_{0x} = 2\pi m$ and $\theta_{0y} = 2\pi t + \pi$
2. $a(l_1 x + l_1 y + l_2 x + l_2 y) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y}) = 1$.
3. $a, \ b \in \mathbb{Q}$
4. $$\sum_{l_1, l_2} \sum_{n_{1x}, n_{1y}, n_{2x}, n_{2y}} \varepsilon a(l_1 x + l_1 y + l_2 x + l_2 y) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})$$

$$\times \nu_{l_1 l_2 n_{1x} n_{1y}} \nu_{l_2 l_2 n_{2x} n_{2y}} \hat{\Gamma}_{l_1 l_1 l_1 n_{1x} n_{1y}} \hat{\Gamma}_{l_2 l_2 l_2 n_{2x} n_{2y}}$$

$$\times \mathcal{H}(1 - a(l_1 x + l_1 y + l_2 x + l_2 y) - b(n_{1x} + n_{1y} + n_{2x} + n_{2y})) = 0$$

The Hamiltonian obtained in such a limit is the following:

$$H\Psi(x, y, t) = \frac{1}{2} \sum_{l_1, l_2} \sum_{n_{1x}, n_{1y}, n_{2x}, n_{2y}} \delta_{a(l_1 x + l_1 y + l_2 x + l_2 y) + b(n_{1x} + n_{1y} + n_{2x} + n_{2y})} 1$$

$$\times \nu'_{l_1 l_2 n_{x} n_{y}} \nu'_{l_2 l_2 n_{x} n_{y}} \hat{\Gamma}_{l_1 l_1 l_1 n_{1x} n_{1y}} \hat{\Gamma}_{l_2 l_2 l_2 n_{2x} n_{2y}} \Psi(x, y, t)$$

where

$$\nu'_{l x n_{x} n_{y}} = \frac{\delta_{l x} \delta_{l y} (\frac{-i\theta_{l x}}{2}) n_{x} (\frac{-i\theta_{l y}}{2}) n_{y}}{l_{x} \nu_{l x} \nu_{l y} n_{x} n_{y}}$$

$\square$ Springer
and \( \hat{\Gamma} \) is as defined in Eq. (46)

The form of the limit in Eq. (53) is very powerful, as it identifies the type of PDE obtained for any possible choice of \( \theta \) and \( \Delta_x = \Delta_y \) scaling dependence of \( \varepsilon \).

4.1 Example with \( a = b = 1/2 \)

As an example, we analyze the \( a = b = \frac{1}{2} \) scenario. For this case, the only terms which are not zero by the Kronecker delta in Eq. (53) are those with two of the \( l_{vm} \)s equalling 1 and the \( n_{vm} \)s equalling 0 (6 terms), one \( l_{vm} \) equalling 1 and one \( n_{vm} \) equalling 1 (16 terms), two \( n_{vm} \)s equalling 1 and the \( l_{vm} \)s equalling 0 (6 terms), and one \( l_{vm} \) or \( n_{vm} \) equalling 2 with the rest equalling zero (8 terms). In the following section, we will be analyzing each of these terms and applying constraints to them to uncover the PDE in this continuous spacetime limit. The main constraints we will be focusing on are the \( \theta_{0x} = 2\pi m \) and \( \theta_{0y} = 2\pi t + \pi \) constraints and the constraints from Eq. (51).

We begin by writing the non-divergence constraint from Eq. (51), adapted to our \( a = b = 1/2 \) example:

\[
\varepsilon^{\frac{1}{2}} \left( G_{10000000} + G_{01000000} + G_{00100000} + G_{00010000} \\
+ G_{00001000} + G_{00000100} + G_{00000010} + G_{00000001} \right) = 0. \tag{60}
\]

where

\[
G_{l_1l_2l_3l_4n_1n_2n_3n_4} = v_{l_1l_2l_3l_4n_1n_2n_3n_4} \hat{\Gamma}_{l_1l_2l_3l_4n_1n_2n_3n_4} \hat{\Gamma}_{l_1l_2l_3l_4n_1n_2n_3n_4} \tag{61}
\]

Collecting terms of order \( \theta_{1x}, \theta_{1y}, \theta_{1z}, \) and \( \theta_{1z} \), and setting each to zero, we obtain the following constraint equations (where \( a_1 = \phi_x + \zeta_y \) and \( a_2 = \phi_y + \zeta_x \)):

\[
\begin{align*}
\theta_{1x} & : R_z(a_1)R_y(\theta_{0y})R_z(a_2) + R_z(-a_1)R_y(\theta_{0y})R_z(-a_2) = 0 \\
\theta_{1y} & : R_z(a_2)R_y(\theta_{0x})R_z(a_1) + R_z(-a_2)R_y(\theta_{0x})R_z(-a_1) = 0 \\
\partial_x & : R_y(\theta_{0x})R_z(a_1)R_y(\theta_{0y}) + R_y(-\theta_{0x})R_z(a_1)R_y(-\theta_{0y}) = 0 \\
\partial_y & : R_y(\theta_{0y})R_z(a_2)R_y(\theta_{0x}) + R_y(-\theta_{0y})R_z(a_2)R_y(-\theta_{0x}) = 0. \tag{62}
\end{align*}
\]

When plugging in \( \theta_{0x} = 2\pi m \) and \( \theta_{0y} = 2\pi t + \pi \) in these equations, we see that first two equations in Eq. (62) are satisfied only if \( a_1 = \frac{\pi}{2}(\alpha + 1) \) and \( a_2 = \frac{\pi}{2}\beta \) (for integer \( \alpha \) and \( \beta \)). We will be referring to these constraints when analyzing the terms with two of the \( n_{vm} \)s equalling one and terms with one \( n_{vm} \) equalling 2.

Now we analyze the terms themselves. We first analyze the terms with two of the \( l_{vm} \)s equalling one and terms with one \( l_{vm} \) equalling 2. We will see that the one term with \( l_{1m} = 1 \) and \( l_{2m} = 1 \) will cancel with the term with \( l_{1m} = 2 \) and the term with \( l_{2m} = 2 \) when the constraints \( \theta_x = 2\pi m, \theta_y = 2\pi t + \pi \) are used. We begin by writing
\[ v'v' \hat{T} \hat{T} \] for terms with \( n_{v m} = 0 \) (we call it \( t_{11,2,11,2} \)):

\[
t_{11,2,11,2} = v'_{11,1,00} v'_{2,2,0} \hat{T}_{11,1,00} \hat{T}_{2,2,0} = \frac{\partial_{\nu}^{l_{1}+l_{2}} \partial_{\nu}^{l_{1}+l_{2}}}{l_{1}l_{2}l_{1}l_{2}!} \times R_{z}(\xi_{x}) \sigma_{z}^{l_{1}x} R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) \sigma_{z}^{l_{1}y} R_{y}(\theta_{0y}) R_{z}(\phi_{y}) \times R_{z}(\xi_{x}) \sigma_{z}^{l_{2}x} R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) \sigma_{z}^{l_{2}y} R_{y}(\theta_{0y}) R_{z}(\phi_{y}).
\]

We will analyze terms proportional to \( \partial_{x}^{2}, \partial_{x}^{2}, \) and \( \partial_{x} \partial_{y} \). For the \( \partial_{x}^{2} \) terms, the relevant part of Eq. (63) is the following:

\[
t_{11,1,2,0} \propto \sigma_{z}^{l_{1}x} R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(\theta_{0y}) \sigma_{z}^{l_{2}x} / l_{1}l_{2}! \]

Now we compute the relevant part of the sum \( t_{1100} + t_{2000} + t_{0200} \) (that is, the sum of the terms proportional to \( \partial_{x}^{2} \)):

\[
t_{1100} + t_{2000} + t_{0200} \propto \sigma_{z} R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(\theta_{0y}) \sigma_{z} + \sigma_{z}^{2} R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(\theta_{0y}) / 2 + R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(\theta_{0y}) \sigma_{z}^{2} / 2 = R_{y}(-\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(-\theta_{0y}) + R_{y}(\theta_{0x}) R_{z}(\phi_{x}) R_{z}(\xi_{y}) R_{y}(\theta_{0y})
\]

Applying the constraints \( \theta_{x} = 2\pi m, \theta_{y} = 2\pi t + \pi \), we obtain the following:

\[
t_{1100} + t_{2000} + t_{0200} \propto (-1)^{m} R_{z}(\phi_{x}) R_{z}(\xi_{y}) (i \sigma_{y}) + (-1)^{m} R_{z}(\phi_{x}) R_{z}(\xi_{y}) (-i \sigma_{y}) = 0.
\]

A cancellation also occurs for terms proportional to \( \partial_{y}^{2} \) by the same reasoning. Concerning terms proportional to \( \partial_{x} \partial_{y} \), they will not be present if any constraint with \( \theta_{x} \) or \( \theta_{y} \) being equal to an integer multiple of \( \pi \) is used (see Appendix C).

Now we analyze the terms with two of the \( n_{v m} \)s equalling one and terms with one \( n_{v m} \)s equalling 2. These terms are interpreted as mass terms in the continuum limit, as they are not proportional to any derivatives. We will see that a constraint in Eq. (51) which enforces no divergences when \( \varepsilon \to 0 \) cancels these terms, even before any constraints from Eq. (49) are used. As before, we begin by writing \( v'v' \hat{T} \hat{T} \) for terms
with \( l_{um} = 0 \) (we call it \( \tilde{t}_{n1x,n2x,n1y,n2y} \)):

\[
\tilde{t}_{n1x,n2x,n1y,n2y} = \nu' v' \nu' v' \hat{\Gamma} \hat{\Gamma} = \frac{(-i\theta_{1x})^{n_{1x}+n_{2x}} (-i\theta_{1y})^{n_{1y}+n_{2y}}}{n_{1x}! n_{2x}! n_{1y}! n_{2y}!} \times R_z(\xi_x) \sigma_{n_{1x}} \times R_y(\theta_{0x}) R_z(\phi_x) R_z(\xi_y) \sigma_{n_{1y}} R_y(\theta_{0y}) R_z(\phi_y) \\
\times R_z(\xi_x) \sigma_{n_{2x}} \times R_y(\theta_{0x}) R_z(\phi_x) R_z(\xi_y) \sigma_{n_{2y}} R_y(\theta_{0y}) R_z(\phi_y).
\]

(67)

We will analyze terms proportional to \( \theta_{1x}^2 \), \( \theta_{1y}^2 \), and \( \theta_{1x}\theta_{1y} \). For terms proportional to \( \theta_{1x}^2 \), the relevant part of Eq. (67) is the following:

\[
\tilde{t}_{n1x,n2x,00} \propto \sigma_{y} R_z(\phi_x) R_z(\xi_y) R_y(\theta_{0y}) R_z(\phi_y) R_z(\xi_x) \sigma_{y} / n_{1x}! n_{2x}! \]

(68)

Now we compute the relevant part of the sum \( \tilde{t}_{1100} + \tilde{t}_{2000} + \tilde{t}_{0200} \) (that is, the sum of the terms proportional to \( \theta_{1x}^2 \)):

\[
\tilde{t}_{1100} + \tilde{t}_{2000} + \tilde{t}_{0200} \propto \sigma_{y} R_z(\phi_x) R_z(\xi_y) R_y(\theta_{0y}) R_z(\phi_y) R_z(\xi_x) \sigma_{y} \\
+ \sigma_{y}^2 R_z(\phi_x) R_z(\xi_y) R_y(\theta_{0y}) R_z(\phi_y) R_z(\xi_x) / 2 \\
+ R_z(\phi_x) R_z(\xi_y) R_y(\theta_{0y}) R_z(\phi_y) R_z(\xi_x) \sigma_{y}^2 / 2 \\
= R_z(-\phi_x) R_z(-\xi_y) R_y(\theta_{0y}) R_z(-\phi_y) R_z(-\xi_x) \\
+ R_z(\phi_x) R_z(\xi_y) R_y(\theta_{0y}) R_z(\phi_y) R_z(\xi_x).
\]

(69)

These terms do not cancel when the constraints \( \theta_x = 2\pi m \) and \( \theta_y = 2\pi t + \pi \) are used, rather they cancel when the \( \theta_{1y} \) non-divergence constraint from Eq. (62) is imposed.

Next, we analyze the terms with one \( l_{um} \) and one \( n_{nm} \). First we write \( v' \nu' \hat{\Gamma} \hat{\Gamma} \) for all \( l_{um} \) and \( n_{um} \) (we denote it as \( \hat{t}_{1l1x,l1y,l2x,l2y,n1x,n2x,n1y,n2y} \)):

\[
\hat{t}_{1l1x,l1y,l2x,l2y,n1x,n2x,n1y,n2y} = \delta_{l1x+l2x}^{l1y+l2y} \left( -\frac{i\theta_{1x}}{2} \right)^{n_{1x}+n_{2x}} \left( -\frac{i\theta_{1y}}{2} \right)^{n_{1y}+n_{2y}} \\
\times R_z(\xi_x) \sigma_{l1x} \times R_y(\theta_{0x}) R_z(a_1) \sigma_{l1y} \times R_y(\theta_{0y}) R_z(a_2) \\
\times \sigma_{l2x} \times \sigma_{l2y} \times R_y(\theta_{0x}) R_z(a_1) \sigma_{l2y} \times \sigma_{l2x} \times R_y(\theta_{0y}) R_z(a_2).
\]

(70)

Now we reduce the above expression by plugging in the constraints \( \theta_x = 2\pi m \) and \( \theta_y = 2\pi t + \pi \):

\[
\hat{t}_{1l1x,l1y,l2x,l2y,n1x,n2x,n1y,n2y} = -\delta_{l1x+l2x}^{l1y+l2y} \left( -\frac{i\theta_{1x}}{2} \right)^{n_{1x}+n_{2x}} \left( -\frac{i\theta_{1y}}{2} \right)^{n_{1y}+n_{2y}} \\
\times R_z(\xi_x) \sigma_{l1x} \times R_y(a_1) \sigma_{l1y} \times R_y(a_2) \sigma_{l2x} \times R_z(a_2) \sigma_{l2x} \times R_z(a_2) \\
\times R_z(a_1) \sigma_{l2y} \times \sigma_{l2x} \times R_z(a_2).
\]

(71)
Thus, we collect terms proportional to $\theta_1 x \partial_x$, $\theta_1 y \partial_y$, $\theta_1 x \partial_y$, and $\theta_1 y \partial_x$. First $\theta_1 x \partial_x$:

$$
\sum_{l_{1x}, l_{2x}, n_{1x}, n_{2x}} \hat{t}_{l_{1x}, l_{2x}, 0}^0 n_{1x} n_{2x} 0 = \partial_x i \theta_1 x \frac{\hat{R}_z(\xi_x)}{2} \sigma_z^l \sigma_y^l \sigma_z^l \sigma_y^l R_z(a_1) \sigma_y R_z(a_2) \sigma_z^l \sigma_y^l n_{2x} 
\times R_z(a_1) \sigma_y R_z(\phi_y) 
= i \theta_1 x \partial_x \sigma_z R_z(2(\phi_y + \xi_x)). 
$$

Finally the $\theta_1 y \partial_y$ term:

$$
\sum_{l_{1y}, l_{2y}, n_{1y}, n_{2y}} \hat{t}_{l_{1y}, l_{2y}, 0}^0 n_{1y} n_{2y} 0 = \partial_y i \theta_1 y \frac{\hat{R}_z(\xi_y)}{2} \sigma_z^l \sigma_y^l \sigma_z^l \sigma_y^l R_z(a_1) \sigma_y R_z(a_2) \sigma_z^l \sigma_y^l n_{2y} + 1 
\times R_z(a_1) \sigma_z R_z(\phi_y) 
= i \theta_1 y \partial_y \sigma_z \sigma_y R_z(2\phi_y).
$$

The $\theta_1 x \partial_y$ term:

$$
\sum_{l_{1x}, l_{2x}, n_{1x}, n_{2x}} \hat{t}_{l_{1x}, l_{2x}, 0}^0 n_{1x} n_{2x} 0 = \partial_y i \theta_1 x \frac{\hat{R}_z(\xi_y)}{2} \sigma_z^l \sigma_y^l \sigma_z^l \sigma_y^l R_z(a_1) \sigma_y R_z(a_2) \sigma_z^l \sigma_y^l n_{2x} 
\times R_z(a_1) \sigma_y^l \sigma_y R_z(-2(\xi_x + \xi_y + \phi_x)).
$$

and the last $\theta_1 y \partial_x$ term:

$$
\sum_{l_{1y}, l_{2y}, n_{1y}, n_{2y}} \hat{t}_{l_{1y}, l_{2y}, 0}^0 n_{1y} n_{2y} 0 = \partial_y i \theta_1 y \frac{\hat{R}_z(\xi_y)}{2} \sigma_z^l \sigma_y^l \sigma_z^l \sigma_y^l R_z(a_1) \sigma_y R_z(a_2) \sigma_z^l \sigma_y^l n_{2x} 
\times R_z(a_1) \sigma_z^l \sigma_y R_z(-2(\xi_x + \xi_y + \phi_x)).
$$

These are the only nonzero terms in the continuum limit, so the full continuum limit time evolution equation for $a = b = 1/2$ is the following:

$$
\partial_t \Psi(x, y, t) = (\hat{P}_x \partial_x + \hat{P}_y \partial_y) \Psi(x, y, t) 
$$

where

$$
\hat{P}_x = i \theta_1 x \sigma_z R_z(2(\phi_y + \xi_x)) + i \theta_1 y \sigma_z \sigma_y R_z(-2(\xi_x + \xi_y + \phi_x)) 
\hat{P}_y = i \theta_1 y \sigma_z \sigma_y R_z(2\phi_y) + i \theta_1 x \sigma_z \sigma_y R_z(-2(\xi_x + \xi_y + \phi_x)).
$$
It can also easily be seen that \([\hat{P}_x, \hat{P}_y] \neq 0\) for all values of \(\zeta_x, \zeta_y, \phi_x, \phi_y, \theta_{1x},\) and \(\theta_{1y}\).

5 Conclusion

We introduced a QW over the 2D+1 spacetime grid, and we parametrized the walk with nine parameters (four for each coin, and one for the stroboscopic time step). We further allowed the coin parameters to be truncated Taylor polynomial at first order \(\varepsilon\), which introduced 8 more free parameters. We showed that some of those parameters (the \(\theta_{0i}, i = x, y\)) must be constrained in a particular way for the continuous time and continuous spacetime limit to exist, and that the stroboscopic time step \(\tau\) must be even to have both. We called this large family of QWs plastic. We then used these constraint equations to derive a lattice Hamiltonian on a 2D-grid in continuous time (i.e., for \(\Delta = 1\)) and a very general transport equation with dispersion terms in 2 + 1 spacetime dimensions when both \(\Delta_t\) and \(\Delta\) tend to zero. In particular we have shown that this last PDE includes the massless Dirac equation. This opens the route for elaborating QW-based quantum simulators of interacting particles admitting both non relativistic \((\Delta_t \ll \Delta)\) and relativistic regime \((\Delta_t \simeq \Delta)\) in a very elegant way. Moreover, the non-relativistic, naive lattice fermion Hamiltonians are known to suffer the fermion-doubling problem, i.e., a spurious degree of freedom. On the other hand, the DTQW does not suffer this problem. An intriguing question is whether the model hereby presented, suffers this problem or not. We leave this as an open question. Moreover, the methods used in this work lay the groundwork for use in a general \(nD+1\) dimensional DTQW continuous time limit.
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Appendix A W expansion

We wish to expand \(\hat{W}^\tau\) to first order in \(\Delta_t\). We begin by expanding \(\hat{S}_m C_m\) up to \(O(\Delta_t^2)\), where \(m = x, y\):

\[
\hat{S}_m C_m = e^{i\delta m}[R_z(\zeta_m^\prime)R_y(\theta_{0m})R_z(\phi_m) - \frac{i\Delta_t}{2}(\zeta_{1m}\sigma_y R_z(\zeta_m^\prime)R_y(\theta_{0m})R_z(\phi_m) \\
+ \theta_{1m}\sigma_y R_z(-2\zeta_m^\prime)R_z(\zeta_m^\prime)R_y(\theta_{0m})R_z(\phi_m) \\
+ \phi_{1m} R_z(\zeta_m^\prime)R_y(\theta_{0m})R_z(\phi_m)\sigma_z)] + O(\Delta_t^2)
\]

(78)

\[
= e^{i\delta m}(A_m - \frac{i\Delta_t}{2}B_m + O(\Delta_t^2))
\]

\(\hat{\sigma}_m\) Springer
Now we can combine the product of $\hat{S}_x C_x$ and $\hat{S}_y C_y$ up to $O(\Delta t)$:

$$
\hat{W} = \hat{S}_x C_x \hat{S}_y C_y = e^{i\delta_x} \left( A_x - \frac{i\Delta t}{2} B_x + O(\Delta_t^2) \right) e^{i\delta_y} \left( A_y - \frac{i\Delta t}{2} B_y + O(\Delta_t^2) \right)
$$

$$
= e^{i(\delta_x + \delta_y)} \left( A_x A_y - \frac{i\Delta t}{2} (A_x B_y + B_x A_y) + O(\Delta_t^2) \right)
$$

$$
= e^{i\delta} \left( A - \frac{i\Delta t}{2} B + O(\Delta_t^2) \right)
$$

(79)

And now we expand $\hat{W}^\tau$ in powers of $\Delta t$:

$$
\hat{W}^\tau = (\hat{S}_x C_x \hat{S}_y C_y)^\tau
$$

$$
= e^{i\delta \tau} \left( A - \frac{i\Delta t}{2} B + O(\Delta_t^2) \right)^\tau
$$

$$
= e^{i\delta \tau} \left( A^\tau - \frac{i\Delta t}{2} (A^{\tau-1} B + A^{\tau-2} B A + \cdots + A B A^{\tau-2} + B A^{\tau-1}) + O(\Delta_t^2) \right)
$$

$$
= e^{i\delta \tau} \left( A^\tau - \frac{i\Delta t}{2} \sum_{j=0}^{\tau-1} A^{\tau-1-j} B A^j + O(\Delta_t^2) \right)
$$

$$
= (e^{i\delta A})^\tau \left( 1 - \frac{i\Delta t}{2} \sum_{j=0}^{\tau-1} A^{-j} B A^j + O(\Delta_t^2) \right)
$$

(80)

### Appendix B \{A, B\} expansion

We begin by expanding $\{A, B\}$ in terms of $A_x, A_y, B_x,$ and $B_y$, using $A = A_x A_y$ and $B = A_x B_y + B_x A_y$:

$$
\{A, B\} = A_x A_y A_x B_y + A_x B_y A_x A_y + A_x A_y B_x A_y + B_x A_y A_x A_y.
$$

(81)

Now we expand further using $B_m = \zeta_m \sigma_z A_m + \theta_m \sigma_y R_\zeta(-2\zeta_m') A_m + \phi_m A_m \sigma_z$
(where $m = x$ or $y$):
\[ \{A, B\} = \zeta_1 A_x A_y A_x \sigma_z A_y + \theta_1 A_x A_y A_x \sigma_y R_z (-2 \zeta_0' A_y) + \phi_1 A_x A_y A_x \sigma_z \]
\[ + \zeta_1 A_x \sigma_z A_x A_y + \theta_1 A_x \sigma_y R_z (-2 \zeta'_{0y} A_y) + \phi_1 A_x A_y \sigma_z A_x A_y \]
\[ + \zeta_1 A_x A_y \sigma_z A_x A_y + \theta_1 A_x A_y \sigma_y R_z (-2 \zeta'_{0x} A_x A_y) + \phi_1 A_x A_y A_x \sigma_z A_y \]
\[ + \zeta_1 A_x \sigma_z A_y A_x A_y + \theta_1 \sigma_y R_z (-2 \zeta'_{0x} A_x A_y A_x A_y) + \phi_1 A_x A_y \sigma_z A_y A_x A_y. \]
\[ \tag{82} \]

Using \( \sigma_z A_x = (-1)^s A_x \sigma_z \) and \( \sigma_z A_y = (-1)^{s+1} A_y \sigma_z \), it can be shown that the first and third columns of Eq. (82) cancel. Now we expand the remaining terms using \( A_m = R_z (\zeta'_m) R_y (\theta_{0m}) R_z (\phi_m) \):

\[ \theta_1 A_x A_y A_x \sigma_y R_z (-2 \zeta'_{0y} A_y) = -\theta_1 R_z (-2 \phi_0 y) \sigma_y \]
\[ \theta_1 A_x A_y \sigma_y R_z (-2 \zeta'_{0y} A_y A_x A_y) = -\theta_1 R_z (2 \zeta'_{0x} A_y) + 2 \phi_0 x (-1)^v + 2 \zeta'_{0y} (-1)^v \sigma_y \]
\[ \theta_1 A_x A_y \sigma_y R_z (-2 \zeta'_{0x} A_x A_y A_y) = -\theta_1 R_z (2 \zeta'_{0y} (-1)^v - 2 \phi_0 y + 2 \phi_0 x (-1)^v) \sigma_y \]
\[ \theta_1 \sigma_y R_z (-2 \zeta'_{0x}) A_x A_y A_x A_y = -\theta_1 R_z (2 \zeta'_{0x}) \sigma_y \].

Putting it all together, we have the following for \( \{A, B\} \):

\[ \{A, B\} = -\theta_1 R_z (-2 \phi_0 y) + R_z (2 \zeta'_{0x} + 2 \phi_0 x (-1)^v + 2 \zeta'_{0y} (-1)^v) \sigma_y \]
\[ -\theta_1 R_z (2 \zeta'_{0y} + 2 \zeta'_{0x} (-1)^v - 2 \phi_0 y + 2 \phi_0 x (-1)^v) \sigma_y. \]
\[ \tag{84} \]

**Appendix C Cross term constraint**

In this section, we will deduce for which constraints from Sect. 4 do the resulting continuum limit PDEs include a cross derivative term. We will find that the only constraints which will have cross terms will be the pair \( \cos(\frac{\phi_x + \phi_y + \zeta_x + \zeta_y}{2}) = \cos(\frac{a_1 + a_2}{2}) = 0 \rightarrow a_1 + a_2 = 2\pi m + \pi \) and \( \cos(\frac{a_1 - a_2}{2}) = 0 \rightarrow a_1 - a_2 = 2\pi t + \pi \). We first reiterate the definitions of \( \hat{f}_{l_x l_y n_x n_y} \) and \( v'_{l_x l_y n_x n_y} \):

\[ \hat{f}_{l_x l_y n_x n_y} = R_z (\zeta_x) \sigma_x l_x \sigma_y l_y \theta_0 x R_z (\phi_x) R_z (\phi_x) \sigma_z l_z \sigma_y l_y n_x n_y R_z (\theta_0 y) R_z (\phi_y) \]
\[ v'_{l_x l_y n_x n_y} = \frac{(\partial_x)^{l_x} (\partial_y)^{l_y} (-\frac{i}{2})^{n_y} (-\frac{i}{2})^{n_y}}{l_x! l_y! n_x! n_y!} \]
\[ \tag{85} \]

Since cross terms have all \( n_{ym} \)s equal to zero and two \( l_{ym} \)s equal to one, we write the proportionality expression for \( v'_{l_1 l_2 l_0} v'_{l_2 l_2,00} \hat{f}_{l_x l_y,00} \hat{f}_{l_2 l_2,00} \) (where \( a_1 = \phi_x + \zeta_y \))
and \( a_2 = \phi_y + \xi_x \):

\[
\begin{align*}
\dot{v}'_{l_1 l_2 l_1,00} v'_{l_2 l_2,00} \hat{I}_{l_1 l_1,00} \hat{I}_{l_2 l_2,00} & \propto \partial_{l_1 l_2} \partial_{l_1 l_2} \partial_{l_1 l_2} \\
\times R_z(\xi_x) \sigma_{l_1} R_y(\theta_{0x}) R_z(\phi_x) R_z(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
\times R_z(\xi_x) \sigma_{l_1} R_y(\theta_{0x}) R_z(\phi_x) R_z(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
= \partial_{l_1 l_2} \partial_{l_1 l_2} \partial_{l_1 l_2} \\
\times R_x(\xi_x) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
\times \sigma_{l_1} R_y(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
\times R_y((-1)^{l_1 l_2}+l_2 l_2, \theta_{0x}) R_z(\xi_y) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
\times R_z(\xi_x) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y)
\end{align*}
\]

(86)

Since each cross term will be proportional to \( \partial_x \partial_y \), we define the following matrix to contain the relevant parts of the above equation to our analysis:

\[
\hat{J}_{l_1 l_1 l_2 l_2} = R_y((-1)^{l_1 l_2}+l_2 l_2, \theta_{0x}) R_z(\xi_y) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y)
\]

(87)

For the cross derivative terms in Eq. (53) to cancel, the following must be true:

\[
\begin{align*}
\dot{J}_{l_1 l_2 l_2 l_2} & = R_y((-1)^{l_1 l_2}+l_2 l_2, \theta_{0x}) R_z(\xi_y) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y) \\
\dot{J}_{l_1 l_2 l_2 l_2} & = R_y((-1)^{l_1 l_2}+l_2 l_2, \theta_{0x}) R_z(\xi_y) \sigma_{l_1} R_x(\theta_{0x}) R_x(\xi_y) \sigma_{l_2} R_y(\theta_{0y}) R_z(\phi_y)
\end{align*}
\]

(88)

We see that either the first two terms can cancel when the \( \partial_y \) non-divergent constraint in Eq. (62) is imposed, or the second and fourth term can cancel when the \( \partial_x \) non-divergent constraint in Eq. (62) is imposed. When the \( \partial_y \) constraint is imposed again, the above equation reduces to the following:

\[
R_y(-2\theta_y) - R_y(2\theta_y) = 0 \rightarrow \theta_y = n\pi \text{ for } n = 1, 2, 3, \ldots (89)
\]

Similarly, when the \( \partial_x \) constraint is imposed again, we recover the following:

\[
R_y(-2\theta_x) - R_y(2\theta_x) = 0 \rightarrow \theta_x = m\pi \text{ for } m = 1, 2, 3, \ldots (90)
\]
the pair \( \cos\left(\frac{\phi_x + \phi_y + \zeta_x + \zeta_y}{2}\right) = \cos\left(\frac{a_1 + a_2}{2}\right) = 0 \rightarrow a_1 + a_2 = 2\pi m + \pi \) and
\( \cos\left(\frac{a_1 - a_2}{2}\right) = 0 \rightarrow a_1 - a_2 = 2\pi t + \pi \), as there is no constraints on \( \theta_x \) or \( \theta_y \) equalling an integer multiple of \( \pi \).
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