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Abstract

The key idea of Bayesian optimization is replacing an expensive target function with a cheap surrogate model. By selection of an acquisition function for Bayesian optimization we trade off between exploration and exploitation. The acquisition function typically depends on mean and variance of the surrogate model at a given point. The most common Gaussian process-based surrogate model assumes that the target with fixed parameters is a realization of a Gaussian process. However, often the target function doesn't satisfy this approximation. Here we consider target functions that come from the binomial distribution with the parameter that depends on inputs. Typically we can vary how many Bernoulli samples we obtain during each evaluation. We propose a general Gaussian process model that takes into account Bernoulli outputs. To make things work we consider a simple acquisition function based on Expected Improvement and a heuristic strategy to choose the number of samples at each point thus taking into account precision of the obtained output.
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1. Introduction

Bayesian optimization (BO) is a powerful class of optimization methods that allows optimization of black-box non-deterministic functions. In vanilla approach we assume that this function is a deterministic function plus Gaussian noise and then obtain analytical treatment of the problem of evaluation of posterior mean and variance. Using mean and variance we can evaluate most of the acquisition functions used for selection of point for evaluation at the next step of optimization \cite{1}.
This assumption about the target function is sometimes inadequate. For example, for binomially distributed observations vanilla BO sometimes struggles to find a minimum, as the model is wrong. The binomially distributed observations often occur in high energy physics, e.g. the spectrometer tracker optimization \[2\] and the muon shield optimization \[3\]. In both examples, target functions are Monte-Carlo simulations of real experiments with main reasons of randomness are quantum effects.

These two examples share many properties. The target functions are expensive to evaluate. It took hours to get results using a modern cluster. The target functions have discrete distribution, so they are not Gaussian-noised deterministic functions. For example, the last one is naturally Binomial distributed. It is possible to choose the complexity of simulation determined by the number of simulated particles. High-fidelity simulations are accurate but expensive. Low-fidelity simulations are cheaper but less accurate.

Thus we need approach that able to deal with this kind of problems. To create such approach we need to propose a correct model based on Generalized Gaussian Process regression, then construct an acquisition function. Also we need to clarify if we can improve our models using availability of multifidelity evaluations.

The paper is organized as follows. In Section 3 we give a preliminary information about Bayesian Optimization (BO) and Gaussian processes (GP). Section 4 is devoted to our modification of GP model construction and BO for binomial output. In section 5 we investigate usefulness of the proposed approach and examine peculiarities and possible applications. We use artificial functions in our numerical experiments.

2. Related Works

Area of application of Bayesian optimization known in different areas under different names are quite wide. A recent overview of Bayesian optimization is provided by authors in \[1\], see this article and references in it. Below we cover some issues related to our specific applications.

We start of range of applications where the output is binomial. See e.g. problems of hyperparameter tuning or AutoML: In work \[4\] authors propose an early stopping criterion combined with modification of EI acquisition function in which evaluation of a configuration is stopped if predicted performance is worse than the current best configuration. Bayesian optimization was used for tuning of hyperparameters for Alpha Go \[5\] as well as for other deep learning based systems \[6\]. Also see \[2\] and \[3\] for high energy physics.

As mentioned in chapter \[1\] values of a black box could have Binomial distribution. It means that the exact Bayesian inference fails, since the likelihood is not Gaussian. The same problem arises when you try to adapt the Gaussian processes for the task of classification \[7\] or robust regression with Laplace or Cauchy likelihood \[8\].

To use these models one can approximate non-Gaussian posterior by Gaussian distribution. Many approaches are used in this area, to name a few \[9\]:
Markov-chain Monte Carlo [7], Laplace approximation [10], mean field variational inference [11], and expectation propagation [12]. GP models like GP classifier, GP counter or GP regression use different observations likelihoods: Bernoulli, Poisson, Gaussian, Binomial and etc. All these distributions are samples of exponential family. Aim of the work [13] is to show how to create a framework unifying all existing GP models and making easier creating of new ones using distribution from exponential family.

Common Bayesian optimization approaches assume single-fidelity simulations. But in some cases it is possible to use cheaper calculation of the same objective with lower fidelity. For example, in such fields as aerodynamics, hyperparameter tuning and industrial design there is an opportunity to use simulations with different fidelities [14, 15, 16, 17, 18]. Methods considered above consider specific problems. More general approach MF-GP-UCB [19] considers a finite number of approximations and assumes that there exist an upper bound for the difference between high and low-fidelity. This model doesn’t allow sharing information between fidelities, and each model is treated independently. There exist a generalization of this approach to the continuous fidelity case [20].

3. Overview

3.1. Bayesian optimization

We want to minimize \( f(x) \) function. Suppose that it is impossible to evaluate it directly. In classic case for Gaussian process regression we observe \( \mathcal{N}(f(x), \sigma^2) \). In this paper we consider observations from the Bin(\( N, f(x) \)), where \( N \) is a number of evaluations at each point. We can represent a vanilla BO as the following iterative scheme:

1. Train a regression model that approximates target function via GP. Now we can evaluate an acquisition function \( C_*(x) \) using the regression model.
2. Obtain the point that maximizes the acquisition function
   \[
   x_{i+1} = \arg\max_x C_*(x),
   \]
3. Evaluate
   \[
   y_{i+1} = \mathcal{N}(f(x_{i+1}), \sigma^2)
   \]
4. Update the available sample
   \[
   D = (X, y) = (X \cup x_{i+1}, y \cup y_{i+1})
   \]

Now let us consider each step in more details.

3.2. Regression Model

Gaussian process regression is a popular approach for the construction of nonlinear regression models [10] with uncertainty estimates required to perform Bayesian optimization.
Gaussian process on the $\mathbf{R}$ is fully specified by mean $m(x)$ and covariance functions $k(x, x')$. Following Bayesian ideology on $k$-th step we put the following prior distribution over $f_i$’s, where $f_i = f(X_i)$:

$$p(f|X) = N(\mu, \Sigma),$$

where $\mu = (m(x_i))_{i=1}^k$ and $\Sigma = (k(x_i, x_j))_{i,j=1}^k$. The typical way is to set $m \equiv 0$, $k(x, x') = \sigma_f^2 \exp(-\frac{|x-x'|^2}{2\sigma_x^2}) + \sigma_n^2 \delta_{i,j}$.

To perform a Bayesian inference we need to choose likelihood. Classical approach suggest us to work with a Gaussian likelihood, since in this case prior and likelihood are conjugate and it is possible to find an exact expression for a posterior [21].

$$p(f|X, y) = \frac{p(y|f)p(f|X)}{\int p(y|f)p(f|X)df}$$

This is a distribution over already visited points. To make a prediction we need to compute the following integral. In case of a Gaussian likelihood we have two conjugate distribution inside of this integral, so result could be found analytically.

$$p(f_*|X, y, x_*) = \int p(f_*|f, X, x_*)p(f|X, y)df$$

Where $p(f_*|f, X, x_*)$ is a marginal Gaussian, since all $f_i$’s are Gaussian distributed. And the distribution over noised variable is nothing but

$$p(y_*|X, y, x_*) = \int p(y_*|f_*)p(f_*|X, y, x_*)df_*$$

Where $p(y_*|f_*)$ is a Gaussian distribution in case of a Gaussian likelihood, so the classical final answer is a Gaussian distribution. It follows that the posterior mean $\mu(x_*)$ and the posterior variance $\sigma^2(x_*)$ have the following form:

$$\mu(x_*) = \mathbf{E}[y_*|X, y, x_*] = K(x_*, X)K(X, X)^{-1}f,$$

$$\sigma^2(x_*) = \mathbf{V}[y_*|X, y, x_*] = K(x_*, x_*) - K(x_*, X)K(X, X)^{-1}K(X, x_*).$$

### 3.3. Acquisition function

At each iteration of Bayesian optimization we select the next point to evaluate the target function. There are several approaches. One of the most popular choice we adopt here is “Expected Improvement” (EI):

$$C_{EI}(x) = \mathbf{E}[\max(0, y_{\text{min}} - f(x))|X, y],$$

where $y_{\text{min}}$ is the minimal value obtained to the current iteration. In case of a Gaussian likelihood it was shown that it converges under mild assumption [citation TODO] and has a closed-form expression:

$$C_{EI}(x) = (y_{\text{min}} - \mu(x))\Phi(y_{\text{min}}|\mu(x), \sigma^2(x)) + \sigma^2(x)N(y_{\text{min}}|\mu(x), \sigma^2(x)),$$
Where $\Phi$ is the standard normal CDF.

Next point is $\arg\max$ of $C_{EI}$. Expected improvement has many local maxima and regions with almost constant function value. As we need to evaluate only the posterior mean and variance at each point, it is cheap to have as many evaluation as required, so most of the global optimization methods can solve this task.

4. Proposed approach

In this paper we consider Binomial Bayesian optimization, so observable variable have Binomial distribution:

$$y_{i+1} = \text{Bin}(N, f(x_{i+1}))$$

In this case we use a GGPM setting to perform a Bayesian Inference [13]. In particular, (3.2), (3.2), (3.2) could not be expressed in a closed form, since in this case there is no conjugate distributions in the corresponding formulas, so one should use approximate methods, such as Laplace approximation [13]. We approximate Expected Improvement (3.3) in Binomial setting via Monte-Carlo.

In practice we specify parameter $N$ for Binomial distribution before evaluation of the black-box. Low $N$’s allow us to spend less computational resources, while large $N$’s allows to make a more exact evaluation.

The proposed method considers two different fidelities for simulation $N_{low}$ and $N_{high}$. First thing should be done is determining of these fidelities. To distinguish promising point one can run low fidelity simulation at this point that does not cost a lot. Then using obtained information one can make a decision to continue simulation at the same point or to move to the next one proposed by acquisition function.

Decision function $d$ takes as input result of low fidelity simulation at current point $x_\ast$, actual surrogate model and some external parameters. After running low fidelity simulation one can calculate posterior distribution of objective function at this point. Observation $y_{low}$ is a realization of Binomial random value with parameters $p = f(x_\ast)$ and $N = N_{low}$, one can estimate posterior distribution of $f(x_\ast)$:

$$p(f(x_\ast)|y_{low}) = \frac{p(y_{low}|f(x_\ast))p(f(x_\ast))}{p(y_{low})}$$

$y_{low}|f(x)$ is binomial distributed, so we assume that $p(f(x))$ is Beta distribution with parameters $\alpha = 1$, $\beta = 1$ (uniform distribution on $[0, 1]$) since in this case we can perform Bayesian inference in a closed form:

$$f(x_\ast)|y_{low} \sim \text{B}(1 + y_{low}, 1 + N_{low} - y_{low})$$

Let us now compute the probability of improvement of $y_{min}$ at the current point:

$$P(f(x) < y_{min}) = \int_{-\infty}^{y_{min}} \text{B}(\tau|1 + y_{low}, 1 + N_{low} - y_{low})d\tau$$
This probability is the value of Beta CDF at $y_{\min}$. Now one compare this probability with the threshold $\lambda$ and make a decision to continue calculation at current point or to spend available budget for evaluations at other points. In section 5 we explore performance of proposed approach for different choices of $\lambda$.

5. Experiments

5.1. Methodology of comparison

We assume that workflow of Bayesian optimization and the only computational expenses are related to evaluations of a black box $f(x)$. For each function we consider how the minimal seen value (i.e. $\frac{f(x)}{N}$) depends on computational resources. We suppose that high fidelity is $\frac{N_{\text{high}}}{N_{\text{low}}}$ times more expensive than low fidelity.

To compare the approach proposed in Section 4 with other methods we perform massive testing of considered algorithms on different optimization problems. Each problem is characterized by a target function and the parameter $N$. Optimization method starts from random initial design and performs several steps of optimization of given function. For the sake of comparison we rescale optimization results with respect to spent computational resources. As a result, for each problem we get a minimal seen values for a unit of computational resources. We take an average of this values over multiple runs to achieve stability.

5.2. Metrics

We use Dolan-More curves as a method to compare results of optimization [22, 23]. To define Dolan-More curves for our problem we need to specify a set of problems $P$, a set of solvers $S$, and $t_{p,s}$ — the measure of success of an approach $s$ on a problem $p$. In our case $P$ was defined in previous paragraph - it is a set of all problems of minimization of described functions for a fixed budget.

$S$ is a set that consists of vanilla Gaussian Bayesian optimization, vanilla Binomial Bayesian optimization, and proposed modification of Binomial Bayesian optimization with $\lambda = 0.3$ and $\lambda = 0.5$. For all methods we used SLSQP method to maximize Expected Improvement. $t_{p,s}$ is a true value of objective function at the point with minimal observed value at the current step (averaged over multiple runs).

Finally the Dolan-More curve is the following:

$$ r_{p,s} = \frac{t_{p,s}}{\min_{s \in S} t_{p,s}} $$

$$ \rho_{s}(\tau) = \frac{1}{\# P} \# \{ p \in P | r_{p,s} < \tau \} $$

The higher is curve the better is corresponding solver.
5.3. Generation of samples for evaluation

Artificial functions of different dimensions are a common choice for benchmarking of test optimization algorithms. For our case the objective function should lie in the interval $[0, 1]$. So, we rescale the artificial function $\hat{f}(x)$ using minimum $\hat{f}_{\text{min}}$ and maximum $\hat{f}_{\text{max}}$ values of them:

$$f(x) = \frac{\hat{f}(x) - \hat{f}_{\text{min}}}{\hat{f}_{\text{max}} - \hat{f}_{\text{min}}}$$

The values $\hat{f}_{\text{min}}$ and $\hat{f}_{\text{max}}$ are not always known, so we obtained them using numerical optimization. In the end we have $f(x)$ that lies in the desired interval and can be interpreted as the probability of a success at a particular point.

We used several popular artificial functions $f(x)$: Michalewicz, Rastrigin, Zakharov and Styblinski-Tang functions on hypercubes in $\mathbb{R}^4$, $\mathbb{R}^5$ and $\mathbb{R}^6$. Observations of these functions are sampled from Binomial distribution with parameters $f(x)$ and $N$ with $N$ specified manually.

5.4. Results

Note, that two of considered functions Zakharov and Styblinski-Tang have only one global optimum, while the other two Michalewicz and Rastrigin have multiple extremes.

Figures 2 depict dynamic of regret w.r.t number of devoted computational resources. We see that the behaviour is different for different models used. At the figure 3 we see can see Dolan-More curves for each of these two groups. The difference is even more evident.

We observe that in the single optimum case vanilla Binomial Bayesian optimization outperform vanilla Gaussian Bayesian optimization. Also for $\lambda = 0.5$ Binomial Bayesian outperform all other algorithms. In multiple extremes case situation is different: vanilla Gaussian Bayesian optimization outperforms Binomial algorithms. We conclude, that Binomial optimization approach and, especially, the multifidelity one is a good choice for single optimum functions, while for multiple extreme function vanilla Gaussian Bayesian optimization is better.

6. Discussion

In this paper we consider the problem of optimization in non-Gaussian likelihood setting. According to our findings usage of proper surrogate model during Bayesian optimization significantly improve performance. It is important for the case of complex multi-optimum functions. But at the same time this approach has a drawback: using of GGPM instead of usual GP regression for approximation fitting requires more times, approximated inference instead of closed form calculation should be used. As a consequence calculation of acquisition function also becomes intractable problem, in this work we applied Monte-Carlo sampling technique to this problem. But this drawback is not crucial, because
Figure 1: Optimization process for functions on $\mathbb{R}^5$, $N = 70$ with one minimum

Figure 2: Optimization process for functions on $\mathbb{R}^5$, $N = 70$ with multiple minima. The x axes correspond to the number of devoted computational resources. For Zakharov and Styblinski-Tang functions vanilla approach works worse, while it works better for Michalewicz and Rastrigin functions. The y axes correspond to regret values.

Figure 3: Dolan-More curves for considered algorithms
BO is usually applied to heavy to evaluate black-box function, so time spent on searching of next point is much lower than time of objective function evaluation.

We also proposed modifications of the algorithm to work with variable fidelity evaluations: high cost of simulation and low level of noise, low cost of simulation and high level of noise. The proposed heuristics showed weak improvement in comparison with single-fidelity optimization. For further improvement one can try to select hyperparameters $N_{\text{high}}$ and $N_{\text{low}}$ fidelity in a smarter way.

In this work the ratios $N_{\text{high}} / N_{\text{low}}$ for conducted experiments were chosen close to 2. But we assume that using of reinforcement learning technique for selection these parameters depending on particular function might led to better performance of optimization.

7. Conclusions

Bayesian optimization is actively used today in different fields. There are several main directions for the development of this approach. Firstly, computation not one but a batch of next points to parallelize evaluation of costly function. Secondly, working with different fidelities. In this work we showed that the usage of suitable surrogate models gives significant improvement of optimization. Moreover we have proposed algorithm suitable for all distributions from the exponential family.
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