Fixational drift is driven by diffusive dynamics in central neural circuitry
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During fixation and between saccades, our eyes undergo diffusive random motion called fixational drift. The role of fixational drift in visual coding and inference has been debated in the past few decades, but the mechanisms that underlie this motion remained unknown. In particular, it has been unclear whether fixational drift arises from peripheral sources, or from central sources within the brain. Here we show that fixational drift is correlated with neural activity, and identify its origin in central neural circuitry within the oculomotor system, upstream to the ocular motoneurons (OMNs). We analyzed a large data set of OMN recordings in the rhesus monkey, alongside precise measurements of eye position, and found that most of the variance of fixational eye drifts must arise upstream of the OMNs. The diffusive statistics of the motion points to the oculomotor integrator, a memory circuit responsible for holding the eyes still between saccades, as a likely source of the motion. Theoretical modeling, constrained by the parameters of the primate oculomotor system, supports this hypothesis by accounting for the amplitude as well as the statistics of the motion. Thus, we propose that fixational ocular drift provides a direct observation of diffusive dynamics in a neural circuit responsible for storage of continuous parameter memory in persistent neural activity. The identification of a mechanistic origin for fixational drift is likely to advance the understanding of its role in visual processing and inference.
In order to explore the fine details of a visual scene, we fixate our gaze on specific areas of interest\textsuperscript{1,2}. Yet even during fixation the eyes are not completely stationary. Over intervals that typically last a few hundred milliseconds, the eyes exhibit continuous motion called fixational drift, flanked by microsaccades\textsuperscript{3,4}. Eye trajectories during fixational drift are smooth, but are highly variable and are characterized by the statistics of a super-diffusive random walk\textsuperscript{5–8}. The role of this irregular smooth motion in vision has been extensively studied and debated in the past few decades. It was shown that both drifts and microsaccades help prevent perceptual fading during fixation\textsuperscript{9,10}. In addition it has been proposed that fixational drift increases the information carried by retinal spikes on the visual stimulus, thereby aiding high acuity vision\textsuperscript{11–16}. On the other hand, it has been argued that fixational drift poses a computational challenge for high acuity inference in the visual cortex, since attempting to overcome retinal spiking noise by simple temporal averaging would smear out fine visual features\textsuperscript{17–19}.

While extensive effort has been devoted to understand the functional role of fixational drift in vision, the mechanisms responsible for this motion have remained unidentified. It is not even known whether the origin of fixational drift is peripheral – arising, e.g., from noisy dynamics of the ocular muscles\textsuperscript{19}, or whether fixational drift arises in central brain circuits in similarity to saccades\textsuperscript{3,7,20}. Recent behavioral studies indicated that visual feedback mechanisms, which likely involve central brain circuits in the visuomotor pathway, can modulate the statistics of the motion\textsuperscript{5,9,14,21–25}. However, an active visuomotor response to a stimulus is not required to elicit fixational drift, since it is observed even in complete darkness\textsuperscript{26}. The stochastic nature of the motion, both in the presence and in the absence of visual stimuli, suggests that it is primarily driven by noise which may arise in various stages along the oculomotor pathway.

So far, direct evidence for the control of fixational eye drifts by neural activity has been lacking\textsuperscript{27}. The main difficulty in seeking such evidence arises from the small amplitude of fixational drifts in comparison with other types of eye movement. In human subjects it is highly challenging to measure the minute details of this motion\textsuperscript{1}, and measurements of single neuron activity are not available. Therefore, we focus from here on non-human primates, whose control of eye movements is highly similar to that of humans both during saccades and pursuit\textsuperscript{28}, and during fixational eye movements\textsuperscript{1}.

During saccades and smooth pursuit, eye trajectories can be predicted quite precisely from the spiking activity of single oculomotor neurons (OMNs). Correspondence between eye movements and neural activity has been established also during microsaccades\textsuperscript{29}. However, a correspondence between the position of the eye and single OMN activity has not been demonstrated during fixational drift. It is highly challenging to test for such a relationship, because the subtle changes that are expected to occur in the firing rate of individual OMNs during fixational drift are largely masked by their spiking noise.

Here we show that a systematic relationship does exist between fixational eye motion and OMN activity. Furthermore, we show that most of the variability in fixational eye drifts arises upstream of the OMNs. This result establishes that the main drive for fixational drift lies in more central neural circuitry. Next, we point to a likely source of this motion in the oculomotor integrator, a memory circuit in the brainstem which is responsible for maintenance of a steady eye position between saccades. We propose that fixational eye drifts are driven by random diffusion along a line attractor that characterizes the dynamics of the oculomotor integrator\textsuperscript{30–32}, as predicted by theoretical works that examined how noise influences the maintenance of continuous-parameter working memory in persistent neural activity\textsuperscript{33–35}. Using a theoretical model, constrained by the parameters of the primate oculomotor system, we show that this mechanism naturally explains both the magnitude of the motion, and key features of its statistics.

**Results**

To test for a systematic relationship between OMN activity and fixational eye drifts, we analyzed a large data set of OMN extracellular recordings in the rhesus monkey. These were collected simultaneously with precise measurements of eye trajectories using a search coil. Recordings were made while two monkeys moved their eyes to track repeated presentations of a target presented on a screen, initially at rest and then moving at constant speed (Fig. 1a). First, we fitted a linear combination of horizontal eye position, velocity and acceleration to predict the firing rate of single OMNs during large eye movements\textsuperscript{36} ($n = 57$ cells, Fig. 1b). Fitted parameters were in agreement with previously reported results\textsuperscript{36,37}.

OMNs exhibit highly regular firing, with a typical coefficient of variation (CV) of the interspike interval distribution of $\sim 0.0738$. During fixational drift, however, the variability in the activity of a single OMN is still far too large to identify a correspondence with the small changes in firing rate predicted by eye motion over a single trial (Fig. 1b, lower panel). Over the hundreds of trials available from each cell, estimates of the correlation coefficients, during fixation, between the spiking rate of single OMNs and their predictors based on the eye trajectory were noisy (Fig. 1c), but significantly deviated from zero over the population of 57 cells (Fig. 1d), providing us with initial evidence that neural activity, upstream of the muscles, is correlated with fixational drift.

To facilitate subsequent analysis, we replaced the standard approach discussed above, in which the firing rates of OMNs are predicted from the eye trajectory by a complementary analysis, in which the eye trajectory is predicted from the OMN spikes. This allows us below to quantify shared neural variability directly in terms of its contribution to the eye movements, instead of the firing rates. We thus inverted the fit described above (Methods) to obtain for each OMN a double exponential filter (Fig. 2a), whose convolution with the OMN spikes constitutes an unbiased estimator of the eye trajectory. Fitted time constants (Fig. 2b) were in agreement with previous reports\textsuperscript{36,39}. As expected due to the spiking noise in the activity of individual OMNs, predicted eye trajectories were highly variable compared to the actual eye motion during fixational drift (Fig. 2c). Accordingly, correlation coefficients between the predicted and actual eye position differences across 350 ms fixational drift segments (denoted by $R$, Fig. 2d) were small. Furthermore, due to the limited number of trials available for each neuron, the estimates of the correlation coefficients themselves were noisy (gray histogram in Fig. 2d). Nevertheless, their average value $\langle R \rangle = 0.17$ (angled brackets represent an average over the OMN population) was statistically different from zero (one sided $t$ test, $p = 3.8 \times 10^{-12}$, Fig. 2d and Extended Data Fig. 1). Overall, our results (Figs. 1 and 2) indicated that fixational drift is correlated with neural activity.

**Central source**

We next sought to identify whether the weak correlations with eye motion, observed in the noisy activity of single OMNs, are indicative of a dominant central contribution to the motion, upstream of the OMNs. First, we examined the squared correlation coefficient $R^2$ (Fig. 2d). This quantity represents the fraction of the motion variance (in 350 ms intervals) that can be linearly predicted based on the OMN spikes, using the estimator described above. Hence, it was of interest to estimate the average of $R^2$ across the neural population, which we denote by $\langle R^2 \rangle$. To do so, we first evaluated the average of $R$ across the
neural population ($\langle R \rangle = 0.17 \pm 0.02$, mean ± SEM), using the distribution shown in Fig. 2d (individual estimates of $R$ for all neurons are shown in Extended Data Fig. 1a, c). By noting that $\langle R^2 \rangle \geq \langle R \rangle^2$ (since $\text{Var}(R) = \langle R^2 \rangle - \langle R \rangle^2 \geq 0$) it was possible to deduce that $\langle R^2 \rangle \geq 0.029$; on average, at least ~2.9% of the variability in eye motion during a 350 ms interval can be predicted based on the activity of a single OMN (see also SI Notes). For comparison, consider a scenario in which the upstream drive to OMNs is completely static during fixational drift, and the motion is driven by the intrinsic variability of the OMNs, which is independent in the different neurons. Since there are thousands of OMNs in the primate oculomotor system, a single OMN would be expected to explain ~0.1% of the variability in the eye motion, which is far smaller than the observed explanatory power. We could thus infer that the activity of different OMNs during fixational drift covaries (see also SI Notes). It is unlikely that this shared variability among OMNs is generated intrinsically within the abducens, from which we recorded the neural activity (see Discussion). Hence, this result indicates that the eye motion is driven, at least in part, by a common upstream input (see also SI Notes).

The above analysis indicates that there is a common input to OMNs, but since typical values of $R^2$ were small compared to unity, it was not clear whether the common input provides a main drive for the motion. Importantly, the values of $R^2$ are small because single OMN estimates of the eye motion are dominated by the irregularity in the spiking of the OMNs, but the variability arising from the spiking noise need not dominate the overall motion. The central input could, in principle, be the dominant drive for the motion because its contribution adds up coherently downstream of the OMNs, in contrast to the contribution of the spiking noise which is independent in different neurons.

To estimate the contribution of the central source to the motion, we assumed that there are three types of sources that linearly contribute to the measured eye motion: first, a central signal that feeds into all the OMNs. Second, noise in the activity of individual OMNs, which is independent in different units (see Discussion). Third, noise downstream of the OMNs, which may...
**Fig. 2 Predicting the eye trajectory from OMN spikes.**

- **a** Double exponent kernel as fitted from the data, black and gray traces represent the mean and SEM over all kernels optimized. Fast ($\tau_+ \approx 5$ ms) and slow ($\tau_- \approx 120$ ms) time constants of the fitted kernels, shown for all analyzed OMNs (excluding one cell with $\tau_- = 0.01$ s and $\tau_+ = 0.79$ s).

- **b** Actual and predicted eye position during a single trial. Lower panel, zoom in on fixational segment. The predicted eye position, based on the spikes, was obtained using eqs. (4)–(7) (Methods). Note that the predicted eye position is much more variable than the actual eye position. Distribution across OMNs of correlation coefficients between actual and predicted eye position differences across 350 ms fixational intervals (black). One sided t-test, $p = 3.8 \times 10^{-12}$ ($n = 57$ OMN cells). Number of fixational segments varied from cells to cell and was 302 on average. Histogram shown in Extended Data Fig. 7c). Gray, distribution of correlation coefficients obtained from each OMN after shuffling (see Methods).

- **c** For each OMN of monkey I we estimated $\chi$ from the data, which is the fraction of measured eye position variance that can be attributed to a central source upstream of the OMNs. Cells ($N = 26$ shown) are sorted along the horizontal axis by the estimation error of $\chi$. Error bars extend above and below the circles by $\Delta \chi$, where $\Delta \chi$ is the standard error of the estimate, as described in Methods. The horizontal black line is $\chi = 0$ for reference. Note that while $\chi$ is expected to lie within the range [0, 1], our estimates for this quantity based on eq. (15) are noisy, due to the OMN spiking noise and the limited number of trials for each cell. Therefore, these estimates can deviate from the expected range. For visual clarity, two cells with $\chi = 73 \pm 37, 44 \pm 41$ are not shown.

- **d** Distribution of both $\chi$ (horizontal-axis) and its estimated error (vertical-axis), from OMNs recorded in the two monkeys. Black diamond: weighted average of the results from both monkeys (see also Methods) indicates that a large fraction in the variance is attributed to a central source, $\langle \chi \rangle = 0.82 \pm 0.07$ (weighted mean ± weighted error).
arise in the muscle or plant dynamics and includes also the noise in the measurement of the eye position. In addition, we assumed that the same linear relationship between OMN activity and eye position holds during large eye motions and during fixational drift. We thus used the estimator which was fit to predict large eye motions, and evaluated the covariance between the motion predicted by this estimator over 350 ms intervals of fixational drift, and the actual eye motion. The second assumption above implies that the central contribution to the output of the estimator is scaled correctly in units of eye position (yet may be swamped by the contribution of the intrinsic spiking noise). Thus, the covariance between the predicted motion and the measured eye motion extracts, from the overall variability in the measured eye motion, the variance that originates in the central source (see also Methods).

Using this approach, we estimated the fraction of the variability in eye motion which is driven by the common input in 350 ms intervals (denoted below by $\chi$), separately for each OMN. If we were to evaluate the covariance between the predicted and actual eye motion, we would expect to obtain values of $\chi$ in the range $[0, 1]$. However, our estimates of the covariance were noisy since both the measured and predicted eye trajectories are influenced by sources of noise other than the common input (Methods) and the number of trials was limited. Hence, empirical values of $\chi$ obtained from individual OMNs could lie outside of the range $[0, 1]$ (as corroborated also in simulated data, discussed below).

The estimates, from one monkey, are presented in Fig. 2e with their standard errors, and results from all OMNs (both monkeys) are shown in Fig. 2f. In Fig. 2f each symbol corresponds to one OMN, and the horizontal and vertical axes represent the estimate of $\chi$ and its standard error, correspondingly. An average of all these estimates for $\chi$, which takes into account the standard errors, produced a much tighter estimate than obtained from single OMNs: a fraction $\chi = 0.82 \pm 0.07$ (weighted mean ± weighted error, Fig. 2f and Extended Data Fig. 1) of the variance in eye motion during 350 ms intervals is driven by the common input to the OMNs. This central result of our work establishes that most of the eye motion during fixational drift originates in central neural circuits.

**Mean square displacement curves.** Even though our analysis above points to a central source for the motion upstream of the OMNs, we sought additional evidence that the correlations between eye motion and OMN activity are not simply a result of the spiking noise in the activity of single OMNs. Such evidence could be obtained by examining how the mean squared displacement (MSD) of the horizontal eye motion varies as a function of the time lag. In Fig. 3a we plot the MSD curve from the horizontal eye motion measurements of monkey P, calculated over all measured eye trajectories during fixation (black trace, see Methods). The MSD approaches a constant at zero time lag (Fig. 3a and Extended Data Fig. 2a) which is indicative of measurement noise with a variance of order $10^{-3}$ deg$^2$, in agreement with independent estimates of the measurement noise variance (Extended Data Fig. 2a, inset). The variance arising from the measurement noise was subtracted from the MSD measurements (see Methods and Extended Data Fig. 2) to obtain the MSD of the actual eye motion (blue symbols in Fig. 3a, b). The MSD curves measured in both monkeys (Fig. 3b) demonstrated super-diffusive statistics over the entire range of time lags that we examined: on logarithmic axes, the MSD increased steadily with a variance that increases linearly with the time lag, giving rise to diffusive motion with simple random walk statistics along the attractor manifold. Successes in directly observing this diffusive motion, and especially in relating it to neural mechanisms in specific brain circuits have been scarce and incomplete. Diffusive dynamics in the output of the oculomotor integrator has the potential to drive ocular motions with a nonsaturating MSD curve. For this reason, we hypothesized that fixational drift is driven by diffusion within the oculomotor integrator. To put this hypothesis to quantitative test...
we adapted a model of the goldfish oculomotor integrator in two ways: first, we replaced the rate model by a spiking model in which single neuron activity is variable. Second, we adapted the model to the parameters of the primate visual system (see Methods). Specifically, key parameters that affect the diffusivity such as the number of neurons, their tuning curves, and their spiking variability, were set based on experimental estimates in Macaque (Methods). With these parameters, the output of the network exhibited random diffusion (example trajectories shown in Fig. 4c), with a slope of the MSD curve (using logarithmic axes) close to unity (Fig. 4d). The mean square displacement over a time lag of 350 ms was in the order of 0.1 deg², comparable to the typical range of fixational drift.

To relate this result more quantitatively to the statistics of fixational drift, we constructed a mathematical model of central and peripheral contributions to the eye dynamics: the stochastic dynamics of the oculomotor integrator, OMNs, muscles and the ocular plant. We also incorporated in the model a visual feedback mechanism, which can partly correct for the motion of the target due to drift but involves a relatively long delay due to the likely mechanism, which can partly correct for the motion of the target.

Numerical simulations of the model using biologically plausible parameters (Methods) generated eye motion that resembles measured eye trajectories (Fig. 5b). The relationship between the output signal of the oculomotor integrator and the actual eye position is demonstrated in Fig. 5c: the oculomotor integrator output is noisy due to the spiking variability of oculomotor integrator neurons, whereas the actual eye trajectory is smoother, due to the mechanics of the muscles and the eye ball. When examined at a coarse scale of hundreds of milliseconds, the eye position follows the output of the oculomotor integrator, indicating that the diffusive dynamics within the integrator dominates the statistics of the final eye position at this scale.

Fig. 3 Motoneuron variability can’t explain the mean squared displacement at large time lags. a Mean squared displacement (MSD) curve, measured for monkey P with measurement noise (black trace). Dashed horizontal line: estimate of the contribution arising from measurement noise (Methods). Blue circles: MSD after subtraction of the measurement noise contribution. Inset: zoom in over the area marked by the yellow rectangle. Note that the black trace doesn’t approach zero at zero time lag, which is indicative of contamination by temporally uncorrelated measurement errors. b Mean squared displacement (MSD) curves from both monkeys (blue and red traces), using logarithmic scales in both axes, after subtraction of the measurement noise contribution. Black trace: MSD obtained by simulation of the contribution arising from the spiking variability of OMNs, filtered by the response dynamics of the muscles and mechanics of the eye (assuming 2000 heterogeneous OMNs, see Methods). The black trace flattens at time lags exceeding ~1 s and can only account for ~1% of the total variance at a time lag of ~900 ms. Dashed gray trace: translated copy of the black trace along the logarithmic vertical axis demonstrates that the slope of the MSD curve generated by the OMN variability cannot match the slope of the measured MSD curve. The yellow marked rectangle represents the same range of time lags and MSDs as the yellow rectangle in (a), on the logarithmic axes.

While there is some freedom in shifting the predicted MSD curve along the vertical axis (in logarithmic scales) by adjusting , there is much less freedom in adjusting the MSD curve in other ways. The logarithmic slope of the MSD curve is primarily determined by the muscle response dynamics, whose modeling is firmly based on experimental data. The muscle response dynamics, acting on the diffusive input from the oculomotor integrator, results in superdiffusive motion with a logarithmic
The horizontal eye trajectory resulting from the noise-driven diffusive motion follows the statistics of simple diffusion, with a logarithmic slope equal to 1 (red line).

**Fig. 4 Effect of intrinsic noise in a continuous attractor neural network.** a Schematic illustration of a continuous attractor manifold. Steady states of the dynamics can be conceptualized as minima of an energy function defined in the neural state space. For visualization purposes, two dimensions of the neural state space are depicted in the plane, and the vertical dimension represents the energy. Each point along the curved valley (dashed line) maps to a specific horizontal eye position. During fixation the state of the network is set initially to represent a particular eye position (yellow circle). Noise in the activity of neurons within the network dynamically perturbs the state of the network. Such perturbations generally decay (black arrows), but perturbations along the flat direction (dashed yellow arrows) do not decay, causing motion along the valley that builds up over time in the form of diffusive motion. The state of the network at two time points after initialization is depicted by the blue and red balls. The projection on the dashed line determines the horizontal eye position (b). The horizontal eye trajectory resulting from the noise-driven diffusive motion. c Examples of two fixational eye trajectories that emerge from the simulation of the oculomotor integrator model network, with neural noise. d The MSD statistics of 100 eye trajectories as in (c). At sufficiently large time lags the motion follows the statistics of simple diffusion, with a logarithmic slope equal to 1 (red line).

Discussion

We showed for the first time that fixational drift is correlated with neural activity in the oculomotor control circuitry of the brainstem, and identified the main source of the motion in central neural circuitry upstream of the OMNs. The statistics of the motion provided an important clue on the identity of the upstream drive, pointing to noise-driven diffusion in the oculomotor integrator as a likely source of the motion. Theoretical modeling, constrained by the physiology of the primate oculomotor system, provided further support to this hypothesis since it accounted for the magnitude and detailed statistics of the motion. Taking the view that the oculomotor integrator is a short-term memory network, we thus propose that fixational drift offers direct observation of diffusive dynamics in continuous attractor networks, and an arena for probing mechanistically how noise affects the storage of continuous parameter memory in neural circuits.

Both in our analysis of the OMN recordings and in our theoretical modeling of contributions to the MSD curves, we evoked the assumption that the intrinsic spiking is independent in different OMNs. This assumption is based on the anatomy of the oculomotor nuclei that control the horizontal position of the eye, and on stimulation studies: anatomical tracing studies did not find axon collaterals originating from OMNs in the abducens nucleus (from which we recorded), indicating that these neurons only innervate the lateral rectus muscle. In the medial rectus axon collaterals do not terminate within the nucleus indicating that there are no local recurrent connections, and in both areas stimulation studies did not find evidence for recurrent excitation of inhibition between OMNs. Therefore, it is unlikely that intrinsic spiking noise is spatially correlated among different OMNs. Furthermore, the temporal time course of eye motion in response to stimulation of OMNs matches the time course of the muscle response, which excludes the existence of additional reverberation arising from recurrent connectivity within the oculomotor nucleus.

Both intrinsic variability and noisy inputs can drive stochastic diffusion in continuous attractor networks. We assumed that the other hand, visual feedback can modulate the statistics of the motion, especially over long time lags, in accordance with the observations that these statistics are influenced by the visual task.
**Fig. 5 The model.**

**a** Schematic illustration of the model: an internal representation of the eye position, \( E_{OI} \), is maintained by the oculomotor integrator and transmitted to the OMNs. OMNs activate the extraocular muscles, resulting in the actual eye position, \( E \). The actual eye position serves as a delayed visual feedback to the oculomotor integrator.

**b** Example of simulated and measured fixational eye trajectories. The model generates eye trajectories which are qualitatively similar to the recordings (digitization applied to the simulated trajectory to facilitate the comparison).

**c** Simulated trajectories of \( E_{OI} \), the internal eye representation (blue), and of \( E \), the corresponding actual eye position (red).

**d** Mean squared displacement (MSD) curves, shown using logarithmic axes, as measured from the eye trajectory recordings (blue and red traces) and from simulation of the computational model in (a) (black).

**Panels (e–f), Application of similar methodology as in Fig. 2 to simulated data generated by the model. The number of OMNs (57) and trial numbers per OMN (100) were set in similarity to the experimental data.**

**e** Distribution of estimates for \( \chi \) and their standard errors (similar to Fig. 2f). Estimates for \( \chi \) are highly variable, in similarity to those obtained from the experimental data, due to the single OMN noise. Consequently, individual estimates for \( \chi \) can be negative or exceed unity. The weighted estimate of \( \chi \) from all OMNs, \( 0.82 \pm 0.07 \), (black diamonds) indicates that the variance of the motion is dominated by the central drive. In an alternative model, where the dominant contribution to the motion is peripheral, the estimate of \( \chi \) obtained using the same method is close to zero (Extended Data Fig. 4).

**f** Distribution of correlation coefficients between eye displacement over 350 ms intervals, and their estimates based on the spikes of individual OMNs, with and without shuffling (similar to Fig. 2d). The mean value of the distribution, \( \langle R \rangle = 0.17 \pm 0.02 \), significantly deviates from zero (one sided \( t \) test, \( p = 10^{-14} \), shuffled distribution shown in gray).
noise is intrinsic to neurons within the oculomotor integrator network, and this assumption accounted well for the amplitude of the motion. However, we only have approximate estimates for some parameters that influence the diffusion coefficient $D$ of the oculomotor integrator output, such as the number of neurons in the network. Hence, we cannot rule out that the diffusive dynamics in the state of the oculomotor integrator is driven in part by noisy premotor inputs to this network, such as those arising from vestibular, optokinetic, and vergence signals.

Our focus on noise in the oculomotor integrator as a drive of diffusive input into the OMNs does not imply that fixational drift is unaffected by additional mechanisms, acting within the visual-motor pathway, such as fatigue and feedback mechanisms. The incorporation of a visual feedback mechanism in our model demonstrates, indeed, that a visual feedback loop can modulate the statistics of the motion at time lags exceeding ~100 ms – but is unlikely to influence the slope of the MSD curve at shorter time scales, due to the synaptic processing delays involved, of order 60–80 ms. We note also that the strength and dynamics of modulation by visual feedback are likely affected by the salience and structure of the visual stimulus, in accordance with the observations that the detailed statistics, but not the superdiffusive nature, of fixational drift is influenced by the visual task. It has been recently argued that the superior colliculus (SC) may play a key role in the modulation of fixational drift in response to visual inputs, for several reasons: first, neural responses to fixational eye drifts, which likely arise from sensory inputs, were observed in superficial layers of the SC. Second, the SC is involved in control of eye motion during large eye motions and microsaccades. Finally, neural activity in the SC has been shown to represent a desired eye position during smooth eye motions.

Finally, fixational drift is highly consequential for visual perception in the fovea, even though its amplitude is tiny compared to saccades. Detailed understanding of the mechanisms underlying fixational drift is likely to advance the research on its functional consequences, by opening up the possibility to examine whether specific parameters of the oculomotor pathway, such as the variability of neural activity within the oculomotor integrator and the dynamics of the muscle response, are tuned to optimize visual function.

Methods

Behavioral task and recordings. We have reanalyzed data reported in published studies. Data were collected from two male rhesus macaque monkeys (Macaca mulatta). All procedures had been approved in advance by the Institutional Animal Care and Use Committee at UCSF, where the experiments were performed. Procedures were in strict compliance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals. To instrument monkeys for experiments we implanted a coil of wire on one eye and hardware to allow us to restrain the monkey’s head. After monkeys had recovered from surgery, we trained them to sit in a primate chair with the head restrained, and to fixate and track spots of light that moved across a video monitor placed in front of them. In a later stage, we used a trephine to make a hole in the skull, and secured a recording cylinder aimed at the brainstem. During experiments, we lowered glass-coated platinum-iridium electrodes into the brainstem to record from neurons in the abducens nucleus. The abducens nucleus was distinguished by the characteristic singing activity associated with ipsiversive eye movements. We identified OMNs, as opposed to interneural neurons (INNs) based on the criteria used in. Extended Data Fig. 6. Voltage waveforms from the electrodes were amplified and bandpass filtered, usually between 500 Hz and 5 kHz. We sampled the voltage waveforms from the electrode continuously at 25 kHz to allow off-line spike sorting (Plexon and custom software). Our analysis requires exquisite sorting as we are looking for correlation between small modulations in rate and low amplitude eye movements. We therefore corrected for errors in sorting by looking for discontinuities in the firing rate of the neurons. The high regularity of the abducens neuron makes is possible to detect potential missed or erroneously added spikes. We then inspected the corresponding recorded waveform and corrected if necessary. Visual stimuli appeared on a monitor at a distance of 30 cm from the monkey’s eye. Targets were bright 0.6° circles on a dark background. We recorded neural activity during pursuit of step-ramp target motions. At the start of each trial, the monkeys had a second to acquire fixation on a stationary target. They were then required to fixate for an additional 500–700 ms within a 2°–3° square window. The target then displaced to a location eccentric to the position of gaze (step), and immediately began moving toward the fixation point (ramp). The size of the displacement was chosen to minimize the presence of initial saccades and hence, varied slightly between monkeys, recording days and target speeds.

OMN firing rate estimators. We obtained estimators $\hat{f}(t)$ of the OMN firing rates based on the eye trajectory as follows. The estimators were expressed as a linear combination of the eye position, velocity, and acceleration. The parameters were chosen to minimize the loss function:

$$L = \sum_{i=1}^{N} \sum_{j=1}^{T_i} \left( \hat{f}(t_j) - f(t_j; k, r, m, \Delta, E) \right)^2$$

where $T_i$ is the duration of the $i$-th trial, $t_j \in [0, T_i]$ are discrete time samples within a trial, and $N$ is the total number of trials. To generate an estimate to the local eye acceleration we smoothed the velocity signal using a Savitzky-Golay filter of order 3 and 21 ms length and performed a two-sided numerical differentiation. To generate a firing rate prediction for each of the hundreds of trials per cell we followed a “leave one out” scheme: we fitted the cell parameters to all but one trial, and used these parameters to generate the firing rate prediction for the left out trial.

Extracting the fixational segments. Microsaccades onsets and endpoints were detected using the eye motion in 2d (horizontal and vertical components), by applying a combination of thresholds for the magnitude of the velocity (10 deg/sec) and the magnitude of the acceleration (1000 deg/sec$^2$). The horizontal eye position fixational segments used for further analysis started 30 ms after termination and ended 30 ms before initiation of the microsaccades. Finally we verified manually that the fixational segments didn’t contain any microsaccades. A histogram of the fixational segment durations is shown in Extended Data Fig. 7.

Firing rate correlation coefficients. Correlation coefficients in the firing rate representation (Fig. 1) were calculated by generating two vectors of the actual and predicted firing rates from all trials available per cell. Each vector was generated as follows: for each fixational segment we calculated the firing rate, either actual or predicted, and subtracted it from the mean firing rate during that fixation. Finally we concatenated contributions from all fixational segments and calculated the Pearson correlation between the predicted and actual firing rate vectors.

Model inversion. Eye position was predicted from the spiking activity by causal filtering:

$$\hat{E}(t) = E_t + \theta \times \xi(t)$$

where $\xi(t)$ is the spike train emitted by the cell:

$$\xi(t) = \sum_{i} \delta(t - t_i)$$

Here, $\xi(t)$ is the spike train emitted by the cell:

$$\xi(t) = \sum_{i} \delta(t - t_i)$$

where $\xi(t)$ is the time of the $i$-th spike and $h(t)$ is the kernel of the linear filter that represents the inverse of the relationship in eq. (2):

$$h(t) = \frac{\theta(t - \Delta t)}{m} \times \frac{\gamma}{\tau_x} \times \left[ e^{-\gamma(t-\Delta t)/\tau_x} - e^{-\gamma(t)/\tau_x} \right]$$

where

$$\gamma = 2 \left( \frac{\tau_x}{\Delta t} \right) \left( \frac{\tau_x}{m} \right)^{-1} - 4 \frac{\Delta t}{m}$$

and $\theta$ is the Heaviside step function.

Eye position correlation coefficients. Correlation coefficients between the measured eye position and its prediction based on single OMN spike trains (Fig. 2d) were evaluated as follows. First, eq. (4) was used to generate a prediction $\hat{E}(t)$ of eye position. We discarded fixational segments shorter than 350 ms and broke longer segments into non overlapping 350 ms fixational segments. For each fixational segment we calculated the difference in the measured eye position, $\Delta E = E(t - 350 ms) - E(t = 0 ms)$, across the fixational segment, and the corresponding prediction $\hat{\Delta E} = \hat{E}(t - 350 ms) - \hat{E}(t = 0 ms)$. Finally, we calculated the Pearson
correlation coefficient between all predicted and measured eye position differences

\[ R = \frac{\text{Cov} (\delta E, \delta E)}{\sqrt{\text{Var} (\delta E) \text{Var} (\delta E)}} \]  

(8)

In addition we calculated the Spearman rank correlation between these two sets of eye differences which also demonstrated significant correlation \((p = 2.5 \times 10^{-12},\) Extended Data Fig. 8).

In Fig. 2d the shuffled distribution (gray) was obtained by randomly associating, for each cell, the measurements of \(\delta E\) and of \(\delta E\) from different fixational segments. Note that in the shuffled data set there is no underlying correlation between \(\delta E\) and \(\delta E\). Accordingly, the distribution of correlation coefficients is centered around zero, yet its width is similar to the histogram that was obtained without shuffling, in agreement with the interpretation that the variability in measurements of \(R\) (reflected in the width of the distribution) is due to the estimation error of \(R\).

**Standard error of the estimates for the covariance and \(R\)** The standard error of the covariance estimate (used to calculate the errors in Fig. 2e, Extended Data Fig. 1) is given \(^\text{32}\) by

\[ \left(\Delta \text{Cov}(\delta E, \delta E)\right)^2 = \frac{1}{n} \left[ \text{d}(\delta E, \delta E) + \frac{1}{n-1} \text{Var}(\delta E) \text{Var}(\delta E) - \frac{n-2}{n-1} \text{Cov}^2(\delta E, \delta E) \right] \]  

(9)

where \(n\) is the number of fixational segments used to evaluate the covariance.

The standard error of the estimate for \(R\), eq. (8) was evaluated as follows:

\[ \Delta R^2 = R^2 \left( \left(\frac{\Delta \text{Cov}(\delta E, \delta E)}{\text{Cov}(\delta E, \delta E)} \right)^2 + \left(\frac{\Delta \text{Var}(\delta E)}{\text{Var}(\delta E)}\right)^2 + \frac{\Delta \text{Var}(\delta E)}{\text{Var}(\delta E)} \right) \]  

(10)

where \(\Delta \text{Var}(\delta E)\) and \(\Delta \text{Var}(\delta E)\) are the standard errors of the estimates for \(\text{Var}(\delta E)\) and \(\text{Var}(\delta E)\), obtained using expressions similar to eq. (9).

**Estimated contribution of central source to measured eye position** To estimate the contribution of a central source to the measured eye position, we evoke the following assumptions. We assume that the measured eye position \(E\) can be written as:

\[ E = E_c + \eta \]  

(11)

where \(E_c\) is a contribution arising from sources upstream of the OMNs and \(\eta\) represents contributions arising from the OMNs as well as other sources of noise downstream of the OMNs. We assume that \(\eta\) and \(E_c\) are uncorrelated.

Similarly, we assume that the estimate of eye position \(\tilde{E}\), obtained from the spike train of a single OMN can be written as

\[ \tilde{E} = E_c + \epsilon \]  

(12)

where \(\epsilon\) represents the error of the estimator and is assumed to be uncorrelated with \(E_c\). Thus, we assume that the estimator, which was fitted to measurements obtained during large eye motions, remains unbiased during fixational intervals. Note that during fixation the coefficient of \(E_c\) is large compared to that of \(\epsilon\), which is the main reason why the correlation coefficient between \(\tilde{E}\) and \(E_c\) is small compared to \(\tilde{E}\) to unity.

Our goal is to estimate what fraction of the variance in the measured eye position, \(E\), is due to the central source, \(E_c\), over a fixational segment (in our analysis we took segments of duration 350 ms):

\[ \chi = \frac{\text{Var}(\delta E_c)}{\text{Var}(\delta E)} \]  

(13)

where \(\delta x\) represent the difference between the value of a variable \(x\) at the end of the interval and its value at the start of the interval. Under the assumption that the noise terms \(\eta\) and \(\epsilon\) are uncorrelated,

\[ \text{Cov}(\delta E, \delta E) \cong \text{Var}(\delta E_c) \]  

(14)

In fact, there is a very weak correlation between \(\eta\) and \(\epsilon\) which arises from the fact that \(\eta\) includes the noise contributions from all the OMNs, and \(\epsilon\) represents the noise contribution to the estimate error from a single OMN. This correlation, however, is of order 1/\(N_m\), where \(N_m\) is the number of OMNs, and we can safely neglect it, as corroborated also from our separate estimate of the OMN contribution to fixational drift (Fig. 3). Therefore, our estimate of \(\chi\) is given by

\[ \chi \approx \frac{\text{Cov}(\delta E, \delta E)}{\text{Var}(\delta E)} \]  

(15)

The standard error in our estimate of \(\chi\) is dominated by our ability to measure the covariance from a limited number of trials. The estimated errors in Fig. 2d were thus calculated as

\[ \Delta \chi^2 = \left(\frac{\Delta \text{Cov}(\delta E, \delta E)}{\text{Var}(\delta E)}\right)^2 \]  

(16)

Note that ideally in eq. (16) we would like to include in the denominator the variance of the true eye position and not the measured eye position. However over intervals of duration 350 ms the measurement error of the change in the eye position is negligible compared to the actual motion, and is inconsequential for our estimate of the relative contribution of the central source to the motion.

Assuming that the errors in our estimates of \(\chi\) are normally distributed, we calculated a weighted mean of this quantity across all cells from both monkeys as follows

\[ \chi = \frac{\sigma_\chi^2 \sum \Delta \chi}{\sigma_\Delta \chi} \]  

(17)

where \(\sigma_\chi\) and \(\Delta \chi\) are the estimated value and the estimated standard error of \(\chi\) from the \(i\)th cell. We used a weighted mean, and not a simple average over all cells, because of the large variation in \(\Delta \chi\) across cells, which was due to differences in various factors such as the number of trials and the structure of the tuning curves.

**Empirical MSD curves**

**Calculation of empirical MSD** The horizontal MSD, as presented in Figs. 3 and 5d, was calculated from the data in the following way: first we extracted all the inter-saccade eye trajectories as described above (Extended Data Fig. 4). Since each of the inter-saccade trajectories is of different length, we calculated the MSD separately in all fixational intervals. In the second step we averaged, for each time lag, over all the available MSD measurements that correspond to this time lag, in all of the fixational intervals. Since the temporal resolution of the sampled eye trajectories is 1ms, the time lags at which the MSD is evaluated are integer multiples of 1 ms.

**Removal of measurement noise** The measurements of the eye position from the search coil are corrupted by a measurement error of variance \(\sim 10^{-5}\) deg\(^2\). This is evident when plotting the MSD curve of the eye movements, where the measurement error gives rise to a flat MSD curve (when using logarithmic axes) up to time scales in which the diffusion becomes dominant. A similar estimate for the measurement noise was obtained by recording from a coil fixed in space (Extended Data Fig. 2, inset). Therefore, in Figs. 3, 5d and Extended Data Fig. 5 we subtracted the variance of the measurement noise to recover the MSD statistics of the eyes themselves. The MSD curve prior to noise subtraction is shown in Fig. 3a, and Extended Data Fig. 2. Mathematically if we denote by \(E(t), \eta(t), \) the horizontal eye position and the measurement noise accordingly, then under the assumption that the measurement noise is white, the empirical MSD is given by

\[ \langle (E(t) + \Delta t) + \eta(t) + \Delta t - E(t) - \eta(t) \rangle^2 \approx \langle (E(t) + \Delta t) - E(t) \rangle^2 \]  

(18)

\[ + \langle \eta(t) + \Delta t - \eta(t) \rangle^2 \]  

(19)

therefore eq. (19) justifies that the estimated MSD curve, as shown in Figs. 3b, 5d and Extended Data Fig. 5, are a good approximation for the underlying MSD curve of the true eye position.

**MSD curve of low-pass filtered white noise** Here we briefly discuss why any source of white noise injected to the OMNs will result in a saturating MSD curve, over time lags larger than the typical time scale of the filter. For simplicity assume that the eye position is given by white noise \(\xi\), convolved with a low-pass filter \(h(t)\). We assume that the white noise has zero mean and variance

\[ \langle \xi(t) \xi(t') \rangle = \text{A} \delta(t - t') \]  

(20)

The MSD is then given by

\[ \langle (E(t) + \Delta t) - E(t) \rangle^2 = 2 \text{Var}(E(t)) - 2 \langle (E(t) + \Delta t) \rangle \]  

(21)

where

\[ \langle (E(t) + \Delta t) \rangle = A \int_0^\infty h(t) \xi(t + \Delta t) dt \]  

(22)

Hence, the second term on the right hand side of eq. (21) decays to zero (and consequently the MSD saturates) when \(A\) is large compared with the characteristic time scale over which the filter \(h\) decays. For example if \(h(t) = \exp(-t/\tau)\Theta(t)\), we will get \(\langle (E(t + \Delta t) \rangle \sim \exp(-\Delta t/\tau)\).

**Model of fixational drift** Our model of fixational drift (Fig. 5a) consists of three stages. First, an internal signal of the desired eye position is generated and held in the memory network of the oculomotor integrator. In the second stage this signal is conveyed to a population of spiking OMNs. The synaptic output of each OMN is translated into an actual eye position using eq. (2). Finally, The actual eye position is taken to be an average over all OMNs.

**Oculomotor integrator network** The oculomotor integrator network model is based on the model proposed in \(^\text{13}\) for the neural network that determines the horizontal
eye position in goldfish, adapted to the parameters of the primate oculomotor system. Briefly, the network consists of two populations, of which one is more active when the eye is directed to the left and the other is more active when the eye is directed to the right. Each population forms excitatory synaptic connections to itself and inhibitory synaptic connections to the other population. The connectivity is tuned such that there is a continuum of steady states, representing a continuum of possible eye positions. The network. The slope of the tuning curve of neuron is determined as described below. In eq. (23) \( \lambda_i^R(t) \) is the firing rate of neuron \( i \) from the right population, and \( \lambda_i^L(t) \) is the synaptic output generated by neuron \( i \) from the right population. We similarly denote \( \lambda_i^R \) and \( \lambda_i^L \) the firing rate and the synaptic output of neuron \( i \) from the left population (see below). The spike train of neuron \( i \) from the right population is denoted in eq. (26) by \( \xi_i^R(t) \), and \( \tau_i^R \) in eq. (24) represents the characteristic time scale of post-synaptic currents. As in31, the influence of spikes on the synaptic current is nonlinear, through the relationship between \( \xi_i^R \) and \( \lambda_i^R \), eq. (26), where \( \lambda_i \) is a characteristic firing rate in our case. Note that if \( \xi_i^R \) is replaced in eq. (26) by \( \lambda_i^R \), the dynamical eqs. become identical to those of31. In eq. (25) \( \beta(t) \) represents a visual feedback signal, which is determined as described below. The variable \( E(t) \) appearing in eq. (23) represents an internal readout of the eye position from the neural activity, which is a linear function of the synaptic activities with weights \( \eta_i \). This quantity also serves as the eye position readout from the network. The slope of the tuning curve of neuron \( i \) from the right population is denoted by \( \xi_i^R(t) \) and is positive, and \( \lambda_i^R \) is an offset. In those neurons that are above threshold at central gaze (i.e. eye position zero), \( \lambda_i^R \) is equal to the firing rate at central gaze. For the left population, eqs. analogous to (23), (24), and (26), are obtained by replacing the superscripts \( R \) and \( L \). We assumed that for each neuron in the right population there is a matching neuron in the left population whose tuning curve is identical up to reversal of sign of the eye position. Hence, the slopes of the tuning curves in the left population are set as \( \lambda_i^L = -\lambda_i^R \).

The tuning curves were chosen based on37, where the position sensitivity of nucleus prepositus hypoglossi of the macaque were measured. Specifically we sampled the tuning curves randomly from

\[ \xi_i = \left( \frac{0.032 \text{ spks sec}^{-1} \text{deg}^{-1}}{E_T} \right) + 4.04 + \epsilon_i \]  

where the coefficients of the linear relationship are set based on37, and \( \epsilon_i \) is a zero-mean, normally distributed random variable whose variance was set to obtain the same dispersion as experimentally observed in37, and the measured correlation coefficient in37 was 0.61. The weights \( \eta_i \) were determined by an optimization process as in32, ensuring that the system has an approximate continuum of steady states in the range \(-45^\circ \text{--} -5^\circ \). The measured correlation coefficients were \( R = 0.71 \) for \( k \) and \( R = 0.67 \) for \( r \). In addition we imposed hard constraints \( k \leq 1, \quad r \geq 0.23 \) according to36. The typical values for \( k \) and \( r \) obtained from this procedure matched the values reported in36. The typical values for \( m \) we used in our model we used spike thinning by a factor \( 1 - 0.25 \) according to36. The typical values for \( m \) were used in36, similar to36, we discarded neurons with eye thresholds above \(-5^\circ \) since their contribution to eye position during straight ahead gaze is negligible. Second, we assumed an approximate linear relationship between \( k \) and \( r \), as observed in37. Thus, \( k \) and \( r \) were set as

\[ k = \left( \frac{0.18 \text{ spks sec}^{-1} \text{deg}^{-1}}{E_T} \right) + 8.07 + \epsilon'_i \]  

\[ r = \left( \frac{0.02 \text{ spks sec}^{-1} \text{deg}^{-1}}{E_T} \right) + 1.23 + \epsilon'_i \]  

where the coefficients of the linear relationships were set based on37, and where \( \epsilon'_i \) are zero-mean, normally distributed random variables whose variance was chosen to obtain the same dispersion as experimentally observed in37 (correlation coefficients \( R = 0.81 \) for \( k \) and \( R = 0.67 \) for \( r \)).

Visual feedback. We assume that the visual feedback during fixation drift is based on motion of the target on the retina, rather than an attempt to fix the absolute position of the target36. Therefore, the visual feedback signal \( F(t) \) in eq. (23) is proportional to an estimate of the target angular velocity relative to the eye direction in the recent history. The estimate of velocity is generated using a signal that arrives to the oculomotor integrator with a delay \( t_d = 70 \text{ ms} \):

\[ F(t) = A \left( E(t) - E_0 \right) \]  

where \( E(t) \) is the actual gaze direction established as described above.

Sub-Poisson spike trains. Both oculomotor neurons and motoneurons are sub-Poisson with CV of the inter-spike interval <1. In order to take this into account in our model we used spike thinning by first generating Poisson spikes at a rate equal to the desired firing rate, multiplied by a factor \( M \). From the resultant spike train we then used every \( M \)-th spike. This procedure keeps the average firing unchanged, but reduces the CV by a factor \( 1/M \). When the firing rate is constant, this procedure is equivalent to sampling inter-spike intervals from a Gamma distribution. For oculomotor neurons we assumed CV ~ 0.22, for the OMNs we assumed the CV is linear with the mean inter-spike interval, (ISI) in similarity to the observed values in18

\[ CV = 10^{-2} \cdot \left( 6.34 + \frac{0.17}{5} \cdot \text{ISI} + \epsilon_{CV} \right) \]  

where the ISI is measured in ms, and \( \epsilon_{CV} \) is a zero-mean, normally distributed random variable whose variance was chosen to obtain the same dispersion as experimentally observed in18. Note that these values are based on the empirical distribution of inter-spike intervals during fixational intervals and could therefore be influenced, in principle, by the small motion of the eye during fixational drift. However, we show in SI Notes (Contribution of oculomotor state to the CV of OMNs) that this influence is negligible. In addition we demonstrate that spiking noise affects the MSD curve only at relatively short time lags (up to ~10 ms, see Extended Data Fig. 10).

Statistics. No statistical method was used to predetermine sample size. Cells in which we were unable to consistently detect and isolate spikes due to low signal-to-noise ratio of the recordings were excluded from the analysis. In addition, trials in

\[ x_i^S = k \left( E_i - E_T \right) + r_i^S \sum_{j \neq i} E_j + m_i^S \]  

with parameters \( k, r, \) and \( m \). Note that eqs. (28)–(30) are set up such that when the eyes are still \( E_i = E_{us} \) up to stochastic fluctuations \( (x_i^S \) is equal at steady state to \( \lambda_i^M \) up to stochastic fluctuations, due to eq. (29)).

Finally, the position of the eye is taken to be an average over all the OMN contributions:

\[ E(t) = \frac{1}{N_i} E_i(t) \]
which cells were not active for any fraction of the trial were excluded from the analysis. Error bars in Fig. 2f, i and in Extended Data Fig. 1 were calculated as described above (Standard error of the estimates for the covariance and R and Estimated contribution of central source to measured eye position).

**Reporting summary.** Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Data availability**
Source data are provided with this paper. The raw data in this study, that includes recorded eye positions along OMN spike times have been deposited in the Zenodo database at 10.5281/zenodo.6676911. The data in this study was reported in published studies4,6,14. Source data are provided with this paper.

**Code availability**
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