A SPATIO-TEMPORAL FORECASTING METHOD FOR DISPERSED PV PLANTS
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Abstract—The study proposes a novel approach based on the three-dimensional wavelet transform (3D-DWT) and the Least Square Support Vector Machines (LS-SVM) to forecast the power output of spread PV systems. The proposed forecasting method can capture the correlations of distributed PV installations providing more accurate predictions. The output power of different PV plants in Rhodes, Greece is applied to forecast the power generation of each PV system at 1, 12 and 24 hours-ahead time horizons. The accuracy is also expressed by the error metrics.

1. Introduction

The grid-connected solar PV systems require more flexibility of the electric grid. The knowledge in advance of PV solar generation is an important issue for the system operators for the balancing of load and generation in the grid operations successfully. Accurate forecasts can provide an effective support in power system management, leading to higher integration of the variable PV solar plants [1]. Regardless of the large advances achieved in the developing of PV generation forecasting models, some issues need to address. The generation prediction for individual PV plant remains the most used approach. Furthermore, the recent smart grid enables to exchange of generation data from the distributed PV installations, supporting the forecasts task by exploring of potential correlations of the spread PV systems and by developing the spatio-temporal forecast approaches [2]. However, few studies present forecasting methods based on spatio-temporal analysis of distributed solar PV plants. Asadi et al. [3] combined a time series decomposition and fuzzy clustering approach to investigate spatial and temporal patterns of power generation. The corresponding main features were used as input of neural network to get spatial-temporal forecasts, outperforming the results with respect to the state-of-the-art neural network models. A collection of different sensors network is investigated to analyze their spatio-temporal dependencies in order to improve PV generation forecasts accuracy up 20% in comparison with common forecasting methods [4]. The geographical correlation can help to identify a suitable sensors network for neighboring PV plants by exploring different spatial-time resolutions [5]. In the smart grid of Évora, Portugal the output power of residential PV systems is predicted at 6 hours ahead by applying a spatial–temporal forecasting method based on the autoregressive method with exogenous input. Such approach improves the forecast accuracy up to 10% in comparison to an regressive model [6]. The spatial and temporal correlations of different solar generation plants are implemented in a probabilistic forecasting method based on the Gaussian Conditional Random Fields (GCRF). The forecasts reach more accurate results than the common models such as the persistent model and the autoregressive model [7]. The power forecasts for PV plants in the South of Italy were performed by a Compressive Spatio-Temporal Forecasting (CSTF) algorithm, using data from different meteorological stations [8]. The PV generation forecasts for several PV rooftop were performed by gradient boosted regression tree (GBRT) model in using weather predictions at multiple sites across Japan [9]. However, the machines learning methods have already demonstrated high potential for PV power forecasting [10]-[11]. In this context Artificial Neural Networks and Support Vector Machines play an important role. As well as the data mining techniques enable to handle the big data from PV generation systems [12][13].

In such contest, the current study aims to contribute in the development of spatio-temporal forecasting models and to get more accurate generation forecasts for individual PV power plants by a novel spatial-temporal forecasting model. The wavelet transform is applied to three-dimensional input dataset of collected PV power output to explore the correlations in space and time domain. The Least Square Support Vector Machines (LS-SVM) is then applied to predict the PV power generation of individual PV installation for different hours ahead. The spatio-temporal forecasting model was originally published in [14]. Furthermore, the accuracy assessment of the generation forecasts of individual PV plants at 24 hours-ahead was discussed. The present work provides an extension of results shown in [14]. Here the power generation predictions are performed at 1 and 12 hours-ahead time horizons and compared with the performance originally reported in [14] for 24 hours ahead. The paper is organized as follows: methodology is shown in Section II. Section III presents the error indexes for the forecast accuracy assessment. Results of a case study are discussed in Section IV, Section V reports the conclusions.
2. Methodology

In this section the method to predict the PV generation of different and dispersed PV installations using the 3D data is shown. First, we introduce the Least Squares Support Vector Machines and the Wavelet Transformation.

2.1 Least Square Support Vector Machine

The Least Squares Support Vector Machines (LS-SVM) is a statistical learning technique widely applied for nonlinear questions, through primal-dual representation of the input variables [15]. For a given set \( S_N = \{x_k, y_k\}_{k=1}^N \) of \( N \) elements, with \( x_k \in \mathbb{R}^d \) the \( k \)-th input variable and \( y_k \in \mathbb{R} \) the \( k \)-th output variable, a nonlinear estimation \( \hat{y} \) can be given by:

\[
\hat{y} = w^T \varphi(x) + b \quad (1)
\]

with \( \varphi: \mathbb{R}^d \rightarrow \mathbb{R} \) unknown function, \( w \in \mathbb{R} \) the weight vector and \( b \in \mathbb{R} \) the bias. The optimization problem minimizes the cost function \( J(w, e) \) as follows:

\[
\min_{w,e} J(w, e) = \frac{1}{2}w^T w + \frac{1}{2} \sum_{k} e_k^2 \quad (2)
\]

where \( e_k \) is an artificial variable and \( y \) the regularization factor. An estimation of \( y \) can be given by:

\[
\hat{y} = \sum_{k=1}^N \alpha_k K(x_k, x_k) + b \quad (3)
\]

with \([\alpha_1, ..., \alpha_N]^T\) the variables vector in dual space and \( K(x_k, z) \) the kernel matrix defined as:

\[
K(x_k, z) = \varphi^T(x_k) \varphi(z) \quad k = 1 \ldots N \quad (4)
\]

The Radial Basis Function (RBF) is a common Kernel function adopted, defined as:

\[
K(x_k, x_j) = \exp \left( -\frac{\|x_k - x_j\|^2}{\sigma^2} \right) \quad k, j = 1 \ldots N \quad (5)
\]

with a \( \sigma \) tuning parameter.

2.1 Wavelet Transformation

The wavelet decomposition shifts and translates a signal \( x(t) \) as follows [16]:

\[
X_{\psi}(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{+\infty} \psi \left( \frac{t-b}{a} \right) x(t) dt \quad (6)
\]

with \( \psi(t) \) the mother wavelet, the parameters \( a \) and \( b \) represent the translation parameter and shifted parameter in time domain respectively. The Discrete Wavelet Transform (DWT) shifts and scales the mother wavelet, to get \( n \) representations of the original signal \( x(t) \), as follows:

\[
x(t) = \sum_{n=1}^{n} c_{1,n} \psi_{1,n}(t) \quad (7)
\]

with \( \psi_{1,n}(t) \) is the father function and \( c_{1,n} \) are the wavelet coefficients at level \( n \).

The Fast Wavelet Transform (FWT) [16] implements the DWT by the approximation and detail components that can be further decomposed into approximation and detail until a given level. The Inverse Discrete Wavelet Transform (IDWT) enables the algorithm to reconstruct the original signal.

This section presents the method to predict the PV generation of different and sparse PV installations using the 3D dataset as input. Given \( p_n(t) \) the hourly data related to the output power of individual PV plant with \( n = 1, 2 \ldots N \) where \( N \) the number of PV systems, \( i \) is the \( i \)-th observation (\( i = 1, 2 \ldots T \)), \( T \) are the total observations, so the approach build a \( N \) by \( N \) matrix corresponding to the geographical coordinates for a number \( N \) of PV installation. In order to have a three-dimensional data input, it organizes the \( N \) time series \( p_n(t) \) in a \( N \)-by-\( N \)-by-\( T \) matrix in which the third coordinate represents the hourly temporal step. Successively, it implements the discrete wavelet transform of the three-dimensional data matrix and uses the corresponding detail coefficients as data input to train the LS-SVM and to predict the wavelet decomposition’s coefficients at different head time horizons. Finally, it applies the 3D-IDWT to obtain the power output for each single PV site at each time horizon. Fig. 1 illustrates the adopted approach. Further details related to model implementation are clearly presented in [14].
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The forecast accuracy assessment of the spatial-temporal forecasting approach is performed by adopting of the normalized error \( e(i) \), the Normalized Mean Bias Error (NMBE) and the Normalized Mean Absolute Error (NMAE) defined as:

\[
e(i) = \frac{\bar{x}(i) - x(i)}{\max x(i)} \quad (8)
\]

\[
NMBE = \frac{1}{M} \sum_{i=1}^{M} e(i) * 100 \quad (9)
\]

\[
NMAE = \frac{1}{M} \sum_{i=1}^{M} |e(i)| * 100 \quad (10)
\]

where \( \bar{x}(i) \) represents the PV power forecast achieved by the proposed method, \( X(i) \) is the actual value of the PV power at \( i \)-th time instant, \( M \) is the size of the testing dataset.

3. Results

The proposed method is investigated considering nine PV systems located Rhodes, Greece. The ground-mounted PV systems have a nominal power of about 1 MW. Fig. 2 shows the position of PV systems over the Greek island. Additional specifications can be found in [14]. The model is implemented to forecast the PV power at 1, 12 and 24 hours ahead, and the accuracy is also assessed. The hourly power generation data of each PV system related to whole years 2014, 2015 and 2016 was derived by PVGIS [17]. Noted the geographical coordinates, the power output data of each PV plant for years 2014 and 2015 was organized in a 3D matrix. The power generation data of the whole year 2016, for a total of 8760 samples, was considered to test the forecasting model and to evaluate its performance.
The Wavelet Toolbox™ [18] and the LS-SVMlab Toolbox [19] in Matlab® environment were used to perform the output power forecasts for individual PV plants. The 3D-WDT was carried out at level 3 with the wavelet ‘sym4’ and the LS-SVM was tested to forecast the output power at 1, 12 and 24 hours horizon. The errors analysis of the nine PV plants is performed using NMBE and NMAE.

NMBE and NMAE for 1, 12 and 24 hours ahead forecasts of each PV plant are depicted in Fig. 3. The NMBE varies between -0.16% for PV2 and 0.25% for PV5 respectively at 12 hours ahead. Considering that NMBE provides the forecast error on average, the proposed model overestimates the power generation for PV1, PV5 and PV8, which show positive errors for each time horizon with highest errors for the PV5 plant. The power output related to the remaining installations is underestimated for 1, 12 and 24 hours ahead. This means that the forecasting model does not change its trend in over-forecasting and under-forecasting at different time horizons.

The NMAE is in the range between 0.04% for PV7 at 24 hours ahead and 1.66% for PV5 at 12 hours ahead. It is clear that the 12 hours-ahead forecasts exhibit higher NMAEs than 1 and 24 hours ahead. Indeed, the solar irradiance is a 24 hours periodic signal. Considering that the PV power generation maintains the same trend of the solar irradiance signal in the absence of faults of the PV system, for a given time instant during a day, it is easier to predict 1 and 24 hours ahead, than 12 hours ahead due to the solar irradiance periodicity. Furthermore, the worst error is for the PV5 plants and the best values is for the PV7 installation. In fact, Fig.4 shows the normalized errors \( e(i) \) for the PV5 and PV7 systems at different time horizons related to the first week of the year 2016. It can be seen that the blue curves are always above the red curves that demonstrates higher errors in the predicted power for PV5 than PV7 for each hour ahead.

The normalized error distributions plotted in Fig. 5 for each system highlight the shift of the histograms related the occurrences of the hourly errors for each plant for three-time horizons. It is clearly noticeable that the error distributions at 12 hours are low with long tails, different than in the case of 1 and 24 hours, where the histograms are narrower and with notable peaks. This implies that negative and positive errors have the similar probability to occur. Furthermore, one can possible identify the shift left and shift right of the distribution indicating that it is more probable to underestimate and to overestimate the power generation respectively.

Therefore, considering that the histograms for the PV1, PV5, PV6, PV8 and PV9 are shifted right, their power is generally overestimated. Unlike for the PV2, PV3, PV4 and PV7 plants of which the histograms are shifted left, the output power is in average underestimated at both 1 and 24 hours.
The correlation coefficients of the bias errors at different time horizons are plotted in Fig.6. Correlation values higher than 0.7 are put in evidence. So, it can be seen that in the case of the 12 hours ahead forecasts, the errors are strictly correlated. The forecast errors for PV2, PV3 and PV4 show a correlation among them at 1 and 24 hours ahead. Furthermore, the bias of PV5 and PV8 plants are correlated in 1 hour and 1 day predictions.

A geographical disposition of NMAE is plotted in Fig. 7. At 1 and 24 hours ahead the furthest away PV systems present the highest absolute errors, meanwhile the installations located in the internal area of investigation show lower error, demonstrating that they can benefit from the neighboring plants to obtain improved forecasts.

4. Conclusions

This paper presents a forecasting model for PV output power based on the 3D wavelet decomposition and the LS-SVM using PV power data of different PV installations. The three-dimensional wavelet transform allows to integrate spatial information, improving the forecast accuracy. Power generation data of nine PV plants installed in the Rodhes (Greece) is used to investigate the performance at 1, 12 and 24 hours-ahead. Bias error varies between -0.16% and 0.25% at 12 hours ahead. Absolute error is in the range between 0.04% at 24 hours ahead and 1.66% at 12 hours ahead. Results highlight the importance to consider the neighboring PV plants in order to improve the forecast performance.
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