Assessing uncertainty for decision-making in climate adaptation and risk mitigation
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Abstract
Future water availability or crop yield studies, tied to statistics of river flow, precipitation, temperature or evaporation over medium to long-term horizons, are becoming frequent in climate impact and risk analysis. During the last two decades, access to multi-system integration of climate models has given rise to the concept of using model ensembles to issue probabilistic climatological projections. These probabilistic projections have not yet been exploited to the full extent in decision support, and are still used to mainly quantify uncertainty bands only for selected climate variables and indicators. One of the reasons of this limited use is the fact that the multi-system ensemble dispersion is sub-optimal and does not provide an accurate and reliable representation of the predictive probability density, which is essential for rational decision support under uncertain conditions. The aims of this paper are twofold. First, it seeks to highlight the potential benefits of using climate projections in conjunction with Bayesian paradigms towards educated decision-making. Second, it discusses how to appropriately formulate probabilistic forecasts by coherently integrating information contained in climate projection ensembles with observations to improve the estimation of the probability density function of future climate states. The results show that the proposed Bayesian approach yields unbiased and sharper predictive distributions for temperature with respect to using the unprocessed ensemble distribution. It also yields improved predictive densities with respect to the Reliability Ensemble Averaging (REA) method.
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1 | INTRODUCTION

Estimating the extent of global warming due to mounting atmospheric greenhouse gas concentrations, and its impact on bio-physical systems is a global challenge. Because of the non-stationarity induced by climatic change (CC), extrapolation into the future is hardly possible using classical statistic techniques that rely on the assumption of stationarity. The assessment of climate change-induced risk (Aven and Renn, 2015) and the planning of mitigating action (Strzepek et al., 2011) relies on multiple numerical integration of Earth-system models,
which simulate as realistically as possible the interaction of atmosphere, land, ocean and sea-ice processes.

In these models, the physical processes are described by a system of highly non-linear governing equations, simulated on a three-dimensional grid with a finite spatial resolution that ranges between 10 and 50 km (IPCC, 2013). Due to the chaotic nature of the Earth-system (Lorenz, 1963), the model integrations are sensitive to the initial and boundary conditions of the slow-evolving components (e.g., the ocean state or sea-ice, which have a long memory and, if initialized wrongly, could have an impact also on the multi-annual integrations performed in climate studies) used in the simulation, as well as specific pre-defined carbon emission scenarios (Palmer, 2000). They are also sensitive to model approximations, for example, the fact that some key components of the Earth-system such as the sea-ice, vegetation, or the closure of the fresh-water cycle, are still simulated in a rather crude way.

The relative impact of the different sources of uncertainty depends on the climate projection length, with model-induced ones becoming dominant as time progresses (Hawkins and Sutton, 2011). More specifically, the sources of uncertainties can be separated into three main categories: internal variability, model uncertainty and scenario uncertainty, while initial condition uncertainties linked to the slow-evolving components are important only for the first few years of integration. Considering these three dominant sources of uncertainty in climate projections, Hawkins and Sutton (2011) concluded that internal variability is dominant in the first decade, while afterwards model uncertainty dominates. Scenario uncertainties play a relevant role in the long range, and can become dominant for certain regions and projections that go beyond few decades. Scenario uncertainties can be considered as part of the so-called boundary uncertainties.

Several multi-model ensemble simulations of future climate have been performed as part of the Climate Model Inter-comparison Project (CMIP), which to date includes multiple executive phases (Meehl et al., 2000, 2007; Eyring et al., 2012; Taylor et al., 2012). Results of these CMIP projects contribute to the scientific basis for the various IPCC reports. The time integration of Earth-system models driven by different RCPs leads to an ensemble of projections that can be used to estimate the response of the Earth climate to their forcing (IPCC, 2013). Note that the term ‘projection’ is used instead of ‘prediction’ because future integrations that extend beyond few years are mainly driven by the particular adopted radiative forcing scenarios, rather than by the initial conditions, as it is the case, for example, with weather predictions. In this work, we view projections as pseudo-measurements of future unknown quantities that are intrinsically uncertain.

Common attention is directed towards the use of such projections to extract policy-relevant indicators about expected changes as guidance for appropriate mitigation and adaptation measures, and related investments. Such measures should be based on a decision-making process that takes the projections’ uncertainty into account. For instance, the investments costs required to mitigate crop yield losses or increase the protection level of river or sea dikes to counteract climate change impacts can be estimated more accurately when using reliable and sharp forecast distributions (Gneiting and Raftery, 2004) of future cost/loss estimates. The latter can be estimated from the climate variables projected by the Earth-system ensembles, and do by no means constitute deterministic quantities.

To complicate matters, validating the reliability of climate projections retrospectively with a temporal range longer than, say, 20 years, can only be done selectively. The impact of progressive model improvements on the accuracy of climate projections (Tebaldi and Knutti, 2007; Knutti and Sedláček, 2012) is difficult to gauge compared to weather forecasting, where the prognostic skill is retrospectively estimated over many independent cases covering different seasons, in terms of verification metrics (Matheson and Winkler, 1976; Wilks, 1995; Bröcker and Smith, 2007) and supported by the shorter (from days to months ahead, compared to years and decades for climate) prediction horizon and abundant observations (Buizza and Leutbecher, 2015; Buizza, 2019).

Assessing the uncertainty of climate projections on the other hand has been steadily evolving across successive CMIP phases. Three development stages can be recognized so far.

1) Räisänen (1997) was among the first to advocate the need for a quantitative methodology to objectively inter-compare climate model output, while only few years later a first workable proposal for probabilistic elaboration of ensemble climate model output was presented by Räisänen and Palmer (2001) using the 17-member climate projection ensemble of CMIP2. In this approach the probability of exceedance of a given threshold temperature and precipitation changes between the present and a future time window were simply calculated as the relative frequency of models within the ensemble that predicted such change. The probabilities of exceedance were calculated for individual model cells or over the entire simulation domain. A verification of the assessment was performed employing cross-validation with a perfect model study. The Brier score, a widely diffused metric (Wilks, 1995) used to assess the accuracy of probabilistic forecasts of discrete events, was used for skill assessment. The same approach was later extended to the
analysis and quantification of climatic extreme events (Palmer and Räisänen, 2002).

II) The second development stage in assessing the uncertainty of climate projections starts with the introduction of the Reliability Ensemble Average (REA) concept by Giorgi and Mearns (2002). The REA consists of estimating the weighted average for a prognosticated climatic variable, whereby the performance of the model over a historic period serves as guidance for weight assignment. A model is rewarded, if bias and model mean are close to the ensemble mean. The larger the bias and the further predictions of a model depart from the mean, the more it is penalized. In contrast to the model performance assessment of type I), the REA invokes model performance over past observations. The REA is applied by Giorgi and Mearns (2003) in the same fashion as first advocated by Räisänen and Palmer (2001) and assigns exceedance probabilities of future climate threshold events, temperature in particular.

III) The third stage, leading to contemporary climate post-processing methods, is the introduction of Bayesian inference on the probability density function of the statistical distribution parameters used in the climate ensemble, as proposed by Tebaldi et al. (2004, 2005). As for the other two methods, the Bayesian formulation assumes statistical independence of model scenarios, while acknowledging that such dependencies implicitly exist because the Earth-system models use similar data for their initialization and the definition of the boundary conditions (Knutti et al., 2010; Deser et al., 2012). The authors apply Bayes’ theorem to a prior distribution of parameters and the joint series of past observations and simulated historical and future model output. Said data are assumed to follow Gaussian distributions, while the respective distribution parameters, bias, mean and inverse variance, are considered to be Gamma or Gauss distributed. The assumption of statistical independence leads to the formulation of a joint posterior probability distribution, from which the parameters are drawn with the help of a multi-system ensemble sampler. The inferred mean and variance for individual models serve the specification of ensemble-mean and variance for projected climatic variables by suitably weighting the future data as indicated by the REA approach.

A Bayesian method, as discussed under III), is also used in the present work. It is worth reminding that Smith et al. (2009) have further extended this kind of Bayesian approach from univariate to multivariate by involving neighbouring cells in a regionally spatialized setting. Furrer et al. (2007) applied it to analyze the spatial variability of climate change signal within a Bayesian inference framework by developing a multivariate hierarchical Bayes structure. Tebaldi and Sansò (2009) employed a multivariate Bayesian formulation to the analysis of decadal averages of temperature and precipitation. Buser et al. (2009) adopted Bayesian parameter inference for regional climate projection analysis, in which the non-stationarity of observed and future climate are modelled as a linear trend. The scaling parameters and bias of the linear model are estimated by sampling from the posterior distribution on the basis of specific priors. Rougier (2007); Rougier and Sexton (2007) presented a Bayesian analysis framework to evaluate the occurrence probability of future climate model ensemble projections. Similar to what we propose here, model (or climate simulator) projections are envisaged in their analysis as error-affected pseudo-measurements of future climate.

Approaches I–III provide relatively sophisticated measures of the multi-model ensemble spread, which is assumed to represent the uncertainty of future climate (Déqué et al., 2007).

As we already mentioned earlier on climate projection length, the spread of a multi-system ensemble is a mixture of uncertainties linked to ill known initial and boundary conditions, including the ones linked to RCP choice and model uncertainties. The chaotic evolution of the Earth-system leads to their flow-dependent amplification. In summary, uncertainties are partly attributable to knowledge gaps, model representation deficiencies and random effects like erratic emission pattern, practical limits to model resolution and inaccurate initial or boundary conditions (Von Storch and Zwiers, 1999; Abramowitz et al., 2019). The time evolution of this uncertainty into the future is visualized in Figure 1. The uncertainty is quantified in terms of the ensemble statistical distributions, with mean and variance over a past or future temporal window. Note that our notion of evaluating average climate requires estimating a statistic that is a fairly accurate approximation of the true climatic mean relative to the “present climate” baseline period. This concept still acknowledges that climate may well change over geologic timescales and thus the long-term (geologic) mean differs from the one of “present climate”. The assumption of ergodicity and stationarity of the climate process over selected temporal windows moreover ensures that sufficiently frequent observations converge toward the true climatic mean.

Given all above, a naive use of the ensemble spread of climate model projections as indicator of compound climate uncertainty could be misleading when prognosticating the statistics of present or future climate and is thus conducive to sub-optimal decision-making (Varis et al., 2004; Fowler et al., 2007; Clark et al., 2016). In analogy to weather forecasting, also climate projections aim to estimate the probability distribution of future, not yet observed climate variables, conditional on multi-model ensemble (MME) projections, rather than relying
only on the ensemble spread as a measure of uncertainty (Palmer and Räisänen, 2002). Such conditional distribution is defined as *predictive density*.

The *predictive density* is a widely-used concept in the weather forecasting (Whitaker and Hamill, 2006) and the hydrological (Krzysztofowicz, 1999) community, but has not been adopted in climate science, albeit the concept has been introduced in this field by Rougier (2007) and Stephenson *et al.* (2012). While in practice there is no need for an MME projection to assess the predictive density, which is obtainable also for a single ensemble projection, the availability of multiple projections is advantageous (Hagedorn *et al.*, 2005; Weigel *et al.*, 2010), because, as in Bayesian Model Averaging (BMA) (Raftery and Madigan, 1997; Bhat *et al.*, 2011), it allows marginalizing uncertainty effects due to individual models by estimating the probability density conditional on the ensemble of all models. In the marginalization, the weighting factors multiplying the predictive densities for each model as the likelihood of a model being correct, either reflects our prior knowledge (for instance total ignorance corresponds to uniform weights) or can be derived *a posteriori* through Bayesian inference.

Another topic pivotal to assessing the uncertainty of ensemble projections is non-stationarity, manifested by transitory statistical moments. This precludes the use of stationarity and ergodicity assumptions, which are essential to estimate the moments. One way of overcoming this problem is to assume weak stationarity and ergodicity over a time window sufficiently short to guarantee that the CC effects would only marginally affect moments and probability distribution parameters, but sufficiently long to allow for a reliable estimation. For instance, a time window of 20–30 years with a central reference year, could be effectively used to this end. Once the weighted stochastic dependency between individual models of ensemble prediction and reality for a baseline period has been confirmed retrospectively, it is assumed to hold, while the chaotic climate system is propagated ahead by the physical model equations. This assumption of temporal invariance of the observation-prediction dependency across windows is commonly accepted (Piani *et al.*, 2005; Collins *et al.*, 2006; Buser *et al.*, 2009; Sansom *et al.*, 2016). An alternative handling of non-stationarity is given by Buser *et al.* (2009), who extrapolates linear trends found over the control period into the future through Bayesian inference. Also in his case invariance of the linear relationship between control period and the future must be assumed.

In summary, the central objective of this work is to estimate the predictive density concerning climate projections, while demonstrating its benefits for economic value estimation in forthcoming decision-making for practitioners. The manuscript is structured into nine sections. In Section 2, we discuss predictive uncertainty, Section 3 is devoted to Bayesian decision-making, Section 4 addresses non-stationarity, Sections 5 and 6 introduce uni- and multivariate conditioning, Section 7 data and methods, Section 8 presents the results and Section 9 concludes. Supplementary information is provided in Appendices.
2 | UNCERTAINTY SPECIFICATION

The predictive density is defined as the probability distribution of a quantity, conditional on all presently available information (Hamill and Whitaker, 2006):

\[ f(y|\bar{y}) \]  

where \( y \) is the vector of climatic observations (past or future) and \( \bar{y} \) is a vector of predictions of \( y \). These become the known quantities, which enhance our knowledge by conditioning the probability distribution of the observations \( y \). Future, not yet observed occurrences, are indicated with \( y^* \), and their respective predictions with \( \bar{y}^* \).

Potential future material losses due to adverse climate will not be affected by model predictions \( \bar{y}^* \), but caused by actual future occurrences \( y^* \). For instance, flood damages will not necessarily be caused because a climate simulator predicts water overtopping the levees, but only if this is going to occur in reality. The goal is to increase our knowledge on \( y^* \) by estimating its probability distribution conditioned on error-affected information \( \bar{y}^* \) provided by the Earth-system ensembles. Projections \( \bar{y}^* \) must therefore be considered as proxies of reality, effectively error-affected pseudo-measurements of \( y^* \) (Rougier and Goldstein, 2014). These proxies are not real, but are quantities that emulate reality and have some informative content to be extracted by conveniently conditioning the density (1). Climate projections are therefore error-affected estimates of the future Earth-system states serving as decisional knowledge support in reducing uncertainty through bias-removal and sharpening (Gneiting et al., 2007) of the probability density of \( y^* \) conditional on \( \bar{y}^* \). This conditional density is essential for decision-making in any impact analysis. An example of the conditional density for a bi-variate model-observation process is shown in Figure 2. One could argue that if a perfect model existed, issuing probabilistic forecasts could be avoided. The only perfect model is reality, implying that one would need to build a 1:1 scale model, which is obviously infeasible. When extrapolating into the future, initial and boundary conditions as well as model performances may vary, affecting the predictions. Therefore, all climate projections represent reality imperfectly and must be supplemented with the predictive density (1).

3 | DECISION SUPPORT AND RISK

The main objective of predictions/projections is to allow for correct and robust estimation of the expected benefits or losses descending from decisions, usually taken on the basis of loss minimization. Losses are described by non-linear and/or discontinuous utility functions \( U(a^*, y) \) of the decision \( a^* \) and of one or multiple triggering variables, for example, temperature, cumulative precipitation or a river stage. When the utility functions are non-linear and continuous, and decisions are taken under conditions of uncertainty, the expected value of the utility function does not coincide with the utility function computed in the predicted expected value of the triggering function, that is, \( E[U(a^*, y)] \neq U(a^*, E[y]) \). For this reason it is essential that the expected value of the utility is estimated correctly by weighting each possible realization of the trigger by its specific predictive probability of occurrence and integrating it over the field of existence. Therefore the expectation of the utility can only be correctly estimated given the probability distribution of \( y \).

The effect can be demonstrated on hand of an example concerning the assessment of crop losses (Tebaldi and Lobell, 2008) under CC, with crop production affected by temperature-enhanced evaporation around 2050. Effects of precipitation are not taken into account. The productivity utility function is described by the red line in Figure 3. Losses are equal to loss of productivity. Assuming a climate projection with an annual mean temperature \( T = 13 \, ^{\circ}C \), crop mortality increases, as a first species of crops cannot bear the resulting water-stress and, as a result, productivity collapses. Additional temperature increase will also affect other types of crops and losses grow until the mean temperature \( T = 15 \, ^{\circ}C \) is reached, above which additional types of crops become
affected. On reaching \( T > 17 \) °C crop growth falters entirely.

Our assumed projection for the year 2050 is either a deterministic prediction of the expected temperature (in this case \( \mu_T = 15.8 \) °C) or a probabilistic one, expressed in terms of the probability distribution, which has been derived using several prognostic models, and represented here as a Gaussian distribution \( N(\mu_T = 15.8 \) °C, \( \sigma_T^2 = 1.0 \)°C²) (Figure 3). If the deterministic prediction is used to estimate the expected economical losses, a mean \( \mu_T = 15.8 \) °C temperature yields a \( 44.4 \) M$ productivity loss, which severely underestimates actual expected losses because uncertainty remains unaccounted for. In other words, presence of uncertainty calls for caution, because actual occurrences may differ substantially from the predicted mean loss.

To obtain a correct estimate of the expected losses, the integral of the cost function and the predictive density (1) is needed. One evaluates all possible losses, weighting each by its probability of occurrence through the predictive density, and marginalizing the uncertainty through expectation as in (2).

\[
E[U] = 55.8 \text{M} \quad (4)
\]

The resulting expected losses (\( 55.8 \) M$) estimated under conditions of uncertain knowledge on future temperature are substantially larger than those obtained on a purely deterministic basis (\( 44.4 \) M$).

Summarizing, model forecasts must be perceived as tools aimed at increasing decision makers’ knowledge on future events and supporting decisions. They must not be interpreted as real future outcomes to be compared to real quantities such as thresholds, but instead assumed as error-affected measures of future outcomes, which allow improving the prediction over the quantity of interest via conditioning of the predictive density. The density (1) is then used to assess the risk forthcoming from the decision. One evaluates all possible losses, weighting each by its probability of occurrence through the predictive density, and marginalizing the uncertainty through expectation as in (2).

### 4 Non-stationarity of Climatic Processes

Climate change analysis requires to characterize the statistical properties of an average year, while the driving processes are non-stationary. Although common, but rarely acknowledged (Von Storch and Zwiers, 1999), the statistical characterization of precipitation, temperature, evapotranspiration and discharges is always estimated over time windows of set length, for which one must postulate weak stationarity and ergodicity. For a system to be weakly stationary, it is necessary to assume that the long-term non-stationary effects do not substantially alter the statistical properties of the variables of interest over the analysis window, therefore allowing to take the window-average statistics as representative. Ergodicity applies to a dynamical system whose trajectories cover all points in space so that the mean over the state space can be substituted by the temporal mean over a single trajectory (Stephenson et al., 2012). Figure 4 shows an example of a non-stationary long-term stochastic process with two selected windows, wherein the process is assumed weakly stationary and ergodic.

For a baseline period of length \( n_b \) years and a prognostic period of length \( n_p \), with average statistical properties of the central year that are representative for the whole window. By assuming weak stationarity and ergodicity, we imply that the first two or three moments estimated in time will be representative of the statistical properties of a generic year within the window. When dealing with variables on a seasonal or annual basis,
we may postulate that the underlying probability distribution is Gaussian with time-independent first-order moment $\mu$ and second-order moment $\sigma^2$, which depend only on the temporal difference $\Delta t$ between two analysis points. Alternatively, when the variables of interest are sampled at shorter time intervals than a year, say season, months or days, Normality of the distributions is not granted. The same applies to certain variables other than temperature, such as precipitation, that are generally non-Gaussian. For example, projections of precipitation are known to exhibit stronger autocorrelation than observed rainfall (Ines and Hansen, 2006). Regression approaches like Ensemble Model Output Statistics (EMOS; Gneiting et al., 2005; Kharin et al., 2012), which rely on multiple ensemble projections vs. classical short and medium-range forecasts is not advised for use because of the need for stochastic modelling of the model-observations dependency. An example of such dependency is shown in Figure 2.

5 | CONDITIONING OF VARIATES

5.1 | Stochastic properties of climate projections

The principal difference between handling climate projections vs. classical short and medium-range forecasts is that presently available projections may be capable of preserving the probability distributions of the simulated Earth-system variables, but not their observed auto- and cross-correlation structure (Giorgi and Francisco, 2000; Palmer, 2000; Vidale et al., 2003; Déqué et al., 2007), a characteristic named asynchronicity (Stoner et al., 2013). For example, projections of precipitation are known to exhibit stronger autocorrelation than observed rainfall (Ines and Hansen, 2006). Regression approaches like Ensemble Model Output Statistics (EMOS; Gneiting et al., 2005; Kharin et al., 2012), which rely on multiple regression between ensemble projections and observations, are not advised for use because of the need for stochastic modelling of the model-observations dependency. An example of such dependency is shown in Figure 2.

5.2 | Standard univariate conditioning

Standard conditioning in a multi-variate process provides the distribution of a random variable, given that the remaining variables are held constant. The Normal variate $\eta = [\eta_1, ..., \eta_n]$, conditional on the $j$-th ensemble member output $\hat{\eta}_j = [\hat{\eta}_{ij}, ..., \hat{\eta}_{nj}]$ for every time step $i$ of the $n$-dimensional array of temporal steps, has density: 

$$f(\eta) \sim N(\mu_\eta, \sigma_\eta^2)$$

$$\mu_\eta = E(\eta) = \frac{1}{n_b} \sum_{i=1}^{n_b} \eta_i; \quad \sigma_\eta^2 = \frac{1}{n_b-1} \sum_{i=1}^{n_b} (\eta_i - \mu_\eta)^2$$ (5a)

$$f(\hat{\eta}_j) \sim N(\mu_{\hat{\eta}_j}, \sigma_{\hat{\eta}_j}^2)$$

$$\mu_{\hat{\eta}_j} = E(\hat{\eta}_j) = \frac{1}{n_b} \sum_{i=1}^{n_b} \hat{\eta}_{ij}; \quad \sigma_{\hat{\eta}_j}^2 = \frac{1}{n_b-1} \sum_{i=1}^{n_b} (\hat{\eta}_{ij} - \mu_{\hat{\eta}_j})^2$$ (5b)

$E(\cdot)$ being the expectation over $i = 1, ..., n$ time steps. Similarly, the projected series $\hat{\eta}^*$ and $\hat{\eta}^*$ map into Gaussian variates $\eta^*$ and $\eta^*$ with stationary parameters $\mu_\eta^*, \mu_{\hat{\eta}_j}^*, \sigma_\eta^2$, and $\sigma_{\hat{\eta}_j}^2$. The Greek symbols notation is kept in place from here onwards to recall that those variates are truly Gaussian.
\begin{equation}
    f_j(\eta_i | \hat{\eta}_{ij}) \sim N\left(\mu_{\eta_i | \hat{\eta}_{ij}}, \sigma^2_{\eta_i | \hat{\eta}_{ij}}\right)
\end{equation}

\forall i \in 1, \ldots, n \text{ and } \forall j \in 1, \ldots, m, \text{ with parameters (Mardia et al., 1979)}:

\begin{equation}
    \begin{align*}
        &\mu_{\eta_i | \hat{\eta}_{ij}} = E\left(\eta_i | \hat{\eta}_{ij}\right) = \mu_\eta + \rho_{\eta \hat{\eta}_j} \frac{\sigma_{\eta}}{\sigma_{\hat{\eta}_j}} (\hat{\eta}_{ij} - \mu_\eta),
        \\
        &\sigma^2_{\eta_i | \hat{\eta}_{ij}} = Var\left(\eta_i | \hat{\eta}_{ij}\right) = \sigma^2_\eta \left(1 - \rho^2_{\eta \hat{\eta}_j}\right)
    \end{align*}
\end{equation}

where $\rho_{\eta \hat{\eta}_j}$ is the Pearson correlation. This standard formulation, employed by several authors (Hirsch, 1982; Wood and Schaake, 2008) to process streamflow forecasts, seems inappropriate for climate projections as explained previously. Similarly, standard correlation should be used even less as a quantity to be preserved when extrapolating the model-observation dependency into the distant future.

### 5.3 Weak univariate conditioning

Instead, the preference is for distribution matching (DM) (Wood et al., 2002; Drusch et al., 2005; Boë et al., 2007; Themeßl et al., 2011), regularly used for bias correcting or downsampling Earth-system model output or remotely sensed data against observations. DM (here denoted with $\hat{}$) is a form of conditioning, which does not depend on correlation, and hence, we call weak conditioning. One can weakly condition two arbitrarily distributed variables by applying probability matching empirically or by fitting appropriate parametric distributions $F$ and $G$ and then inverting one of the two (Hirsch, 1982; Hashino et al., 2007; Wood and Schaake, 2008). This approach calibrates one distribution against the other. By setting the cdf of the observations equal to that of a predictor:

\begin{equation}
    G(x) = F(\hat{x})
\end{equation}

and inverting $G$:

\begin{equation}
    \hat{x} = G^{-1}(F(\hat{x})) = T(\hat{x})
\end{equation}

we obtain a transformation $T$ and hence a new variable with the same moments of the variate it is calibrated against. If the variates are Gaussian, $T$ becomes:

\begin{equation}
    \hat{x} = T(\hat{x}) = \mu_x + \sigma_x \frac{\hat{x} - \mu_x}{\sigma_x}
\end{equation}

with distribution:

\begin{equation}
    f(\hat{x}) \sim N(\mu_x, \sigma^2_x)
\end{equation}

Subsequently, the predictive density of the conditioned variable for model $j$ at time $i$ is Gaussian:

\begin{equation}
    f_i,j(\eta_i | \hat{\eta}_{ij}) \sim N\left(\mu_{\eta_i | \hat{\eta}_{ij}}, \sigma^2_{\eta_i | \hat{\eta}_{ij}}\right)
\end{equation}

with parameters:

\begin{equation}
    \begin{align*}
        &\mu_{\eta_i | \hat{\eta}_{ij}} = E\left(\eta_i | \hat{\eta}_{ij}\right) = \mu_\eta + \rho_{\eta \hat{\eta}_j} \frac{\sigma_{\eta}}{\sigma_{\hat{\eta}_j}} \left(\hat{\eta}_{ij} - \mu_\eta\right),
        \\
        &\sigma^2_{\eta_i | \hat{\eta}_{ij}} = Var\left(\eta_i | \hat{\eta}_{ij}\right) = \sigma^2_\eta \left(1 - \rho^2_{\eta \hat{\eta}_j}\right)
    \end{align*}
\end{equation}

where $E(\cdot : \cdot)$ and $Var(\cdot : \cdot)$ are taken over all possible realizations of $\eta_i$ at time $i$. We note that in (13) the mean is independent of the correlation, while the variance appears linearly dependent on $\rho_{\eta \hat{\eta}_j}$ and becomes larger for $\rho_{\eta \hat{\eta}_j} < 1$ than the variance for standard conditioning in (7), where the correlation appears squared. The statistics of the prediction residuals for DM are estimated by evaluating the moments of the difference between observations and forecasts:

\begin{equation}
    \begin{align*}
        &E_{(i)} \left[\eta_i - E\left(\eta_i | \hat{\eta}_{ij}\right)\right] = \mu_\eta - \mu_{\eta \hat{\eta}_j} = 0, \\
        &Var_{(i)} \left[\eta_i - E\left(\eta_i | \hat{\eta}_{ij}\right)\right] = \sigma^2_\eta + \sigma^2_{\eta \hat{\eta}_j} - 2\rho_{\eta \hat{\eta}_j} \sigma_{\eta} \sigma_{\hat{\eta}_j} = 2\sigma^2_\eta \left(1 - \rho_{\eta \hat{\eta}_j}\right)
    \end{align*}
\end{equation}

noting that $Var_{(i)} \left[\left(\eta_i - \hat{\eta}_{ij}\right)\right] = \sigma^2_{\eta \hat{\eta}_j} = \sigma^2_\eta$. The conditional distributions on future temperature given model projections, is obtained in total analogy and yields a series of probability distributions of the observations $\eta_i | \hat{\eta}_{ij}$, that are weakly conditional ($\cdot$) on each projection $\hat{\eta}_{ij}$. For this the mean $\mu_\eta$ and variance $\sigma^2_\eta$ derived for the BW in Equation (13) are used, as the bias with respect to observations and the variance of observations are assumed to hold into the future (Collins et al., 2006). This hypothesis could be relaxed by imposing for example a linear trend on the mean and variance, as proposed by Buser et al. (2009), if observations suggest this type of climate evolution. Given the lack of evidence for such a clear trend in our study case, we have refrained from doing so.

Weak conditioning by matching Gaussian distributions has also the advantage that one retains a parametric expression of type (12) over the entire distribution, fully including...
the tails. This is not the case for quantile matching (Maraun, 2013; Stoner et al., 2013), where one relies on piecewise interpolation among probability quantiles of models and historical observations. Such interpolation may turn out to be inadequate for post-processing of climate projections, especially for the distribution tails, where few support points are available. This is relevant when extending the relationship, obtained over the observed period, to the unobserved warmer future.

6 | RETROSPECTIVE PREDICTION AND PROJECTIONS

As explained in Section 5.3, we use weak conditioning for retrospective predictions and projections. A prediction/projection is performed by estimating the density \( f(\eta_i) \) at time \( i \). To obtain the predictive density for multiple predictors, one can adopt the concept of mixture distribution, a weighted mean of univariate conditional distributions \( f(\eta_i : \eta_j) \forall j \in 1,...,m \):

\[
    f(\eta_i : \eta_j) \sim E(j) \left[ f_j(\eta_i : \eta_{i,j}) \right] = \sum_{j=1}^{m} w_j f_j(\eta_i : \eta_{i,j}) \quad (15)
\]

The similarity sign indicates that the predictive distribution is approximated by the mixture, while the bold symbol \( \eta_j \) indicates the \( m \)-dimensional vector \( [\hat{\eta}_{i,1}, ..., \hat{\eta}_{i,m}] \) of predictions \( j \) at time \( i \). Expressions for mean and variance of the mixture distribution are given in Supplement S2. The weights \( w_j \) are the probability of the \( j \)-th ensemble member being a valid prediction and can be estimated either by Bayesian inference, as in eq. (S1.5),

| Model          | Source Organization                                      |
|---------------|---------------------------------------------------------|
| ACCESS1-0     | Bureau of Meteorology, CSIRO Australia                 |
| BCC-CSM1-1    | standard resolution model, Beijing Climate Center, China |
| BCC-CSM1-1m   | moderate resolution model, Beijing Climate Center, China |
| BNU-ESM       | Beijing National University, China                      |
| CanESM2       | Canadian Centre for Climate Modelling and Analysis, Canada |
| CCSM4         | Community Climate System Model V4, NCAR-UCAR, USA      |
| CESM1-CAM5    | Community Earth System Model V1, Community Atmosphere Model V5, USA |
| CNRM-CM5      | Centre National de Recherches Météorologiques, France   |
| CSIRO-Mk3-6-0 | CSIRO Australia                                        |
| GFDL-ESM2M    | Geophysical Fluid Dynamics Laboratory, USA              |
| GFDL-ESM2G    | Russian Academy of Sciences, Russia                     |
| INMCM4        | Institut Pierre Simon Laplace, France                   |
| IPSL-CM5A-MR  | Institut Pierre Simon Laplace, France                   |
| MIROC5        | Model for Interdisciplinary Research on Climate, Japan   |
| MIROC-ESM     | Russian Academy of Sciences, Russia                     |
| MIROC-ESM-CHEM| Russian Academy of Sciences, Russia                     |
| MPI-ESM-MR    | Max Planck Institute, Germany                           |
| MRI-CGCM3     | Meteorological Research Institute, Japan                |
| NorESM1-M     | Norwegian Climate Center, Norway                        |
which provides a posterior distribution or by point estimation, such as maximum likelihood estimation (MLE), for a unique set of weights. The weights must be non-negative and add up to unity, \( w_j \geq 0 \) and \( \sum_j w_j = 1 \). Here we use two point estimation approaches to assess the weights: (a) Bayesian Model Averaging (BMA) and (b) Uniform Weighting (UW).

### 6.1 Bayesian model averaging

First, one can apply the classical BMA approach (Raftery et al., 2005), which assumes non-uniform weights \( w_j \) in (15) and maximizes the log-likelihood of observations:

\[
\text{max}_{w_j} \log \mathcal{L}(w_1, \ldots, w_m) = \max_{w_j} \sum_{i=1}^{n} \log \sum_{j=1}^{m} w_j f_j(\eta_i; \hat{\eta}_j)
\]

subject to \( \sum_{j=1}^{m} w_j = 1; w_j \geq 0 \)  \( \text{(16)} \)

From the perspective of Bayesian inference, MLE is a special case of maximum a posteriori (MAP) estimation that assumes a uniform prior distribution of weights. We also note that the BMA formulation assumes weighting of distributions of independent variates. As mentioned earlier, in multi-model ensemble projections like CMIP5, dependency is implicitly present (Knutti et al., 2017) due to similar setups used for all models of the inter-comparison experiment. In principle this would require relaxing the independence assumption to avoid underestimation of the compound predictive variance. Nevertheless, we continue to assume independence, as in classical BMA. Therefore the predictive mean and variance of the mixture distribution for the case of independent variates \( \mu_{\eta_i; \hat{\eta}_j} \) are (see S2):

\[
\begin{align*}
\mu_{\eta_i; \hat{\eta}_j} &= \sum_{j=1}^{m} w_j \mu_{\eta_i; \hat{\eta}_j} = \mathbf{w}^T \mu_{\eta_i; \hat{\eta}_j} \\
\sigma_{\eta_i; \hat{\eta}_j}^2 &= \sum_{j=1}^{m} w_j \sigma_{\eta_i; \hat{\eta}_j}^2 + \sum_{j=1}^{m} w_j \left( \mu_{\eta_i; \hat{\eta}_j} - \mu_{\eta_i; \hat{\eta}_j} \right)^2 \\
\end{align*}
\]  \( \text{(17)} \)

The BMA mixture weights are estimated using Expectation Maximization (EM) (Dempster et al., 1977) or the Newton–Rhapson method to maximize the log-likelihood.

### 6.2 Uniform weighting (UW)

Alternatively to BMA, one can apply UW when mixing the \( m \) univariate predictive densities \( f_j(\eta_i; \hat{\eta}_j) \). UW is equivalent to no prior preference on models and is a
special case of (15). By assigning an uniform prior to all model predictive densities, one attributes the same likelihood to all components of the mix. The expressions for the mixture can be derived from (15) by setting \( w_j = 1/m \), while the parameters are as in (17) with \( w_j = 1/m \). It is self-explanatory that UW makes MLE redundant, as weights are predetermined.

7 | DATA AND METHODS

The main steps of the implementation of the proposed processor is data preprocessing and calibration of the uncertainty processor over a 27-year historical reference period, performance of necessary verifications through a retrospective analysis and application of the processor for predictions in two 21-year prognostic windows in the future. First, we start explaining the data elaboration for a selected study region.

7.1 | Observed temperatures

Our selected study region covers a rectangular area including the entire Po river basin, northern Italy, as in Figure 5.

The area extent is from (46.75°N, 6.5°E) on the N-W corner to (44.0°N, 12.5°E) in the S-E. Instead of ground observations we use gridded temperatures at 0.25° × 0.25° (~31 × 31 km) spatial resolution of the ECMWF ERA5 reanalysis (Hersbach et al., 2020) as observation proxies, which we aggregate by spatial averaging over the entire River Po basin shape indicated in Figure 5. Spatial averaging weights the temperature of the cells on the basin shape edge by the area portion that lies within the basin boundaries, while temperatures are altitude-corrected from the ERA5 grid cell elevation to a common reference height using the dry adiabatic lapse rate. ERA5 output starts 1979 and is updated continuously. The product provides analyzed fields of global atmospheric state variables.

7.2 | Climate model projections

Next we process the output of the CMIP5 climate model ensemble. CMIP5 control simulations start on January 1, 1901 and end on December 31, 2005. The prognostic period continues from January 1, 2006 through December 31, 2100. We select a \( n_b = 27 \) years baseline window (BW) 1979–2005, two \( n_p = 21 \) years prognostic windows (PW), 2040–2060

**FIGURE 6** BW, summer (JJA) mean seasonal observed temperature \( \eta_i \), unprocessed ensemble output \( \bar{\eta}_i \), ensemble mean \( E_i(\bar{\eta}_i) \), predictive mean \( \mu_i(\bar{\eta}_i) \), BMA (top) and UW (bottom). The shadowed areas indicate the 50–95% credible intervals
(PW1) and 2080–2100 (PW2), and two representative carbon pathway scenarios, RCP4.5 and RCP8.5, four prognostic cases in total. Daily temperature output series from the 19 models listed in Table 1 are cropped from the global CMIP5 temperature output (at their native spatial resolution, which differs between models) for the River Po basin study area (see Figure 5). This set of models was chosen because it constitutes the most complete set of daily climate data for the historical and the two RCP scenarios we could access, and for which the orography data was available. Similarly to observations, we average the simulated temperature data spatially over the basin by scaling the temperature with the adiabatic lapse rate from the native model grid cell topographic height to a common reference elevation and then back to the ground, obtaining basin-average series of daily data. These can be aggregate in time, to get monthly, seasonal or yearly series for the historical and the four prognostic windows.

7.3 | Calibration

We apply the processor by first conditioning observations on the simulated daily climate data and obtaining $m = 19$ conditional univariate distributions for the baseline window (BW). For temperature the probability distributions are close to Gaussian. For this reason, no further intermediate transformation to Gaussian distribution is needed. Then we mix the univariate conditional distributions for two cases: (a) non-uniform BMA weights and (b) uniform weighting. The phase of conditioning the distributions and estimating the weights is called the calibration of the processor. Related details and results are given below.

7.3.1 | Two-step procedure

First, the distributions of the daily climate model ensemble output are matched against those of observations. Thence the series of 27 years of daily data are first grouped into months. As a result we obtain series of $n_m \times 27$ daily values for each month of the BW with $n_m$ the number of days of the month. For each of the $j$ models we obtain an uni-variate weakly conditional predictive distribution (12) of daily data, which is quasi-Gaussian and parameterized for each month through

| Definition | Description | BW | PW1 | PW2 | PW1 | PW2 |
|------------|-------------|----|-----|-----|-----|-----|
| Bayesian model averaging | $\mu_{\eta_i} = E_i(\mu_{\eta_i})$ | DJF (mean of means) | 0.24 | 1.34 | 1.93 | 1.70 | 3.54 |
| | | MAM | 8.79 | 10.37 | 11.0 | 10.94 | 13.16 |
| | | JJA | 18.73 | 21.23 | 21.8 | 21.79 | 25.12 |
| | | SON | 10.01 | 11.68 | 12.44 | 12.27 | 14.64 |
| | $\sigma^2_{\eta_i} = \text{Var}_i(\mu_{\eta_i})$ | DJF (variance of means) | 2.16 | 2.28 | 2.29 | 3.08 | 3.24 |
| | | MAM | 1.69 | 1.97 | 2.0 | 2.94 | 3.45 |
| | | JJA | 1.36 | 1.61 | 1.76 | 4.12 | 4.57 |
| | | SON | 1.26 | 1.53 | 1.6 | 2.65 | 2.88 |
| Uniform weighting | $\mu_{\eta_i} = E_i(\mu_{\eta_i})$ | DJF (mean of means) | 0.24 | 1.51 | 2.03 | 1.97 | 3.65 |
| | | MAM | 8.79 | 10.31 | 10.72 | 10.7 | 12.73 |
| | | JJA | 18.73 | 20.81 | 21.47 | 21.53 | 24.67 |
| | | SON | 10.01 | 11.61 | 12.22 | 12.08 | 14.4 |
| | $\sigma^2_{\eta_i} = \text{Var}_i(\mu_{\eta_i})$ | DJF (variance of means) | 2.41 | 2.6 | 2.65 | 3.21 | 3.44 |
| | | MAM | 1.95 | 2.28 | 2.44 | 3.22 | 3.98 |
| | | JJA | 1.71 | 2.24 | 2.43 | 4.37 | 5.26 |
| | | SON | 1.52 | 1.9 | 1.97 | 2.93 | 3.49 |
conditional mean and variance as in (13). The stochastic relationship between model and observations depends on the mean and variance of observations and the Pearson correlation among distribution-matched data.

Second, the univariate conditional distributions of daily data are weighted linearly as in Equation (15) for each of the 12 months of the year. The non-uniform BMA weights \( w_j \) are found by MLE (Equation (16)). Table 2 summarizes the BMA weights estimated for the BW and each month of the year. We note that models are assigned changing non-zero weights across the year. The predictive mean \( \mu_{\eta_i} \) and variance \( \sigma_{\eta_i}^2 \) for the four seasons (DJF, MAM, JJA, SON) of the 27 years of the BW are estimated via Equation (17) with non-uniform and uniform weights. The series of predictive means and variances, which determine the credible interval, are shown in the two panes of Figure 6 for summer (JJA). The top pane conjointly shows observed seasonal means, the unprocessed ensemble output, the predictive means and the 50–95% credible intervals for BMA, the lower pane for UW. In both panes the raw ensemble mean is plotted for comparison. One notices that the predictive mean has been bias-corrected by BMA and UW. For UW, the temperature behaves similarly to the ensemble mean, while BMA assigns different weights to different models, and therefore the mean is different from the ensemble mean. Also, the predictive distribution for UW exhibits a slightly larger variance than BMA, as indicated by values in Table 3. The results for all seasons are provided as supplementary material sections S4–S10.

8 | RESULTS

8.1 | Verification

We apply the calibrated processor to predict the observations retrospectively over the historic BW. Figure 7 concisely explains the added value of the Bayesian processor against simply using the spread of an unprocessed ensemble projection as measure of climatic uncertainty. The image shows the probability density functions (pdf) of observed temperatures (blue) and the ensemble predictions of 19 models (light grey). The dark grey curve is the distribution of the ensemble average prior to conditioning. Calibration matches model output with observations through DM (see Equation (13)) and mixes the conditioned distributions by linear weighting. The posterior

![Figure 7](https://example.com/figure7.png)
mixed distribution is shown in red, and represents the predictive density of mean temperature for the BW, BMA weighting (solid), respectively UW (dashed). One notices a slightly more dispersed UW with respect to BMA, ought to the fact that UW considers all model projections to be equally likely, while BMA attributes non-zero likelihood to a limited number of ensemble members. The variance of the predictive density is estimated in accordance with the law of total variance (Mahler and Dean, 2001; Weiss, 2005):

\[
\text{Var}_i(\eta) = E_i \left[ \sigma^2_{\eta_i, \eta} \right] + \text{Var}_i(\mu_{\eta_i, \eta})
\]  

(18)

and equals the mean of the predictive variances for individual years of the BW plus the dispersion of the means. The corresponding values are summarized in Table 3.

Figure 8 demonstrates the effect of conditioning the densities in Figure 7 by visualizing the distributions of the means. The conditioned pdfs of the mean temperature over the window are shuffled together and have all the same mean of observations for each season (respectively, 0.24, 8.79, 18.73, 10.01 °C) because the processor is an unbiased estimator. The mixed distributions of the BMA and UW means are slightly more dispersed than the distributions of the mean for individual models, because the composition leads to a total variance of the mean according to (18) that is higher than the variance of the mean for individual models.

8.2 Performance testing

If the predictive mean is an adequate predictor of observations, the probabilities of observations, conditional on predictions, should be distributed like the Gaussian observations. Gaussianity can be verified graphically by plotting the predictive conditional probabilities of observations,

\[
P(\eta_i : \mu_{\eta_i, \eta}) = \int_{-\infty}^{\eta_i} f(\xi ; \mu_{\eta_i, \eta}) d\xi
\]

(19)

arranged in ascending order versus the Weibull plotting position \(i/(n + 1)\). Figure 9 visualizes the probability plot with dots closely around the bisection line. The Kolmogorov–Smirnov two-sample test at the 95% significance level, which is indicated as the range within the two limiting dashed lines, is successfully passed. The raw

FIGURE 8  BW, four seasons, conditional pdfs of mean temperature given individual models (light grey), pdfs of mean of predictive means over the window, BMA (solid red) and UW (dashed red), pdf of observed mean temperatures (blue). The green pdfs are the temperature means distributions obtained for the same data applying REA (continuous; Giorgi and Mearns, 2002) and REA-T (dashed; Tebaldi et al., 2005)
ensemble mean, used as a predictor, shows a clear departure from the Normal distribution, mainly attributable to the biased unprocessed model predictions, and fails the test.

8.3 Prediction/projection

For prediction/projection we apply Equation (15) in the two prognostic windows PW1 and PW2 by adopting the same weights that were derived for the BW. The weighted predictive mean $\mu_{\eta_i}^{\ast}$ and variance $\sigma_{\eta_i}^{\ast}$ (note the asterisk indicating the future period) for the two posterior distributions is given by (17). The results are visualized in Figure 10 for non-uniform weighting of the RCP4.5 scenario. Figure 11 shows an analogous projection using UW for processing the more pessimistic RCP8.5 scenario. In both figures the 21-year predictive windows PW1 and PW2 are indicated by two vertical lines, while the 27-year BW is shown on the left hand side. The dashed black horizontal lines indicate the mean of means $E_{i} \left[ \mu_{\eta_i} ; \eta_i \right]$. The values of the mean of means and variance of means for the two prognostic

FIGURE 9 BW, four seasons, probability plot testing the normality of residuals for BMA (blue), UW (red) and the raw ensemble (green). Data pairs from BMA and UW, except the unprocessed ensemble, are comfortably within the 95% confidence interval testing positive at the $\alpha = .05$ significance level, represented by the range limited by the two dashed lines.
windows and the selected scenarios are summarized in Table 3 and indicate a clearly increasing trend in terms of mean and variance towards the future. Overall, as one would expect, the UW predictive mean is much more adherent to the raw ensemble mean than BMA in PW1, and tends to converge to the ensemble mean in PW2.

Figure 12 relates to Figures 7 and 8 and shows the distributions of temperature means for individual unconditional models and the pdfs of the predictive mean of means calculated over PW1, PW2 and RCP4.5 respectively RCP8.5. The figure also visualizes the distribution of temperature means for the benchmarking methods REA and REA-T, which we discuss below. Also here the bias-correction and sharpening of the distribution with respect to using the ensemble average (dark grey line) is evident for all PWs.

8.4 | Benchmarking

The present approach is benchmarked against uncertainty assessment methods widely acknowledged in the climatological literature (Giorgi and Mearns, 2002; Tebaldi et al., 2005; Tebaldi and Lobell, 2008; Knutti et al., 2010). We first compute the distributions of temperature differences $\Delta T$ between BW and PW1 or PW2 for RCP4.5, respectively RCP8.5. Given that our distributions are Gaussian, the distribution of $\Delta T$ is also Gaussian:

$$f(\Delta T) = N\left(\mu_{\Delta T}, \sigma_{\Delta T}^2\right)$$

with mean of means and variances of means for the windows BW, PW1 and PW2 given in Table 3. The
covariance is generally considered zero due to uncorrelated retrospective and future model output.

The density $f(\Delta T)$ is compared against those obtained with two published approaches: the deterministic Reliability Ensemble Average (REA; Giorgi and Mearns, 2002) and its probabilistic extension (Tebaldi et al., 2005), which we denote as REA-T. The REA evaluates the weighted average for temperature, by accepting model performance over a historic period as guidance for model weighting. A model is rewarded, if bias and model mean are close to the ensemble mean. The REA-T (Tebaldi et al., 2005) starts out from the original REA and assumes a linear correlation between retrospective and future predictions. For both cases we adopt the probabilistic parameter estimation (Tebaldi et al., 2005) based on Bayesian inference. The parameters are drawn from the posterior distribution with the aid of a Gibbs sampler.

In Figure 13, REA and REA-T results for the indicator distributions are plotted against those obtained by Bayesian distribution mixing and the distribution obtained from the unprocessed ensemble. We notice a considerably smaller variance, that is, higher confidence, on the temperature indicator distributions for REA-T with respect to BMA and UW, while the results of REA are very similar to the much more dispersed pdf obtained from the raw ensemble. The smaller variance of REA-T with respect to all other approaches are due to the underlying assumption of correlation between retrospective and future model predictions, which is known to artificially reduce the variance of the difference distribution (Benjamin and Cornell, 1970).
**FIGURE 12**  Pdfs of temperature means for individual models (light grey) and the ensemble average (dark grey), pdfs of the mean of predictive means for BMA (solid red) and UW (dashed red), Winter (DJF). The unbiased estimation of the mean and sharpening of the density due to conditioning and mixing versus the ensemble average is visible. UW weighting shows a marginally higher dispersion than BMA. The green pdfs are the distributions of means obtained using REA (continuous) and REA-T (dashed) and are close to the pdf of the ensemble average.

**FIGURE 13**  Distributions of the climate change indicator $\Delta T$ for PW1 and PW2, RCP4.5 and RCP8.5, Winter (DJF). The densities refer to the Bayesian processor, BMA (red solid) and UW (red dashed), the REA (green solid) and REA-T (green dashed) and the unprocessed ensemble (blue dotted).
Now, we revert to Figure 8, which displays the comparison with the pdfs of temperature means evaluated using REA and REA-T for the BW. One notices that both density curves (solid and dashed green) are left-biased (MAM, JJA, SON) and right biased for Winter (DJF), as they heavily lean on the (biased) ensemble mean due to the way the likelihood function is formulated. The predictive density obtained with the present approach is effectively bias-corrected thanks to prior conditioning on observations. A sharpening of the pdf for BMA/UW is recognizable for JJA and SON, whereas for the remaining seasons sharpness is comparable among the two approaches. Figure 12 shows the pdfs of temperature means for the two prognostic windows and both RCPs. The corresponding distributions (green solid and dashed lines) strongly resemble the distribution of the model means (dark grey line), which leads us to conclude that the REA or REA-T predictive skill is comparable to simply using the ensemble spread as indicator of uncertainty. Finally, we note that the REA approach is sensible to the prior parameter $\lambda_0$, which we have set equal to the inverse variance of observations (Giorgi and Mearns, 2002). By choosing a larger $\lambda_0$ value one could get a less biased posterior distribution, but we did not see any physical basis for choosing other than the variance of observations.

9 | DISCUSSION AND CONCLUSIONS

The primary use of the proposed Bayesian processor is quantifying climate-related risks and supporting decision-makers in climate impact mitigation. As shown in Section 3, a properly calibrated predictive conditional density describing future uncertainty can lead to considerable cost savings when planning mitigating actions. In climate-related applications, standard conditioning should not be applied, because Earth-system models are not conceived to preserve the temporal correlation but rather to project only the statistical properties of the observed climatic variables into the future. This is possible by assuming the climatic process as weakly stationary over selected time windows that are sufficiently long to allow the estimation of the statistical parameters and at the same time sufficiently short as to allow negligence of trends effects.

Climate projections based on multi-model ensembles are affected by large prognostic uncertainty. This uncertainty encumbers the decision process needed to identify most effective mitigating actions. In the past two decades, different approaches have been developed to improve the uncertainty estimation and to reduce it. These approaches are based on formulations with following characteristics: The spread of the model ensemble is taken as a measure of future climate uncertainty without considering prior conditioning on observations (Räisänen and Palmer, 2001). Later on Bayesian parameter inference on the stochastic dependency between models and observation is used (Giorgi and Mearns, 2003; Tebaldi et al., 2005; Buser et al., 2009). The posterior parameters are obtained by direct sampling from the posterior distribution. Commonly, the likelihood of the Bayesian formulation accounts for the bias between model projections and observations.

No inference-based and implemented Bayesian approach formulates climate uncertainty in terms of a predictive probability distribution, which estimates the uncertainty of a retrospective or future reality given climatic projections. Very few approaches acknowledge and address the issue of non-stationarity of the climatic process. As alternative for the estimation of the prognostic uncertainty we propose a Bayesian distribution mixing method, which ties multiple model outputs to observations over a historic period, while assuming preservation of stochastic model-observation dependencies into the future. Because of the non-stationarity of the Earth climate, assumptions of weak stationarity of the process within time windows of appropriate length need to be made that allow assessing the average probability distribution over the window. The predictive mean and variance are obtained by combining the conditional distributions for all models through a Bayesian weighted average of distributions, either based on uniform weighting or on weights estimated by maximizing the probability of observations over the BW.

We also recall that here we aggregate ensemble members and estimate the predictive density at each time step first and time-average over the windows afterwards, while the reported inference-based approaches, among which REA and REA-T, do first the temporal averaging over the window and then estimate a single set of distribution parameters for the combined means. Since for any data we can always apply a transformation that makes the variable statistics Gaussian, the outcome can be expressed in terms of the mean and the variance of the predictive density, the probability distribution of observations given multi-model ensemble output. The predictive mean is an unbiased estimator of past observations and future, yet unobserved reality, whereas the predictive variance has been considerably reduced with respect to the commonly adopted simple multi-model treatment, thus demonstrating that the Bayesian mixture distribution approach has an improved information content.

The predictive variance reduction leads to a more precise estimation of losses due to climate-induced impacts. As a consequence, it can support effective investment decisions and probabilistic planning on possible mitigating actions and climate adaptation. A comparison against the
performance of commonly-adopted uncertainty assessment approaches shows a net benefit of the proposed Bayesian mixture of multi-model distributions, with clear gains in terms of a sharper predictive distribution. The enhanced prognostic capability can lead to more reliable impact analysis with accuracy gains that lie in the order of multiple tenths percent, as we have shown in the example discussed in Section 3. For governments or large lending institutions involved in financing climate change mitigation and adaptation actions, the adoption of more accurate and reliable uncertainty assessment tools means long-term cost savings. This is especially true for very large adaptation projects like coastal or riverine protection that can reach up to multiple times national GDP.
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