Demystifying Graph Convolution with a Simple Concatenation
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Abstract

Graph convolution (GConv) is a widely used technique that has been demonstrated to be extremely effective for graph learning applications, most notably node categorization. On the other hand, many GConv-based models do not quantify the effect of graph topology and node features on performance, and are even surpassed by some models that do not consider graph structure or node properties. We quantify the information overlap between graph topology, node features, and labels in order to determine graph convolution's representation power in the node classification task. In this work, we first determine the linear separability of graph convoluted features using analysis of variance. Mutual information is used to acquire a better understanding of the possible non-linear relationship between graph topology, node features, and labels. Our theoretical analysis demonstrates that a simple and efficient graph operation that concatenates only graph topology and node properties consistently outperforms conventional graph convolution, especially in the heterophily case. Extensive empirical research utilizing a synthetic dataset and real-world benchmarks demonstrates that graph concatenation is a simple but more flexible alternative to graph convolution.

1 Introduction

While Graph Neural Networks (GNNs) dominate graph learning tasks, they are generally black-box models with no explanations for their output, making their applications untrustworthy and hampering their growth into other domains [37, 35, 28, 4]. As a result, numerous articles proposed explainable methods for determining the underlying mechanism of GNNs via post-hoc tactics [24, 21, 32], enabling statistical study of GNN behaviors. The bulk of post-hoc procedures are structured around the framework of sensitivity analysis [23] and perturbation test [11] framework. Post-hoc models’ fundamental drawback is their lack of theoretical basis, which might result in an unstable explanation. Another related issue is to improve our understanding of GNNs through examination of their kernels and interpretation of their graph operations utilizing a variety of theoretical foundations [29, 18].

The majority of existing research, on the other hand, does not quantify the effect of the input (i.e., graph topology and node attributes) on the output (i.e., node-level prediction), which continues to conceal GNNs in the learning process. Inadequate knowledge of such quantitative analysis may result in (1) confusion caused by irrelevant input/dimensions, wasteful and meaningless experiments, as well as (2) considerable computing overhead or performance reduction caused by redundant target features. To overcome this constraint, we quantify the overlap between the input and output using analysis of variance (ANOVA) [25] and information theory [3].

In this article, we will discuss the most often used GNN, graph convolutional (GConv) networks [13]. As graph concatenation, we suggest concatenating the graph topology and node features (GCat)
directly. Our goals are to increase the transparency of the graph convolution process by comparing GCat and GConv in homophily and heterophily circumstances, as well as to determine whether graph convolution is necessary given the input graph and node properties. We examine the theoretical relationship between graph convolution and graph concatenation from two perspectives: linear dependency, in which we use variance analysis and the Fisher score (F-test) to determine the linear separability of the input features and labels, and non-linear dependency, in which we quantify the information overlap between the inputs (graph topology and node features) and the output. We show that GCat not only has a higher linear separability than GConv, but also captures more information that is overlapping between the input and output in the node classification job. Additionally, because matrix concatenation is faster than matrix multiplication, GCat is more efficient than graph convolution. Extensive studies using synthetic data validates our inferences regarding linear and nonlinear connections in all conceivable contexts. Additionally, investigations on benchmark datasets reveal that graph concatenation outperforms state-of-the-art GNNs while being more computationally efficient.

2 Quantifying Graph Convolution

In this part, we define graph convolution and graph concatenation in the context of the node classification problem. We then establish their link using linear separability and mutual information.

Problem Setup and Preliminaries. Consider a graph $G = \{V, E, W\}$, where $V$ stands for a set of $N$ nodes, $E$ represents links among the nodes and $W = [w_{ij}]_{N \times N}$ is the adjacent matrix. $X$ is the feature matrix of nodes, and $Y$ is labels of them. Each node $v_i$ has a feature vector which is the i-th row of $X$. In this paper, our goal is to study the behavior of graph convolution in the node classification, which is defined as:

$$Y = f(G, X),$$  \hspace{1cm} (1)$$

where $X \in \mathbb{R}^{N \times F}$ represent raw node feature and $F$ is the feature dimension. $Y$ denotes the class of nodes. The task is to predict labels of unlabelled nodes. Below we present the graph convolution and a simple concatenation, called graph concatenation.

Definition 1 (Graph Convolution (GConv) and Graph Concatenation (GCat)). Graph convolution is the operation between the graph matrix and node feature, which is defined as $Z_{GConv} = AX$, where $Z_{(i)}$ represents the output, and $A$ is the normalized adjacency matrix with self-loop, i.e., $A = D^{-\frac{1}{2}} (I + W) D^{-\frac{1}{2}}$, ($D$ is the degree matrix, $I$ is the identity matrix). Graph concatenation is written as $Z_{GCat} = A \oplus X$, where $\oplus$ means the concatenate operation between matrix $A$ and $X$.

2.1 Perspective of Linear Separability

In this subsection, we study the linear separability of applying graph convolution and graph concatenation. First, we define homophily and heterophily for our later analysis:

Definition 2 (Homophily and Heterophily in Graph). Let $Y$ be label value, then the 2-Dirichlet energy defined below is used as global smoothness:

$$S_2(Y) = \frac{1}{2} \sum_{(i,j) \in (V,V)} w_{ij} |Y(j) - Y(i)|^2.$$ 

Similarly, smoothness of feature $X$ can be defined as

$$S_2(X) = \frac{1}{2} \sum_k \sum_{(i,j) \in (V,V)} w_{ij} |X_k(j) - X_k(i)|^2,$$

where $k$ is the feature index. When $S_2(Y)$ or $S_2(X) \approx 0$, the label or feature satisfies homophily regarding the graph. Otherwise, if $S_2(Y)$ or $S_2(X) \gg 0$, the label or feature is of heterophily in the graph.

Any graph can be treated as a mix of homophily and heterophily. Therefore, we investigate linear separability of graph convolution and graph concatenation under homophily and heterophily, respectively.

Theorem 1 (Linear Separability of Graph Convolution and Graph Concatenation). Let $X = \{X_{homo}, X_{heter}\}$, denoting a complete set with two types of nodes, i.e., with the homogeneous and heterogeneous neighborhood. $J$ denotes the linear separability by Fisher score of $X$, then we have:

$$J_{GCat}(X) \geq J_{GConv}(X),$$

where $J_{GCat}$ and $J_{GConv}$ are Fisher scores of graph concatenation and graph convolution, respectively.

For details of proof for Theorem 1, see supplementary material. Theorem 1’s conclusion is based on the fact that GConv smooths the neighborhood, hence obliterating difference information, whereas GCat is adaptive to the neighborhood situation and more adaptable to unseen cases.
2.2 Perspective of Mutual Information

This subsection discusses the behavior of graph convolution and graph concatenation in terms of mutual information. First, we define the way to calculate mutual information of graph convolution and graph concatenation. Then the relationship between their mutual information are derived by our case by case study.

**Definition 3 (Mutual Information of Graph Convolution and Graph Concatenation).** Mutual information of graph convolution is defined as \( I_{\text{GConv}} = I(AX; Y) \), which means the mutual information of graph convolution, showing how much useful information that graph convolution (AX) can capture Y. Mutual information of graph concatenation is defined as \( I_{\text{GCat}} = I(X; A; Y) \), which denotes the mutual information of graph concatenation, measuring the overlap information between the union of (X, A) and Y. Note A alone in the equations above can be represented by node embeddings that only utilize graph structure such as random walk [20].

**Lemma 1 (Mutual Information of Homophily and Heterophily).** If label Y satisfies homophily or heterophily in a graph, then Y is dependent or independent from the adjacency matrix A. So the mutual information between Y and A can be written as:

\[
I(Y; A) \left\{ \begin{array}{ll}
\geq 0, & \text{Y is homophily} \\
= 0, & \text{Y is heterophily}
\end{array} \right.
\]

It is easy to get:

\[
H(Y | A) \text{ or } H(A | Y) \left\{ \begin{array}{ll}
\equiv 0, & \text{Y is homophily} \\
\gg 0, & \text{Y is heterophily}
\end{array} \right.
\]

where H denotes the entropy, and \( H(Y | A) \) represents the conditional entropy which means the information in Y but not in A (see [3] for the relationship between (conditional) entropy and mutual information; see all possible relationships among X, Y and A in Fig. 7).

For feature X, we have exactly the same conclusion of Lemma[1] only by replacing A with X. Thus, we have

**Theorem 2 (Relationship between the Mutual Information of Graph Convolution and Graph Concatenation).** Given Def.3 we have:

\[
I_{\text{GCat}} \geq I_{\text{GConv}}
\]

**Proof.** Utilizing the relationship between mutual information and conditional entropy [19], we have:

\[
I_\Delta = I_{\text{GCat}} - I_{\text{GConv}} = [H(Y) - H(Y | AX)] - [H(Y) - H(Y | A, X)] = H(Y | AX) - H(Y | A, X).
\]

where \( H(Y | A, X) \) is the information of Y excluding the overlap area with A or X (see Fig. 1a). Therefore, we will prove \( I_\Delta > 0 \) if X is homophily and Y is homophily in G (Fig. 1b). AX is also homophily regarding Y, so we have:

**Case 1:** X is homophily and Y is homophily in G (Fig. 1b). Therefore, we have \( I_\Delta = H(Y | AX) - H(Y | A, X) = 0 - 0 = 0 \)

**Case 2:** X is homophily and Y is heterophily in G (Fig. 1c). A, X, and AX are all independent from Y, so we have:

\[
I_\Delta = H(Y | AX) - H(Y | A, X) = H(Y) - H(Y) = 0
\]

**Case 3:** X is heterophily and Y is homophily regarding the graph G (Fig. 1d). Therefore, A has large overlap

...
with $Y$. Graph convolution ($AX$ as shown in Fig. 1g) smooths $X$, but cannot make it completely homophily unless applying graph convolution many times (i.e., over-smoothing). Therefore, $AX$ still has partial overlap with $Y$, that can be written as:

$$H(Y | AX) = H(Y) - I(Y, AX) > 0.$$  

(2)

Since $Y$ is homophily regarding the graph.

$$I_\Delta = H(Y | AX) - H(Y | A, X)$$

$$= H(Y | AX) - H(Y | A)$$

$$> 0 + 0 = 0$$

(Eqn. 2, Lem. 1)

where $\perp \perp$ means independence (due to that $Y$ is heterophily and $X$ is homophily). **Case 4**: $X$ is heterophily and $Y$ is heterophily in $G$. There are two subcases in terms of mutual information: (4-1) $X$ has a overlap with $Y$ (Fig. 1e), and (4-2) $X$ has no overlap with $Y$ (Fig. 1f). Case 4-1 is similar to case 3 by switching $X$ and $A$. So we have:

$$I_\Delta = H(Y | AX) - H(Y | A, X)$$

$$= H(Y | AX) - H(Y | X)$$

$$> 0 + 0 = 0$$

(Eqn. 2, Lem. 1)

As for case 4-2 (Fig. 1f), none of $X, A, Y$ is overlapped with one another. Therefore, $I_\Delta = 0$. Summarizing case 1-4, we conclude that $I_{G\text{Cat}} \geq I_{G\text{Conv}}$.

**Time Complexity Analysis.** Graph convolution [13] is the product of $A$ and $X$, as defined in Def. 1. Therefore, its time complexity is $O(N^2 F)$. For graph concatenation, the complexity is $O(1)$ since it is a matrix concatenation. Therefore, there is a remarkable superiority of graph concatenation beyond graph convolution.

3 Related Works

**Explainable GNNs** As an extension of deep learning, graph neural networks are also confronted with the black box issue. There are several threads of applying the explainable approach to demystify the learning process of GNNs. One topic is to learn input importance from the gradient [1, 21]. Another popular perspective is from sensitivity analysis, which perturbs minor component and evaluate its influence on the global level [32, 17]. Similarly, [9, 26] provide instance-level explanations, while [33] offers model-level interpretation. Different from existing works, our work seeks to quantify, in the input and output level, how much the input affects the output with linear and non-linear dependency analysis.

**Over-smoothing Issue of GNNs** Similar to normal deep neural networks, graph convolution over-smooth the features as the number of layers increases under homophily case. To solve this issue, many recent works are proposed to mitigate the performance decrease [39, 2, 14, 36, 13, 22, 10, 5, 16, 38, 30]. However, a case has been totally ignored: when graph features or labels are heterophily regarding the graph structure, which is added in the discussion throughout this paper.

4 Experiments

Data and code for synthetic and real-world experiments are provided[1]

4.1 Synthetic Experiment

In the synthetic data, Minnesota road network is used as a graph structure for visualization. Based on this graph, $X$ and $Y$ are generated with homophily or heterophily. Then, the calculation of Fisher score and mutual information are performed to derive dependency relationship among the input and output. Finally, we conducted a node classification to study its connection with dependency analysis.

**Data and Metrics.** Specifically, cases 1, 2, 3, and 4-1 will be studied in this section with binary classification (case 4-2 is meaningless since no data is related to one another). There are two types of data regarding the graph: homophily and heterophily, which are composed respectively: [Homophily]: low-frequency eigenvectors of graph Laplacian are used, and ten different eigenvectors are selected at the index of $\{1, 4, 7, 10, 13, 16, 19, 22, 25, 28\}$. [Heterophily]: Similarly, eigenvectors at index of $\{-1, -4, -7, -10, -13, -16, -19, -22, -25, -28\}$ are chosen for heterophily, since they are

[1]https://bitbucket.org/gconcat2021/graph-concatenation/downloads/
high-frequency components. Another option is to randomly set a group of scattering points as one class, leaving the remaining nodes as the other class. Different point numbers are tested: \{10, 50, 100, 200, 300, 500, 1000, 1500, 2000, 2500\}. Samples for synthetic data are illustrated in Fig. 7 in supplementary material. Note that the graph (A) is fixed, so we only need to configure X and Y. Detailed configuration for each case is listed below. The representation of A in GCat is obtained by DeepWalk [20] with 256 dimensions. **Case 1**: X is set to be homophily w.r.t. A, and is set to be low-frequency eigenvector. Y is set to be discretized X, i.e., nodes with values that are higher than the median of X are set to one class, and those that are lower than median are set to the other class. **Case 2**: X is set to be homophily, and Y is set to be heterophily with two options describe above: (option 1) Y with different eigenvectors for heterophily or (option 2) Y with different point numbers for heterophily; **Case 3**: Y is set to be homophily, and X is set to be heterophily with the same two ways described above. **Case 4-1**: X is set to be heterophily, and Y is set to be discretized X as shown in case 1. There are also (option 1) and (option 2) for setting X. We compare the Fisher score and mutual information of graph convolution and graph concatenation, respectively. Specifically, \(J(AX)\) (w.r.t. Y) and \(I(AX; Y)\) are evaluated for graph convolution, and \(J(A \oplus X)\) (w.r.t. Y) and \(I(A \oplus X; Y)\) are for graph concatenation. Higher value of both Fisher score and mutual information indicates better linear separability and more information overlap, and thereby a better transform.

Results and Analysis. Results of **Case 1** are shown in Fig. 5 of supplementary material: GCat and GConv have almost the same Fisher scores, and their mutual information are at the same level. Note that there is only 2% difference in the mutual information. **Case 2** has two options as presented in data generation. In each option, the Fisher score and mutual information are evaluated, and there are eight single evaluations in total. There are 100 combinations between X and Y. Fig. 2 shows a value surface by interpolating the 100 combinations. The top four subfigures are option 1, and subfigures with blue schema are the Fisher scores of GCat and GConv. It’s clear that the surface of GCat is dramatically higher than that of GConv. Those subfigures with red/orange are for the mutual information, and GCat’s is significantly higher than GConv’s. With option 2 (the bottom four subfigures), GCat’s still has similar superiority. Supplementary material’s Fig. 6 depicts the **Case 3** with the same style, most GCat’s surfaces are much higher except for in the third and fourth subfigures in the top row (still higher by a small margin). In **Case 4-1** (Fig. 3), GCat shows slight advantage beyond GConv under the Fisher score (left column) and mutual information (right column). To study the relationship between Fisher score/mutual information and classification accuracy, we conducted experiments with several models based on graph convolution and graph concatenation. Specifically,

- **GCat + LR**: Using the output features of graph concatenation, logistic regression or SVM is applied to predict the testing node.
Figure 3: (Left Column) Fisher scores of graph concatenation and graph convolution, x-axis is eigenvector index. (Right Column) Mutual information of graph concatenation and graph convolution, x-axis is point number. Top row is for option 1, and bottom row for option 2.

Figure 4: Accuracy of node classification with different methods

- GCat + SVM: Using the output features of graph concatenation, SVM is applied to predict the testing node.
- GConv + LR: Using the output features of graph convolution, logistic regression or SVM is applied to predict the testing node.
- GConv + SVM: Using the output features of graph convolution, SVM is applied to predict the testing node.
- GCN: Directly apply graph convolutional networks [13]

The train/test split is 60%/40% with shuffling, and the experiments are repeated 10 times. Fig. 4 shows the results: Case 1 is easy task since all variables (X, Y, A) are highly correlated. GCat and GConv performed very good (around 90%). Case 2 is difficult due to that Y has no overlap with X or A. GCat and GConv both have lower accuracy (around 85%) for option 2, and under 50% for option 1. In Case 3 (option 1 and option 2), GConv shows disadvantage since graph convolution dilutes useful information of A by averaging A and X, while GCat keeps all the information and provides flexibility to the model. There is no big difference between GCat and GConv in Case 4. This is may due to dimension number of A (256) is much larger than that of X (1) in GCat, so X was deweigthed in the learning.

For the efficiency evaluation, graph convolution and graph concatenation are performed 100 times. The mean runtime is 0.0026 ± 0.0001 seconds for graph convolution, and 0.0003 ± 0.0001 seconds for graph concatenation. So there is graph concatenation is faster than graph convolution by approximately 7.6 times.

4.2 Real-world Experiment

Besides the synthetic data, real-world datasets are utilized to evaluate the graph concatenation method on both prediction accuracy and training time.

Datasets. As in [31], we use three citation network datasets: Cora, CiteSeer, and PubMed for evaluation. In these datasets, nodes represent documents and edges represent citation links. Each node has a corresponding feature vector capturing the bag-of-words of the document and a class label indicating its related field.
**Baselines.** We include several GNN-based methods as baselines. These methods differ from graph concatenation in that they all utilize graph convolution or feature propagation as part of their model training process.

- **Graph Convolutional Network (GCN)** is a first-order approximation of spectral graph convolutions proposed by [13].
- **Graph Isomorphism Network (GIN)** [29] propose a GNN as powerful as the Weisfeiler-Lehman graph isomorphism test under the neighborhood aggregation framework.
- **Graph Sampling and Aggregation (GraphSAGE)** [8] generates embeddings by neighborhood sampling and aggregation and realizes an implementation of GCN.
- **Simple Graph Convolution (SGC)** [27] removes the non-linearities between GCN layers and eventually simplifies the function into a single linear transformation.
- **Convolutional Neural Networks on Graphs (ChebNet)** [6] achieves a higher-order graph convolution operation by modeling neighborhoods with combined Chebyshev polynomials.

**Experimental Setup.** In our experiment, we assume that we have full knowledge of features of all nodes as well as information of the entire graph. Part of the nodes with known labels are used to train the models while the other part is treated as if their labels are unknown for model testing. All baseline models adopt similar settings such that they run 200 epochs using Adam optimizer [12] to reach the finalized parameters. During the training process, the dropout technique [24] is adopted to prevent overfitting. Each experiment, on either one of the baselines or graph concatenation, is repeated ten times with the same settings. In each time, the datasets are divided into train set and test set as 60%/40% with shuffling. Means of prediction accuracy and training time, as well as their standard deviations, are reported as the measurements of each model’s effectiveness and efficiency. For graph concatenation model, we adopt Deepwalk [20] to generate graph embeddings which are later concatenated with the node features. The data matrix after concatenation is fitted into a Logistic Regression model with L2 regularization. When considering the training time cost, we only report the time spent on matrix concatenation and the logistic regression, which is performed on the concatenated matrix, based on the assumption that the graph embedding is available for the node classification task. This assumption holds under two general circumstances. The first one is that when a series of recurring prediction tasks are carried out on a static graph structure with changing node features, graph embedding can be reused after being initially learnt. The second circumstance is that even when a few new nodes are added into a graph whose embedding is known, the time cost of updating the graph embedding based on previous knowledge is way less than the time cost of the initial learning.

**Results.** The results of node classification accuracy are summarized in Table 1. Comparing to the five baselines, which are the common graph neural network methods for node classification, graph concatenation model presents a competitive predicting power. On every dataset of the three, it has an above-average prediction accuracy and exceeds the performance of more than half of the baselines. We further consider the performances of the models averaging on all three datasets by calculating the means of ranks each method achieves on the datasets. Results show that the graph concatenation model shares the best average rank with vanilla GCN, indicating that both of them have consistent performance across the datasets. Note that these two methods not only possess the same average rank but also have a similar prediction accuracy on each dataset. This finding suggests that graph convolution and graph concatenation provide similar proportions of mutual information regarding the node label. The training time for each model is presented in Table 2. We can see that graph concatenation is significantly faster than all the baseline methods except for SGC, which is actually not a graph convolution method. As clarified in the Experimental Setup section above, the training time reported here for graph concatenation refers to the time for concatenating two matrices and training the Logistic Regression only. Table 2 also suggests that the gap between the training times of graph concatenation and graph convolution is not as great as expected according to time complexity analysis and the synthetic experiment. This is because the training time of graph concatenation reported here is mostly taken by the process of fitting the logistic regression model. Concatenating

| Method    | Cora     | CiteSeer | PubMed    | Avg. Rank |
|-----------|----------|----------|-----------|-----------|
| GCN       | 86.60 ± 0.82 | 73.12 ± 1.00 | 87.22 ± 0.35 | 2.33      |
| ChebNet   | 84.51 ± 0.95 | 71.62 ± 1.03 | 88.20 ± 0.27 | 3.67      |
| GIN       | 82.47 ± 3.67 | 70.41 ± 1.03 | 84.73 ± 0.65 | 5.33      |
| SGC       | 85.71 ± 0.84 | 75.70 ± 0.80 | 65.54 ± 1.24 | 3.67      |
| GraphSAGE | 85.75 ± 0.91 | 73.42 ± 0.66 | 84.66 ± 0.38 | 3.67      |
| GCat      | 85.89 ± 0.74 | 73.72 ± 0.83 | 86.60 ± 0.34 | 2.33      |

Table 1: Mean and standard deviation of prediction accuracy for all methods on all datasets.
Table 2: Mean and standard deviation of training time (ms) for all methods on all datasets.

| Method   | Cora       | CiteSeer   | PubMed     |
|----------|------------|------------|------------|
| GCN      | 496.16 ± 1.93 | 499.97 ± 4.42 | 916.17 ± 0.90 |
| ChebNet  | 1692.16 ± 35.28 | 3216.94 ± 5.62 | 4793.49 ± 6.23 |
| GIN      | 755.22 ± 26.73 | 953.71 ± 2.38 | 3737.39 ± 22.89 |
| SGC      | 203.72 ± 1.31 | 226.16 ± 1.39 | 439.24 ± 1.73 |
| GraphSAGE| 436.14 ± 9.02 | 608.13 ± 1.18 | 1240.90 ± 3.17 |
| GCat     | 155.07 ± 18.45 | 458.83 ± 33.11 | 821.76 ± 43.32 |

The matrices only takes a very small proportion of the reported time, 2.35% on the PubMed dataset for instance.

The prediction performance and the time efficiency of the graph concatenation model can be further improved with either a better classification model fitted on the concatenated matrix or better techniques to generate a graph embedding that can better expose the information of the graph structure. As for now, we can see that the current model adopted in the real-world experiment has already shown competitive performance on prediction as well as a significantly shorter training time comparing to the graph convolution methods.

5 Conclusion

In this paper, we studied graph convolution from the perspective of feature selection, quantifying linear and non-linear dependency of the input and output in the node classification task. We first investigate their linear separability with the Fisher score (F-test). Considering every situation can be categorized into homophily and heterophily, their Fisher scores are assessed, and theoretical analysis shows that graph concatenation has a constant advantage over graph convolution. Further, the non-linear dependency is analyzed with mutual information. Similarly, all possible overlap cases are explored, and our inference explicitly confirms the superiority of graph concatenation. To understand their behavior pattern, synthetic data experiments are conducted, where we perform the calculations of the Fisher score and mutual information. The results are consistent with our theoretical study. The corresponding classification is conducted to reveal its possible relationship with Fisher score or mutual information. In experiments on real-world data, the results demonstrate that graph concatenation is comparable with the state-of-the-art GConv-based methods, but with higher efficiency.

References

[1] Federico Baldassarre and Hossein Azizpour. Explainability techniques for graph convolutional networks. arXiv preprint arXiv:1905.13686, 2019.
[2] Deyu Bo, Xiao Wang, Chuan Shi, and Huawei Shen. Beyond low-frequency information in graph convolutional networks. arXiv preprint arXiv:2101.00797.
[3] Leon Brillouin. Science and information theory. Courier Corporation, 2013.
[4] Michael M Bronstein, Joan Bruna, Yann LeCun, Arthur Szlam, and Pierre Vandergheynst. Geometric deep learning: going beyond euclidean data. IEEE SPM, 2017.
[5] Ming Chen, Zhewei Wei, Zengfeng Huang, Bolin Ding, and Yaliang Li. Simple and deep graph convolutional networks. In International Conference on Machine Learning, pages 1725–1735. PMLR, 2020.
[6] Michäel Defferrard, Xavier Bresson, and Pierre Vandergheynst. Convolutional neural networks on graphs with fast localized spectral filtering. NeurIPS, 2016.
[7] Ronald A Fisher. The use of multiple measurements in taxonomic problems. Annals of eugenics, 7(2): 179–188, 1936.
[8] William L Hamilton, Rex Ying, and Jure Leskovec. Inductive representation learning on large graphs. arXiv preprint arXiv:1706.02267, 2017.
[9] Qiang Huang, Makoto Yamada, Yuan Tian, Dinesh Singh, Dawei Yin, and Yi Chang. Graphlime: Local interpretable model explanations for graph neural networks. arXiv preprint arXiv:2001.06216, 2020.
[10] Wenbing Huang, Yu Rong, Tingyang Xu, Fuchun Sun, and Junzhou Huang. Tackling over-smoothing for general graph convolutional networks, 2020.
[11] Tosio Kato. Perturbation theory for linear operators, volume 132. Springer Science & Business Media, 2013.
[12] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[13] Thomas N. Kipf and Max Welling. Semi-supervised classification with graph convolutional networks. In ICLR, 2017.

[14] Guohao Li, Matthias Muller, Ali Thabet, and Bernard Ghanem. Deepgcns: Can gens go as deep as cnns? In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 9267–9276, 2019.

[15] Qimai Li, Zhichao Han, and Xiao-Ming Wu. Deeper insights into graph convolutional networks for semi-supervised learning. In AAAI, 2018.

[16] Meng Liu, Hongyang Gao, and Shuiwang Ji. Towards deeper graph neural networks. In Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pages 338–348, 2020.

[17] Dongsheng Luo, Wei Cheng, Dongkuan Xu, Wenchao Yu, Bo Zong, Haifeng Chen, and Xiang Zhang. Parameterized explainer for graph neural network. arXiv preprint arXiv:2011.04573, 2020.

[18] Kenta Oono and Taiji Suzuki. Graph neural networks exponentially lose expressive power for node classification. arXiv preprint arXiv:1905.10947, 2019.

[19] Liam Paninski. Estimation of entropy and mutual information. Neural Computation, 15(6):1191–1253, 2003. doi: 10.1162/089976603321780272. URL https://doi.org/10.1162/089976603321780272.

[20] Bryan Perozzi, Rami Al-Rfou, and Steven Skiena. Deepwalk: Online learning of social representations. In Proceedings of the 20th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 701–710, 2014.

[21] Phillip E Pope, Soheil Kolouri, Mohammad Rostami, Charles E Martin, and Heiko Hoffmann. Explainability methods for graph convolutional neural networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 10772–10781, 2019.

[22] Yu Rong, Wenbing Huang, Tingyang Xu, and Junzhou Huang. Dropedge: Towards deep graph convolutional networks on node classification. In International Conference on Learning Representations, 2019.

[23] Andrea Saltelli, Stefano Tarantola, Francesca Campolongo, and Marco Ratto. Sensitivity analysis in practice: a guide to assessing scientific models, volume 1. Wiley Online Library, 2004.

[24] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. Dropout: a simple way to prevent neural networks from overfitting. The journal of machine learning research, 15(1):1929–1958, 2014.

[25] Lars St, Svante Wold, et al. Analysis of variance (anova). Chemometrics and intelligent laboratory systems, 6(4):259–272, 1989.

[26] Minh N Vu and My T Thai. Pgm-explainer: Probabilistic graphical model explanations for graph neural networks. arXiv preprint arXiv:2010.05788, 2020.

[27] Felix Wu, Amauri Souza, Tianyi Zhang, Christopher Fifty, Tao Yu, and Kilian Weinberger. Simplifying graph convolutional networks. In International conference on machine learning, pages 6861–6871. PMLR, 2019.

[28] Zonghan Wu, Shirui Pan, Fengwen Chen, Guodong Long, Chengqi Zhang, and Philip S Yu. A comprehensive survey on graph neural networks. arXiv preprint arXiv:1901.00596, 2019.

[29] Keyulu Xu, Weihua Hu, Jure Leskovec, and Stefanie Jegelka. How powerful are graph neural networks? arXiv preprint arXiv:1810.00826, 2018.

[30] Chaoqi Yang, Ruijie Wang, Shuochao Yao, Shengzhong Liu, and Tarek Abdelzaher. Revisiting” over-smoothing” in deep gcns. arXiv preprint arXiv:2003.13663, 2020.

[31] Zhili Yang, William Cohen, and Ruslan Salakhutdinov. Revisiting semi-supervised learning with graph embeddings. In International conference on machine learning, pages 40–48. PMLR, 2016.

[32] Rex Ying, Dylan Bourgeois, Jiaxuan You, Marinka Zitnik, and Jure Leskovec. Gnnexplainer: Generating explanations for graph neural networks. Advances in neural information processing systems, 32:9240, 2019.

[33] Hao Yuan, Jiliang Tang, Xia Hu, and Shuiwang Ji. Xgmn: Towards model-level explanations of graph neural networks. In Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pages 430–438, 2020.
[34] Hao Yuan, Haiyang Yu, Shurui Gui, and Shuiwang Ji. Explainability in graph neural networks: A taxonomic survey. *arXiv preprint arXiv:2012.15445*, 2020.

[35] Ziwei Zhang, Peng Cui, and Wenwu Zhu. Deep learning on graphs: A survey. *arXiv:1812.04202*, 2018.

[36] Lingxiao Zhao and Leman Akoglu. Pairnorm: Tackling oversmoothing in gnns. In *International Conference on Learning Representations*, 2019.

[37] Jie Zhou, Ganqu Cui, Zhengyan Zhang, Cheng Yang, Zhiyuan Liu, Lifeng Wang, Changcheng Li, and Maosong Sun. Graph neural networks: A review of methods and applications. *arXiv:1812.08434*, 2018.

[38] Kaixiong Zhou, Xiao Huang, Yuening Li, Daochen Zha, Rui Chen, and Xia Hu. Towards deeper graph neural networks with differentiable group normalization, 2020.

[39] Jiong Zhu, Yujun Yan, Lingxiao Zhao, Mark Heimann, Leman Akoglu, and Danai Koutra. Beyond homophily in graph neural networks: Current limitations and effective designs. *Advances in Neural Information Processing Systems*, 33, 2020.
Appendix

Proof for Theorem 1

Proof. Treating graph convolution and graph concatenation as pre-processing in the Fisher’s linear discriminant [7], the better transform should make nodes representations of different classes (i.e., \(X_{\text{heter}}, X_{\text{homo}}\)) more distinguishable. The effectiveness of a transform can be evaluated by linear separability with the Fisher score, which is defined as:

\[
J = J(X_{\text{heter}}, X_{\text{homo}}) = \frac{(\mu_{\text{heter}} - \mu_{\text{homo}})^2}{\sigma_{\text{heter}}^2 + \sigma_{\text{homo}}^2},
\]

where \(\mu\) and \(\sigma\) are mean and variance. \(J\) in Eqn. 3 can be treated as linear separability on raw data without any transform. The value of heterogeneous neighborhood is significantly smaller than homogeneous neighborhood, i.e., \(\mu_{\text{heter}} \ll \mu_{\text{homo}}\) or \(\mu_{\text{heter}} \gg \mu_{\text{homo}}\). By Def. 2, the variance of heterogeneous neighborhood is much smaller than homogeneous neighborhood, i.e., \(\sigma_{\text{heter}} \ll \sigma_{\text{homo}}\).

Formally, Fisher score of graph convolution can be written as:

\[
J_{\text{GConv}} = J(X_{G\text{Cat}}_{\text{heter}}, X_{G\text{Cat}}_{\text{homo}}) = \frac{(\mu_{G\text{Cat}_{\text{heter}}} - \mu_{G\text{Cat}_{\text{homo}}})^2}{\sigma_{G\text{Cat}_{\text{heter}}}^2 + \sigma_{G\text{Cat}_{\text{homo}}}^2},
\]

where superscript \((\cdot)_{\text{GConv}}\) means data after applying graph convolution. Graph convolution equals to average one node and its neighbors [15], so the mean values of heterogeneous and homogeneous neighborhood move to each other, and their different become smaller after applying graph concatenation, i.e., \((\mu_{G\text{Conv}_{\text{heter}}} - \mu_{G\text{Conv}_{\text{homo}}})^2 < (\mu_{\text{heter}} - \mu_{\text{homo}})^2\). On average, part of each group move closer to each other, so scatter range of both of two group increases and thereby their variances increase, i.e., \(\sigma_{\text{heter}} < \sigma_{G\text{Conv}_{\text{heter}}}\), and \(\sigma_{\text{homo}} < \sigma_{G\text{Conv}_{\text{homo}}}\). Therefore, \(\sigma_{G\text{Conv}_{\text{heter}}} + \sigma_{G\text{Conv}_{\text{homo}}} > \sigma_{\text{heter}} + \sigma_{\text{homo}}\), and we have:

\[
J_{G\text{Conv}} = \frac{(\mu_{G\text{Conv}_{\text{heter}}} - \mu_{G\text{Conv}_{\text{homo}}})^2}{\sigma_{G\text{Conv}_{\text{heter}}}^2 + \sigma_{G\text{Conv}_{\text{homo}}}^2} < \frac{(\mu_{\text{heter}} - \mu_{\text{homo}})^2}{\sigma_{\text{heter}}^2 + \sigma_{\text{homo}}^2} = J
\]

Similarly, graph concatenation is evaluated with Fisher score:

(1) For homogeneous neighborhood, applying graph concatenation on homogeneous neighborhood does not change any much of either A and X since X is homogeneous regarding the graph or A. Therefore, the mean and variance of homogeneous neighborhood does not change: \(\mu_{G\text{Cat}_{\text{homo}}} = \mu_{\text{homo}}\), \(\sigma_{G\text{Cat}_{\text{homo}}}^2 = \sigma_{\text{homo}}^2\).

(2) For heterogeneous neighborhood, graph concatenation provides information from A and X by their concatenation, which is markedly flexible than the original feature X. The downstream algorithm can tune the weights between X and A, using X only to fit the label. Therefore, \(J_{G\text{Cat}} = J\), since both calculate the Fisher scores on X. Combining Eqn. 4 we have:

\[
J_{G\text{Cat}} = J > J_{G\text{Conv}}
\]

which means node representations filtered by graph concatenation is more linear separable than that by graph convolution. \(\square\)
Figure 6: Case 3: **x-axis**: Y. **y-axis**: [Top Four (option 1)] X is set to be eigenvectors (y-axis), or [Bottom Four (option 2)] X is set to point numbers. **z-axis** indicates the values of J or I. (all axis are marked in the last sugfigure)

Figure 7: Synthetic data generation: **(Original)** the Minnesota road network; **(Lo-Freq)** Low frequency component of the graph Laplacian as homophily label; **(Hi-Freq)** High frequency component of the graph Laplacian as heterophily label; **(Point)** Scattering point as heterophily label;