Exploiting Global Contextual Information for Document-level Named Entity Recognition

Zanbo Wang, Wei Wei*, Xianling Mao, Shanshan Feng, Pan Zhou, Zhiyong He, Sheng Jiang

Abstract—Most existing named entity recognition (NER) approaches are based on sequence labeling models, which focus on capturing the local context dependencies. However, the way of taking one sentence as input prevents the modeling of non-sequential global context, which is useful especially when local context information is limited or ambiguous. To this end, we propose a model called Global Context enhanced Document-level NER (GCDoc) to leverage global contextual information from two levels, i.e., both word and sentence. At word-level, a document graph is constructed to model a wider range of dependencies between words, then obtain an enriched contextual representation for each word via graph neural networks (GNN). To avoid the interference of noise information, we further propose two strategies. First we apply the epistemic uncertainty theory to find out tokens whose representations are less reliable, thereby helping prune the document graph. Then a selective auxiliary classifier is proposed to effectively learn the weight of edges in document graph and reduce the importance of noisy neighbour nodes. At sentence-level, for appropriately modeling wider context beyond single sentence, we employ a cross-sentence module which encodes adjacent sentences and fuses it with the current sentence representation via attention and gating mechanisms. Extensive experiments on two benchmark NER datasets (CoNLL 2003 and Ontonotes 5.0 English dataset) demonstrate the effectiveness of our proposed model. Our model reaches $F_1$ score of 92.22±0.02 (93.40±0.02 with BERT) on CoNLL 2003 dataset and 88.32±0.04 (90.49±0.09 with BERT) on Ontonotes 5.0 dataset, achieving new state-of-the-art performance.
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I. INTRODUCTION

Named Entity Recognition (a.k.a., entity chunking), which aims to identify and classify text spans that mention named entities into the pre-defined categories, e.g., persons, organizations and locations, etc., is one of the fundamental sub-tasks in information extraction (IE). With advances in deep learning, much research effort [13], [17], [23] has been dedicated to enhancing NER systems by utilizing neural networks (NNs) to automatically extract features, yielding state-of-the-art performance.
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Most existing approaches address NER by sequence labeling models [24], [3], which process each sentence independently. However, in many scenarios, entities need to be extracted from a document, such as the financial field. The way of taking single sentence as input prevents the utilization of global information from the entire document. Instead of sentence-level NER, we focus on studying the document-level NER problem.

Named entity mentions appearing repeatedly in a document may be naturally topically relevant to the current entity and thus can provide external context for entity understanding, for example, in Figure 1(a), the baseline model mistakenly tags “VOLENDAM” as a person (PER) instead of organization (ORG) owing to the limited local context, while some text in the two other sentences within the same document in Figure 1(a) such as “6-0 win over” clearly implies “VOLENDAM” to represent a team that should be tagged as ORG. Additionally, the semantic relevances are naturally distributed into the adjacent sentences. For example, in the case of Figure 1(c), the baseline model fails to recognize the OOV token “Rottweilers” as a Miscellaneous (MISC) entity, while the previous sentence actually has provided an obvious hint that it
specifically refers to a Pet name like “Doberman”. Therefore, in this paper we propose to fully and effectively exploit the rich global contextual information for enhancing the performance of document-level NER.

However, the use of extra information will inevitably introduce noise. Since the entity category of words that repeatedly appear also can be different, and adjacent sentences might bring semantic interference. For example, in Figure 1(b) the first sentence provides useful information for tagging “Bucharest” as ORG in the query sentence, whereas the second sentence brings noise to some extent. In the end, proper strategies must be adopted to avoid the interference of noise information.

Indeed, there exist several attempts to utilize global information besides single sentence for NER [1, 23, 11, 4]. However, these methods still easily fail to achieve the above task due to the following facts. First, they [1, 23, 4] don’t provide a sufficiently effective method to address the potential noise problems while introducing global information. Second, they [11, 23, 11] only utilize extra information at the word-level, but ignore the modeling at the sentence level.

In this paper, we propose GCDoc that exploit global contextual information for document-level NER from both word and sentence level perspectives. At the word level, a simple but effective document graph is constructed to model the connection between words that reoccur in document, then the contextualized representation of each word is enriched. To avoid the interference of noise information, we further propose two strategies. We first apply the epistemic uncertainty theory to find out tokens whose representations are less reliable, thereby helping prune the document graph. Then we explore a selective auxiliary classifier for effectively capturing the importance of different neighboring nodes. At the sentence level, we propose a cross-sentence module to appropriately model wider context. Three independent sentence encoders are utilized to encode the current sentence, its previous sentences, and use a pooling operation to generate aggregate contextualized embeddings for each unique string across multiple instances of the same token. Similarly, Zhang et al. [31] propose to retrieve supporting document-level context and dynamically weight their contextual information by attention. More recently, Luo et al. [22] adopt the attention mechanism to leverage document-level information and enforce label consistency across multiple instances of the same token. Similarly, Zhang et al. [7] propose to retrieve supporting document-level context and dynamically weight their contextual information by attention. More recently, Luo et al. [23] propose a model that adopts memory networks to memorize the word representations in training datasets. Following their work, Gui et al. [11] adopt similar memory networks to record document-level information and explicitly model the document-level label consistency between the same token sequences. Though attention operation is called in these models to compute the weight of document-level representations, it’s not clear enough which context information should be more reliable, thus the ability of these methods to filtering noise information is limited. Additionally, all the above work exploit extra information at the word-level, ignoring the modeling at the sentence level. Chen et al. [4] propose to capture interactions between sentences within the same document via a multi-head self attention network, while ignoring exploiting global information at the word level. Different from their work, we propose a more comprehensive approach to exploit global context information, which has been demonstrated more effective on NER task.

LSTM-based NER. Currently, LSTM is widely adopted as the context encoder for most NER models. Huang et al. [13] initially employ a Bi-directional LSTM (Bi-LSTM) and CRF model for NER for better capturing long-range dependency features and thus achieve excellent performances. Subsequently, the proposed architecture is widely used for various sequence labeling tasks [24, 17]. Several researches [24, 17] further extend such model with an additional LSTM/CNN layer to encode character-level representations. More recently, using contextualized representations from pretrained language models has been adopted to significantly improve performance [30, 8]. However, most of these approaches focus on capturing the local context dependencies, which prevents the modeling of global context.

Exploiting Global Context. Several researches have been carried out to utilize global information besides single sentence for NER. Qian et al. [31] model non-local context dependencies in document level and aggregates information from other sentences via convolution. Akbik et al. [1] dynamically aggregate contextualized embeddings for each unique string in previous sentences, and use a pooling operation to generate a global word representation. All these works ignore the potential noise problems while introducing global information. Luo et al. [22] adopt the attention mechanism to leverage document-level information and enforce label consistency across multiple instances of the same token. Similarly, Zhang et al. [31] propose to retrieve supporting document-level context and dynamically weight their contextual information by attention. More recently, Luo et al. [23] propose a model that adopts memory networks to memorize the word representations in training datasets. Following their work, Gui et al. [11] adopt similar memory networks to record document-level information and explicitly model the document-level label consistency between the same token sequences. Though attention operation is called in these models to compute the weight of document-level representations, it’s not clear enough which context information should be more reliable, thus the ability of these methods to filtering noise information is limited. Additionally, all the above work exploit extra information at the word-level, ignoring the modeling at the sentence level. Chen et al. [4] propose to capture interactions between sentences within the same document via a multi-head self attention network, while ignoring exploiting global information at the word level. Different from their work, we propose a more comprehensive approach to exploit global context information, which has been demonstrated more effective on NER task.

II. RELATED WORK

Most of conventional high performance NER systems are based on classical statistical machine learning models, such as Hidden Markov Model (HMM) [32], Conditional Random Field (CRF) [16, 25], [12], Support Vector Machine (SVM) [15] and etc. Although great success has been achieved, these methods heavily relying on handcrafted features and external domain-specific knowledge. With the rise of deep learning, many research efforts have been conducted on neural network based approaches to automatically learning feature representations for NER tasks.
III. PRELIMINARY

In this section, we introduce the problem statement and then briefly describe a widely-adopted and well-known method for NER, i.e., Bi-LSTM-CRF, which is also a baseline in our experiment. And then we briefly present the theories of representing model uncertainty, which we apply for pruning the document graph module.

A. Problem Formulation

Let $X_D = \{x_i\}_m$ be a sequence composed of $m$ tokens that represents a document $D$ and $Y_D = \{y_i\}_m$ be its corresponding sequence of tags over $X_D$. Specifically, each sentence $s_i$ in $D$ is denoted by $s_i = \{x_{ij}^i\}_{n_i}$, where $n_i$ is the length of $s_i$ and $x_{ij}^i$ indicates the $j$-th token of $s_i$. Formally, given a document $D$, the problem of document-level name entity recognition (NER) is to learn a parameterized ($\theta$) prediction function, i.e., $f_\theta: X_D \mapsto Y_D$ from input tokens to NER labels over the entire document $D$.

B. Baseline: Bi-LSTM-CRF Model

In Bi-LSTM-CRF Model, an input sequence $X = [x_1, x_2, \ldots, x_n]$ is typically encoded into a sequence of low-dimensional distributed dense vectors, in which each element is formulated as a concatenation of pre-trained $w_i$ and character-level $c_i$ word embeddings $x_i = [w_i, c_i]$. Then, a context encoder is employed (i.e., Bi-directional LSTM) to encode the embedded $X$ into a sequence of hidden states $H = [h_1, h_2, \ldots, h_n]$ for capturing the local context dependencies within sequence, namely,

$$
\overrightarrow{h}_i = \text{LSTM}(\overrightarrow{h}_{i-1}, [w_i; c_i])
$$

$$
\overleftarrow{h}_i = \text{LSTM}(\overleftarrow{h}_{i-1}, [w_i; c_i])
$$

$$
\overrightarrow{h}_i = [\overrightarrow{h}_i, \overleftarrow{h}_i],
$$

where $\overrightarrow{h}_i$ and $\overleftarrow{h}_i$ are the hidden states incorporating past and future contexts of $x_i$, respectively.

Subsequently, conditional random field (CRF [16]), which is commonly used as a tag decoder, is employed for jointly modeling and predicting the final tags based on the output (i.e., $H$) of the context encoder, which can be transformed to the probability of label sequence $Y$ being the correct tags to the given $X$, namely,

$$
\Pr(Y|X) = \frac{\prod_{y_j \in Y} \phi(y_j-1, y_j, h_j)}{\sum_{Y' \in Y^X} \prod_{j=1}^T \phi(y'_j-1, y'_j, h_j)}
$$

$$
\phi(y_{j-1}, y_j, h_j) = \exp(W_{y_{j-1}, y_j} h_j + b_{y_{j-1}, y_j}),
$$

where $\phi(\cdot)$ is the score function; $Y(X)$ is the set of possible label sequences for $X$; $W_{y_{j-1}, y_j}$ and $b_{y_{j-1}, y_j}$ indicate the weight matrix and bias corresponding to $(y_{j-1}, y_j)$. Then, a likelihood function $L_m$ is employed to maximize the negative log probability of ground-truth sentences for training,

$$
L_m = -\sum_{X \in X^D, Y \in Y} \log \Pr(Y|X),
$$

where $\mathcal{X}$ denotes the set of training instances, and $\mathcal{Y}$ indicates the corresponding tag set.

C. Representing Model Uncertainty

Epistemic (model) uncertainty explains the uncertainty in the model parameters. In this paper, we adopt the epistemic uncertainty to find out tokens whose labels are likely to be incorrectly predicted by the model, thereby pruning the document graph to effectively prevent the further spread of noise information.

Bayesian probability theory provides mathematical tools to estimate model uncertainty, but these usually lead to high computational cost. Recent advances in variational inference have introduced new techniques into this field, which are used to obtain new approximations for Bayesian neural networks. Among these, Monte Carlo dropout [9] is one of the simplest and most effective methods, which requires little modification to the original model and is applicable to any network architecture that makes use of dropout.

Given the dataset $\mathcal{D}$ with training inputs $X = \{x_1, \ldots, x_n\}$ and their corresponding labels $Y = \{y_1, \ldots, y_n\}$, the objective of Bayesian inference is estimating $p(w|\mathcal{D})$, i.e., the posterior distribution of the model parameters $w$ given the dataset $\mathcal{D}$. Then the prediction for a new input $x^*$ is obtained as follows:

$$
p(y^*|x^*, \mathcal{D}) = \int p(y^*|x^*, w)p(w|\mathcal{D})dw. \tag{7}
$$

Since the posterior distribution $p(w|\mathcal{D})$ is intractable, Monte Carlo dropout adopts the variational inference approach to use $q_0(w)$, a distribution over matrices whose columns are randomly set to zero, to approximate the intractable posterior. Then the minimisation objective is the Kullback-Leibler (KL) divergence between the approximate posterior $q_0(w)$ and the true posterior $p(w|\mathcal{D})$.

With Monte Carlo sampling strategy, the integral of Eq. [7] can be approximated as follows:

$$
p(y^*|x^*, \mathcal{D}) \approx \sum_{t=1}^T \frac{1}{T} \prod_{y_t \in Y} \phi(y_t, h_t) \approx \prod_{y_t \in Y} q_0(w_t), \tag{8}
$$

where $w_t \sim q_0(w)$ and $T$ is the number of sampling. In fact, this is equivalent to performing $T$ stochastic forward passes through the network and averaging the results. In contrast to standard dropout that only works during training stage, the Monte Carlo dropouts are also activated at test time. And the predictive uncertainty can be estimated by collecting the results of stochastic forward passes through the model and summarizing the predictive variance.

IV. PROPOSED MODEL

A. Overview

In this section, we focus on fully exploiting the document-level global contexts for enhancing the word-level representation capability of tokens, and thus propose a novel NER model named GCDoc, and then we proceed to structure the following sections with more details about each submodule of GCDoc, which is under the Bi-LSTM-CRF framework (cf. Section III-B) and shown in Figure 2.

Token Representation. Given a document composed of a set of tokens, i.e., $X_D = [x_1, \ldots, x_m]$, the embedding layer
is formulated as a concatenation of three different types of embeddings for obtaining the word-level (pre-trained \( w_i \) and character-level \( c_i \)) and the sentence-level (i.e., \( s_i \)) simultaneously,

\[
    x_i = [w_i; c_i; s_i].
\]

Generally, the adjacent sentences may be naturally topically relevant to the current sentence within the same document, and thus we propose a novel cross-sentence contextual embedding module. To this end, in this section we propose a cross-sentence module, which treats the adjacent sentences as auxiliary context at sentence-level to enhance the representation capability of the given sentence. Similar to [26], we only take account of the cross-sentence context information within a certain range (e.g., \( k \)) before and after the current sentence, namely, we concatenate the \( k \) sentences before/after the current sentence for capturing cross-sentence context information.

Without loss of generality, suppose the representations of the current sentence, the past context representation of sentences and the future context representation of sentences are denoted by \( s_c \), \( s_p \) and \( s_f \), respectively. Furthermore, we also introduce an attention mechanism for measuring the relevance of such two auxiliary representations to the current one, and thus a weighted sum (\( \tilde{s}_c \)) of such two representations is calculated for the representation of the current sentence, namely,

\[
    \tilde{s}_c = a_ps_p + a_fs_f,
\]

where \( a_p \) and \( a_f \) are the learned attentions of the past and the future context information to the current sentence, which are used to control the contributions of such two context information and computed based on softmax,

\[
    a_p = \text{softmax}(f(s_c, s_p))
\]

\[
    a_f = \text{softmax}(f(s_c, s_f)),
\]
Graph Construction. Given a document $X_D = \{x_i\}_m$, a recurrent graph is defined as an undirected graph $G_D = (\mathcal{V}_D, \mathcal{E}_D)$, where each node $v_i \in \mathcal{V}_D$ denotes a recurrent token, each edge $e_{ij} = (v_i, v_j) \in \mathcal{E}_D$ is a connection of every two same case-insensitive tokens (cf. Figure 3), which is used to model the re-occurrence context information of tokens across sentences, as the local context of a token in a sentence may be ambiguous or limited.

Node Representation Learning. To learn the node representations of tokens, we adopt graph neural networks to generate the local permutation-invariant aggregation on the neighborhood of a node in a graph, and thus the non-local context information of tokens can be efficiently captured.

Specifically, for each node $v_i$, the information propagation process between different nodes can be formalized as:

$$a_i = \text{ReLU} \left( \frac{1}{|\mathcal{N}(i)|} \sum_{j \in \mathcal{N}(i)} W_a h_j + b_a \right),$$

where $\mathcal{N}(i)$ denotes the set of neighbors of $v_i$, which does not include $v_i$ itself; $W_a \in \mathbb{R}^{d \times d}$ indicates the weight matrices and $b \in \mathbb{R}^d$ denotes the bias vector; $h_j$ is the hidden state of the neighbor node $v_j \in \mathcal{N}(i)$.

Through Eq. (13), we can easily aggregate the neighbours’ information to enrich the context representation of node $v_i$ via the constrained edges ($e_{ij} \in \mathcal{E}_D$). Inspired by the gated graph neural networks, the enhanced representation $a_i$ is combined with its initial embedding ($h_i$) via a gating mechanism, which is employed for deciding the amount of aggregated context information to be incorporated, namely:

$$\hat{h}_i = (1 - z_i) \odot h_i + z_i \odot \tilde{h}_i,$$

$$\hat{h}_i = \tanh(W_o a_i + U_o (r_i \odot h_i)),$$

$$z_i = \sigma(W_z a_i + U_z h_i),$$

$$r_i = \sigma(W_r a_i + U_r h_i),$$

where $W_z, W_r, W_o, U_z, U_r, U_o \in \mathbb{R}^{d \times d}$ are learnable weight matrices, $\sigma(\cdot)$ denotes the logistic sigmoid function and $\odot$ represents elementwise multiplication. $z_i$ and $r_i$ are update gate and reset gate, respectively. The output of Eq. (19) $\hat{h}_i$ is the final output of our document graph module (cf. Eq. (10)), which will be fed into the tag decoder for generating the tag sequence.

Furthermore, directly aggregating the contextual information may contain noise, since not all re-occurring tokens can provide reliable context information for disambiguating others. As such, we propose two strategies to avoid introducing noise information in the document graph module. First we apply the epistemic uncertainty to find out tokens whose labels are likely to be incorrectly predicted, thereby pruning the document graph. Then we adopt a selective auxiliary classifier for distinguishing the entity categories of two different nodes, thus guiding the process of calculating edge weights.

(1) Document Graph Pruning. We suppose that tokens whose labels are more likely to be correctly predicted by the model will have more reliable contextual representations, and will be more helpful in the graph module for disambiguating other...
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$r_{ij} = \sigma(W_c[h_i; h_j] + b_c)$, (26)

where $W_c \in \mathbb{R}^{2d}$ is a learnable weight matrix, $b_c$ represents the bias and $\sigma(\cdot)$ denotes the logistic sigmoid function.

In specific, the loss function of the selective auxiliary classifier is defined as:

$L_a = - \sum_{i=1}^{m} \sum_{j \in N(i)} [y_{ij} \log(r_{ij}) + (1 - y_{ij}) \log(1 - r_{ij})]$, (27)

where $y_{ij}$ is the ground truth label whose value is assigned 1 when nodes $v_i$ and $v_j$ belong to the same entity category, and

0 for otherwise. As a result, Eq (23) can be transformed as follows via the computed relation scores, namely,

$a_i = \text{ReLU} \left( \frac{1}{\text{Num}(i)} \sum_{j \in N(i) \cap k \neq \text{Drop}} W_a h_j + b_a \right)$, (28)

After obtaining the enhanced representation $a_i$ that encodes the neighbours’ information, Eq (19), (22) are applied to generate the final output of our document graph module $h_i$.

The employed auxiliary classifier can be regarded as a special regularization term, which explicitly injects the supervision information into the process of calculating edge weights and helps the model select useful information in the process of aggregating neighbors.

The final loss of our model is the sum of loss $L_m$ (Eq (6) and loss $L_a$ (Eq (27),

$\text{Loss} = L_m + \theta L_a$. (29)

where $\theta$ is a hyper-parameter.

V. EXPERIMENTS

A. Data Sets

We use two benchmark NER datasets for evaluation, i.e., CoNLL 2003 dataset (CoNLL03) and OntoNotes 5.0 English datasets (OntoNotes 5.0). The details about corpora are shown in Table 1.

- CoNLL03 is a collection of news wire articles from the Reuters corpus, which includes four different types of named entities: persons (PER), locations (LOC), organizations (ORG), and miscellaneous (misc). We use the standard dataset split [7] and follow BIOES tagging scheme (B, I, E represent the beginning, middle and end of an entity, S means a single word entity and O means non-entity).

- OntoNotes 5.0 is much larger than CoNLL 2003 dataset, and consists of text from a wide variety of sources (broadcast conversation, newswire, magazine and Web text, etc.) It is tagged with eighteen entity types, such as persons (PERSON), organizations (ORG), geopolitical entity (GPE), and law (LAW), etc. Following previous works [5], we adopt the portion of the dataset with gold-standard named entity annotations, in which the New Testaments portion is excluded.

B. Network Training

In this section, we show the details of network training. Related hyper-parameter settings are presented including initialization, optimization, and network structure. We also report the training time of our model on the two datasets.

Initialization. We initialize word embedding with 300-
dimensional GloVe and randomly initialize 30-
dimensional character embedding. We adopt fine-tuning strategy and modify initial word embedding during training. All weight matrices in our model are initialized by Glorot Initialization, and the bias parameters are initialized with 0.
**Optimization.** We train the model parameters by the mini-batch stochastic gradient descent (SGD) with batch size 20 and learning rate 0.01. The $L_2$ regularization parameter is 1e-8. We adopt the dropout strategy to overcome the over-fitting on the input and the output of Bi-LSTM with a fixed ratio of 0.5. We also use a gradient clipping to avoid gradient explosion problem. The threshold of the clip norm is set to 5. Early stopping is applied for training models according to their performances on development sets.

**Network Structure.** We use Bi-LSTM to learn character-level representation of words, which will form the distributed representation for input together with the pre-trained word embedding and sentence-level representation. The size of hidden state of character and word-level Bi-LSTM are set to 50 and 200, respectively. And we fix the depth of these layers as 1 in our neural architecture. The hidden dim of sentence-level representation is set to 300 and the window size $k$ in cross-sentence module is 2. The threshold $T$ in uncertainty prediction sub-module is set to 0.5. The hyper-parameter $\theta$ in Eq 29 is set to 0.1. In the auxiliary experiments, the output hidden states of BERT are taken as additional contextualized embeddings, which are combined with other three types of word representations (cf. Eq 9). We still adopt Bi-LSTM to encode the context of words instead of using BERT as encoder and fine-tune it.

**Training Time.** We implement our model based on the PyTorch library and the training process has been conducted on one GeForce GTX 1080 Ti GPU. The model training completes in about 1.6 hours on the CoNLL03 dataset and about 6.7 hours on the OntoNotes 5.0 dataset.

### C. Evaluation Results and Analysis

1) **Over Performance:** This experiment is to evaluate the effectiveness of our approach on different datasets. Specifically, we report standard $F_1$-score for evaluation. In order to enhance the fairness of the comparisons and verify the solidity of our improvement, we rerun 3 times with different random initialization and report both average and max results of our proposed model. As for the previous methods, we will show their reported results. Note that these models use the same methods of dataset split and evaluation metrics calculation as ours, which can ensure the accuracy and fairness of the comparison. The results are given in Table I and Table II respectively.

On CoNLL03 dataset, we compare our model with the state-of-the-art models which can be categorized into sentence-level models and document-level models. The listed sentence-level models are usually popular baselines for most subsequent work in this field [17], [24], [35], [20], [36]. And the document-level models are recent work that also utilize global information besides single sentence for NER as well [37], [31], [23], [11], [11], [4]. Besides, we leverage the pre-trained language model BERT (large version) as an external resource for fair comparison with other models that also use external knowledge [29], [50], [2]. On CoNLL03 dataset, our model achieves 92.22% $F_1$-score without external knowledge and 93.40% with BERT. Even compared with the more recent top-performance baseline [11], our model achieves a better result with an improvement of 0.09% and 0.35%. Considering that the CoNLL03 dataset is relatively small, we further conduct experiment on a much more large OntoNotes 5.0 dataset. We compare our model with previous methods that also reported results on it [11], [23], [11]. As shown in Table III our model shows a significant advantage on this dataset, which achieves 88.32% $F_1$ score without external knowledge and 90.49% with BERT, consistently outperforming all previous baseline results substantially. Besides, the std (Standard Deviation) value of our model is smaller than the one of Bi-LSTM-CRF, which demonstrates our proposed method is more stable and robust. In Table IV we show the comparison results of the detailed metrics (including precision, recall and $F_1$) of GCDoc and Bi-LSTM-CRF on the two datasets. We can indicate from the table that compared with Bi-LSTM-CRF, the evaluation results of GCDoc under all metrics are significantly improved. And the score of recall is improved even more compared with precision.

Overall, the comparisons on these two benchmark datasets well demonstrate that our model can truly leverage the

| Category       | Index & Model       | $F_1$-score |
|----------------|---------------------|-------------|
| **Sentence-level** | Lample et al., 2016 [2] | reported 90.94 |
|                | Ma and Hovy, 2016 [24] | reported 91.21 |
|                | Yang et al., 2017 [55] | reported 91.26 |
|                | Liu et al., 2018 [20]  | avg 91.24±0.12 |
|                | Ye and Lang, 2018 [50] | max 91.35 |
| **Document-level** | Zhang et al., 2018 [37] | avg 91.64 |
|                | Qian et al., 2019 [31] | reported 91.74 |
|                | Luo et al., 2020 [43]  | reported 91.96±0.03 |
|                | Gui et al., 2020 [11]  | avg 92.13 |
|                | Bi-LSTM-CRF [17]      | avg 91.01±0.21 |
|                | GCDoc+BERT [35]       | avg 92.22±0.02 |
| **Language Models / External knowledge** | GCDoc*               | max 93.25 |

1 std means Standard Deviation.

2 Here we re-implement the classical Bi-LSTM-CRF model using the same model setting and optimization method with our model.

| **Sentence-level** | Liu et al., 2018 [30] | reported 92.22±0.10 |
|                    | Devlin et al., 2018 [8] | reported 92.61±0.09 |
|                    | Akbik et al., 2019 [1]  | reported 92.80 |
| **Document-level** | Chen et al., 2019 [7]   | reported 93.18±0.09 |
|                    | Luo et al., 2020 [11]   | reported 92.03 |
|                    | Gui et al., 2020 [11]   | reported 93.05 |
|                    | GCDoc+BERT [35]         | avg 93.40±0.02 |

| Corpus  | Type  | Train | Dev | Test | avg |
|---------|-------|-------|-----|------|-----|
| CoNLL03 | Sentences | 14,987 | 3,466 | 3,684 | 92.13 |
|         | Tokens  | 204,567 | 51,578 | 46,666 | 91.21 |
| OntoNotes 5.0 | Sentences | 39,924 | 8,528 | 8,202 | 91.21 |
|         | Tokens  | 1,088,503 | 147,724 | 152,728 | 91.21 |

TABLE I: Statistics of CoNLL03 and OntoNotes 5.0.
In this section, we analyze in detail document-level contextual information to enhance NER tasks without the support from external knowledge.

2) Ablation Study: In this section, we run experiments to dissect the relative impact of each modeling decision by ablation studies.

For better understanding the effectiveness of two key components in our model, i.e., document graph module and cross-sentence module, we conduct ablation tests where one of the two components is individually adopted. The results are reported in Table VI The experimental results show that by adding any of the two modules, the model’s performance on both datasets is significantly improved. We discover that just adopting the document graph module can get a large gain of 0.85%/0.56% over baseline. And by combining with the cross-sentence module, we achieve the final state-of-the-arts results, indicating the effectiveness of our proposed approach to exploit document-level contextual information at both the word and sentence level.

In order to analyze the working mechanism of the document graph module in our proposed model, we conduct additional experiments on CoNLL03 dataset. We introduce 3 baselines as shown in Table VII: (1) base model only with cross-sentence module; (2) add document graph module but without the two strategies for avoiding noise, which means that Eq [18] is adopted to aggregate neighbor information, i.e., takes the average of all neighbors’ representations; (3) adopt document graph pruning strategy with uncertainty prediction sub-module, i.e., using Eq [23] to aggregate neighbor information; The last one is GCDoc, which applies a selective auxiliary classifier to guide the edge weights calculation progress and further helps the model select useful information. By comparing Model 1 and Model 2, we can find that just adding a simple document graph can get a significant improvement of 0.47%, which shows that modeling the connection between words that reoccur in document indeed brings much useful global contextual information. The experiment that comparing Model 2 and Model 3 indicates that adding document graph pruning strategy will bring further improvement, since noise information is prevented from introducing by ignoring the impact of less reliable tokens on their neighboring nodes. And the result of comparing Model 3 and Model 4 demonstrates that the designed selective auxiliary classifier provides additional improvements, which proves its importance for capturing the weights of different neighbor nodes and filtering noise information.

In order to appropriately model a wider context beyond single sentence, we encode both the previous and next sentences to enhance the semantic information of the current sentence. In this experiment, one of the two parts is removed from model each time and the results are shown in Table VII In the first baseline we only encode the current sentence and utilize it as the sentence-level representation. We can find that including either previous or next sentences contributes to an improvement over the base model, which verifies the effectiveness of modeling wider context and encoding neighbor sentences to improve NER performance.

3) Complexity Analysis: In this section, we analyze in detail the computation complexity of the proposed GCDoc for a better comparison with the baseline model. Compared with Bi-
LSTM-CRF, GCDoc mainly adds two modules, i.e., the cross-sentence module, and the document graph module. Therefore, we first analyze the complexity of these two modules separately. Then we compare the overall complexity of GCDoc and Bi-LSTM-CRF.

The cross-sentence module includes a sentence encoder based on Bi-LSTM (rf. Eq (1)-(3), Eq (17)) and an attention mechanism for aggregating cross-sentence context (rf. Eq (11)-(16)). The time complexity of the two can be expressed as $O(nd^2)$ and $O(d^2)$ respectively, where $n$ denotes the sentence length and $d$ is the dimension of the sentence embeddings. Therefore, the overall time complexity of the cross-sentence module is $O(nd^2)$.

The document graph module. The computation complexity of this module mainly comes from two parts: one is to use GNN to aggregate the neighbours’ information of each node (rf. Eq (26), (28)), and the other is to combine the enhanced representation with the initial embedding via a gating mechanism (rf. Eq (19)-(22)). Note that the size of each node’s neighbors varies and some may be very large. Therefore, we sample a fixed-size ($p$) neighborhood of each node as the receptive field during the data preprocessing stage, which can facilitate parallel computing in batches and improve efficiency. In this way, the computational complexity of aggregating the neighbours’ information can be expressed as $O(npd^2)$. And the gating mechanism for combining representations requires $O(nd^2)$ computation complexity. Therefore, the overall time complexity of the document graph module is $O(npd^2)$.

As for the Bi-LSTM-CRF model, its time complexity can be expressed as $O(nd^2)$. GCDoc adds the above two modules on its basis, thus its overall time complexity is $O(npd^2)$. Since $p$ here is actually a constant (set to 5 in our experiment), the time complexity of GCDoc is also $O(nd^2)$. Compared with the Bi-LSTM-CRF baseline, our model’s performance on both datasets is significantly improved without leading to a higher computation complexity.

4) Impact of Window Size in Cross-Sentence Module: The window size $k$ (rf. Section 4) is clearly a hyperparameter which must be optimized for, thus we investigate the influence of the value of $k$ on the CoNLL2003 NER task. The plot in Figure 4 shows that when assigning the value of $k$ to 2 the model achieves the best results. When $k$ is less than 2, the larger $k$ may incorporate more useful contextualized representation by encoding neighboring sentences and improve the results accordingly, when $k$ is larger than 2, our model drops slightly since more irrelevant context information is involved.

5) Case Study: In this subsection, we present an in-depth analysis of results given by our proposed model. Figure 5 shows four cases that our model predicts correctly but Bi-LSTM-CRF model doesn’t. All examples are selected from the CoNLL 2003 test datasets. We also list sentences in the same document that contain words mistakenly tagged by baseline model (Doc-sents in the figure) for better understanding the influence of utilizing document-level context in our model.

In the first case, the word “Charlton” is a person name while baseline recognizes it as an organization (ORG). In the listed Doc-sents, PER related contextual information, such as “said” in the first sentence and “ENGLISHMAN” in the second sentence indicate “Charlton” to be a PER. Our model correctly tags “Charlton” as PER by leveraging document-level contextual information. In the second case, “Barcelona” is a polysemous word that can represent a city in spain, or represent an organization as a football club name. Without obvious ORG related context information, “Barcelona” is mistakenly labeled as S-LOC by the baseline model. However, our model successfully labels it as S-ORG by utilizing useful sentences in the document whose context information strongly indicates “Barcelona” to be a football club. Similar situation is shown in the third case. We can infer from “’s eldest daughter” that the word “Suharto” represents the name of a person in the sentence, rather than a part of an organization “City Group of Suharto”. And our model assigns correct label S-PER to it with the help of another sentence in the same document but the baseline model fails.

In the fourth case, we show situation where the document-level context information contains noise. The word “Bucharest” is part of the orgnazation “National Bucharest” while baseline mistakenly recognizes it as LOC. In the listed Doc-sents, in addition to useful contextual information brought by the first and third sentences, “Bucharest” in the second sentence represents LOC, i.e. a city in Romania, which will inevitably introduce noise. Our model makes a correct prediction which demonstrates the effectiveness of our model to avoid the interference of noise information.

6) Performance on Different Types of Entities: We further compare the performance of our model and Bi-LSTM-CRF baseline with respect to different types of entities. We are interested in the proportion of each type of entity being correctly labeled by different models. Therefore, in Table VIII we show the corresponding recall scores of the two models with respect to different types of entities on CoNLL03 dataset.

Compared with the Bi-LSTM-CRF model, the recall score of GCDoc drops slightly (0.47%) on the LOC type, while it’s significantly improved on the other three entity types. Among them, for PER and ORG types, GCDoc brings a great improvement of more than 2%. We speculate that this is because the document graph module of GCDoc can introduce more useful global information for these two types of entities,
Fig. 5: Example of the predictions of Bi-LSTM-CRF baseline and our model.

| Model          | PER  | LOC  | ORG  | MISC |
|----------------|------|------|------|------|
| Bi-LSTM-CRF    | 95.18| 94.12| 88.44| 80.91|
| GCDoc          | 97.34| 93.65| 90.79| 81.91|
| Δ              | +2.16| -0.47| +2.35| +1.00|

TABLE VIII: Comparison of performance on different type of entities between Bi-LSTM-CRF baseline and our model on CoNLL03 dataset.

1. That is why this is so emotional a night for me, Charlton [S-PER] said.
2. SOCCER-ENGLISH CHARLTON [S-PER] IS MADE AN HONORARY IRISHMAN.

Case 1
Baseline Charlton [S-ORG] managed Ireland for 93 matches, during which time they lost only 17 times in almost 10 years until he resigned in December 1995.
Our model Charlton [S-PER] managed Ireland for 93 matches, during which time they lost only 17 times in almost 10 years until he resigned in December 1995.
Doc-ents 1. That is why this is so emotional a night for me, Charlton [S-PER] said.
2. SOCCER-ENGLISH CHARLTON [S-PER] IS MADE AN HONORARY IRISHMAN.

Case 2
Baseline A mix-up in the Barcelona [S-LOC] defence let Croatian international Suker in midway through the first half, and Montenergri striker Mijatovic made it 2-0 after fine work by Clarence Seedorf just after the break.
Our model A mix-up in the Barcelona [S-ORG] defence let Croatian international Suker in midway through the first half, and Montenergri striker Mijatovic made it 2-0 after fine work by Clarence Seedorf just after the break.
Doc-ents 1. Real Madrid’s Balkan strike force of Davor Suker and Predrag Mijatovic shot their side to a 2-0 win over Barcelona [S-ORG] in Spain’s old firm game.
2. The referee leaves Real on 38 points after 16 games, four ahead of Barcelona [S-ORG].

Case 3
Baseline A Barrick has teamed up with a construction company in the Citra Group of Sukarto [E-ORG]’s eldest daughter, Siti Hardianti Rukmana ....
Our model A Barrick has teamed up with a construction company in the Citra Group of Sukarto [S-PER]’s eldest daughter, Siti Hardianti Rukmana ....
Doc-ents Ire-X has a partnership deal with PT Panutan Data of the Panutan Group run by President Sukarto [S-PER]’s eldest son, Sigit Harjopoedano ....

Case 4
Baseline Vorel Ion of Otelu Galati and defender Liviu Ciobotariu of National Bucharest [E-LOC] are the newcomers for the European group eight clash in Macedonia.
Our model Vorel Ion of Otelu Galati and defender Liviu Ciobotariu of National Bucharest [S-LOC] are the newcomers for the European group eight clash in Macedonia.
Doc-ents 1. Iordanescu said he had picked them because of their good performances in championship in which National Bucharest [E-ORG] are top and Otelu Galati third.
2. BUCHAREST [S-LOC] 1996-12-66.
3. League title-holders Steaua Bucharest [E-ORG], who finished bottom of their Champions’ League group in the European Cup, have only two players.

VI. CONCLUSIONS
This paper proposes a model that exploits document-level contextual information for NER at both word-level and sentence-level. A document graph is constructed to model wider range of dependencies between words, then obtain an enriched contextual representation via graph neural networks (GNN), we further propose two strategies to avoid introducing noise information in the document graph module. A cross-sentence module is also designed to encode adjacent sentences for enriching the contexts of the current sentence. Extensive experiments are conducted on two benchmark NER datasets (CoNLL 2003 and Ontonotes 5.0 English datasets) and the results show that our proposed model achieves new state-of-the-art performance.
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