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Abstract—Typical adversarial-training-based unsupervised domain adaptation (UDA) methods are vulnerable when the source and target datasets are highly complex or exhibit a large discrepancy between their data distributions. Recently, several Lipschitz-constraint-based methods have been explored. The satisfaction of Lipschitz continuity guarantees a remarkable performance on a target domain. However, they lack a mathematical analysis of why a Lipschitz constraint is beneficial to UDA and usually perform poorly on large-scale datasets. In this article, we take the principle of utilizing a Lipschitz constraint further by discussing how it affects the error bound of UDA. A connection between them is built, and an illustration of how Lipschitzness reduces the error bound is presented. A local smooth discrepancy is defined to measure the Lipschitzness of a target distribution in a pointwise way. When constructing a deep end-to-end model, to ensure the effectiveness and stability of UDA, three critical factors are considered in our proposed optimization strategy, i.e., the sample amount of a target domain, dimension, and batchsize of samples. Experimental results demonstrate that our model performs well on several standard benchmarks. Our ablation study shows that the sample amount of a target domain, the dimension, and batchsize of samples, indeed, greatly impact Lipschitz-constraint-based methods’ ability to handle large-scale datasets. Code is available at https://github.com/CuthbertCai/SRDA.
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I. INTRODUCTION

UNSUPERVISED domain adaptation (UDA) typically tackles the performance drop once there exists a dataset shift between training and testing distributions [1]–[4]. With the development of computer vision, advanced tasks, such as self-driving cars and robots, need large-scale annotated data. Due to the labor-intensive process of annotation, using synthetic data and computer-generated annotation becomes popular. However, training samples from simulators are synthesized by 3-D rendering models, whereas testing samples are real-world scenes. The large discrepancy between training and testing distributions, and the complexity of image information cause the failures of classical UDA models easily [5]–[8]. More powerful and robust UDA algorithms are desiderated to cope with these progressive situations.

Typical UDA algorithms can be divided into two main categories: homogeneous and heterogeneous. The significant difference between them is that the latter assumes that the input space of domains is the same, while the former requires no such assumption. For example, the latter can transfer knowledge from a text dataset to an image one whereas homogeneous methods cannot. In this work, we focus on homogeneous UDA.

A typical schema of homogeneous UDA was presented in [2]. The divergence between different distributions is first estimated, and then, an appropriate optimization strategy is introduced to minimize it. Several UDA methods [9]–[13] are based on maximum mean discrepancy (MMD). Deep kernels were used to estimate MMD between different distributions [9], [10], and optimization strategies were proposed to minimize MMD [11]–[13]. Similar to MMD, a correlation matrix was introduced in [14] to measure the discrepancy between different domains. Using the mutual information as a measurement was introduced in [15]. Many other UDA methods utilized a proxy $\mathcal{A}$-distance [2] to measure the divergence between source and target distributions. A strategy to control the proxy $\mathcal{A}$-distance is to find a feature space of examples where both source and target domains are as indistinguishable as possible [2]. To get indistinguishable feature space, an adversarial training strategy was proposed by Ganin et al. [16], where an auxiliary network tries to...
distinguish source and target domains, while the main network tries to make domains indistinguishable and classify images. Studies [17], [18] followed an adversarial training strategy and conducted it on a pixel level to enhance models’ performance. However, this schema faces two issues. First, although various estimations [2], [9], [10], [14] are proposed to measure the divergence between source and target distributions, their estimation error becomes larger for more complex distributions in general. Second, a large discrepancy exists when both source and target distributions are complex. It is difficult to design an optimization strategy for reducing such a discrepancy. Neither direct minimization [9], [10], [14] nor adversarial training [19], [20] has shown stable performance in the cases of complex distributions.

Another schema [21] was introduced by virtual adversarial training (VAT) [22] as a regularization method to avoid a gradient vanishing problem of domain adversarial training [19]. Experimental results in [21]–[23] have proved that a local-Lipschitz constraint is effective in UDA and semisupervised learning. However, they owed its success to a cluster assumption [24], i.e., a local-Lipschitz constraint helps input samples get divided into clusters. According to the assumption, input samples in the same cluster come from the same category. They did not analyze mathematically how a local-Lipschitz constraint affects the error bound of a UDA problem. They cannot be applied to large-scale datasets because they ignored the dimension of samples that affect the error bound of a UDA problem. Another problem is that domain adversarial training is still used by them. It is, thus, possible to cause a gradient vanishing problem [19], thereby degrading their performance. The poor performance on large-scale datasets and a gradient vanishing problem prevent previous Lipschitz-constraint-based UDA methods from being applied to real-world scenarios.

Heterogeneous UDA algorithms suffer a challenge if the source domain and the target domain have different features and distributions, especially in cross-modal applications. The generalization error bound for heterogeneous UDA was analyzed in [25] and [26]. Several methods were proposed to align feature space and distributions jointly, such as progressive alignment [27] and nonlinear matrix factorization [28]. Furthermore, several methods extended heterogeneous UDA to more settings, where an optimal transport theory was introduced in [29] to tackle semisupervised heterogeneous UDA, and fuzzy-relation nets were proposed in [30] to tackle multisource heterogeneous UDA.

In this article, we focus on homogeneous UDA and intend to answer why a local-Lipschitz constraint is effective in solving UDA problems and analyze several essential factors that prevent previous Lipschitz-constraint-based methods [21], [23] from working well on large-scale datasets. According to [31], the error bound of a UDA problem is determined by probabilistic Lipschitzness and a constant term. A local-Lipschitz constraint is a special case of probabilistic Lipschitzness such that it helps us tackle UDA problems. However, the methods in [21] and [23] ignored the constant term that would be extremely large when dealing with large-scale datasets. Does such a large term lead to the poor performance of previous Lipschitz-constraint-based methods? This work answers it. To expand the application scope of Lipschitz-constraint-based methods, the probabilistic Lipschitzness is further extended by proposing a more concise way to achieve Lipschitz continuity in a target distribution through a newly defined concept called local smooth discrepancy. An optimization strategy that takes constant factors analyzed in [31] into consideration is established. It enables our model to cope with large-scale datasets efficiently and stably. Our model contains a feature generator and classifier. The latter tries to classify source samples correctly and detect sensitive target samples that break down a Lipschitz constraint. The former is trained to strengthen the Lipschitzness of these sensitive samples. The defined local smooth discrepancy measures the Lipschitzness of a target distribution in a pointwise way. Then, two specific methods are introduced to compute it. Utilizing it, a detailed optimization strategy is proposed to tackle a UDA problem by considering the effects of the dimension and batchsize of samples and the sample amount of a target domain. This work aims to make the following contributions to advance the field.

1) A mathematical analysis is, for the first time, conducted to explain why a local-Lipschitz constraint reduces the error bound of a UDA problem.
2) A novel and concise approach to achieve probabilistic Lipschitzness is proposed. The concept of a local smooth discrepancy is defined and used to measure Lipschitzness.
3) An elaborated optimization strategy that takes the dimension and batchsize of samples and the sample amount of a target domain into consideration is presented. It enables Lipschitz-constraint-based methods to perform effectively and stably on large-scale datasets.

In addition, the proposed approach is extensively evaluated on several standard benchmarks. The results demonstrate that our method performs well on all of them. The ablation study is conducted to validate the role of batchsize and dimension of samples and sample amount of a target domain in its performance changes.

II. RELATED WORK

A. Distribution-Matching-Based UDA

Theoretical work [2] confirmed that a discrepancy between source and target distributions causes an invalid model in a target domain. Because the distribution of a domain is difficult to illustrate, intuitive thought is to match the statistical characteristics of two distributions instead. MMD, which measures expectation difference in reproducing kernel Hilbert space of source and target distributions, has been widely used [6], [9]–[13], [32]. Besides MMD-based methods, many other methods utilized different tricks to match distributions. For example, the covariance of features was utilized in [14] to match different domains. The label information was used in [33] to enhance the distribution matching between different domains in a shared subspace. Using the mutual information as a measurement was introduced in [15].

B. Adversarial-Training-Based UDA

Domain-adversarial training network (DANN) was first introduced by Ganin et al. [16]. An adversarial training
strategy to tackle a UDA problem was used in DANN. A domain classifier was introduced to predict which domain a sample is drawn from. Their feature generator was trained to fool its domain classifier such that features from different domains are well-matched. Adversarial discriminative domain adaptation (ADDA) [34] was proposed by Tzeng et al. who followed this strategy [16] and introduced an asymmetric network architecture to obtain a more discriminative representation. Instead of conducting adversarial training in feature space as DANN and ADDA did, several methods [17], [18], [35] implemented adversarial training at the pixel level. They tried to generate target images from labeled source images. In this way, a classification model can be trained with labeled target images. Specifically, pixel-level UDA proposed by Bousmalis et al. [18] followed a training strategy of generative adversarial networks (GANs) [36] and obtained excellent performance on digits datasets. The methods proposed by Murez et al. [35] and Liu and Tuzel [17] introduced a training strategy similar to cycle GANs to improve their models’ performance. Besides taking a marginal distribution into consideration, a conditional domain adversarial network (CDAN) proposed by Long et al. [37] adopted the joint distribution of samples and labels in an adversarial training. The label information was used to enhance adversarial training and achieve remarkable results. Specifically, CDAN exploited discriminative information conveyed in the classifier predictions to assist adversarial training. Based on the domain adaptation theory [2], CDAN gave a theoretical guarantee on the generalization error bound and achieved the best results on five benchmark datasets.

C. Large-Margin-Based UDA

Several UDA methods [38], [39] assumed that classifiers provide adequate information about different distributions. They enforced robust classifiers with large margins. Asymmetric tritraining [38] added two auxiliary classifiers to assist in generating valid pseudolabels for target samples. They constructed decision boundaries with large margins for a target domain with the help of two auxiliary classifiers. The critical effect of large enough margins was also explored by Lu et al. [40]. Maximum classifier discrepancy (MCD) for domain adaptation was proposed by Saito et al. [39], and it well answered why the use of matching marginal distributions causes misclassification and why constructing decision boundaries with large margins reduces the error bound of UDA. It also proposed a Siamese-like network and adversarial training strategy to solve a UDA problem. Deep max-margin Gaussian process approach (GPDA) [41] adopted MCD’s principle and introduced a Gaussian process to enhance GPDA’s performance. MCD and GPDA were comparable with each other and superior to previous methods on several datasets.

D. Lipschitz-Constraint-Based UDA

Recently, a local-Lipschitz constraint [21]–[23] was introduced into UDA and semisupervised learning to avoid an unstable training process faced by some adversarial-training-based UDA methods [19]. Compared with MMD-based methods, they got rid of matching different distributions. When aligning distributions, MMD-based methods need to estimate some statistics of both source and target domains. Two problems are confronted in such alignment. First, none of the statistics can describe a distribution perfectly because they represent only part of the distribution. Second, it is hard to estimate statistics of a high-dimensional distribution precisely. However, Lipschitz-constraint-based methods only need to satisfy a Lipschitz constraint in the target domain such that drawbacks of Lipschitz constraint in the target domain such that drawbacks of MMD-based methods are avoided. In detail, the VAT [22] first introduced a Lipschitz constraint into semi-supervised learning. Decision-boundary iterative refinement training (DIRT) with a Teacher [21] explicitly incorporated the VAT [22] and added the loss of it to the objective function as an additional term. It indeed improved the performance on several benchmark datasets. However, DIRT introduced a cluster assumption [24] to explain its effectiveness instead of rigorous proof. Meanwhile, an adversarial training in its optimization procedure could lead to a vanishing gradient problem during training [19].

E. Heterogeneous UDA

Besides minimizing distribution discrepancy, heterogeneous UDA algorithms have to project cross-modal features into a common feature space. A knowledge transfer theorem and a principal angle-based metric were given in [26]. A fuzzy relation net was introduced by Liu et al. [30] to expand heterogeneous UDA to a multisource setting. A progressive alignment was introduced in [27] and was used to optimize both feature discrepancy and distribution divergence in a unified objective function. A nonlinear matrix factorization was proposed in [28] where nonlinear correlations between features and data instances could be exploited to learn heterogeneous features for different domains. The optimal transport theory was utilized in [29] to tackle the semisupervised heterogeneous UDA problem.

III. PRELIMINARY

In this section, we give a brief description of a UDA problem and define several properties relevant to realizing a practical UDA algorithm. Moreover, a basic UDA error bound is derived from these properties [31].

Let \( (\chi, \mu) \) be a domain set, where \( \chi \) denotes a set of samples and \( \mu : \chi^2 \rightarrow \mathbb{R}^+ \) is a divergence metric over \( \chi \). \( \mathbb{R}^+ \) is the set of all nonnegative real numbers. In a UDA setup, we denote \( P_S \) and \( P_T \) as source and target distributions, respectively. The marginal distributions of \( P_S \) and \( P_T \) over \( \chi \) are denoted by \( D_S \) and \( D_T \), and their labeling rules are denoted by \( I_S : \chi \rightarrow [0, 1] \) and \( I_T : \chi \rightarrow [0, 1] \). The goal is to learn a function \( I : \chi \rightarrow [0, 1] \), which predicts correct labels for samples in \( \chi \) with respect to \( P_T \) over \( (\chi \times [0, 1]) \). Considering that \( I_S \) and \( I_T \) are defined with a continuous range, while \( I \) is defined with a concrete range, a common way to map \( I_S \) and \( I_T \) to a concrete range is to set a threshold \( \beta \).

\(^1\)Note that the theorems assume binary classification (\( y \in \{0, 1\} \)). However, they can be directly extended to multiclass settings.
If \( l_i(x) > \beta \) (\( l_i(x) > \beta \)), then \( x \) is assigned with 1 else 0. For any hypothesis \( h : \chi \rightarrow [0, 1] \), we define the error with respect to \( P_T \) by \( E_{P_T}(h) = \mathbb{P}_{(x,y) \sim P_T}(y \neq h(x)) \), where \( \mathbb{P} \) denotes a probability that the label of \( x \sim P_T \) is different from the output of \( h(x) \). Thus, the Bayes optimal error for \( P_T \) is \( E^*(P_T) := \inf_{h \in \{0,1\}} E_{P_T}(h) \).

Besides basic notations, in the context of realistic UDA problems, there are some properties expressing several conditions of these distributions that enable a practical UDA algorithm [31].

**Definition 1 (Covariate Shift [42]):** Source and target distributions satisfy the covariate shift property if they have the same labeling rule, i.e., \( l_i(x) = l_i(x) \). The common labeling function is denoted as \( l = l_s = l_t \).

**Definition 2 (Probabilistic Lipschitzness [31]):** Let \( \Phi : \mathbb{R} \rightarrow [0, 1] \) be such that \( \Phi \) is Lipschitz w.r.t. \( D \) over \( \chi \) if, for all \( \lambda > 0 \),

\[
\mathbb{P}_{x \sim D}[\exists y : |f(x) - f(y)| > \lambda \mu(x, y)] \leq \Phi(\lambda). \tag{1}
\]

This definition generalizes the standard \( \lambda \)-Lipschitz property where a function \( f : \chi \rightarrow \mathbb{R} \) satisfies \( |f(x) - f(y)| \leq \lambda \mu(x, y) \) for all \( x, y \in \chi \). In the standard \( \lambda \)-Lipschitz property, if the labeling function is deterministic, just like the goal function \( f(x) \in [0, 1] \) for all \( x \in \chi \), the standard property forces \( \mu(x, y) \geq 1/\lambda \) if \( x \) and \( y \) belong to different category and \( |f(x) - f(y)| \in [0, 1] \) for all \( x \) and \( y \). Thus, the standard property is unfit for a concrete range space. However, the probabilistic Lipschitzness just requires the inequality \( |f(x) - f(y)| \leq \lambda \mu(x, y) \) to hold only with some probability. Namely, it does not require all points to hold the inequality. Unlike the standard property that becomes meaningless in a concrete range space because \( |f(x) - f(y)| = 0 \) or 1, the probabilistic Lipschitzness forms a constraint over \( \mathbb{P}_{x \sim D}[\exists y : |f(x) - f(y)| > \lambda \mu(x, y)] \) that is defined with a continuous range space. The more \( y \in \chi \) that satisfies the inequality, the greater the probability. Such relaxation makes the probabilistic Lipschitzness applicable to the goal function \( l(x) \in [0, 1] \).

**Definition 3 (Weight Ratio [31]):** Let \( B \subseteq 2^\chi \) be a collection of subsets of \( \chi \) measurable with respect to both \( D_S \) and \( D_T \). For some \( \eta > 0 \), we define the \( \eta \)-weight ratio of source and target distributions with respect to \( B \) as

\[
R_{B, \eta}(D_S, D_T) = \inf_{b \in B \setminus \{\emptyset\}} \frac{D_S(b)}{D_T(b)} \tag{2}
\]

Furthermore, the weight ratio of source and target distributions with respect to \( B \) is defined as

\[
R_B(D_S, D_T) = \inf_{b \in B \setminus \{\emptyset\}} \frac{D_S(b)}{D_T(b)}. \tag{3}
\]

A basic observation about UDA methods is that they can be infeasible when \( D_S \) and \( D_T \) are supported on disjoint domain regions. To guard against such scenarios, it is common to assume \( R_B(D_S, D_T) > 0 \).

According to Definition 1–3, an error bound was derived in [31] for a general UDA learning procedure based on the nearest neighbor algorithm. Note that \( \chi \) should be a fixed-dimension space, and \( B \) should be of finite VC-dimension such that the \( \eta \)-weight ratio can be estimated from finite samples [31]. In detail, a domain is assumed to be a unit cube \( \chi = [0, 1]^d \), \( B \) denotes a set of axes aligned rectangles in \([0, 1]^d\), and given some \( \gamma > 0 \), let \( B_i \) be a class of axes aligned rectangles with sidelength \( \gamma \).

Given a labeled sample batch \( S \subseteq (\chi \times \{0, 1\}) \), \( S_q \) denotes the set of samples without labels of \( S \). For any sample \( x \in S_p \), \( l^S(x) \) denotes the label of \( x \in S \), and \( N_S(x) \) denotes the nearest neighbor to \( x \) in \( S \), \( N_S(x) = \arg \min_{i \in S_p} \mu(x, z) \). Define a hypothesis determined by the nearest neighbor algorithm as \( \mu(x) = l^S(N_S(x)) \) for all \( x \in \chi \).

**Theorem 1 (Error Bound [31]):** For some domain \( \chi = [0, 1]^d \) and some \( R > 0 \) and \( \gamma > 0 \), let \( \mathcal{W} \) be a class of pairs \((P_S, P_T)\) of source and target distributions over \((\chi \times \{0, 1\})\) satisfying the covariate shift assumption, with \( R_{B, \eta}(D_S, D_T) \geq R \), and their common labeling function \( l : \chi \rightarrow [0, 1] \) satisfying the Probalistic-Lipschitz property w.r.t. a target distribution, for some function \( \Phi \). Then, for all \( m \) and all \((P_S, P_T) \in \mathcal{W} \),

\[
\mathbb{E}_{x \sim P_T} \left[ E_{P_S}(\bar{\mu}(x)) \right] \leq 2E^*(P_T) + \Phi(\gamma) + \frac{4\gamma \sqrt{\eta}}{Rm^{\frac{1}{d}}} \tag{4}
\]

where \( m \) denotes the size of \( S \) containing points sampled i.i.d. from \( \chi \).

Theorem 1 offers a sufficiently tight error bound for practical UDA although the first term of Theorem 1 is twice the Bayes error rate. According to [2], [39], for a practical UDA problem, \( E^*(P_T) \) is a constant that is considered sufficiently low to achieve an accurate adaptation with respect to Definition 1. Otherwise, the UDA problem is impractical to solve. The impact of \( E^*(P_T) \) is minimal, while the other two terms affect the error bound obviously. Practically, several UDA methods [21], [23] based on Theorem 1 show their effectiveness on standard benchmarks. It verifies that Theorem 1’s error bound is tight enough for a practical UDA problem. Moreover, considering that the second and third terms affect the error bound heavily, they are further optimized in our method. Two techniques are proposed to ensure their small values, thus making the error bound offered by Theorem 1 tighter in the task we focus on, i.e., an image classification UDA problem.

Specifically, inspired by Theorem 1 that small values of the second and third terms lead to a tight error bound, we propose a loss function and an optimization strategy. First, to decrease \( \Phi \) in a deep end-to-end model, we define a local smooth discrepancy to measure the probabilistic Lipschitzness with a small number of samples, even with a single sample. It is suitable for deep models because their parameters are updated with respect to a batch of samples in an iteration. This requires a criterion to measure the probabilistic Lipschitzness with limited samples. Local smooth discrepancy satisfies this requirement. Second, the dimension of samples, i.e., \( d \) and the sample count of a target domain, i.e., \( m \), affect the error bound. Small \( d \) and large \( m \) are preferred. An optimization strategy with small \( d \) is proposed in this work, and an analysis of how \( m \) and batchsize affect the performance of Lipschitz-based UDA methods is to be given. The two improvements are...
IV. LIMITATION OF PREVIOUS LIPSCHITZ-CONSTRAINT-BASED METHODS

Previous Lipschitz-constraint-based methods [21], [23] were inspired by VAT [22]. They explicitly incorporated it and added it to an objective function as a regularization term

\[ L_{\theta}(\theta; D_{S}, D_{T}) = \mathbb{E}_{x \sim D_{S}} \left[ \max_{\|r\| \leq c} D_{K}(h_{\theta}(x)||h_{\theta}(x + r)) \right] + \mathbb{E}_{x \sim D_{T}} \left[ \max_{\|r\| \leq c} D_{K}(h_{\theta}(x)||h_{\theta}(x + r)) \right] \]

where \( h_{\theta} \) denotes a classifier parameterized by \( \theta \), \( r \) denotes a vector with the same shape as input sample \( x \), and \( D_{K} \) is the Kullback–Leibler divergence. The regularization term was proposed to enforce classification consistency within the neighborhood of each sample [22].

DIRT [21] gave some intuitive explanations for the effectiveness of locally Lipschitz constraint. It regarded (5) as a constraint to satisfy the cluster assumption [24]. However, as far as we know, no mathematical analysis has been conducted to connect a local-Lipschitz constraint with the error bound of a UDA problem. In this work, a brief analysis of how a local-Lipschitz constraint affects the error bound of UDA is given. According to Theorem 1 and Definition 2, it is clear that probabilistic Lipschitzness is crucial to the error bound of UDA. If \((x + r)\) and \( h_{\theta} \) are regarded as \( y \) and \( f \), respectively, then \( \mathbb{E}_{x \sim D_{T}}[\max_{\|r\| \leq c} D_{K}(h_{\theta}(x)||h_{\theta}(x + r))] \) is estimated to be the expectation of maximum divergence between \( f(x) \) and \( f(y) \). Its meaning is closely correlated with Definition 2 except that Definition 2 considers all possible \( y \) in \( D_{T} \), while \( (x + r) \) only denotes a sample within the neighborhood of \( x \). If the expectation of maximum divergence between \( f(x) \) and \( f(y) \) is small enough, the probability of \( \{y \in S' : |f(x) - f(y)| > \lambda \mu(x, y)\} \) is small. Therefore, once minimizing (5), \( \Phi(\gamma) \) in (4) is approximately minimized, and the error bound of UDA is also reduced.

Although a local-Lipschitz constraint helps reduce the error bound of UDA, there are several issues that we need to overcome. The first one is that, despite Theorem 1 and Definition 2 give us the intuition that local-Lipschitz constraint helps reduce the error bound of UDA, they are not derived from a deep learning model, whereas recent UDA methods [21], [23] are mainly based on deep learning models. An explanation is needed to connect a deep end-to-end model with the local-Lipschitz constraint. Second, previous Lipschitz-constraint-based methods use an adversarial training strategy. As shown in [19], adversarial training in UDA methods can easily cause a gradient vanishing problem. It, thus, hinders the stability of such methods. Third, besides \( \Phi(\gamma) \) and \( E^{*}(P_{T}) \), Theorem 1 contains a constant term. Previous methods [21], [23] all ignored it, but it may increase to an extremely large value when a large-scale dataset is processed. This term prevents previous Lipschitz-constraint-based methods from working well on large datasets.

In this work, we analyze and solve the above three problems. A brief explanation is given to answer why Theorem 1 holds with a deep learning model. The adversarial training strategy is removed in our proposed method, and a concise minimization procedure is utilized to maintain stable performance. Another important contribution of our work is that we answer how the constant term affects Lipschitz-constraint-based methods’ performance and extend such methods to work well on large datasets.

V. LEARNING SMOOTH REPRESENTATION

In Theorem 1, the error bound of a general UDA learning algorithm is bounded by three terms. The first one, \( E^{*}(P_{T}) \), refers to a Bayes optimal error for \( P_{T} \). It is a value discussed in the theoretical analysis, which is impossible to obtain in practical settings. Therefore, the other two terms are the priorities in this article. The second term, \( \Phi(\gamma) \), refers to the degree to how target samples satisfy probabilistic Lipschitzness. Because \( \mathbb{E}_{x \sim P_{S}}[E_{P_{T}}(\mathbb{H})] \) is positively related to \( \Phi(\gamma) \), our goal is to decrease \( \Phi(\gamma) \), i.e., strengthen a probabilistic-Lipschitz property with respect to a target distribution. The last term is relevant to multiple factors, for example, the lower bound \( R \) for the weight ratio of source and target distributions, the dimension \( d \) of domain \( \chi \), and the size \( m \) of \( S \). Note that the weight ratio \( R_{S} = \mathbb{E}_{S \sim P_{S}}[\mathbb{E}_{S' \sim P_{S}'}[\mathbb{E}_{\mathbb{H}}]] \) is predetermined for a specific pair \( (P_{S}, P_{T}) \). Therefore, it is impracticable to optimize its lower bound \( R \). To achieve a tighter error bound of a target distribution, it is reasonable to explore appropriate \( d \) and \( m \).

In summary, two principles, i.e., strengthening probabilistic-Lipschitz property and searching proper \( \gamma \) and \( m \), guide us to tackle a UDA problem thoroughly. Similar analyses are deduced from [31], while no applicable algorithm is proposed in [31]. In this article, we adopt the well-established principles and innovatively extend them to a feasible and effective UDA algorithm. The whole framework of our proposed method is shown in Fig. 1.

A. Deep End-to-End Model

Although the proposed principles are reasonable, the first problem that we deal with is how to design a deep end-to-end model aligned well with them. Deep neural networks with numerous parameters optimized by gradient-based algorithms can well handle large-scale datasets [1]. An error bound with respect to a deep neural network is derived as follows.

Given a deep neural network \( n_{\theta} \) parameterized by \( \theta \) whose input samples are \( x \in \chi \); if the output range space of \( n_{\theta} \) is defined in \([0, 1]\), \( n_{\theta} \) satisfies the definition of labeling rules just like \( l_{s} \) and \( l_{t} \). For any sample \( x \in S_{\gamma} \), \( n_{\theta}(x) \) is used to replace \( l_{x}^{d} \) to denote the label of \( x \) in \( S \), and \( N_{\gamma}(x) \) denotes the nearest neighbor to \( x \) in \( S \), i.e., \( N_{\gamma}(x) = \arg\min_{z \in S} \mu(x, z) \). We make a hypothesis determined by the nearest neighbor algorithm as \( \mathbb{H}(x) = n_{\theta}(N_{\gamma}(x)) \) for all \( x \in \chi \).

Because \( n_{\theta} \) meets the definition of labeling rules and Theorem 1 is derived based on the labeling rules, an error bound based on \( n_{\theta} \) is given as

\[ \mathbb{E}_{S \sim P_{S}}[E_{P_{T}}(\mathbb{H})] \leq 2E^{*}(P_{T}) + \Phi(\gamma) + \frac{4\gamma \sqrt{d}}{Rm^{\gamma}}. \]
Thus, the local-Lipschitz constraint can be applied to a deep end-to-end model.

B. Local Smooth Discrepancy

Besides extending Theorem 1 to a deep end-to-end model, how to decrease $\Phi(\lambda)$ is another crucial problem. According to (6), the basic UDA error bound is positively related to $\Phi(\lambda)$. Because $\Phi(\lambda) = \sup_{x \in D} P_{x \sim D}[\exists y : |f(x) - f(y)| > \lambda \mu(x, y)]$, minimizing $P_{x \sim D}[\exists y : |f(x) - f(y)| > \lambda \mu(x, y)]$ for all $x \in D$ decreases $\Phi$ and, thus, decreases the error bound.

A naive estimation for $P_{x \sim D}[\exists y : |f(x) - f(y)| > \lambda \mu(x, y)]$ is $E_{\sim D}(1[|f(x) - f(y)| > \lambda \mu(x, y), y \sim D]/(1[|y \sim D]))$. [statement] is an indicator function that returns 1 if statement is true and 0 otherwise. This estimation needs to sample many $y \in D$ to make sure the estimation is of low variance. In a deep end-to-end model, if a bunch of $y$ is sampled to calculate $|f(x) - f(y)|$, it requires multiple forward propagations for a batch. According to [24], a replacement called local Lipschitz property for Lipschitz continuity is proposed. It assumes that every $x \in D$ has a neighborhood $U$ such that $f$ is Lipschitz continuous with respect to $x$ and points in $U$. According to the local Lipschitz property, we propose a concept called a local smooth discrepancy (LSD) to measure the degree that a sample $x$ breaks down the local Lipschitz property in a pointwise way

$$L_s(x, \theta) = D(n_\theta(x + r), n_\theta(x)), \quad ||r|| \leq \epsilon \quad (7)$$

where $r$ is a random vector with the same shape as $x$. $D(\cdot, \cdot)$ is a discrepancy function that measures the divergence between $(x + r)$ and $x$, and $\epsilon$ denotes the maximum norm of $r$.

In $L_s(x, \theta)$, a sample $x$ adds $r$ to detect another sample in $x$’s neighborhood. $\epsilon$ controls the range of $x$’s neighborhood. As for the choice of $D(\cdot, \cdot)$, we employ a cross-entropy loss function in all experiments.

Although the proposed (7) looks similar to (5), there are two essential different points. First, according to Theorem 1, $\Phi(\lambda)$ is estimated with respect to a target distribution. Thus, (7) is only conducted for target samples, whereas (5) applies to both source and target distributions. Our proposed LSD avoids introducing noise from a source distribution and reduces the computational cost. Moreover, (5) requires to seek a point that causes Kullback-Leibler divergence to be largest in a norm-ball neighborhood of each sample. Its intuition is that, if the worst point in the neighborhood is enforced to satisfy Lipschitz constraint, the whole neighborhood satisfies Lipschitz constraint. However, our intuition is that points in the neighborhood of the original target sample are sampled to estimate the probability of $n_\theta$ breaking down a Lipschitz constraint. Therefore, (7) involves every possible point in the neighborhood instead of a single point.

There is another essential point that we should pay attention to. Specifically, $r$ is limited only by its norm in (7), and its direction is ignored. In fact, the goal of adding $r$ includes detecting sensitive samples that do not satisfy a local Lipschitz property. If all $x + r$ belong to the same category as $x$, it means that the direction of $r$ could not detect sensitive samples. In this condition, sensitive samples are not modified, and its direction is ignored. In fact, the goal of adding $r$ includes detecting sensitive samples that do not satisfy a local Lipschitz property. If all $x + r$ belong to the same category as $x$, it means that the direction of $r$ could not detect sensitive samples. In this condition, sensitive samples are not modified, and /it means that the direction of $r$ is ignored.
they are different, as shown in Fig. 2. The former, which is an unbiased estimation method, detects all directions around a target sample. It ensures a robust training procedure. However, the latter attempts to detect more sensitive samples and ignores many points around the original sample. It fits the situation that sensitive samples are hard to seek. Meanwhile, because the softmax output of \( n_\theta \) is regarded as a pseudo label, it can find a wrong direction and result in a vulnerable training procedure.

C. Optimization Strategy

By optimizing the proposed LSD, probabilistic Lipschitzness can be satisfied. However, how to optimize it and what factors should be concerned to constrain the third term in Theorem 1 need a detailed study.

Basically, either (8) or (11) can be adopted as a loss function and use a gradient-based algorithm for optimization. However, there is an essential factor that deserved to be considered. The dimension \( d \) of the domain affects the error bound sharply. For a UDA problem on different image domains, \( d \) potentially varies over a large range of values because the size of images is totally different. For instance, when tackling a typical task that adapts a model trained on the MNIST dataset [44] to perform well on USPS dataset [45], each image’s size is 28 \( \times \) 28, while the size of an image in VisDA could be 352 \( \times \) 311. Despite setting other hyperparameters in the two tasks to be the same, the constant term in Theorem 1 varies a lot. Especially, for a large-scale dataset, a large image size results in a large constant term. Considering that a large \( d \) leads to a loose error bound, a noise \( r \) is generated in feature space instead of an image level such that \( d \) is decreased acutely. Equations (8) and (11) are, thus, revised into

\[
L_s(x, \theta) = D(n_\theta(x + r_R), n_\theta(x)) \\
r_R = \epsilon \frac{m}{||m||_2}, \ m \sim N(0, 1) \tag{12}
\]

\[
L_s(x, \theta) = D(C(G(x) + r_A), C(G(x))) \\
r_A \approx \epsilon \frac{m}{||m||_2} \\
m = \nabla_s D(C(g), \ onehot(C(g))), \ g = G(x) \tag{13}
\]

where \( G \) and \( C \) denote a feature extractor and classifier in \( n_\theta \), respectively. Their parameters are denoted as \( \theta_G \) and \( \theta_C \).

Then, an optimization strategy is proposed in feature space in three steps. First, \( G \) and \( C \) are trained in a source domain

\[
\min_{G,C} \mathcal{L}(X_s, Y_s) = \mathbb{E}_{s, y \sim P_s} \left[ \sum_{k=1}^{K} \mathbb{I}[k = y] \cdot \log(C(G(x))) \right] \tag{14}
\]

where \( \mathbb{I}[\cdot] \) is an indicator function and \( K \) denotes the number of classes in a task. Then, sensitive samples that break down a local Lipschitz property are produced. Note that, in Theorem 1, a Lipschitz property constraint is satisfied w.r.t a target distribution such that we focus on target samples in the second step. In our work, a sensitive sample \( g'_t \) is generated in the output space of \( G \)

\[
g'_t = g_t + r \tag{15}
\]
where \( g_t = G(x_t) \), and \( r \) is a general notation for the adding noise. In practice, we set \( r = r_A \) for an isotropic method or \( r = r_R \) for an anisotropic method. Finally, \( G \) is trained to minimize \( L_t \) for target samples. Only parameters of \( G \) are updated in this step. \( G \) is trained to project \( g'_t \) to the same category with \( g_t \)

\[
\min_{G_t} L_t(x_t, \theta_G) = E_{x_R \sim P_r} D(C(g'_t), C(g_t)) \tag{16}
\]

where \( \theta_G \) denotes the parameters of \( G \), and \( D(\cdot, \cdot) \) denotes a cross-entropy loss function. Equations (14)–(16) are repeated in this step. \( G \) is trained to project \( g'_t \) to the same category with \( g_t \).

An intuitive understanding of our optimization strategy is shown in Fig. 1. In detail, \( n_{\theta} \), which is well-trained in a source domain, classifies source samples correctly. For a robust model, there is a large margin between a decision boundary and samples. It ensures that a local Lipschitz property is well-satisfied. However, a dataset shift may push some target samples to cross the boundary. They are misclassified, and the local Lipschitz constraint is broken down. To obtain \( n_{\theta} \) that works well in a target domain, \( G \) needs to project \( x \sim P_T \) into feature space away from the decision boundary.

In our strategy, a large margin is formed between target samples and a decision boundary obtained in a source domain. The proposed optimization strategy detects samples close to a boundary and forces \( G \) to project them far away from the boundary. It makes the representation of target distribution well-satisfied. However, a dataset shift may push some target samples to cross the boundary. They are misclassified, and the local Lipschitz constraint is broken down. When the optimization procedure ends, a large margin between a target distribution and decision boundary is formed.

Another factor, i.e., the sample amount of a target domain \( m \), also affects the constant term in Theorem 1. Briefly, a large \( m \) is recommended. According to Theorem 1, it is clear that, when \( m \) increases, the constant term \( (4\gamma \sqrt{d})/ \text{Rm}^{1/(d+1)} \) decreases. Thus, the fact that larger \( m \) causes smaller \( (4\gamma \sqrt{d})/ \text{Rm}^{1/(d+1)} \) suggests us to set a large \( m \) during the training period. In practice, if there is only a small number of samples in the target domain, Lipschitz-constraint-based methods cannot ensure excellent performance, to be shown in our experiments.

Besides \( d \) and \( m \), the batchsize during training is also a critical factor according to our experimental results. Recent studies [46], [47] have shown that a large batchsize improves the performance of a deep neural network. They concern about image classification and GAN models. To the best of our knowledge, this work is the first study to conclude that a large batchsize is beneficial to UDA problems. To verify our conclusion, an ablation study is conducted next.

VI. EXPERIMENTS AND DISCUSSION

To verify the effectiveness of the proposed method, i.e., learning smooth representation for unsupervised domain adaptation (SRDA), several classification experiments are conducted on standard datasets. First, the datasets of experiments are introduced. Second, SRDA is tested on all datasets to show its outstanding performance in comparison with other UDA methods. Then, an ablation study is conducted to analyze how the sample amount of a target domain, and the dimension and batchsize of samples affect Lipschitz-based methods’ performance and discuss the effectiveness and robustness of SRDA.

A. Datasets

1) Digits: Digits datasets include MNIST [44], USPS [45], synthetic traffic signs (SYNSIG) [48], street view house numbers (SVHN) [49], and German traffic signs recognition benchmark (GTSRB) [50]. Specifically, MNIST, USPS, and SVHN consist of ten classes, whereas SYNSIG and GTSRB consist of 43 classes. We set four transfer tasks: SVHN→MNIST, SYNSIG→GTSRB, MNIST→USPS, and USPS→MNIST.

2) VisDA: VisDA [51] is a more complex object classification dataset. It contains more than 280k images belonging to 12 categories. These images are divided into training, validation, and test sets. There are 152 397 training images synthesized by rendering 3-D models. The validation images are collected from MSCOCO [52] and amount to 55 388 in total. This dataset requires an adaptation from synthetic-object to real-object images. We regard the training set as a source domain and the validation set as a target domain.

3) Office-31: Office-31 [53] is a small-scale dataset that contains only 4110 images and 31 categories collected from three domains: AMAZON (A) with 2817 images, DSLR (D) with 498 images, and WEBCAM (W) with 795 images. We focus on the most difficult four tasks: A→D, A→W, D→A, and W→A.

Please note that Office-31 is so small-scale dataset that small \( m \) leads to a loose error bound for Office-31. By comparing results on Office-31 with those on VisDA, an analysis of how \( m \) affects the performance of Lipschitz-constraint-based methods is conducted.

B. Implementation Detail

The first practical issue is that how to decide which layer to conduct optimization because LSD is minimized in feature space in the proposed optimization strategy. In all experiments, a general principle is adopted that the last convolutional layer should be chosen to conduct optimization no matter what the network backbone is. For example, if the network backbone is ResNet50 [57], \( G \) includes all convolutional layers (49 layers), and \( C \) includes a dense layer. Therefore, the number of parameters of \( G \) and \( C \) varies as the network backbone changes. This principle is reasonable because a small \( d \) leads to a low error bound for Lipschitz-constraint-based methods. In the last convolutional layer, \( d \) reaches the minimum. The reason for not considering dense layers is that features after dense layers form a cluster if they belong to the same category. A large margin is formed between two different clusters. It is hard to detect sensitive samples because a feature vector with an added noise is classified as the original category.

1) Digits: For a fair comparison, we follow the network backbone in MCD [39] and ADDA [34]. Hyperparameter \( \epsilon \) is set to 0.5, and the learning rate is set to \( 1e^{-3} \). Batchsize is set to 128 in all tasks, and all models are trained for 150 epochs.
TABLE I
CLASSIFICATION ACCURACY PERCENTAGE OF DIGITS CLASSIFICATION EXPERIMENT AMONG ALL FOUR TASKS. THE FIRST ROW CORRESPONDS TO THE PERFORMANCE IF NO ADAPTATION IS IMPLEMENTED. WE EVALUATE THREE SRDA MODELS WITH DIFFERENT METHODS FOR ADDING NOISE. SRDA* DENOTES THE MODELS THAT ARE OPTIMIZED IN AN IMAGE LEVEL. THE RESULTS ARE CITED FROM EACH STUDY.

| Method | SVHN → MNIST | SVHN → GTSRB | MNIST → USPS | USPS → MNIST |
|--------|--------------|---------------|--------------|--------------|
| Source Only | 67.1 | 85.1 | 76.7 | 65.4 |
| DAN [9] | 71.1 | 91.1 | - | - |
| DANN [16] | 71.1 | 88.7 | 77.1 | 73.0 |
| DSN [54] | 82.7 | 93.1 | - | - |
| ADDA [34] | 76.0 | - | 89.4 | 90.1 |
| CoGAN [17] | - | - | 91.2 | 89.1 |
| ATDA [38] | 96.2 | 96.2 | - | - |
| ASSC [55] | 95.7 | 82.8 | - | - |
| DRCN [56] | 82.0 | - | 91.8 | 73.7 |
| MCD [39] | 96.2 | 94.4 | 94.2 | 94.1 |
| Source Only | 82.4 | 88.6 | - | - |
| VMT [23] | 99.4 | - | - | - |
| VADA [21] | 94.5 | 99.2 | - | - |
| DIRT [21] | 99.4 | 99.6 | - | - |
| Source Only | 67.1 | 85.1 | 76.7 | 63.4 |
| SRDA₅ | 95.96 | 90.87 | 85.00 | 95.78 |
| SRDA₅* | 22.70 | not converge | 32.73 | 85.37 |
| SRDA₉ | 98.90 | 92.44 | 84.64 | 95.49 |
| SRDA₉* | 89.47 | 29.04 | 88.49 | 92.17 |
| SRDA₀ | 99.17 | 93.61 | 94.76 | 95.03 |
| SRDA₀* | 89.51 | 49.86 | 93.25 | 95.95 |

Both isotropic and anisotropic methods are implemented. For the former, noise is sampled from a standard Gaussian distribution. For the latter, sensitive samples are generated in two different ways. Two classical adversarial attack algorithms are chosen, namely, fast gradient sign method (FGSM) [43] and VAT [22], to produce noise. FGSM [43] needs true labels to execute a backpropagation to compute gradients. Instead, pseudolabels are used to replace them.

2) VisDA Classification: Results of the VisDA classification experiment are shown in Table II. We compare SRDA and GPDA [41] with several typical methods, such as DAN [9], DANN [16], MCD [39], VMT [23], VADA [21], and DIRT [21]. Because VMT, VADA, and DIRT are Lipschitz-constraint-based methods, the parameters of their backbone are more than twice those of other models, and thus, they perform much better than others when no adaption is adopted.

Among all four tasks, SRDA₅ ranks the third in SVHN→MNIST. However, since the source-only model of VMT and DIRT performs much better than that of SRDA₅, the improvement bought from SRDA₅ is the largest. SRDA₀ ranks first in MNIST→USPS, and SRDA₀ obtains comparable accuracy with other methods. Moreover, SRDA₀ ranks the first among all the models, and SRDA₀ obtains comparable accuracy with
TABLE II

CLASSIFICATION ACCURACY PERCENTAGE OF VISDA CLASSIFICATION EXPERIMENT. THE FIRST ROW CORRESPONDS TO THE PERFORMANCE IF NO ADAPTATION IS IMPLEMENTED. COLUMNS IN THE MIDDLE CORRESPOND TO DIFFERENT CATEGORIES, AND THE COLUMN ON THE RIGHT REPRESENTS AVERAGE ACCURACY. WE EVALUATE THREE SRDA MODELS WITH DIFFERENT METHODS FOR ADDING NOISE. SRDA* DENOTES THE MODELS THAT ARE OPTIMIZED IN AN IMAGE LEVEL. THE NUMBER BEHIND MCD DENOTES DIFFERENT HYPERPARAMETERS. THE RESULTS ARE CITED FROM EACH STUDY

| Method          | Plane | Bycl | Bus  | Car  | Horse | Knife | M cyc | Person | Plant | Skird | Train | Truck | Mean |
|-----------------|-------|------|------|------|-------|-------|-------|-------|-------|-------|-------|-------|------|
| Source Only     | 55.1  | 53.3 | 61.9 | 59.1 | 80.6  | 17.9  | 79.7  | 31.2  | 81.0  | 26.5  | 73.5  | 8.5   | 52.4 |
| DAN [9]         | 87.1  | 63.0 | 76.3 | 42.0 | 90.3  | 42.9  | 85.9  | 53.1  | 49.7  | 36.3  | 85.8  | 20.7  | 61.1 |
| DANN [16]       | 81.9  | 77.7 | 82.8 | 44.3 | 81.2  | 29.5  | 65.1  | 28.6  | 51.9  | 54.6  | 82.8  | 7.8   | 57.4 |
| MCD(2) [39]    | 81.1  | 55.3 | 83.6 | 65.7 | 87.6  | 72.7  | 83.1  | 73.9  | 85.3  | 47.7  | 73.2  | 27.1  | 69.7 |
| MCD(3) [39]    | 90.3  | 49.3 | 82.1 | 62.9 | 91.8  | 69.4  | 83.8  | 72.8  | 79.8  | 53.3  | 81.5  | 29.7  | 70.6 |
| MCD(4) [41]    | 87.0  | 60.9 | 83.7 | 64.0 | 88.9  | 79.6  | 84.7  | 76.9  | 88.6  | 40.3  | 83.0  | 25.8  | 71.9 |
| GPDA [41]       | 83.0  | 74.3 | 80.4 | 66.0 | 87.6  | 75.3  | 83.8  | 73.1  | 90.1  | 57.3  | 80.2  | 37.9  | 73.3 |
| VMT [23]        | 0.0   | 0.0  | 100.0 | 0.0  | 0.0   | 0.0   | 0.0   | 0.0   | 0.0   | 0.0   | 0.0   | 8.5   | 1.0  |
| VADA [21]       | 93.0  | 0.0  | 0.0  | 0.0  | 0.0   | 0.0   | 0.0   | 5.0   | 0.0   | 0.0   | 0.0   | 0.0   | 12.7  |
| DIRT [21]       | 45.1  | 0.0  | 19.7 | 9.3  | 0.1   | 0.0   | 37.8  | 0.0   | 0.2   | 7.5   | 17.1  | 13.5  | 13.9  |

SRDA^F^ 90.1 67.0 82.3 56.0 84.8 88.2 90.3 77.0 82.5 26.8 85.0 16.2 71.1
SRDA^F^* 0.8 0.9 8.8 3.0 1.0 1.2 12.9 69.5 0.1 2.5 0.7 26.8 1.4 11.9
SRDA^V^ 89.4 43.5 81.2 60.2 81.1 57.6 93.7 76.6 81.8 41.3 79.6 22.0 69.5
SRDA^V^* 2.6 1.4 2.1 1.6 4.1 23.3 48.9 0.7 21.4 1.8 3.7 1.3 9.8
SRDA^G^ 90.9 74.8 81.9 59.1 87.5 77.3 89.9 79.4 85.3 40.6 85.1 21.6 73.5
SRDA^G^* 40.2 40.2 55.9 62.9 60.5 75.9 83.0 61.7 73.0 23.2 80.8 5.7 58.0

MCD [39]. Besides SRDA, other Lipschitz-constraint-based methods perform poorly on VisDA because the large size of images in VisDA causes a large d that leads to a loose error bound. In detail, SRDA^G^ achieves the best results in class plane and person, SRDA^V^ achieves the best result in class motorcycle, and SRDA^F^ gets the best result in the class knife. An interesting phenomenon is that three models of SRDA perform diversely among these categories. For example, in class knife, SRDA^F^ performs much better than the others, and SRDA^V^ ranks the first in the class motorcycle. Overall, SRDA^G^ performs the best. The different performance of the three SRDA models reflects the importance of detecting sensitive samples. A well-defined method that can seek more sensitive samples and a metric that can illustrate the smoothness of samples precisely are hopeful to further promote the proposed method.

3) Office-31 Classification: Results of the Office-31 classification experiment are shown in Table III. We compare SRDA^F^ and SRDA^G^ with several UDA methods, such as geodesic flow kernel (GFK) for unsupervised domain adaptation [58], transfer component analysis (TCA) [6], residual transfer network (RTN) [13], DAN [9], and DANN [16].

Overall, SRDA^G^ is comparable to RTN and performs worse than DANN. In particular, SRDA^F^ performs poorly in D→A and W→A, whereas, in A→D and A→W, its performance is acceptable. Considering the extremely small scale of D and W, the results are reasonable. Because of limited samples, SRDA is hard to detect enough sensitive samples to construct a robust decision boundary. In detail, to form a smooth representation space, SRDA seeks sensitive samples and enforces them to hold consistent outputs within their neighbors. An adequate number of such neighbors construct a smooth feature space. Without enough sensitive samples, the local-Lipschitz-constraint is hard to satisfy. This experiment confirms our assumption that a small sample amount of the target domain leads to a loose error bound.

TABLE III

CLASSIFICATION ACCURACY PERCENTAGE OF OFFICE-31 CLASSIFICATION EXPERIMENT AMONG ALL FOUR TASKS. THE FIRST ROW CORRESPONDS TO THE PERFORMANCE IF NO ADAPTATION IS IMPLEMENTED. WE EVALUATE TWO SRDA MODELS WITH DIFFERENT METHODS FOR ADDING NOISE. THE RESULTS ARE CITED FROM EACH STUDY

| Method          | A   | A   | D   | W   | A   | W   |
|-----------------|-----|-----|-----|-----|-----|-----|
| Source Only     | 68.9| 68.4| 62.5| 60.7| 65.2|     |
| GFK [58]        | 74.3| 72.3| 63.4| 61.0| 67.9|     |
| TCA [6]         | 74.1| 72.7| 61.7| 60.9| 67.4|     |
| DAN [9]         | 78.6| 80.5| 63.6| 62.8| 71.4|     |
| RTN [13]        | 77.5| 84.5| 66.2| 64.8| 73.3|     |
| DANN [16]       | 79.7| 82.0| 68.2| 67.4| 74.3|     |
| SRDA^F^         | 82.5| 84.7| 62.5| 61.0| 72.7|     |
| SRDA^G^         | 78.8| 83.2| 67.3| 64.8| 73.5|     |

D. Discussions

1) Image Level Versus Feature Space: In our optimization strategy, LSD is minimized in feature space instead of an image level. This modification is introduced because the dimension d of an image greatly impacts the error bound of a UDA problem. If the optimization is conducted at an image level, d would be much larger than in feature space, and a loose error bound is formed. To verify it, we assess SRDA that optimizes in an image level on both digits and VisDA datasets. In detail, we adopt (8) and (11) as our optimization goals. Three SRDA models that generate noise from FSGM, VAT, and a Gaussian distribution are denoted as SRDA^F^*, SRDA^V^*, and SRDA^G^*, respectively.

Results are shown in Fig. 3 and Table II. Except that SRDA^G^* and SRDA^V^* perform slightly better than SRDA^G^ and SRDA^V^ in USPS→MNIST and MNIST→USPS, respectively, all models optimized in feature space obtain much better performance. Particularly, SRDA^F^* is sensitive to d where
its performance drops a lot in almost all tasks, and it even cannot converge in SYNSIG→GTSRB. On VisDA, SRDA\textsuperscript{F*} and SRDA\textsuperscript{V*} perform like random guessing, and the accuracy of SRDA\textsuperscript{G*} decreases 15.5%.

Another evidence is that previous Lipschitz-constraint-based methods, i.e., VMT, VADA, and DIRT, perform poorly on VisDA. These methods satisfy the local Lipschitz constraint at an image level. VMT converges to a trivial solution where all images are classified into a category. The accuracy of VADA and DIRT is less than 15%. On the contrary, they perform excellently on Digits whose images are small-scale.

The experimental results demonstrate that satisfying a Lipschitz constraint in feature space is convenient to apply Lipschitz-based UDA algorithms to large-scale datasets. Large-scale images in the VisDA dataset aggravate the influence of d because the difference of d between an image level and feature space is more obvious. Therefore, we conclude that optimization in feature space is necessary to reduce the value of d. Considering that previous Lipschitz-based methods [21], [23] are all conducted on small-scale datasets, the proposed method gives a promising direction to spread them to more scenarios. In addition, the isotropic method is more robust than the anisotropic one when an SRDA model is optimized at an image level. We speculate that all-direction exploration avoids instability.

2) Sample Amount of Target Domain: We conclude that a small sample amount of the target domain would lead to a loose error bound for UDA. In this section, it is verified by comparing the performance of SRDA on VisDA and Office-31. In detail, VisDA includes 55,388 samples in the target domain, while three domains in Office-31 include fewer than 3000 images. To make a fair comparison, we resize all images to 224 × 224 and use the same network backbone.

As the results are shown in Table II and Table III, SRDA\textsuperscript{G} performs better than DANN and DAN by 16.1% and 12.4% on VisDA. However, on Office-31, SRDA\textsuperscript{G} performs worse than DANN and better than DAN by 2.1%. Similar to SRDA\textsuperscript{G}, SRDA\textsuperscript{F} performs better than DANN and DAN by 13.4% and 10% on VisDA. On Office-31, SRDA\textsuperscript{F} performs worse than DANN and outperforms DANN by 1.3%. It is obvious that SRDA shows a large advantage over DAN and DANN if the target domain includes a large number of images. On the contrary, if the sample amount of a target domain is small, such as Office-31, the Lipschitz-constraint-based models fail to perform well. The different performance of SRDA on VisDA and Office-31 shows that the sample amount of a target domain is critical for Lipschitz-constraint-based methods’ performance.

3) Visualization of Representation: In Figs. 4 and 5, we further analyze the behavior of SRDA and SRDA* by T-SNE embeddings of the feature space where we adopt our optimization strategy. In particular, we visualize embeddings for MNIST→USPS and VisDA classification.

In Fig. 4(f), SRDA\textsuperscript{G} not only separates target samples into ten clusters clearly but also aligns source and target distributions well. However, SRDA\textsuperscript{F} and SRDA\textsuperscript{V} only separate target samples into ten clusters, as shown in Fig. 4(d) and (e). It explains why SRDA\textsuperscript{G} outperforms the other two models in MNIST→USPS. An alignment of different domains enhances the performance of a target domain. In Fig. 4(a)–(c), although target samples are separated into clusters and different domains align well, there exists adhesion among different clusters. Such adhesion impedes a classifier trained on a source domain to classify target samples as their correct categories. This means that a large margin among these clusters is not built. We assume that some sensitive samples belonging to different categories from their neighbors are forced to hold consistent
outputs such that the adhesion among different clusters is formed. In Fig. 5(e) and (f), SRDA$^G$ and SRDA$^V$ separate target samples clearly and align different domains well. Compared to SRDA$^V$, SRDA$^V$ even matches different domains better. It explains why SRDA$^V$ achieves better accuracy than SRDA$^V$ in MNIST→USPS. In Fig. 5(d), SRDA$^F$ performs like SRDA$^F$. They form clear clusters but fail to match source and target domains. In Fig. 5(a)–(c), all clusters assemble together and two domains are separated in all three models. A classifier is hard to work well in this situation. This phenomenon demonstrates that holding a Lipschitz constraint at an image level is unfeasible on a large-scale dataset, such as VisDA.

4) Batchsize Analysis: Besides the dimension of samples and sample amount of a target domain, we discover that a large batchsize improves SRDA’s performance. A large batchsize is recommended in other computer vision problems, such as image generation [46] and image classification [47]. However, to the best of our knowledge, this work is the first one to consider whether a large batchsize can help us solve a UDA problem. To verify how a batchsize influences the performance of SRDA, we evaluate it with $m \in \{32, 16, 8, 4\}$. Except for batchsize, other settings follow the VisDA classification experiment. Results are shown in Table IV. For all the three SRDA models, the average accuracy decreases as their batchsize gets smaller. Especially, when the batchsize is set to four, the performance drops rapidly even lower than 30%. When the batchsize is $\geq 8$, the performance drops gradually as the batchsize decreases, and three models maintain their accuracy over 60%. The trend shows that the batchsize should be set large enough for optimizing SRDA.

5) Sensitivity Analysis: We add a detailed discussion on $\epsilon$. We test $\epsilon \in \{0.3, 0.4, 0.5, 0.6, 0.7\}$ on the digits datasets. Experimental results indicate that they are not sensitive to $\epsilon$, and thus, we do not need to set $\epsilon$ carefully. We can easily set $\epsilon = 0.5$ as a default value.

As shown in Fig. 6, three models of SRDA are robust in most settings. In particular, SRDA$^G$’s accuracy fluctuates no more than 5% among the four tasks. Moreover, except SYNIG→GTSRB, SRDA$^G$’s accuracy fluctuates no more than 1.5%. SRDA$^G$ shows robust performance as $\epsilon$ varies, thus meaning that there is no need to tune hyperparameters subtly for it. SRDA$^V$ performs stably in USPS→MNIST and SVHN→MNIST, whereas its accuracy varies by more than 4.5% in MNIST→USPS and SYNIG→GTSRB. SRDA$^F$ holds stability in USPS→MNIST, MNIST→USPS, and SYNIG→GTSRB. In SVHN→MNIST, its accuracy varies by more than 6%. The experimental results confirm the belief that SRDA is robust in most settings as $\epsilon$ changes. Especially, SRDA$^G$ is the most stable one.

6) Discussion of Local Smooth Discrepancy: To verify that LSD reflects the performance of a model, we show the rela-

| Method | Batchsize | Average Accuracy |
|--------|-----------|------------------|
| SRDA$^F$ | 32 | 71.1 |
| | 16 | 69.1 |
| | 8 | 64.5 |
| | 4 | 29.5 |
| SRDA$^V$ | 32 | 69.5 |
| | 16 | 66.5 |
| | 8 | 62.2 |
| | 4 | 34.3 |
| SRDA$^G$ | 32 | 73.5 |
| | 16 | 71.1 |
| | 8 | 64.2 |
| | 4 | 51.4 |
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relationship between LSD and a model’s accuracy in Fig. 7. Three models, i.e., SRDA$^F$, SRDA$^V$, and SRDA$^G$, are assessed on VisDA. Because we get an accuracy value for every epoch and LSD values are recorded every step, we apply a quadratic interpolation for accuracy values.

As shown in Fig. 7(a)–(c), the accuracy of all three models gradually increases as LSD decreases. Furthermore, SRDA$^G$ with the highest accuracy refers to the lowest LSD and SRDA$^F$ with the lowest accuracy refers to the highest LSD. The relationship between an accuracy value and LSD indicates that LSD is a reasonable metric to evaluate the performance of a UDA model. This is a remarkable property because adversarial training that conducts a min–max optimization lacks a metric to supervise a training procedure [16]. Its loss value shows no obvious relationship with its accuracy.

Moreover, to prove that LSD is a useful metric to assess the performance of a UDA model, we further test it on MCD. We train 12 MCD models with different accuracies on VisDA by tuning hyperparameters. We generate adversarial samples with SRDA$^*$ to ensure fairness. To ensure valid results, both classifiers in MCD are tested.

As shown in Fig. 7(d), LSD and accuracy are negatively correlated. We train 12 MCD models with accuracy percentages that belong to [62.42%, 64.83%, 65.33%, 65.86%, 66.66%, 68.89%, 69.79%, 70.46%, 70.60%, 71.76%, 71.78%, 71.82%]. LSD of both classifiers decreases from 0.6 to 0.3 roughly as models’ accuracy increases. Because FGSM is based on a gradient descent algorithm, the randomness of such algorithm causes some fluctuations that several MCD models with high accuracy show relatively high LSD, such as the model with an accuracy of 71.82%. Overall, LSD can be a proper metric to evaluate the performance of a UDA method.

7) Limitation: This work answers why a local-Lipschitz constraint is beneficial to the solution of a UDA problem and proposes a novel Lipschitz-constraint-based method that considers the effect of the sample amount of a target domain, and the dimension and batchsize of samples. A limitation of the proposed method needs to be noted. As shown in the Office-31 classification experiment, both SRDA$^F$ and SRDA$^G$ get inferior performance. A large amount of the target domain is necessary for Lipschitz-constraint-based methods. Because Office-31 consists of 4110 images only, the proposed method cannot detect enough sensitive samples to form a large margin between a decision boundary and samples. Thus, it shows poor performance on Office-31. The results demonstrate that the proposed method fails to handle well a small amount of data. To make it work well with such limited data cases, exploring a better method than the proposed one to detect more sensitive samples is our future work.

VII. CONCLUSION

In this article, we have proposed a method for UDA inspired by a probabilistic Lipschitz constraint. Principles analyzed in [31] are well extended to a deep end-to-end model, and a practical optimization strategy is presented. The key to strengthening Lipschitz continuity is to minimize a local smooth discrepancy defined in this article. To avoid a loose error bound, the proposed optimization strategy is subtly designed by considering the dimension and batchsize of samples, which have been ignored by previous Lipschitz-constraint-based methods [21]–[23]. Experiments demonstrate that a Lipschitz constraint without adversarial training is effective for UDA, and the factors that we discuss are critical to an efficient and stable UDA model. Our future work includes seeking theoretically tighter error bounds and applications of the proposed methods to security, manufacturing, and transportation [59]–[64].
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