Adapting agile development practices for hyper-agile environments: lessons learned from a COVID-19 emergency response research project
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Abstract
Agile development is known for efficient software development practices that enable teams to quickly develop software to cope with changing requirements. Although there is evidence that agile practices are helpful in such environments, the literature does not inform us as to whether agile practices can also be beneficial in hyper-agile environments. Such environments are characterized by an extremely fast pace of change with fluid requirements. COVID-19 vaccine distribution is one such problem that governments have had to deal with. To solve this problem, governments need to come up with robust responses by formulating teams that have the capability to provide software solutions enabling information visibility into the vaccine distribution process. Such emergent teams need to quickly understand the distribution process, oftentimes define the process itself because it might be non-existent, and build software systems to solve the problem in a matter of days. Not much is known about how systems can be developed at such a fast pace. We adopt a clinical research methodology and employ agile software development practices to develop such a mission-critical system. In the process of building the system, we learn important lessons that can be used to adapt and extend agile methodologies to be used in hyper-agile development environments. We offer these lessons as important first steps to understanding the best practices needed to develop software systems that have the capability to provide visibility into the unprecedented health challenge of distribution of life-saving COVID-19 vaccine.
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1 Introduction

Agile development practices continue to grow in popularity as organizations adopt them to meet changing software requirements. Agile practices are known to enable short iterations, constant communication with customers and flexibility to adapt to changing requirements [1]. Even though agile practices espouse change in requirements and are valued by organizations for their superior speed of delivery and flexibility relative to alternative methodologies [2, 3], there is no research that informs us as to whether agile practices can be employed in highly complex, hyper-agile, mission-critical environments. Hyper-agile environments can be defined as contexts having extremely volatile requirements in which the inability to rapidly understand and adapt to the constantly evolving requirements can lead to severe consequences, including loss of lives. We know that traditional approaches do not lend themselves to be used in such environments, but we do not know whether agile development practices...
can help us achieve the required speed and flexibility that is needed for hyper-agile environments. Without this knowledge, we would need to resort to expensive trial-and-error exercises that can translate to loss of lives. This research describes how a team of researchers adapted agile practices to develop a system tasked with managing the complex problem of COVID-19 vaccine distribution.

The Sars-CoV-2 virus (COVID-19) caught the world by surprise. As scientists scrambled to understand the virus and its behavior to come up with effective vaccines, and governments shut down schools and businesses, the virus claimed close to 4.6 million lives as of September 2021 [4]. Once vaccines were developed, it fell upon government agencies to come up with effective and efficient processes and supply chains to administer the vaccines in order to save precious lives. A major stumbling block in this effort was to build the capability to understand the information coming from multiple sources [5]. This information is vital and there is an urgent need to quickly develop processes that can be employed to absorb and understand this information on a real-time basis [6] to supply the right amount of vaccine to the right place at the right time. If vaccine is sent to the wrong location there is a chance that it may be wasted. At the same time, not providing vaccines where they are urgently needed is also an equally disastrous scenario. The key issue is gaining visibility of information to tackle the vaccine distribution and administration problem. With no processes in place and no previous experience with handling such a scenario, governments find themselves in a difficult situation. As is customary, emergent teams may be put together [7] and these teams might resort to solving the problem by attempting to develop a software solution that provides visibility into processes that are developed for vaccine distribution.

The systems development literature is silent as to how emergent teams that have no previous experience of working together can come together and develop software solutions that can handle such a crucial information visibility problem. Emergent teams are characterized by great urgency and fickle operating environments that are in a state of constant flux as information about needs and resources comes at a high pace and from a plethora of sources [7]. As team members are unaware of each other’s capabilities, they also lack a shared understanding of the problem at hand. Coupled with this is the fact that the information coming from multiple sources might often be contradicting and might need to be sorted out before it becomes actionable. These teams also need to adopt a software development methodology that meets the need of the context and the emergent nature of the team. One possible route is adopting agile development methodologies that are suited for fast system development efforts [1, 2, 8–10]. However, agile methodologies have their own specific requirements. Although they are suited to fast-paced development efforts, members of the team must gel together and develop communication routines that enable a shared understanding of the problem at hand [11, 12]. There is also a need to follow formal team organizational practices that may go against the fluid nature of emergent teams. There is no research that exemplifies and explains how agile methodologies can be effectively applied to such fast-paced scenarios where the delivery times are in days, rather than weeks or months, and errors can result in loss of human lives.

This research describes the efforts of a team of researchers that helped their U.S. State government in solving this problem by developing a software solution. The software solution is built to enable the distribution of the COVID-19 vaccine to meet changing demands and save lives. The team adopted an agile development methodology and adapted it to suit their high-pace, high-risk context. We expect to contribute to the agile development literature by showing how agile practices can be adapted to suit a hyper-agile context in order to fulfill user requirements that are changing at an extremely fast pace. We offer lessons learned as a first step to understanding the best practices needed to evolve agile practices as applied to emergent contexts characterized by unprecedented health challenges.

2 Literature review

There is limited research regarding the use of information systems as applied to crisis management. Most of this literature has studied systems that allow situational awareness [13]. Situational awareness is the understanding of environmental elements during crises to enable decision-making processes that help first responders [14]. Indeed, information systems are key to providing situational awareness as they provide timely, accurate and complete information regarding environmental conditions, responding participants, casualties and available resources [13]. The primary information system studied in prior literature is social media (e.g. Twitter, Facebook, etc.). Research has looked at how social media use can, in some instances, promote rumor mongering which decreases population’s morale and increases anxiety, leading to worsening the impact of the crisis [15]. The effect of social media has also been investigated in providing connective affordances that allow a network of loosely connected users to reorganize themselves and cope with disaster [16–18]. Finally, the literature has looked at how coordinated action can be achieved by connecting like-minded individuals and improving their ability to self-organize by promoting situational awareness [13]. As noted, social media is the primary underlying system in all this literature. Clearly, vaccine distribution is a more complex phenomenon in which
stakeholders have to look at demand side requirements and match them up with supply side flow while considering the constraints of time and availability and keeping a close eye on casualties. Such level of coordination is not found in any social media platform and there are no pre-existing systems that can be quickly employed to achieve this complex task. We also do not find any literature that suggests actionable best practices that guide the development of such an emergency response system while the pandemic unfolds. Since agile development methodology is the closest actionable framework that has the potential to deliver software in a short time frame, we based our development efforts on it and applied it to our emergent context. Next, we review the agile development and emergent teams’ literature.

2.1 Agile development

Changing requirements pose a significant threat to software project success. In fact, a crucial challenge in responding to change is that what the software is required to do remains a moving target [19]. This incessant change in user requirements is perpetuated by continuously evolving business requirements [20, 21]. It is also increased by the frequency and speed of change in market competition that continuously require businesses to adapt their processes and products [22]. In response, organizations are increasingly adopting agile development [12]. Agile development is characterized by a flexible development process where short iterations and frequent communication among stakeholders enable the development team to respond more quickly and efficiently to changing customer requirements [23–25]. It is a lightweight and adaptable alternative to traditional, plan-driven software development methodologies [20]. Agile development values software developers as individuals and as important members of the team where interactions are considered the key elements in comparison to processes and tools. It views customers as integral members of the team rather than adversaries that cannot be trusted. The focus is on delivering value to customers by creating software that is usable rather than documentation that is cumbersome to create and maintain [26].

The team and its members have to collaborate within the software development subunit and with customers when adopting agile methodologies [27, 28]. This makes the team a crucial element of the process. Agile software development teams are essentially self-managing teams that organize themselves to assign tasks, schedule work and take action to solve problems [29, 30]. Research suggests that team members are able to effectively collaborate when they develop shared mental models [12]. The shared mental models allow team members to develop compatible expectations of the task and the team, enabling the team to understand current events, consider what may happen in the near future and understand why these events occur [30]. This level of understanding and knowledge coordination is not available in emergent teams responding to disaster scenarios.

2.2 Responding to disasters with emergent teams

The Sars-CoV-2 (COVID-19) pandemic is one scenario where there was an immediate need for emergent teams to form and spring into action to battle the pandemic. As thousands died, millions of people went into quarantine, and many businesses did not survive [31], scientists struggled to come up with vaccines, while governments scrambled to create effective and efficient supply chains to deliver those vaccines. In such disaster scenarios, there are often no established lines of communication, or pre-existing plans that can be incorporated to quickly respond to the impending needs. Information about the disaster or emergency comes from a plethora of sources and is often hard to reconcile in a timely manner because of the increased pace, complexity and level of detail [7]. Research has highlighted the importance of emergent response teams in such disaster environments (e.g. [32]). Such teams are markedly different from stable disaster response teams that are trained to respond to expected emergencies, such as police and firefighter teams [7]. Stable teams have experienced team members who are trained to encounter a multitude of potential scenarios and have experience in working with the same team members. Emergent response teams, on the other hand, have team members who are not familiar with each other’s knowledge and capabilities. They may also lack shared goals, reward structure, and the time to share who knows what on the team [7]. All this unfamiliarity with the team and the context leads to difficulty in coordination of knowledge and expertise, resulting in poor response to the emergency.

Research has looked into coordination of expertise in different organizational contexts, such as coordination in software development [33] and coordination practices of medical trauma centers [34]. From software development research, we know that expertise coordination are processes that manage knowledge and skill interdependencies [33]. Expertise coordination processes help develop a common mental model that allows team members to understand the task at hand, know where expertise is located in the team, recognizing when and where it is needed and finally bringing it to bear [33]. From the coordination of medical trauma centers, we know that teams can incorporate dialogic coordination practices in addition to the expertise coordination practices to achieve coordination of expertise [34]. However, both of these contexts are characterized by teams where group memberships, tasks, roles and knowledge can be specified ex
and have no shared mental models about the task at hand, teams that have no past experience in working together are emergent in nature. The literature is silent as to how software systems can be developed at this hyper-agile pace. The problem is further exacerbated by the fact that the team most likely tasked with the development will be an emergent team where the members are unaware of each other’s expertise, have no shared mental model and do not know how coordination can be achieved. Shared mental models are metastructures that establish the extent to which team members share the same understanding of the task, the tools, the team and the situation [35]. This shared understanding benefits the team members in better understanding and predicting the actions of other group members and enables better coordination of tasks [36]. This level of coordination develops over time as team members interact with each other on a regular basis [7]. Unfortunately, emergent teams do not come to the task with this level of shared understanding of the problem at hand. Such teams are at a disadvantage as there may be communications errors, and significant inefficiency in how knowledge about the task is shared and acted upon in such scenarios [37]. One interesting work that highlights the role of developing shared mental models in agile development teams is that of [12]. This research shows that some agile practices (system metaphor, stand-up meetings and on-site customer) help develop a shared understanding about the task to be completed, and also help establish shared mental models about team processes and team interactions [12]. Another study [38] looked at a team member’s capability to integrate different disciplines and graft them into one (T-skill) and their capability to combine or integrate another member’s skill onto one’s own knowledge base (A-skill). The study reported that such skills help teammates coordinate their skills and enhance the development of shared mental models. However, the literature primarily does not inform us how software development can be achieved in emergent teams that do not have established mental models. Also, it is not known how agile practices can be extended to respond to such challenging scenarios where teams are emergent in nature.

In this study, we borrow from agile development literature and emergent teams literature to understand how teams that have no past experience in working together and have no shared mental models about the task at hand, move at a hyper-agile pace to produce a software solution that exceeds expectations in the coordination of activities related to COVID-19 vaccine distribution. With this study, we aspire to offer lessons that can help extend and evolve the agile development literature as applied to hyper-agile contexts.

3 Research methodology and context

We used a clinical research methodology for this study. Clinical research focuses on solving a client’s real world problem and, in the process of solving the problem, helps advance research understanding [39, 40]. Clinical research is appropriate because it allows us to primarily focus on solving the problem of the client and the researcher plays the role of an interventionist who helps diagnose and solve the problem. When using clinical research methodology, the researcher plays the role of an “expert” or a “doctor” in a helping relationship. The researcher takes on the obligations to diagnose the problem and suggest and implement a solution, but the initiative to seek help remains with the client [39]. It is similar to action research as it administers interventions in organizations but differs in prioritizing the achievement of practical outcomes as its primary goal [41]. The client is involved in initiating and engaging the researcher and is involved throughout the intervention. There are several examples of using clinical research methodology in organizations. For instance, [42] used clinical inquiry to help improve the digital infrastructure in a large Swedish municipality. Another work used clinical inquiry to understand how digital strategy emerges in a rhizomatic order where offshoots de- and reterritorialize concepts, functions and logics in a continuous process. This process was facilitated through a combination of slack resources and adaptive governance [43]. Overall, clinical inquiry allows for engaged scholarship par excellence, where the aim is to help the client organization through sustained engagement in order to understand challenges from the client’s perspective and suggesting interventions that help overcome these challenges [44].

3.1 Project background

In January 2021, we were contacted by the National Guard of a U.S. state to assist with COVID-19 vaccine distribution efforts. At the start of the conversation, the client contact did not even know the extent of their needs and was aware of this fact. He just knew that we had the skills to help get the right data to the right people in order to
make strategic decisions. Working with the military on a COVID-response effort, we knew we had to be “hyper-agile” as changes were to happen frequently and often urgently. We also did not have the time to work through a typical software development lifecycle. We were going to have to build and test while the system was in production. As previous work with this client had taught us integration into analytics and analysis platforms was a key component and would be necessary to make the application useful. For this reason, we opted to use RShiny for our application(s). RShiny is an R package that allows users to create web-based applications for interactive data visualization [45].

### 3.2 Definitions

**Operational week:** The operational week for the project was decided to be from Friday to Thursday. Operational weeks are designed on a Friday to Thursday schedule, to coincide with vaccine arrival. Vaccine shipments will arrive beginning Friday afternoon. Also based on policies, vaccines can only be requested and distributed at different points during the week. Hubs are not open during the weekend, and pick-ups may not be scheduled for Friday as preparation is needed for the coming distribution days.

**Distribution hubs:** There are five distribution hubs in the state based on proximity to all counties in the state and ease of access via the interstate system. The hubs serve as a pick up location for various entities in the state. Each hub serves a different area, and is based on location to different areas of the state, serving a different population size and number of counties. The activities performed at each hub are the same and are to intake, store, and distribute the COVID vaccine to the counties. The hubs serve as a room where a vaccine is stored using refrigeration capacity necessary for the vaccines to be distributed.

**Unallocated vaccine (UAV):** Excess inventory resulting from vaccine administrators picking up fewer vials than what was requested or allotted for the week and/or planned excess from vaccine administrators picking up fewer vials than what to be distributed.

**Joint interagency task force (JIATF):** A concept typically used in military constructs that requires close working relationships between two or more organizations or agencies. Allows the ability to utilize assets from all agencies involved and is typically focused on a single goal or mission, under a single director.

**Customers:** Customers were anyone who was approved to administer vaccines. So think of this as your healthcare providers, hospitals, pharmacies, health departments, etc.

**Users:** Users were the users of the software such as the JIATF stakeholders associated with compiling orders, and the members of the State National Guard who interacted with the system as the key users in vaccine distribution.

### 3.3 Process details

The following timeline occurs weekly.

- **Friday:** UAV is rolled over from previous operational week. Vaccine and related supplies are received by each hub from the CDC shipments.
- **Monday:** Additional CDC shipments of vaccine and related supplies are received and customer pick-ups begin including interhub transfers.
- **Tuesday:** Notification of CDC supply quantities for next operational week and customer pick-ups at each of the 5 Hubs.
- **Wednesday:** Customer pick-ups, vaccine requests submitted and distribution plan prepared for next operational week.
- **Thursday:** New work orders and change orders reconciled before next operational week begins. Order placed with CDC for next operational week.
- **Ongoing:** Customer pick-ups with the majority happening on Tuesdays and Wednesdays; inter-hub transfers of vaccine inventory. Reconciliation processes (Fig. 1).

Previously the distribution process had been extremely manual. On Wednesdays customers would send spreadsheets with the demand of vaccines for their customers in a non-standard spreadsheet by UAV on Tuesday. There could be 8–10 spreadsheets per week accounting for over 200+ orders from different entities throughout the state. A distribution plan was then created which entailed assigning each request a work-order, a pick-up day, and pick-up time. From there, state leadership would reconcile each demand based on supply levels from the CDC, and assign an order quantity to each order. If supply exceeded or met demand, each order was filled at the requested levels. Once the orders were allocated, the operational team would then reconcile the number of vials of each brand of vaccine that would need shipped to each hub. As vials can only be shipped in boxes or trays (i.e. partial boxes cannot be shipped), the operational team would then decide what hubs the full allocations would go to, and then schedule inter-hub transfers. An assessment would also be made on secondary supplies (e.g. syringes, needles, gloves), as certain tool combinations maximize the return on vaccine distribution. For instance, a certain needle syringe combination is known to be able to get more vaccine doses out of a single vial. Finally, the distribution plan is finalized and sent to all stakeholders (customer entities, customers, hubs, and leadership). Throughout the week new work orders would be added as entities are unable to pick-up vaccines, or need to change the amount of requested vials leading to a dynamic distribution.
Before the research team was engaged, this process was completely manual and the creation of a distribution plan could take 72–96 h. The process was error prone as it required a single individual to copy, paste, and develop all content necessary. Furthermore, during distribution files changing due to the dynamic nature of changing orders created havoc between hubs and leadership as the common operating picture was muddied. After the research team was involved, the distribution plan took less than 4 h to be finalized, and a common operating picture was developed to share information and real-time insights between the hubs and the operations leadership.

We chose the SCRUM framework to guide the overall process and aspired to use all SCRUM ceremonies. However, using the agile development methodology during the pandemic was a challenge. As the team had to work remotely, it wasn’t a regular standup meeting, but check-ins were multiple times a day and very unscheduled as the requirements changed multiple times a day based on situation dynamics. The team would meet as requirements changed, but did meet at least once a day to continue inspecting progress towards project goals of the iteration. During these meetings, the team would discuss any problems or identify any obstacles to task progression. These meetings were also a good way to discuss any updates to the project backlog that would be needed to match the changing requirements.

The team was not able to maintain any scrum boards for items and tasks. Since things changed so rapidly that updating the board would have been a job in itself. One of the national guard members used a task board to keep features he would like added on there, but it wasn’t directing the development team’s processes. It was more of a wishlist that he maintained because of all the dynamics on the ground.

Overall, the team had planning on specific goals in each iteration which helped us define the project goals that would be achieved by each app. We also defined the time period this app will need to be completed in. Sprint reviews were done when we hit milestones with stakeholders, and trainings with them. The team did these at every major update or introduction of an application. The team did not have time to do the retrospectives. With the continuous changes dictated by the emergent nature of the context, the goal was simply to meet the next urgent requirement.

### 3.4 Data collection

In line with interpretive research, we used several data collection techniques [40]. The data was collected mainly through scheduled open-ended interviews and discussions with users and stakeholders. We also conducted several unscheduled discussions with stakeholders, which usually occurred when a new or revised functionality was needed or when users reported problems with the system. Moreover, we observed the users in their workplace setting by visiting

---

**Fig. 1 Process timeline**

- **Friday**: UAV is rolled over from previous operational week. Vaccine and related supplies are received by each hub from the CDC shipments.
- **Monday**: Additional CDC shipments of vaccine and related supplies are received and customer pick-ups begin including interhub transfers.
- **Tuesday**: Notification of CDC supply quantities for next operational week and customer pick-ups at each of the 5 Hubs.
- **Wednesday**: Customer pick-ups, vaccine requests submitted and distribution plan prepared for next operational week.
- **Thursday**: New work orders and change orders reconciled before next operational week begins. Order placed with CDC for next operational week.
- **Ongoing**: Customer pick-ups with the majority happening on Tuesdays and Wednesdays; inter-hub transfers of vaccine inventory. Reconciliation processes.
the distribution hubs to gain a better understanding of the scale and complexity of the requirements. In addition, we employed participant-observation and studied any documents used by users for performing their work and created as a result of their work. Data collection for this system was chaotic at best. Many conversations happened in an ad-hoc manner, as the dynamic nature of the project did not facilitate the time to collect all necessary implementations.

Table 1 catalogues the time spent on each type of data collection and Table 2 shows major parameters of the system.

### Table 1  Catalogue of time spent in various data collection activities

| Type of data collection | Who was involved? | How long and how many times? |
|-------------------------|-------------------|------------------------------|
| Scheduled interviews and discussions (scheduled for 30 min to 2 h) | The JIATF Liaisons, HUB Staff, Technical team liaison, Customer Liaisons | 12 h (10 meetings) |
| Unscheduled interviews and discussions | JIATF Liaison, HUB Staff, Technical Team Liaisons, Customer Liaisons | 100 h (80 meetings) |
| Observation | JIATF Floor, Technical Liaisons, Technical Team, Operations Team, HUB Workers | 16 h (3 times) |
| Reading/reviewing documents | Documents explaining vaccine efficacy, procedures for giving a shot, necessary equipment. Other documents such as working documents used prior to research teams engagement to understand the process of distribution. Obtaining information that was not necessarily tracked in systems or formally prior to research team engagement | 20 h |

### Table 2  Major system parameters

| Parameter | Number |
|-----------|--------|
| Number of functionalities | |
| Data processing functions | 6 |
| Data update/augmentation | 9 |
| Data visualization/analysis | 7 |
| Total number of applications | 7 |
| Approximate number of lines of code | 5000 |
| Approximate number of system development hours | 500 |

4 Research analysis

We used an agile iterative approach and went through three iterations during this research project. For each iteration, we first describe the overall business need as understood by the researchers at the beginning of the iteration. Next, we describe the solution created by the development team. Finally, we describe the lessons learned during the iteration.

#### 4.1 First research iteration

The entities involved in the vaccine delivery effort consisted of groups such as Hospitals, Local Health Departments, Higher Education, PK-12, etc. In the state’s Joint Interagency Task Force (JIATF), one member was assigned as the liaison for each entity. This liaison would submit an Excel spreadsheet once weekly with details regarding customer details, point of contact details, vials requested including vaccine manufacturer and series [prime (first dose) or booster (second dose)]. These spreadsheets would be manually aggregated by another member of the JIATF and re-sorted to prepare the distribution plan for each distribution hub. Due to the manual nature of the process, it was highly susceptible to human error. The process was inefficient and would often take up to four days to complete.

To address immediate needs, we needed to help automate the process of several entities submitting vaccine requests. In turn, this would automate the creation of the distribution plan, increasing the time to plan execution of vaccine delivery. Within less than a week of our initial conversation with the State’s National Guard, we had two applications in operation. The first was an interface to allow the entity liaisons a place to upload their weekly spreadsheet. We minimized the information they had to provide and validated their submission before accepting the upload. In a separate application, we allowed the management team the ability to download two reports. The first was an overall vaccine request that summarized the requests by hub, vaccine brand and series. The second was the foundation of the distribution plan. This document is what the hubs use to facilitate the distributions directly to the medical providers who give the shots. We automated the creation of new fields and created a workbook tab for each distribution hub. There was still some manual work to be completed as there were no business rules in place for some of the work, but in the first
week we cut a four day process down to a four hour process and minimized human error.

At this point in the process, communication was done predominantly via email with some phone calls and Zoom sessions when more complex questions or answers needed to be discussed. All code version control and collaboration was managed through GitHub. In the first week, it was all hands on deck from early in the morning through the late hours of the night. Necessary data collection was done via e-mail and discussion with our State National Guard liaison and stakeholder who received feedback from the entity liaisons. Furthermore, the excel spreadsheet used for upload was not standard so entity liaisons needed to be trained on the system as we were developing it. The diagram of applications and interactions is shown in Fig. 2. It shows that the first iteration's focus was on developing a better understanding of weekly vaccine demand.

4.2 Lessons learned during the first iteration

(1) The best agile practices in an emergency are the practices that quickly adapt to changing user requirements to deliver a usable product. We focused on delivering a minimum viable product to meet the immediate needs and then continued building from there. The data came from a plethora of sources and was hard to reconcile due to the pace and complexity of the data [7]. With this amount of data, it is easy to inflict information overload on the decision makers by trying to provide all possible reports that could be generated. With a targeted focus on delivering the minimal viable product, we were able to maintain just enough visibility for all stakeholders without overloading them with information that was not useful for their decision-making needs.

(2) As this emergency had the potential to impact millions of lives across the state, each vaccine dose was extremely precious. There were risks of not meeting demand due to misallocated doses, under-supplying the need, or simply not allocating the federally allotted doses. We were aware that we will not have the luxury of using the agile development recommendation of iterations that span one or two weeks. We adapted each agile iteration such that it should be done as fast as needed without adhering to the one or two week iteration recommendations. The iteration was made to be as short as possible to release a minimum viable functionality. In many cases, there were two releases per day for meeting evolving user requirements. This allowed us to move at a hyper-agile pace.

(3) Use the lightest weight tools and software possible to build the required functionalities. Many of the lightest weight tools tend to be open source tools—such as R and Shiny, and Shiny Server Studio—that were used in developing the applications. Not only are the lightweight tools easy to use but there are often open source communities that respond in an agile manner to add or extend packages that might help developers in an emergency. RStudio actually donated a piece of their non-open source system called RStudio Connect that allows for some of the additional security features we wanted beyond what we have now. The part of this too is that visualization and analysis are the key components to building in a language built to analyze data and make life easier. Also, the functional programming nature of the development language made life a bit easier, as we
were able to use pre-built components to develop the application because minimum viability and functionality, not “style”, were the key.

4.3 Second research iteration

The second iteration of this work, diagrammed in Fig. 3, focused on providing visibility into the actual distribution process from the hubs. This required understanding challenges the hubs faced with distribution such as scheduling, and other state and federal data entry requirements on distribution. The unseen issues to our systems were the existence of systems such as the federal vaccine management system (VAMS), and state level immunization tracking systems that required information from users. As federal systems focused more on the federal pharmacy program (of which our state was the only one to originally opt out of) and no API’s to immunization records systems had ever been needed, connecting to traditional medical systems was not possible. Thus, minimum standards were of major concern. The necessary requirements were to be able to track distribution, but also produce real time insights into potential issues with distribution. Three applications were designed to produce insights on behaviors of customers such as late pickups, partial pickups, or errors in the distribution files. Partial pickups occur when an incorrect amount of vaccine is ordered, or the provider is unable to pick up the full order due to capacity issues.

Within less than 9 days of the request being made three new applications were online, with appropriate considerations and adjustments. The initial production applications were done with feedback only from JIATF leadership and stakeholder liaisons, because of the timeline for the application development. A week after the product was live, the developers spent four hours at a Hub (the first exposure to actually viewing a Hub and the process performed rather than hearing second hand). This first-hand experience allowed for a simplification of the distribution hub application within hours of leaving the Hub and was in full production by the following morning. Furthermore, adjustments of visualizations had to be made to meet military guidance on visualizations such as the ability to take static quad charts and turn them into dynamic dashboards, causing additional tools to be made available to meet reporting needs.

This implementation had complexities that needed to be addressed as the three applications had many moving parts of data. The first application was designed for hubs to be able to indicate the current state of orders on the distribution report. It allowed them to confirm pickups and deliveries, but also produce real-time insights into potential issues with distribution. Three applications were designed to produce insights on behaviors of customers such as late pickups, partial pickups, or errors in the distribution files. Partial pickups occur when an incorrect amount of vaccine is ordered, or the provider is unable to pick up the full order due to capacity issues.

Within less than 9 days of the request being made three new applications were online, with appropriate
stocks can be monitored by leadership to make necessary decisions such as creation of vaccine clinics and where to route vaccines that had not been distributed from mobile clinics. In cases such as this, data persistence must always be a concern, the developers considered this when doing the storage, and created a methodology for allowing users to interact with the most up to date distribution plan while minimizing data persistence without the use of a production level database.

4.4 Lessons learned during the second iteration

(1) Divide and conquer: We often found it hard to encompass the set of requirements if we considered a complete application for the entire vaccine distribution system. Instead, we found it expedient to think of major functionalities as applications on their own. We decided to create multiple applications rather than one large application with several modules. This mechanism enabled us to achieve quick delivery of functionalities. With this approach, developers only needed to worry about minimal coordination among applications.

(2) Practice a minimalistic approach when testing: As time was limited, we often needed to develop and test the system as it was in production. This meant that unit tests and stress tests that are key components of agile development were not adhered to. Since we had created multiple applications, when a bug needed to be fixed or an enhancement needed to be implemented, it only impacted one application at a time and subsequently fewer users at a time. We could keep certain processes in operation without disruption. This was key, as we never had minimal testing time.

4.5 Third research iteration

As supply increased to meet demand, the ability for all providers to request vaccine in a more direct manner was of interest. For the first time during the development process, this was not “emergency based”. With this said, the goal was to create our next iteration of the system based on current applications and new requirements such as the ability for each of the 2000+ approved representatives in the state’s vaccination program to log-in and request vaccine for their respective entities while maintaining current capabilities. A later observed requirement was integration with existing email accounts that were registered to the state. This required new cyber-security concerns that would need to be handled. Furthermore, the addition of 2000+ users created the need for more resources. The development team took on a new developer, and the JIATF used existing resources to stand up and create a help desk. GitHub would be used to communicate errors and issues from the help desk to developers, and the JIATF would be responsible for enrolling and submitting user names and credentials to the development team. As third party developers, the development team could not be responsible for an unenrolled user getting access. Thus, it was left to the JIATF to review all users and then submit them to the application.

These new requirements not only required all current builds of every application to be changed or reconsidered but also was a major shift in distribution protocols for the state, meeting the changing needs of the public health dynamics in the state. The rebuild also allowed us to focus on streamlining applications targeted at different users as opposed to a part of a process, which had previously been the approach due to phased development. A three week timeline was given for this massive rebuild, the application was also to be rebranded and take a new name, emergency inventory management system (EIMS). New applications had to be developed to give users access to request vaccines, and for JIATF stakeholders to review these requests and integrate with any needs they may be planning, such as state run vaccination clinics. Additionally, new applications were needed to manage the approved users and align them with immunization policies at a state and federal level. With this new request network, the unification of processes from the JIATF to hubs was also to be considered.

The first step was to add a second Shiny Server that was used to account for 2000 users entering the system, but it also served as a partition between request and distribution of vaccine. The original server was to be kept to be accessed by JIATF stakeholders only. An elastic file system (EFS) would be used to bind the two servers and allow communication of data when necessary. The new applications to manage user access from the JIATF were to be hosted on the original server. The combination and reduction of capabilities from the original application can be found in Fig. 4. The new distribution process had all requests for the coming week to be put in by Tuesday 11:59PM, and then would lock users out from requesting. Request files would be created and uploaded to a new application where stakeholders could add requests, approve, disapprove or change on Wednesdays. Once approved, the distribution report would be created off the approved data and compiled appropriately. Figure 4 shows the full diagram of the system, specifically how the system is split to handle the influx of users, while maintaining security by regulating access through dual Shiny servers.

The system went live May 14, and had a two week burn in to register users. Capabilities for direct shipments to providers as well as others had modules in place, but national distribution strategies were not yet to a point where this implementation would be useful. The minimum order quantities for major vaccines do not meet requirements for rural areas to this point, given limited demand as time has moved on.
As of October 2021, this approach has been responsible for 1.8 million + doses of vaccine and played a role in achieving 66% of the eligible population having received at least one dose of vaccine.

This implementation was not without some bumps in the road. The role of creating a single sign on utilizing AWS Cognito with a Microsoft hosted sign on is not a non-trivial feat. In addition, the additional developer had a 2-week burn in on the system prior to being able to be effectively deployed and even then some of the “lessons learned” from the prior implementations had to be re-learned by the new developer. Also, some of the more “cutting edge” solutions that can be found on common help sites such as stack-overflow and others in the open source community may not scale to a larger user base.

4.6 Lessons learned during the third iteration

(1) Practice the philosophy of “build to tear down.” If we think of retaining the system beyond this emergency, we will create more than is necessary and cannot be as agile as needed. An example from this system would be storage of data in a file system rather than a complex database structure. Throughout the project, we had to maintain a sharp focus on which applications can be created rapidly to be put in production quickly. This often meant making choices that may not work in the long term and only consider what would work in the near future, but that constraint was part of the volatile nature of the context that we were dealing with. One basic tenet of agile development is welcoming changing requirements. We needed to expand this tenet drastically to the extent of re-imagining and redoing several moving parts of the project, often in short periods of time.

(2) Strive for stability in team membership by minimizing team composition changes. The development team realized early on that the knowledge gained during the first few iterations was complex and not easily transferable. The members also understood that they did not have the time and energy to expend on onboarding new members. Hence, conscious efforts were made to minimize core team composition changes until the project reached a steady state. Onboarding could be done once the system achieved some major milestones, but can cause chaos if the new member is not familiar with the principles and system requirements across the board. This is also true for the tools and technologies used in creating the application; for instance, the use of a package could override functionality across the system.
An example of this would be when we used dplyr (a newer version of plyr) which overwrote the namespace used by plyr, causing the functionality to fail. Overall, members of the team need to be very familiar with one another and should use a common set of tools with which they are already familiar. Avoid bringing in members who are not familiar with the core team or with the tools being used.

(3) Span the boundary beyond the core. Although the core development team needed to minimize team composition changes, it was necessary for the team to embrace change from the client side. The client side often involved representatives from the various government agencies that made up the JIATF. The dynamic situation based on stakeholders who were engaged at each time, led to individuals who would only be engaged at certain times (depending on situations) forcing the core team to adapt their communication and working strategies. Overall, the team needed to practice ambidexterity to be able to accept changing members to the overall team, while maintaining minimal composition changes to the core team. A corollary of this practice was that the core team members needed to be boundary spanners, needing to connect with new members, exploring and understanding the different facets of the distribution process continuously and bringing it back to the development team to incorporate the functionalities in the system. This could be seen as connecting with vaccinators to better understand the minimal amount of information they wanted to enter to request vaccine or with hubs to determine their process to make the system more efficient. It also corresponds with communicating with leadership about the entities that would be engaged in the distribution process. Moreover, prioritizing needs versus wants was also an important task for the development team. Clear expectations are necessary, but also understanding the outcome is more important than efficiency at first. User input matters, but in the immediate, too much user input may become a problem. Users may ask for bells and whistles and may think that their suggested feature is immediately important. They would discuss the software/application in its final state rather than the possible paths to the functional solution. As a developer charged with providing an emergency response system, it is paramount to know how to prioritize requirements over complete solutions. In such high cadence scenarios, the development team needed to decide what is an emergency and what is a want. From the outset, everything may feel like an emergency because of what is on the line. However, some things will need to wait and can have longer time lines (Table 3).

## 5 Discussion

This research project was undertaken to respond to an immediate need for an information system that would provide visibility of data into the COVID-19 vaccine distribution process for a U.S. state. Although we adopted an agile development methodology for the development of the system, we were aware that the pace of the project requirements was beyond the capabilities of agile development practices. We found that with carefully chosen adjustments, the agile

| Date   | Milestone                                                                 |
|--------|---------------------------------------------------------------------------|
| 15-Jan | Project scope and start                                                   |
| 22-Jan | Stakeholder upload and JIATF management apps deployed                    |
| 1-Feb  | Requirements and enhancements for dynamic supplies                       |
| 5-Feb  | Capacity for additional vaccine types and doses                           |
| 15-Feb | Real time hub integration to application                                  |
| 27-Feb | Real time visualization on inventory and hub operations added             |
| 15-Mar | Hub operations and change orders features operational                     |
| 20-Mar | Receipt of vaccine shipments added                                        |
| 30-Mar | Begin maintenance on version 1 (protocol changes around distribution and  |
|        | Prioritization                                                           |
| 15-Apr | Version 2 scoped and development begins                                  |
| 23-Apr | Automation of stakeholder review launched                                 |
| 30-Apr | Automation of distribution report of provider confirmations              |
| 10-May | Integration with state systems and provider enrollment/training begins   |
| 16-May | Update distribution restrictions for providers and introduce pediatric doses |
| 30-May | Version 2 launches                                                       |
methodology can be employed to meet the hyper-agile pace of the project. These adjustments allowed us to distill important lessons at the system, process and team levels.

5.1 System-level lessons

In the course of the development, we found that the information required to make important decisions came from a plethora of sources and at a rapid pace. Timely and accurate information about demand and supply are crucial for efficient flow in supply chains [46]. While providing visibility to the stakeholders has always been an objective of paramount importance in any information system and especially needed in supply chains [47], the development team had to walk a thin line between providing just enough functionality and overloading the end-users with more features than needed. With information overload, research suggests that irrelevant information may cause useful information to be ignored due to a deluge of unnecessary facts and figures, leading to poor decision making [48]. The team often needed to carefully assess how to develop modules and reports that had just enough functionality. At this crucial stage, the team had to be extremely vigilant about making the process easy through useful graphs that had drill-down capability, but at the same time were cautious to hold back features that had the potential to cause confusion for the end-user who had limited experience using a system like this one.

In emergency situations, it is very likely that the requirements are so convoluted that they cannot be easily attained by creating a complex system that has several perfectly integrated modules working in perfect harmony. Instead, we found it prudent to think of major requirements as systems on their own. This enables the development team to focus on solving one major requirement and then move on to another. Each major requirement is attained through an individual system. The current agile development approach is to build systems that are continuously integrated and have a high degree of connectivity [24]. Our approach was contrary to this agile practice. We strove to create loose coupling in systems such that each system handles its own major requirement while maintaining minimal level of connectivity. This promotes flexibility in the overall set of applications. The different systems allowed each unit to take responsibility for sub-processes (activities) that formed a complex higher-level process. Each application helped the stakeholders manage their own chunk of the complex overall process while maintaining some requisite coordination [49, 50]. This mechanism of handling major requirements with different applications allowed a combination of capabilities that manifested greater responsiveness to the environment [51].

Finally, at the system level, we found it judicious for the development team to play the role of gatekeepers with respect to the requirements that will be of utmost importance and those that could wait. As the development team engaged with different stakeholders in the process of gathering requirements, they were given ideas for several functionalities. It fell upon the development team to decide what constituted the most judicious usage of their resources. They had to analyze whether a requirement was really a need or a want. Agile development methods stress the customers’ role during the entire development process by involving them in discussing product features and prioritizing the feature list [52]. The customer is assigned the role of the product owner who tells the development team what is important to deliver [53]. However, in an emergency situation, we found that the development team has to assume the role of the product owner. This role fell upon the development team because they had a complete picture of all the parts of the process and thus were better able to decide how best to utilize the capabilities to meet the need.

5.2 Process-level lessons

Agile development practice espouses short iterations [9]. The development team needed to extend this practice to the level of completing iterations in weeks and sometimes even days. Due to the nature of the urgency, the development team had to resolve to adopt an all-hands-on-deck approach to make sure that development did not stop until the application was up and running. The team also needed to work with lightweight tools. Agile development practices do not give any suggestions concerning the tools that would be better suited for development tasks. It has been our observation, however, that tools which are lightweight and can be quickly put together are best suited for systems that need to be developed at an urgent pace. Research suggests that agile development practices and open source software development share several principles and practices that may help support the utilization of best practices from both [54]. Lightweight tools are often developed with the goal of frugal use of resources to maximize output that is immediately useful for the end-user [55, 56]. These lightweight tools often have supporting online communities working on a voluntary basis that help resolve any functional issues. The added support through these communities may help overcome any technical hurdles in building the system [57, 58]. Often this level of support is non-existent for more established industry standard, proprietary software. The support networks for such tools are often slow to respond and issues with the capabilities of software are often resolved in the next iteration of updates that can come in months, if not years.

When responding to an emergency, development teams may think that they have to test the system thoroughly to make sure every functionality is operational. The agile practice of comprehensive unit testing is key to ensuring that
each functionality is extensively tested [59]. Although that should be the goal for an ideal scenario, emergencies cannot wait for perfection in response. The development team had to resort to minimal testing and primarily testing only the major functionalities. This is one possible mechanism to enable quick iterations that match the pace of the emergency [60]. This does not mean that the possibility of failure should not be assessed. We worried about failure every morning we woke up. Partially it was imposter syndrome, partially because we knew what was at stake and what would happen if it failed. We tried to build it as robust and independent as possible to the point where all data is recorded and stored, and logs are tracked so that even if something fails the data is recorded and we can restore it. There are redundancies and version control is of utmost importance when building. There were times the system went off line for hours to bug hunt, because it was critical. This is where the lack of testing was a problem. We could not stress test, but partially because it was a new process on all sides. Overall, testing had to be relegated to a back seat due to the minimalistic approach that we had to espouse.

The development team also needed to be flexible with respect to the functionality provided by the current applications as they faced changing requirements. They realized that there was often a need to rethink the purpose and scope of a previously built application. They had to be open to the idea of completely tearing down an application to build another one. As the requirements changed, the functionality provided by a certain application would not match the change in requirements. This meant rebuilding the applications to match the new needs. Although this may seem to be a waste of time, with requirements that are fickle, holding on to previously built applications was infeasible.

5.3 Team-level lessons

We also learned important lessons at the team level. First, we found that the core development team had to maintain stability in the core, which meant that new members were not allowed to join even when there was a need for helping hands. The team was put together in an emergent manner and there were no formal processes followed. As the core team came together, they strived to keep the core stable. The core team members realized that they did not have the capacity to allow new members as that would have put a greater strain on the time constraints due to on-boarding and training needs of new members. Team instability due to addition of new members can severely impact team cognitive structures and can be harmful to team effectiveness [61, 62]. At the same time, membership from the stakeholder side varied markedly. This goes against the agile development practice of maintaining stable teams. The core team needed to maintain stability at the core while embracing changing membership at the periphery. In order to thrive in this dual natured context, the development team had to strive to attain a balance between the two conflicting team structures. The

Table 4 Extensions needed for adapting agile practices to hyper-agile contexts

| Agile practice                        | Needed extension for hyper-agile context                                                                 |
|--------------------------------------|----------------------------------------------------------------------------------------------------------|
| Continuous integration               | Divide and conquer: Requirements can be more easily managed when different applications are created to meet the major needs. A single, completely integrated application is a much more complex and time-consuming target to achieve |
| On-site customer                     | Assume gatekeeper role: Development team assumes the role of a gatekeeper to decide which functionalities are provided by the systems. This is important because it is the development team that has the complete picture of the overall process |
| Development focuses on functionalities identified for a sprint | Functionality to meet emergency needs: Development must maintain a minimalistic, frugal approach to provide the functionalities that are just enough to meet emergencies that emerge on a daily and sometimes hourly basis |
| Short iterations (a few weeks)       | Extremely short iterations (days): Iterations of the agile process should be kept as short as possible in hyper-agile contexts. The team can also adjust the iteration duration as needed, contrary to the fixed duration as per standard agile practice |
| No recommendations for tools         | Use open source tools: Open source tools are often lightweight and thus can be very useful in quickly achieving the needed functionality when working in hyper-agile contexts |
| Testing first                        | Minimal testing: Contrary to the agile standard of testing every feature before release, teams will need to resort to minimal testing. The team will need to build redundancies in the system to prevent data loss |
| Refactoring and retrospectives       | Build to tear down: As requirements change drastically, there may be need to completely tear down existing applications to create new ones |
| Stable team                          | Ambidextrous team: The development team will need to strive for stability at the core but be fluid at the periphery |
team adopted an ambidextrous attitude and strove to gain efficiency at the core while combining it with a sharp focus on the changing needs at the periphery of the team. Research shows that teams that often need to work in conflicting environments adopt ambidexterity. This enables teams to form explorative and exploitative routines, where the former promotes flexibility while the latter focuses on attaining goals related to stability, routinization and efficiency [63, 64]. The team members played the role of boundary spanners beyond the core to be able to make sense of the changing nature of the requirements and the distribution process which varied with changes in supply and demand as well as the capabilities of the client. A summary of all the extensions needed for adapting agile practices is provided in Table 4.

One might think that adapting agile methodologies by simply increasing the pace of iterations might be sufficient to meet the needs of hyper-agile environments. However, we found that just increasing the pace of the iterations was insufficient to effectuate a robust response to this hyper-agile environment. We had to adapt to and go against several established agile practices. For instance, one cornerstone practice of agile development is the use of continuous integration. Continuous integration (CI) is a software development practice that requires developers to integrate software into the production environment often during development [65]. Agile teams often consider this as a useful practice that results in significantly reduced integration problems and allows the development of cohesive software rapidly [66]. Our context required us to take a divide-and-conquer approach instead. We found that requirements can be more easily managed when different applications are created to meet the major needs. Aiming for integration with previously created applications would have added an additional layer of complexity as integration points would need to be carefully decided upon. Research shows that CI poses challenges in identifying component dependencies during development and integration [67] which could potentially cost more time or break a working application by introducing bugs into the production environment. Overall, component interfaces need to be clearly defined, more failures can be experienced during integration and there is a need to wait until other components are completed before integrating work [68].

Another agile practice that we had to forego was that of having an on-site customer representative. On-site customer and its extension, active stakeholder participation, are important agile practices that promote close interaction between the development team and the customer. Increasing the pace of agile would have meant getting the user to join the team more often to make sure that requirements are prioritized and developed to provide value at a faster pace. This would have also meant getting the user to give requirements faster than the usual pace. However, the emergent nature of the context characterized by a hyper-agile pace of requirements resulted in the customer being not confident of what the process was supposed to be. The process was actually non-existent. The development team had to become gatekeepers of the project so as to be able to define the process and prioritize the requirements to meet the needs. Often times, the development team needed to turn down requirements requests from the customer as they were deemed not functionally critical. The development team had to make decisions as to which functionality is a crucial need with high priority rather than a mere want that the users may consider good to have. Another reason for assuming the gatekeeper role was that the users were not aware of the entire business process and often understood only a subset of the system needs. Educating the user would have also cost time which was a critical resource in this project.

Testing is another key recommended activity during agile development. Agile development suggests integrating testing into the development process instead of having it as a separate phase [69]. Testing continues even as development of the entire application has not completed and more features are being added. It can consist of a plethora of different types of tests, such as unit tests, integration tests, UI tests, acceptance tests and exploratory tests, to name a few [70]. Speeding up the standard agile process would have meant accelerating the iteration cycle to have shorter, more frequent sprints. This would have resulted in compacting more testing in the iteration as more functionality needs to be built, tested and deployed in a small amount of time. This would have delayed the deployment of major mission critical features needed for vaccine distribution. For this reason, we decided to keep testing to a bare minimum level. Our multi-application design enabled us to put in needed enhancements with minimal testing. If a bug was discovered in an application at a later point in time, it impacted only that application. The other applications and related processes were able to continue operation without disruption.

Refactoring and retrospectives are two distinct activities in agile software development. Refactoring is related to making minor adjustments to code such that its internal structure improves but overall functionality stays the same [71]. It is undertaken to improve the non-functional attributes such as design, structure or implementation of code, while preserving overall functionality. This has the potential to improve the code’s simplicity, clarity, internal structure or extensibility. Retrospectives is the practice of inspecting how the past Sprint went. Essentially, this is an exercise to determine what went well, what problems were encountered, and how those problems were or were not resolved [72]. Research suggests that coordinating emergency responses often requires breaking established protocol if it may negatively affect the outcome [7]. Speeding up sprints in the iterations would mean that refactoring and retrospective would have
to be undertaken more often, costing more time in development and distracting the development team’s attention from developing new functionalities to perfecting existing functionality. Foreseeing the disadvantage of this, the development team consciously chose to revisit an application’s functionality only when it was unavoidable, such as when it severely constricted the process by producing bottlenecks or producing erroneous outcomes.

Another beneficial practice of agile development is that of maintaining stable development teams. Stable teams allow team members to spend time together and have frequent interactions which translates to strong cohesion among the members making them high-performing [73]. Research confirms that high team stability leads to higher amount of work completed at the end of each iteration by the team [74]. Stability in teams also allows for a higher capability to build knowledge and gain mastery of the problems and tradeoffs in a business domain [75]. Emergent teams, however, do not have the luxury to spend time and energy to build stable relationships that translate to all the above-mentioned benefits [7]. We had to resort to maintaining a team that was stable at the core but that allowed members to move in and out at the periphery. This created a team that was ambidextrous as it maintained focus at the core while maintaining a fluid membership at the periphery.

The remaining three extensions (minimal functionality, extremely short iterations and using open source tools) are related to adopting the concept of frugality throughout the development process. In agile development minimal functionality is a key practice. However, the main goal is to gain further feedback from the customer and add more features as per the priorities decided upon in the set of features of the overall project. In our hyper-agile context the goal was not to add these bells and whistles at a later stage. As a matter of fact, requests for any bells and whistles were discouraged by the development team. This practice allowed the team to maintain a sharp focus on the frugal list of functionalities that it had come up with. The concept of frugality was also relevant to the tools selected for development. As functional viability was the only metric for success, we chose lightweight tools that enabled us to use pre-existing components that could be quickly deployed. Lightweight tools are often developed with the goal of frugal use of resources to maximize output that is immediately useful for the end-user [55, 56]. None of the agile methodologies (XP, Scrum, etc.) provide any suggestions about any development tools to be used. Keeping iterations short is a key suggestion when working in an agile environment. The standard suggestion can range from weeks to months and the duration is set as a standard across all iterations. For our hyper-agile context, we suggest pushing this suggestion further by using iterations over only a few days. We also suggest that the team should be able to adjust the durations as needed, contrary to the standardized duration across all iterations in standard agile development.

In any flavor of agile development (e.g. Scrum, XP, DSDM, etc.) features are developed quickly, tested frequently and integrated continuously into the main code base. Feedback is encouraged at every step, clients are involved throughout the process, and development continues until the client is satisfied. For hyper-agile development, we believe the suggested extensions are crucial as simply speeding up the iterations in Scrum, XP or another agile flavor would not make the team hyper-agile. Instead, it may have the contrary effect of delaying development. This is primarily due to the emergent nature of the context where the process is unknown, the team members have no past experience of working together and the client is not available to test out each feature to perfection. Simply speeding up the iterations would have forced the development team to repeatedly undertake practices that were not supportable. For instance, having an on-site customer who was unaware of the overall process and the different sources of data would have wasted the development team’s time as they would need to first educate the customer about the process and its complexities. Similarly, the standard practices of refactoring and retrospectives would have forced the team to take up a continuous cycle to reevaluating the code base which would have put additional time constraints on the development team. For these reasons, we believe that existing agile frameworks are deficient in nature to cater to the needs of this hyper-agile context. The suggested extensions are crucial as they help better match the emergent, hyper-agile context of this project.

6 Contributions and conclusion

The development of a software system at an extremely fast pace by an emergent team while using agile development methodology is a complex task. This research reported the process followed and the lessons learned during the development of a system which was quickly put together to achieve efficient COVID-19 vaccine distribution capability. We offer several important contributions with this project. First, we offer important lessons for the application and adaptability of the agile development process at the system, process and team levels. Although agile development is meant to offer fast-paced results, the pace of this project was beyond any that we find in the software development literature. With this project we now know that the agile process can be adapted but with careful adjustments. At the system level, the development team has to strive for minimal functionality, adopt a divide and conquer approach while assuming the role of the gatekeeper of the system. At the process level, the team has to maintain the shortest possible iterations, use open
source tools and perform minimal testing flanked by carefully managed redundancies. At the same time, they have to assume a build-to-teardown approach to be pliant with process changes. At the team level, the team has to adopt an ambidextrous stance by striving for a stable core set of members but being flexible to allow changes at the periphery. Although some research does show that agile methodologies can be tailored by software development teams as they prefer to use selective agile practices [30, 31], the literature does not show whether the practices themselves can be tailored. Our research contributes to this literature by showing how individual agile practices can be adapted to match the need of a highly mission-critical system. We were able to adapt agile practices by extending them to achieve minimal functionality, dividing and conquering, gatekeeping, building-to-teardown, and achieving ambidexterity in team.

Second, we contribute to the emergent teams’ literature by studying how emergent teams can take on the challenge of developing a system that has the potential to save lives. The team achieved a dual nature as an emergent team that strove for stability at the core while embracing flexibility at the periphery. The emergent nature of the team meant that team memberships and member roles could change, but at the same, to achieve stability at the core, the membership of the main developers had to be preserved. Moreover, we show that in the absence of any metastructures guiding the team’s coordination efforts [7], the team evolved dialogic coordination practices [34] by impromptu sense-making practices (unscheduled discussions and interviews, hub visits) which allowed members to develop a sufficient level of shared understanding of the problem. The lessons and contributions from this research serve as a first step to understanding best practices to follow in emergent contexts characterized by unprecedented health challenges.

Generalizability is a concern in a study like this one. Although we recognize that our context is somewhat unusual, we do believe that there are findings that can be generalized to other contexts and organizations. Even though many organizations use standardized processes, there are scenarios within organizations where organizational members need to make teams that are emergent in nature. For instance, we offer important lessons for disaster recovery situations caused by natural disasters like flooding, hurricanes and tornadoes which call for swift action by emergent teams. Moreover, as businesses recover from COVID-19 related lockdowns, there is a need to reflect on past experiences to gain opportunities to inculte resilience that enables quick recovery from disturbances in the future [76, 77]. The lessons learned from our hyper-agile vaccine distribution context can facilitate gaining this understanding. Finally, our suggested extensions to the agile development methodology may also be applicable to other fast-response medical and non-medical settings where there is an urgent need to gain accurate visibility into supply and demand processes. Future research is needed to corroborate our findings in other contexts where emergent nature of teams play a crucial role in the road to recovery from disturbances.
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