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Abstract. In this paper we show the existence of two principal eigenvalues
associated to general non-convex fully nonlinear elliptic operators with Neu-
mann boundary conditions in a bounded $C^2$ domain. We study these objects
and we establish some of their basic properties. Finally, Lipschitz regularity,
uniqueness and existence results for the solution of the Neumann problem are
given.

1. Introduction

A self-adjoint uniformly elliptic linear operator in a bounded domain possesses
a countable set of real eigenvalues, the least of them, called first or principal eigen-
value, can be characterized as the minimum of the associated Rayleigh quotient, see
e.g. [14]. This characterization is possible only for operators which are variational.
In their famous work [6], Berestycki, Nirenberg and Varadhan defined the principal
eigenvalue $\lambda_1$ of a general uniformly elliptic linear operator

$$L[u] = -\text{tr}(A(x)D^2u) + b(x) \cdot Du + c(x)u,$$

in a bounded domain $\Omega$, as the supremum of those $\lambda$ for which there exists a
positive supersolution of $L[u] = \lambda u$. In that paper, they showed that $\lambda_1$ is the least
eigenvalue of $L$, i.e., for any eigenvalue $\lambda \neq \lambda_1$, $\text{Re}(\lambda) > \lambda_1$; moreover $\lambda_1$ can be
characterized as the supremum of those $\lambda$ for which the operator $L - \lambda I$ satisfies
the maximum principle, i.e., for any $\lambda < \lambda_1$, if $u$ is a subsolution of $L[u] - \lambda u = 0$
and $u \leq 0$ on $\partial \Omega$ then $u \leq 0$ in $\Omega$. Furthermore, they established several other
properties of the first eigenvalue, such as simplicity and stability.

In view of its relation with the maximum and the comparison principles, the
concept of principal eigenvalue has been extended to nonlinear operators to study
the associated boundary value problems. That has been done for the variational
operators, such as the $p$-Laplacian, through the method of minimization of the so
called nonlinear Rayleigh quotient, see e.g. [2] and [21]. An important step in
the study of the eigenvalue problem for general nonlinear operators was made by
Lions in [20]. In that paper, using probabilistic and analytical methods, he showed
the existence of principal eigenvalues for the uniformly elliptic Hamilton-Jacobi-
Bellman operator

$$F(x, u, Du, D^2u) = \sup_{\alpha \in \mathcal{A}} \{-\text{tr}(A_\alpha(x)D^2u) + b_\alpha(x) \cdot Du + c_\alpha(x)u\},$$

which arises in stochastic optimal control, see [3] and [12]. Very recently, many
authors, inspired by [6], have developed an eigenvalue theory for fully nonlinear
operators which are non-variational. The Pucci’s extremal operators $\mathcal{M}_{\alpha,A}(D^2u)$
(see the next section) have been treated by Quaas [26] and Busca, Esteban and
Quaas [9]. Related results have been obtained by Birindelli and Demengel in [8].
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for singular or degenerate elliptic operators, like $|Du|^{\alpha} M_{\alpha}(D^2 u)$, $\alpha > -1$, the p-Laplacian and some its non-variational generalizations. In [27] Quaas and Sirakov have studied the eigenvalue problem for fully nonlinear elliptic operators which are convex and positively homogenous, like the Hamilton-Jacobi-Bellman one (1.1). In that paper many properties of the principal eigenvalues, including the fact that they are simple and isolated, have been established. Similar results have been obtained by Ishii and Yoshimura [19] for non-convex operators, such as the Isaacs one (1.2)

$$F(x, u, Du, D^2 u) = \sup_{\alpha \in A} \inf_{\beta \in B} \left\{ -\text{tr}(A_{\alpha,\beta}(x) D^2 u) + b_{\alpha,\beta}(x) \cdot Du + c_{\alpha,\beta}(x) u \right\},$$

which arises in stochastic differential games, see [12].

All these articles treat Dirichlet boundary conditions.

In this paper we want to develop an eigenvalue theory for a class of fully nonlinear operators with Neumann boundary conditions in a bounded $C^2$ domain $\Omega$. Precisely, we consider a uniformly elliptic operator which is positively homogenous of order 1

$$F[u](x) = F(x, u, Du, D^2 u),$$

for any $u \in C^2(\Omega)$, with some additional assumptions that will be made precise in the next section. This class includes the non-convex Isaacs operator (1.2) if $c_{\alpha,\beta}$ are equi-continuous and $A_{\alpha,\beta}$, $b_{\alpha,\beta}$ are equi-Lipschitz continuous.

To (1.3) we associate the following boundary condition

$$B(x, u, Du) = f(x, u) + \langle Du, \overrightarrow{n}(x) \rangle = 0 \quad x \in \partial \Omega,$$

where $\overrightarrow{n}(x)$ is the exterior normal to the domain $\Omega$ at $x$. Typically $f$ will be

$$f(x, u) = \gamma(x) u,$$

with $\gamma(x)$ continuous and non-negative on $\partial \Omega$.

Following the ideas of [6], we define the principal eigenvalues as

$$\lambda := \sup \{ \lambda \in \mathbb{R} \mid \exists v > 0 \text{ on } \overline{\Omega} \text{ bounded viscosity supersolution of } F(x, v, Dv, D^2 v) = \lambda v \text{ in } \Omega, B(x, v, Dv) = 0 \text{ on } \partial \Omega \},$$

$$\lambda := \sup \{ \lambda \in \mathbb{R} \mid \exists u < 0 \text{ on } \overline{\Omega} \text{ bounded viscosity subsolution of } F(x, u, Du, D^2 u) = \lambda u \text{ in } \Omega, B(x, u, Du) = 0 \text{ on } \partial \Omega \}.$$
first show it under the classical assumption that $F$ be proper, see Theorem 4.1 then we prove in Theorem 4.5 that the operator $F - \lambda I$ with boundary condition (1.4) satisfies the maximum principle for any $\lambda < \lambda_c$. Using the example given in [23] we show that the result of Theorem 4.5 is stronger than that of Theorem 4.1, i.e., that there exist non-proper operators which have positive principal eigenvalue $\lambda_c$ and then for which the maximum principle holds.

In Section 5 we establish a Lipschitz regularity result for viscosity solutions of (1.6). In Section 6 we show some existence and comparison theorems. In Section 7 we establish some of the basic properties of the principal eigenvalues. Finally, in Section 8 we show, through an example, that in Section 8 we show, through an example, that $\lambda$ and $\lambda_c$ may be different.

In [23] the author of this paper has studied the principal eigenvalues of fully nonlinear singular elliptic operators modeled on the $p$-Laplacian or on $|Du|^\alpha M_{\alpha,A}(D^2u)$, $\alpha > -1$, with the pure Neumann boundary condition. In that paper we have used a different approach since the strong comparison principle between sub and supersolutions is not known. For this reason some questions about the properties of the principal eigenvalues, such as simplicity, were left open.

2. Assumptions

Let $S(N)$ be the space of symmetric matrices on $\mathbb{R}^N$, equipped with the usual ordering. We denote by $M^+_{\alpha,A}$, $M^-_{\alpha,A} : S(N) \to \mathbb{R}$ the Pucci’s extremal operators defined by

$$M^+_{\alpha,A}(X) = A \sum_{e_i > 0} e_i + a \sum_{e_i < 0} e_i,$$

$$M^-_{\alpha,A}(X) = a \sum_{e_i > 0} e_i + A \sum_{e_i < 0} e_i,$$

where $e_1, \ldots, e_N$ are the eigenvalues of $X$ (see e.g. [10]).

The operator $F$ is supposed to be continuous on $\Omega \times \mathbb{R} \times \mathbb{R}^N \times S(N)$, moreover we shall make the following assumptions:

(F1) For all $(x, r, p, X) \in \Omega \times \mathbb{R} \times \mathbb{R}^N \times S(N)$ and $t \geq 0$

$$F(x, tr, tp, tX) = tF(x, r, p, X).$$

(F2) There exist $b, c > 0$ such that for $x \in \Omega$, $r, s \in \mathbb{R}$, $p, q \in \mathbb{R}^N$, $X, Y \in S(N)$

$$M^-_{\alpha,A}(Y - X) - b|p - q| - c|r - s| \leq F(x, r, p, X) - F(x, s, q, Y) \leq M^+_{\alpha,A}(Y - X) + b|p - q| + c|r - s|.$$

(F3) For each $T > 0$ there exists a continuous function $\omega_T$ with $\omega_T(0) = 0$, such that if $X, Y \in S(N)$ and $\zeta > 0$ satisfy

$$-3\zeta \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} \leq \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq 3\zeta \begin{pmatrix} I & -I \\ -I & I \end{pmatrix},$$

and $I$ is the identity matrix in $\mathbb{R}^N$, then for all $x, y \in \Omega$, $r \in [-T, T]$, $p \in \mathbb{R}^N$

$$F(y, r, p, Y) - F(x, r, p, X) \leq \omega_T(\zeta|x - y|^2 + |x - y||p| + 1)).$$

(F4) There exists $C_1 > 0$ such that for all $x, y \in \Omega$ and $X \in S(N)$

$$|F(x, 0, 0, X) - F(y, 0, 0, X)| \leq C_1|x - y|\|X\|.$$

Here and in what follows we fix the norm $\|\cdot\|$ in $S(N)$ by setting

$$\|X\| = \sup\{|X\xi| : \xi \in \mathbb{R}^N, |\xi| \leq 1\} = \sup\{|\lambda| : \lambda \text{ is an eigenvalue of } X\}.$$
The Isaacs operator (1.2) is continuous and satisfies (F1) and (F2) if $aI \leq A_{\alpha,\beta}(x) \leq AI$ for any $x \in \Omega$, $(\alpha, \beta) \in A \times B$ and the functions $A_{\alpha,\beta}, b_{\alpha,\beta}, c_{\alpha,\beta}$ are continuous on $\Omega$ uniformly in $\alpha$ and $\beta$, where $A$ and $B$ are arbitrary index sets. If the matrices $A_{\alpha,\beta}$ are equi-Hölderian of exponent $\frac{1}{2}$, i.e., for some constant $C > 0$

$$\|A_{\alpha,\beta}(x) - A_{\alpha,\beta}(y)\| \leq C|x - y|^\frac{1}{2} \quad \text{for all } x, y \in \overline{\Omega} \text{ and } (\alpha, \beta) \in A \times B,$$

then $F$ satisfies (F4). Finally, (F3) is satisfied by $F$ if, in addition to the uniform elliptic condition $A_{\alpha,\beta}(x) \geq aI$ and the equi-continuity of $c_{\alpha,\beta}$, the functions $A_{\alpha,\beta}$ and $b_{\alpha,\beta}$ are equi-Lipschitz continuous, i.e., there exists $L > 0$ such that for all $x, y \in \overline{\Omega}$ and $(\alpha, \beta) \in A \times B$

$$\|A_{\alpha,\beta}(x) - A_{\alpha,\beta}(y)\| \leq L|x - y|, \quad |b_{\alpha,\beta}(x) - b_{\alpha,\beta}(y)| \leq L|x - y|.$$

We assume throughout the paper that $\Omega$ is a bounded domain of $\mathbb{R}^N$ of class $C^2$. In particular it satisfies the interior sphere condition and the uniform exterior sphere condition, i.e.,

(Ω1) For each $x \in \partial \Omega$ there exist $R > 0$ and $y \in \Omega$ for which $|x - y| = R$ and $B(y, R) \subseteq \Omega$.

(Ω2) There exists $r > 0$ such that $B(x + r\overline{n}(x), r) \cap \Omega = \emptyset$ for any $x \in \partial \Omega$.

From property (Ω2) it follows that

$$\langle \overline{n}(x), y - x \rangle \leq \frac{1}{2r}|y - x|^2 \quad \text{for } x \in \partial \Omega \text{ and } y \in \overline{\Omega}.$$ \hfill (2.1)

Moreover, the $C^2$-regularity of $\Omega$ implies the existence of a neighborhood of $\partial \Omega$ in $\overline{\Omega}$ on which the distance from the boundary

$$d(x) := \inf\{|x - y|, y \in \partial \Omega\}, \quad x \in \overline{\Omega}$$

is of class $C^2$. We still denote by $d$ a $C^2$ extension of the distance function to the whole $\overline{\Omega}$. Without loss of generality we can assume that $|Dd(x)| \leq 1$ on $\overline{\Omega}$.

On the function $f$ in (4.4) we shall suppose

(f1) $f : \partial \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous.

(f2) For all $(x, r) \in \partial \Omega \times \mathbb{R}$ and $t \geq 0$

$$f(x, tr) = tf(x, r).$$

For the existence results we will assume in addition

(f3) For all $x \in \partial \Omega$ $r \rightarrow f(x, r)$ is non-decreasing on $\mathbb{R}$.

Clearly, $f(x, u) = \gamma(x)u$ with $\gamma(x) \geq 0$ and continuous on $\partial \Omega$, satisfies all the three hypothesis.

In this paper we adopt the notion of viscosity solution. We denote by $USC(\overline{\Omega})$ the set of upper semicontinuous functions on $\overline{\Omega}$ and by $LSC(\overline{\Omega})$ the set of lower semicontinuous functions on $\overline{\Omega}$. Given $g : \overline{\Omega} \rightarrow \mathbb{R}$, we recall that a function $u \in USC(\overline{\Omega})$ (resp., $u \in LSC(\overline{\Omega})$) is called viscosity subsolution (resp., supersolution) of

$$\begin{cases}
F(x, u, Du, D^2 u) = g(x) & \text{in } \Omega \\
B(x, u, Du) = 0 & \text{on } \partial \Omega.
\end{cases}$$ \hfill (2.2)

if the following conditions hold

(i) For every $x_0 \in \Omega$ for all $\varphi \in C^2(\overline{\Omega})$, such that $u - \varphi$ has a local maximum (resp., minimum) on $x_0$ then

$$F(x_0, u(x_0), D\varphi(x_0), D^2 \varphi(x_0)) \leq (\text{resp.,} \geq) g(x_0).$$
(ii) For every \( x_0 \in \partial \Omega \) for all \( \varphi \in C^2(\overline{\Omega}) \), such that \( u - \varphi \) has a local maximum (resp., minimum) on \( x_0 \) then
\[
(F(x_0, u(x_0), D\varphi(x_0), D^2\varphi(x_0)) - g(x_0)) \wedge B(x_0, u(x_0), D\varphi(x_0)) \leq 0
\]
(resp.,
\[
(F(x_0, u(x_0), D\varphi(x_0), D^2\varphi(x_0)) - g(x_0)) \vee B(x_0, u(x_0), D\varphi(x_0)) \geq 0.
\]
A **viscosity solution** is a continuous function which is both a subsolution and a supersolution.

In the above definition the test functions can be substituted by the elements of the semi-jets \( \mathcal{T}^+ u(x_0) \) when \( u \) is a subsolution and \( \mathcal{T}^- u(x_0) \) when \( u \) is a supersolution. For a detailed presentation of the theory of viscosity solutions we refer the reader to e.g. \([11]\).

One of the motivation for these relaxed boundary conditions is the stability under uniform convergence. Actually, if the operator \( F \) satisfies (F2) and the domain \( \Omega \) the exterior sphere condition, viscosity subsolutions (resp., supersolutions) satisfy in the viscosity sense \( B(x, u(x), Du(x)) \leq 0 \) (resp. \( \geq 0 \)) for any \( x \in \partial \Omega \), as shown in the following proposition due to Hitoshi Ishii, \([17]\), whose proof is given for the reader’s convenience.

**Proposition 2.1.** Suppose that \( \Omega \) satisfies the exterior sphere condition. If there exists \( b > 0 \) such that for \( x \in \overline{\Omega}, r \in \mathbb{R}, p, q \in \mathbb{R}^N, X, Y \in S(\mathbb{N}) \)
\[
F(x, r, p, X) - F(x, r, q, Y) \geq \mathcal{M}_{a,A}^{-}(Y - X) - b|p - q|,
\]
and \( u \) is a viscosity subsolution of (2.2) then \( u \) satisfies in the viscosity sense
\[
B(x_0, u(x_0), Du(x_0)) \leq 0,
\]
for any \( x_0 \in \partial \Omega \). If
\[
F(x, r, p, X) - F(x, r, q, Y) \leq \mathcal{M}_{a,A}^{+}(Y - X) + b|p - q|,
\]
and \( u \) is a viscosity supersolution of (2.2) then \( u \) satisfies in the viscosity sense
\[
B(x_0, u(x_0), Du(x_0)) \geq 0,
\]
for any \( x_0 \in \partial \Omega \).

**Proof.** We show the proposition for subsolutions. Set
\[
g(t) = -Kt^2 + ct \quad \forall t \in \mathbb{R},
\]
where \( K \gg 1 \) and \( 0 < \epsilon \ll 1 \). Observe that \( g(0) = 0, g'(0) = \epsilon, g''(0) = -2K \), and
\[
0 < t < \frac{\epsilon}{K} \quad \Longrightarrow \quad g(t) > 0.
\]
Let \( \varphi \in C^2(\overline{\Omega}) \) and \( x_0 \in \partial \Omega \). Assume that \( u - \varphi \) attains a maximum at \( x_0 \). We need to prove that \( f(x_0, u(x_0)) + (\nabla^-(x_0), D\varphi(x_0)) \leq 0 \).

Let \( y_0 \in \mathbb{R}^N \) and \( R > 0 \) satisfy
\[
B(y_0, R) \cap \overline{\Omega} = \{ x_0 \}.
\]
We may assume by translation that \( y_0 = 0 \). We set
\[
\psi(x) = g(|x| - R) \quad \forall x \in \mathbb{R}^N.
\]
Note that \( \psi(x_0) = g(0) = 0 \),
\[
D\psi(x_0) = g'(0) \frac{x_0}{|x_0|} = \epsilon e_0, \quad \text{where} \quad e_0 = \frac{x_0}{|x_0|},
\]
\[
\nabla^-(x_0) \cdot D\psi(x_0) = -e_0 \cdot \epsilon e_0 = -\epsilon,
\]
\[ D^2 \psi(x_0) = g''(0) e_0 \otimes e_0 + \frac{g'(0)}{|x_0|} (I - e_0 \otimes e_0) \]
\[ = -2K e_0 \otimes e_0 + \frac{\epsilon}{R} (I - e_0 \otimes e_0), \]
\[ M_{a,A}^\omega(-D^2 \psi(x_0)) = -\frac{(N - 1)A}{R^2} + 2Ka, \]
\[ R < |x| < R + \frac{\epsilon}{K} \quad \implies \quad \psi(x) > 0. \]

Moreover we observe that \( u - \varphi - \psi \) attains a local maximum at \( x_0 \). Remark that
\[
F(x_0, u(x_0), D\varphi(x_0), D^2 \varphi(x_0)) - b \epsilon \geq F(x_0, u(x_0), D\varphi(x_0), D^2 \varphi(x_0)) - b \epsilon \geq b \epsilon \left( \frac{(N - 1)A}{R} + 2Ka \right)
\]
\[ \geq F(x_0, u(x_0), D\varphi(x_0), D^2 \varphi(x_0)) - b \epsilon \geq \frac{(N - 1)A}{R} + 2Ka. \]

We fix \( K \gg 1 \) so that for any \( 0 < \epsilon < 1 \)
\[
F(x_0, u(x_0), D\varphi(x_0), D^2 \varphi(x_0)) \geq -\frac{(N - 1)A}{R} + 2Ka > g(x_0).
\]
Then, by definition of subsolution we get that
\[
0 \geq f(x_0, u(x_0)) + M_{a,A}(D\varphi(x_0)) + D\varphi(x_0) - \epsilon,
\]
from which we obtain
\[
f(x_0, u(x_0)) + M_{a,A}(D\varphi(x_0)) \leq 0,
\]
as desired. \( \square \)

3. The Strong Comparison Principle

The strong comparison principle is the key ingredient in the development of our theory.

**Theorem 3.1.** Assume that (F2), (F3), (f1) hold and that \( g \) is continuous on \( \overline{\Omega} \). Let \( u \in USC(\overline{\Omega}) \) and \( v \in LSC(\overline{\Omega}) \) be respectively a sub and a supersolution of
\[
\begin{align*}
F(x, u, Du, D^2 u) &= g(x) \quad \text{in} \quad \Omega \\
B(x, u, Du) &= 0 \quad \text{on} \quad \partial \Omega.
\end{align*}
\]
If \( u \leq v \) on \( \overline{\Omega} \) then either \( u < v \) on \( \overline{\Omega} \) or \( u \equiv v \) on \( \overline{\Omega} \).

Let us recall that for the sub and the supersolutions of the Dirichlet problem the following theorem holds, see [19].

**Theorem 3.2.** Assume that (F2), (F3) hold and that \( g \) is continuous on \( \Omega \). Let \( u \in USC(\Omega) \) and \( v \in LSC(\Omega) \) be respectively a sub and a supersolution of
\[
F(x, u, Du, D^2 u) = g(x).
\]
If \( u \leq v \) in \( \Omega \) then either \( u < v \) in \( \Omega \) or \( u \equiv v \) in \( \Omega \).

**Proof of Theorem 3.1** Assume \( u \neq v \), then by Theorem 3.2 \( u < v \) in \( \Omega \). Suppose by contradiction that there exists a point \( x_0 \in \partial \Omega \) on which \( u(x_0) = v(x_0) \).

The interior sphere condition (Ω1) implies that there exist \( R > 0 \) and \( y_0 \in \Omega \) such that the ball centered in \( y_0 \) and of radius \( R \), \( B_1 \), is contained in \( \Omega \) and \( x_0 \in \partial B_1 \). Let for \( k > 2/R^2 \) and \( x \in \overline{\Omega} \)
\[
w(x) := e^{-kR^2} - e^{-k|x-y_0|^2}.
\]
This function has the following properties
\[ w(x) < 0 \quad \text{in } B_1, \]
\[ w(x) = 0 \quad \text{on } \partial B_1, \]
\[ w(x) > 0 \quad \text{outside } \overline{B}_1. \]

Let \( B_2 \) be the ball of center \( y_0 \) and radius \( \frac{R}{2} \) and \( -m := \max_{\overline{B}_2} (u - v) < 0 \). Choose \( \sigma > 0 \) so small that
\[
\sigma \inf_{\overline{B}_2} w \geq -\frac{m}{2}.
\]

Let us define for \( j \in \mathbb{N} \) the functions
\[
\phi(x,y) := \frac{j}{2} |x - y|^2 + \frac{\sigma}{2} (w(x) + w(y)) - f(x_0, u(x_0)) \langle n(x_0), x - y \rangle,
\]
and
\[
\psi(x,y) := u(x) - v(y) - \phi(x,y).
\]

Let \((x_j, y_j) \in \overline{B}_2 \) be a maximum point of \( \psi \) in \( \overline{B}_2 \). We have
\[
0 = u(x_0) - v(x_0) - \sigma w(x_0) \leq u(x_j) - v(y_j) - \frac{j}{2} |x_j - y_j|^2 - \frac{\sigma}{2} (w(x_j) + w(y_j))
\]
\[
+ f(x_0, u(x_0)) \langle n(x_0), x_j - y_j \rangle,
\]
from which we can see that \(|x_j - y_j| \to 0\) as \( j \to +\infty \). Up to subsequence, \( x_j \) and \( y_j \) converge to some \( \overline{x} \in \Omega \). Standard arguments show that
\[
\lim_{j \to +\infty} \frac{j}{2} |x_j - y_j|^2 = 0, \quad \lim_{j \to +\infty} u(x_j) \to u(\overline{x}) \quad \text{and} \quad \lim_{j \to +\infty} v(y_j) \to v(\overline{x}).
\]

Passing to the limit in (3.2) we get
\[
\sigma w(\overline{x}) \leq u(\overline{x}) - v(\overline{x}) \leq 0,
\]
which implies that the limit point \( \overline{x} \) belongs to \( \overline{B}_1 \). Furthermore, since \( u(\overline{x}) - v(\overline{x}) - \sigma w(\overline{x}) \geq 0 \), it cannot belong to \( \overline{B}_2 \), indeed by (3.1) we have \( u(x) - v(x) - \sigma w(x) \leq -\frac{m}{2} < 0 \), for any \( x \in \overline{B}_2 \). In conclusion
\[
\frac{R}{2} |\overline{x} - y_0| \leq R.
\]

Computing the derivatives of \( \phi \) we get
\[
D_x \phi(x,y) = j(x - y) + \sigma ke^{-|x - y|^2} (x - y) - f(x_0, u(x_0)) \langle n(x_0), x \rangle,
\]
\[
D_x \phi(x,y) = -j(x - y) + \sigma ke^{-|y - y_0|^2} (y - y_0) + f(x_0, u(x_0)) \langle n(x_0), y \rangle.
\]
If \( x_j \in \partial \Omega \) then \( \overline{x} = x_0 \) and using (2.1) we have
\[
B(x_j, u(x_j), D_x \phi(x_j, y_j)) \geq f(x_j, u(x_j)) - f(x_0, u(x_0)) \langle n(x_0), \overline{n}(x_j) \rangle
\]
\[
- \frac{j}{2r} |x_j - y_j|^2 + \sigma ke^{-|x_j - y_0|^2} (x_j - y_0, \overline{n}(x_j)) > 0
\]
for large \( j \), since the last term goes to \( \sigma ke^{-kr^2} R \) as \( j \to +\infty \), being \( \overline{n}(x_0) = \frac{x_0 - y_0}{|x_0 - y_0|} \). Similarly if \( y_j \in \partial \Omega \) then \( \overline{x} = y_0 \) and \( u(x_0) = v(x_0) \) so that
\[
B(y_j, v(y_j), -D_y \phi(x_j, y_j)) \leq f(y_j, v(y_j)) - f(x_0, u(x_0)) \langle n(x_0), \overline{n}(y_j) \rangle
\]
\[
+ \frac{j}{2r} |x_j - y_j|^2 - \sigma ke^{-|y_j - y_0|^2} (y_j - y_0, \overline{n}(y_j)) < 0
\]
for large \( j \). Then \( x_j \) and \( y_j \) are internal points and
\[
F(x_j, u(x_j), D_x \phi(x_j, y_j), X) \leq g(x_j) \quad \text{if } (D_x \phi(x_j, y_j), X) \in \overline{B}^+ u(x_j),
\]
where
\[
\overline{B}_2 := \{ y | -2 \leq y_1 \leq 2 \}.\]
Its eigenvalues are 2 and 8.

Since \(2 \leq A(x_j, y_j)\), we have \(\sigma(w(x)) - \sigma(w(y)) - \frac{2}{2} \left| x - y \right|^2 + f(x_0, u(x_0)) \cdot (x - y) = \frac{2}{2} \left| x - y \right|^2 \) in \(\Omega\), applying Theorem 3.2 of [11] there exist \(X_j, Y_j \in S(N)\) such that \((D_x \phi(x_j, y_j), X_j) \in \mathcal{J}^2 + u(x_j), -D_y \phi(x_j, y_j), Y_j) \in \mathcal{J}^2 - v(y_j)\) and

\[ -3 \frac{I}{I} \leq \begin{pmatrix} X_j - \frac{2}{2} D^2 w(x_j) & 0 \\ 0 & -(Y_j + \frac{2}{2} D^2 w(y_j)) \end{pmatrix} \leq 3 \frac{I}{I} - \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix}. \]

The hessian matrix of \(w(x)\) is

\[ D^2 w(x) = 2ke^{-k|x-y|^2} I - 4k^2 e^{-k|x-y|^2} (x - y) \otimes (x - y). \]

Its eigenvalues are \(2ke^{-k|x-y|^2}\) with multiplicity \(N - 1\) and \(2ke^{-k|x-y|^2} (1 - 2k|x-y|^2)\) with multiplicity 1. In the annulus \(B_1 \setminus B_2\) we have \(2ke^{-k|x-y|^2} (1 - 2k|x-y|^2) \leq 2ke^{-k|x-y|^2} (1 - k \frac{x}{y}) < 0\) since \(k > \frac{x}{y}\).

Using the fact that \(u\) and \(v\) are respectively sub and supersolution and the properties of the operator \(F\) we have

\[ g(y_i) \leq F(y_i, v(y_i), -D_y \phi, Y_j) \]

\[ \leq F(y_i, v(y_i), -D_y \phi, Y_j + \frac{\sigma}{2} D^2 w(y_j)) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(y_j)) \]

\[ \leq F(x_j, v(y_i), -D_y \phi, X_j - \frac{\sigma}{2} D^2 w(x_j)) + \omega_T(o_j) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(y_j)) \]

\[ \leq F(x_j, u(x_j), D_x \phi, X_j + \omega_T(o_j) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(x_j)) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(y_j)) \]

\[ + b \frac{\sigma}{2} D w(x_j) + b \frac{\sigma}{2} D w(y_j) + c u(x_j) - v(y_j) \]

\[ \leq g(x_j) + \omega_T(o_j) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(x_j)) + \frac{\sigma}{2} M_{+\alpha A}(D^2 w(x_j)) + b \frac{\sigma}{2} D w(x_j) \]

\[ + b \frac{\sigma}{2} D w(y_j) + c u(x_j) - v(y_j), \]

where \(o_j = j(x_j - y_j)^2 + |x_j - y_j| (D_y \phi, 1) \to 0\) as \(j \to +\infty\). Then

\[ g(y_i) \leq g(x_j) + A(N - 1) \sigma ke^{-k|x_j - y_j|^2} + a \sigma ke^{-k|x_j - y_j|^2} (1 - 2k|x_j - y_j|^2) \]

\[ + A(N - 1) \sigma ke^{-k|y_j - y_0|^2} + a \sigma ke^{-k|y_j - y_0|^2} (1 - 2k|y_j - y_0|^2) \]

\[ + k \sigma e^{-k|x_j - y_0|^2} b|x_j - y_0| + k \sigma e^{-k|y_j - y_0|^2} b|y_j - y_0| + c u(x_j) - v(y_j) \]

+ \(\omega_T(o_j)\).

Passing to the limit as \(j \to +\infty\) we get

\[ 2\sigma e^{-k|\tau - y_0|^2} \{ -2a k^2 |\tau - y_0|^2 + [A(N - 1) + a + b|\tau - y_0|]k \} + c |u(\tau) - v(\tau)| \geq 0. \]

Using (3.3) and the fact that \(\frac{\sigma}{2} < |\tau - y_0| \leq R\), we have

\[ 0 \leq 2\sigma e^{-k|\tau - y_0|^2} \{ -2a k^2 |\tau - y_0|^2 + [A(N - 1) + a + b|\tau - y_0|]k \} + c |u(\tau) - v(\tau)| \]

\[ \leq 2\sigma e^{-k|\tau - y_0|^2} \left\{ -2a k^2 R^2 + [A(N - 1) + a + bR]k \right\} + \sigma c(e^{-k|\tau - y_0|^2} - e^{-kR^2}) \]

\[ \leq \sigma e^{-k|\tau - y_0|^2} \{ -2a k^2 R^2 + 2[A(N - 1) + a + bR]k + c \} \]

If we fix \(k > 2/R^2\) so large that

\[ -2a k^2 R^2 + 2[A(N - 1) + a + bR]k + c < 0, \]

we obtain a contradiction, then \(u < v\) on \(\Omega\). \(\Box\)
Remark 3.3. In Theorem 3.1 the domain $\Omega$ may be unbounded. In that case, in the proof of the theorem it suffices to maximize $\psi(x, y)$ on the compact set $\overline{(B(y_0, 2R) \cap \Omega)^2}$, instead of the whole $\overline{\Omega}$.

A consequence of Theorem 3.1 are the following strong maximum and minimum principles.

Corollary 3.4. Assume the hypothesis of Theorem 3.1. If $f(x, 0) \leq 0$ for any $x \in \partial \Omega$ and $v \in LSC(\overline{\Omega})$ is a non-negative viscosity supersolution of

$$
\begin{aligned}
F(x, v, Dv, D^2v) &= 0 \quad \text{in } \Omega \\
B(x, v, Dv) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

then either $v \equiv 0$ or $v > 0$ on $\overline{\Omega}$. If $f(x, 0) \geq 0$ for any $x \in \partial \Omega$ and $u \in USC(\overline{\Omega})$ is a non-positive viscosity subsolution of

$$
\begin{aligned}
F(x, u, Du, D^2u) &= 0 \quad \text{in } \Omega \\
B(x, u, Du) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

then either $u \equiv 0$ or $u < 0$ on $\overline{\Omega}$.

Proof. If $f(x, 0) \leq 0$ for any $x \in \partial \Omega$ then $u \equiv 0$ is a subsolution of (3.4). The thesis follows applying Theorem 3.1.

4. The Maximum Principle and the Principal Eigenvalues

We say that $F$ with boundary condition (1.4) satisfies the maximum principle, if whenever $u \in USC(\overline{\Omega})$ is a viscosity subsolution of

$$
\begin{aligned}
F(x, u, Du, D^2u) &= 0 \quad \text{in } \Omega \\
B(x, u, Du) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

then $u \leq 0$ on $\overline{\Omega}$. We first prove that the maximum principle holds if $F$ is proper, i.e., if $r \to F(x, r, p, M)$ is non-decreasing. Observe that we do not require the stronger condition $F(x, r, p, X) - \sigma r$ non-decreasing in $r$ for some $\sigma > 0$, in which case the comparison principle holds (see [11] Theorem 7.5) and implies the maximum principle if $u \equiv 0$ is a supersolution.

Successively, we show that the operator $F - \lambda I$ with boundary condition (1.4) satisfies the maximum principle for any $\lambda < \lambda_1$. To prove that the two results do not coincide, we construct a class of operators which are not proper but that have positive principal eigenvalue $\lambda_1$, hence for which the maximum principle holds.

4.1. The case $F$ proper.

Theorem 4.1. Assume that (F2), (F3), (f1) and (f3) hold, that $r \to F(x, r, p, M)$ is non-decreasing on $\mathbb{R}$ for all $(x, p, M) \in \overline{\Omega} \times \mathbb{R}^N \times S(N)$, $F(x, 0, 0, 0) \geq 0$ for all $x \in \Omega$, $f(x, 0) \geq 0$ for all $x \in \partial \Omega$ and

$$
\max_{x \in \partial \Omega} f(x, r) \vee \max_{x \in \overline{\Omega}} F(x, r, 0, 0) > 0 \text{ for any } r > 0.
$$

If $u \in USC(\overline{\Omega})$ is a viscosity subsolution of

$$
\begin{aligned}
F(x, u, Du, D^2u) &= 0 \quad \text{in } \Omega \\
B(x, u, Du) &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

then $u \leq 0$ on $\overline{\Omega}$.

Proof. Let $u$ be a subsolution of (4.1). First let us suppose $u \equiv k = \text{const}$. By definition of subsolution and Proposition 2.4

$$
F(x, k, 0, 0) \leq 0, \text{ for any } x \in \Omega
$$

and

$$
B(x, k, 0) = f(x, k) \leq 0 \text{ for any } x \in \partial \Omega.
$$

Then the hypothesis (4.1) implies $k \leq 0$. 
Now we assume that \( u \) is not a constant. We argue by contradiction; suppose that \( \max_{\Omega} u = u(x_0) > 0 \), for some \( x_0 \in \overline{\Omega} \). Define \( \tilde{u}(x) := u(x) - u(x_0) \). Since \( r \to F(x,r,p,M) \) and \( r \to f(x,r) \) are non-decreasing, \( \tilde{u} \) is a non-positive subsolution of (1.3). The properties \( F(x,0,0,0) \geq 0 \) and \( f(x,0) \geq 0 \) imply that \( v \equiv 0 \) is a supersolution of (1.3). Then it follows from Theorem 3.1 that either \( u \equiv u(x_0) \) or \( u < u(x_0) \) on \( \Omega \). In both cases we get a contradiction. \( \square \)

**Remark 4.2.** Under the assumptions of Theorem 4.1, but now with \( F(x,0,0,0) \leq 0 \) for all \( x \in \Omega \), \( f(x,0) \leq 0 \) for all \( x \in \partial \Omega \) and \( \min_{x \in \partial \Omega} f(x,r) \vee \min_{x \in \Omega} F(x,r,0,0) < 0 \) for any \( r < 0 \), we can prove the minimum principle, i.e., if \( u \in \text{LSC}(\Omega) \) is a viscosity supersolution of (1.2), then \( u \geq 0 \) on \( \Omega \).

**Remark 4.3.** If \( F \) does not depend on \( r \) and \( f \equiv 0 \) a counterexample to the validity of the maximum principle is given by the positive constants.

### 4.2. The Maximum Principle for \( \lambda < \overline{\lambda} \)

We set

\[
E := \{ \lambda \in \mathbb{R} \mid \exists v > 0 \text{ on } \Omega \}
\]

bounded viscosity supersolution of

\[
F(x,v,Dv,D^2v) = \lambda v \text{ in } \Omega, \quad B(x,v,Dv) = 0 \text{ on } \partial \Omega,
\]

\[
\overline{E} := \{ \lambda \in \mathbb{R} \mid \exists u < 0 \text{ on } \Omega \}
\]

bounded viscosity subsolution of

\[
F(x,u,Du,D^2u) = \lambda u \text{ in } \Omega, \quad B(x,u,Du) = 0 \text{ on } \partial \Omega.
\]

The set \( E \) is not empty, indeed the function \( v(x) = e^{-f(\cdot,1)}|\omega d(x) | \) satisfies

\[
F(x,Dv,D^2v) - \lambda v \geq e^{-f(\cdot,1)}|\omega d(x) | \{ - \mathcal{M}^+_a,\mathcal{A}(|f(\cdot,1)|^2)^d d(x) - [f(\cdot,1)|\omega D d(x)] \} \geq 0,
\]

in \( \Omega \), for \( \lambda \) small enough, and

\[
B(x,v,Dv) = f(x,1) + |f(x,1)| \geq 0,
\]
on \( \partial \Omega \). As a consequence \( \overline{\lambda} = \sup \overline{E} \) is well defined. Similarly we can prove that \( \overline{E} \) is not empty. We shall show that \( \overline{\lambda} \) and \( \underline{\lambda} \) are finite.

We want to remark that since in the sequel we will assume (f2), which implies \( f(x,0) = 0 \) for any \( x \in \partial \Omega \), by Corollary 4.3, any non-negative supersolution (resp., non-positive subsolution) of \( F(x,v,Dv,D^2v) = 0 \) in \( \Omega \), \( B(x,v,Dv) = 0 \) on \( \partial \Omega \) which is non-zero will be positive (resp., negative) in all \( \overline{\Omega} \).

**Theorem 4.4.** Assume that (F1)-(F3), (f1) and (f2) hold. Let \( u \in \text{USC}(\overline{\Omega}) \) and \( v \in \text{LSC}(\overline{\Omega}) \) be respectively sub and supersolution of

\[
\begin{cases}
F(x,u,Du,D^2u) = 0 & \text{in } \Omega \\
B(x,u,Du) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

If \( v \) is bounded, \( v > 0 \) on \( \overline{\Omega} \) and \( u(x_0) > 0 \) for some \( x_0 \in \overline{\Omega} \), then there exists \( t > 0 \) such that \( v \equiv ta \). The same conclusion holds if \( u \) is bounded, \( u < 0 \) on \( \overline{\Omega} \) and \( v(x_0) < 0 \).

**Proof.** Suppose that \( v > 0 \) on \( \overline{\Omega} \) and \( u(x_0) > 0 \). We prove the theorem through a typical argument which is used in [6] for the linear case and Dirichlet boundary condition. Set \( w_t = u - tv \). If \( t \) is large enough \( w_t < 0 \) on \( \overline{\Omega} \). We define

\[
\tau = \inf \{ t \mid w_t < 0 \text{ on } \overline{\Omega} \}.
\]

Clearly \( w_\tau \leq 0 \). If \( \max_{\overline{\Omega}} w_\tau = m \leq 0 \), then for any \( x \in \overline{\Omega} \)

\[
w_{\tau - \epsilon}(x) = u(x) - (\tau - \epsilon)v(x) \leq m + \epsilon |v| \geq 0,
\]
for $\epsilon$ small enough. This contradicts the definition of $\tau$. Then $w_\tau$ vanishes somewhere on $\overline{\Omega}$ and $\tau > 0$ since $u(x_0) > 0$. In conclusion $u \leq \tau v$ and $u(x) = \tau v(x)$ for some $x \in \Omega$. Since $\tau v$ is again a supersolution, by Theorem 3.1 we have $u \equiv \tau v$.

If the inequalities satisfied by $u$ and $v$ are reversed, that is $u < 0$ and $v(x_0) < 0$, we consider the function $w = tu - v$ and use the same argument.

**Theorem 4.5** (Maximum Principle for $\lambda < \overline{\lambda}$). Assume that (F1)-(F3), (f1) and (f2) hold and $\lambda < \overline{\lambda}$. Let $u \in \text{USC}(\Omega)$ be a viscosity subsolution of

\begin{align}
F(x, u, Du, D^2u) &= \lambda u \quad \text{in} \quad \Omega \\
B(x, u, Du) &= 0 \quad \text{on} \quad \partial \Omega,
\end{align}

then $u \leq 0$ on $\overline{\Omega}$.

**Proof.** Let $\tau \in [\lambda, \overline{\lambda}]$, then by definition there exists $v > 0$ on $\overline{\Omega}$ bounded viscosity supersolution of

\begin{align}
F(x, v, Dv, D^2v) &= \tau v \quad \text{in} \quad \Omega \\
B(x, v, Dv) &= 0 \quad \text{on} \quad \partial \Omega.
\end{align}

Then $v$ satisfies

\begin{align}
F(x, v, Dv, D^2v) - \lambda v &\geq (\tau - \lambda)v > 0 \quad \text{in} \quad \Omega \\
B(x, v, Dv) &\geq 0 \quad \text{on} \quad \partial \Omega,
\end{align}

in the viscosity sense. Suppose by contradiction that $u(x_0) > 0$ for some $x_0 \in \overline{\Omega}$. Applying Theorem 4.4 to the operator $F - \lambda I$, there exists $t > 0$ such that $u \equiv tv$. Then $u$ is positive on $\overline{\Omega}$ and by homogeneity satisfies (4.3) in the viscosity sense. Since in addition $u$ is a viscosity subsolution of (4.3), using Lemma 7.3 of [19] we get

$$(\tau - \lambda)u \leq 0 \quad \text{in} \quad \Omega,$$

which is a contradiction. $\Box$

**Remark 4.6.** Similarly, we can prove the minimum principle for $\lambda < \underline{\lambda}$, i.e., if $u \in \text{LSC}(\overline{\Omega})$ is a viscosity supersolution of (4.3) and $\lambda < \underline{\lambda}$ then $u \geq 0$ on $\overline{\Omega}$.

**Corollary 4.7.** Under the assumptions of Theorem 4.5, the quantities $\overline{\lambda}$ and $\underline{\lambda}$ are finite.

**Proof.** By Theorem 4.5 it suffices to find $\lambda \in \mathbb{R}$ and a function $w$ which is a positive subsolution of

\begin{align}
F(x, w, Dw, D^2w) &= \lambda w \quad \text{in} \quad \Omega \\
B(x, w, Dw) &= 0 \quad \text{on} \quad \partial \Omega.
\end{align}

For

$$\lambda \geq -M(-A)(|f(\cdot, 1)|^2_{\infty} Dd(x) \otimes Dd(x) + |f(\cdot, 1)|_{\infty} D^2d(x)) + |f(\cdot, 1)|_{\infty} + c,$$

a subsolution is $w(x) = e^{|f(\cdot, 1)|_{\infty} d(x)}$. $\Box$
4.3. An example. We want to show there exist some operators which are not proper but whose first eigenvalue $\lambda$ is positive.

For simplicity, let us suppose that $F$ is independent of the gradient variable and that $\Omega$ is the ball of center 0 and radius $R$. We assume in addition that for all $(x, X) \in \overline{\Omega} \times S(\mathcal{N})$ and any $r > 0$

\[ F(x, r, X) \geq -M^+_{a, A}(X) + c_0(x)r, \]

for some functions $c_0(x)$. The Isaacs operator (1.2) satisfies (4.5) if

\[ c_{\alpha, \beta}(x) \geq c_0(x) \quad \text{for all} \; x \in \overline{\Omega} \quad \text{and} \quad (\alpha, \beta) \in A \times B. \]

In this case the operator is proper if $c_0(x) \geq 0$. Since we are interested in non-proper $F$, we are looking for functions $c_0(x)$ in (4.5) that may be negative somewhere. We suppose that

\[
\begin{cases}
  c_0(x) > 0 & \text{if } R - \epsilon < |x| \leq R \\
  c_0(x) \geq \beta_1 & \text{if } \rho < |x| \leq R - \epsilon \\
  c_0(x) \geq -\beta_2 & \text{if } |x| \leq \rho,
\end{cases}
\]

where $0 < \rho < R$, $\epsilon > 0$ is small enough and $\beta_1, \beta_2 > 0$. Remark that in the ball of radius $\rho$, $c_0(x)$ may assume negative values. To prove that $\lambda > 0$ it suffices to find $v > 0$ bounded supersolution of

\[
\begin{cases}
  -M^+_{a, A}(D^2v) + c_0(x)v = \lambda v & \text{in } \Omega \\
  B(x, v, Dv) = 0 & \text{on } \partial \Omega,
\end{cases}
\]

for some $\lambda > 0$. Assume $f(x, r) \geq 0$ for any $x \in \partial \Omega$ and $r \geq 0$, then, as shown in [23], such supersolution $v$ exists if $\beta_1$ and $\beta_2$ satisfy the following inequality for some $k > 0$

\[
\beta_2 < \frac{ke^{-k\rho} \left( k + \frac{N-1}{\rho} \right)}{kR^{-2} + k^2NAR - (N-1)a(R+\rho) + 1 - e^{-k\rho}}.
\]

As observed in [23], from the last relation we can see that choosing $k = \frac{1}{\rho}$ the term on the right-hand side goes to $+\infty$ as $\rho \to 0^+$, that is, if the set where $c_0(x)$ is negative becomes smaller then the values of $c_0(x)$ in this set can be very negative. On the contrary, for any value of $k$, if $\rho \to R^-$ then $\beta_2$ goes to 0. Finally, for any $k$, if $\beta_1 \to 0^+$ then again $\beta_2$ goes to 0. So there is a sort of balance between $\beta_1$ and $\beta_2$. In [23] we present an example to explain this behavior. For operators which satisfy (4.5), the property $\lambda > 0$ can be proved in any $C^2$ domain, under similar assumptions on $c_0(x)$, see [23].

5. Lipschitz regularity

In this section we shall prove that viscosity solutions are Lipschitz continuous on $\overline{\Omega}$. We want to mention the works of Barles and Da Lio [5] and Milakis and Silvestre [22] about Hölder estimates of viscosity solutions of fully nonlinear elliptic equations associated to Neumann type boundary conditions.

**Theorem 5.1.** Assume that (F1), (F2), (F4), (f1) and (f2) hold. Let $g$ be a bounded function and $u \in C(\overline{\Omega})$ be a viscosity solution of

\[
\begin{cases}
  F(x, u, Du, D^2u) = g(x) & \text{in } \Omega \\
  B(x, u, Du) = 0 & \text{on } \partial \Omega,
\end{cases}
\]

then there exists $C_0 > 0$ such that

\[ |u(x) - u(y)| \leq C_0|x - y| \quad \forall x, y \in \overline{\Omega}, \]

where $C_0$ depends on $N, a, A, b, c, C_1, \Omega$ and $|f(\cdot, u(\cdot))|_{\infty}$. 

Proof. We follow the proof of Proposition III.1 of [18], that we modify taking test functions which depend on the distance function and that are suitable for the Neumann boundary conditions.

We set
\[ \Phi(x) = MK|x| - M(K|x|)^2, \]
and
\[ \varphi(x, y) = e^{-L(d(x) + d(y))}\Phi(x - y), \]
where \( L \) is a fixed number greater than \( \frac{1}{2r} \) with \( r \) the radius in the condition \((\Omega2)\) and \( K \) and \( M \) are two positive constants to be chosen later. If \( K|x| \leq \frac{1}{4}, \) then
\[ (5.2) \quad \Phi(x) \geq \frac{3}{4}MK|x|. \]
We define
\[ \Delta_K := \left\{ (x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |x-y| \leq \frac{1}{4K} \right\}. \]
We fix \( M \) such that
\[ (5.3) \quad \max_{\Omega^2} |u(x) - u(y)| \leq e^{-2Ld_0} \frac{M}{8}, \]
where \( d_0 = \max_{x \in \Omega^2} d(x), \) and we claim that taking \( \delta \) small enough and \( K \) large enough, one has
\[ (5.4) \quad \delta(u(x) - u(y)) - \varphi(x, y) \leq 0 \quad \text{for} \quad (x, y) \in \Delta_K \cap \Omega^2. \]
In this case (5.1) is proven. To show (5.4) we suppose by contradiction that for some \((\tau, \eta) \in \Delta_K \cap \Omega^2, \)
\[ (5.5) \quad \delta u(\tau) - \delta u(\eta) - \varphi(\tau, \eta) = \max_{\Delta_K \cap \Omega^2} (\delta u(x) - \delta u(y) - \varphi(x, y)) > 0. \]
Observe that \( \delta u \) is again a solution since both \( F \) and \( B \) are positively homogeneous. Here we have dropped the dependence of \( \tau, \eta \) on \( K \) and \( \delta \) for simplicity of notations.

Clearly \( \tau \neq \eta. \) Moreover the point \((\tau, \eta) \) belongs to \( \text{int}(\Delta_K) \cap \Omega^2. \) Indeed, if \( |x - y| = \frac{1}{4K}, \) by (5.3) and (5.2) for \( \delta \leq 1 \) we have
\[ \delta(u(x) - u(y)) \leq |u(x) - u(y)| \leq e^{-2Ld_0} \frac{M}{8} \leq e^{-L(d(x) + d(y))}\frac{1}{2}MK|x-y| \leq \varphi(x, y). \]
Since \( \tau \neq \eta \) we can compute the derivatives of \( \varphi \) in \((\tau, \eta)\) obtaining
\[ D_x \varphi(\tau, \eta) = -Le^{-L(d(\tau) + d(\eta))}MK|\tau - \eta|(1 - K|\tau - \eta|)D_\tau(\tau) \]
\[ + e^{-L(d(\tau) + d(\eta))}MK(1 - 2K|\tau - \eta|)(\tau - \eta), \]
\[ D_y \varphi(\tau, \eta) = -Le^{-L(d(\tau) + d(\eta))}MK|\tau - \eta|(1 - K|\tau - \eta|)D_\eta(\eta) \]
\[ - e^{-L(d(\tau) + d(\eta))}MK(1 - 2K|\tau - \eta|)(\tau - \eta). \]
Observe that for \( K \geq \frac{L}{4} \)
\[ (5.6) \quad |D_x \varphi(\tau, \eta)|, |D_y \varphi(\tau, \eta)| \leq 2MK. \]
Using (2.1), if \( \tau \in \partial \Omega \) we have
\[ (5.7) \quad B(\tau, \delta u(\tau), D_x \varphi(\tau, \eta), D_y \varphi(\tau, \eta)) = f(\tau, \delta u(\tau)) + Le^{-Ld(\eta)}MK|\tau - \eta|(1 - K|\tau - \eta|) \]
\[ + e^{-Ld(\eta)}MK(1 - 2K|\tau - \eta|)(\tau - \eta), |\tau - \eta|, \]
\[ \geq \frac{1}{2}e^{-Ld(\eta)}MK|\tau - \eta| \left( \frac{3}{2}L - \frac{1}{r} \right) - \delta|f(\cdot, u(\cdot))|_{\infty} > 0, \]
since $x \neq \overline{y}$, $L > \frac{2}{|x|}$, for $\delta$ small enough. Similarly, if $\overline{y} \in \partial \Omega$ then

$$B(\overline{y}, \delta u(\overline{y}), -D_y \varphi(x, \overline{y})) \leq \frac{1}{2} L e^{-Ld(\overline{y})} MK |x - \overline{y}| \left( -\frac{3}{2} L + \frac{1}{r} \right) + \delta |f(x, u(\cdot))|_{\infty} < 0.$$ 

Then $x, \overline{y} \in \Omega$ and

$$F(\overline{x}, \delta u(\overline{y}), D_x \varphi(x, \overline{y}), X) \leq \delta g(\overline{x}), \quad \text{if } (D_x \varphi(x, \overline{y}), X) \in \mathbb{T}^{2, -} \delta u(\overline{x}),$$

$$F(\overline{y}, \delta u(\overline{y}), -D_y \varphi(\overline{x}, \overline{y}), Y) \geq \delta g(\overline{y}), \quad \text{if } (-D_y \varphi(\overline{x}, \overline{y}), Y) \in \mathbb{T}^{2, -} \delta u(\overline{y}).$$

Since $x, \overline{y} \in \text{int} \Delta K \cap \overline{\Omega}^2$, it is a local maximum point of $\delta u(x) - \delta u(y) - \varphi(x, y)$ in $\overline{\Omega}^2$. Then applying Theorem 3.2 in [11], for every $\epsilon > 0$ there exist $X, Y \in S(N)$ such that $(D_x \varphi(x, \overline{y}), X) \in \mathbb{T}^{2, +} \delta u(\overline{x}), (-D_y \varphi(\overline{x}, \overline{y}), Y) \in \mathbb{T}^{2, -} \delta u(\overline{y})$ and

$$\left( \begin{array}{cc} X & 0 \\ 0 & -Y \end{array} \right) \leq D^2(\varphi(x, \overline{y})) + \epsilon (D^2(\varphi(x, \overline{y})))^2. \quad (5.8)$$

Now we want to estimate the matrix on the right-hand side of the last inequality.

$$D^2 \varphi(x, \overline{y}) = \Phi(x - \overline{y}) D^2(e^{-L(d(\overline{y}) + d(\overline{y}))}) + D(e^{-L(d(\overline{y}) + d(\overline{y}))}) \otimes D(\Phi(x - \overline{y})) + D(\Phi(x - \overline{y})) \otimes D(e^{-L(d(\overline{y}) + d(\overline{y}))}) + e^{-L(d(\overline{y}) + d(\overline{y}))} D^2(\Phi(x - \overline{y})).$$

We set

$$A_1 := \Phi(x - \overline{y}) D^2(e^{-L(d(\overline{y}) + d(\overline{y}))}),$$

$$A_2 := D(e^{-L(d(\overline{y}) + d(\overline{y}))}) \otimes D(\Phi(x - \overline{y})) + D(\Phi(x - \overline{y})) \otimes D(e^{-L(d(\overline{y}) + d(\overline{y}))}),$$

$$A_3 := e^{-L(d(\overline{y}) + d(\overline{y}))} D^2(\Phi(x - \overline{y})).$$

Observe that

$$A_1 \leq CK |x - \overline{y}| \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix}. \quad (5.9)$$

Here and henceforth $C$ denotes various positive constants independent of $K$ and $\delta$.

For $A_2$ we have the following estimate

$$A_2 \leq CK \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} + CK \begin{pmatrix} I & -I \\ -I & I \end{pmatrix}. \quad (5.10)$$

Indeed for $\xi, \eta \in \mathbb{R}^N$ we compute

$$\langle A_2(\xi, \eta), (\xi, \eta) \rangle = 2Le^{-L(d(\overline{y}) + d(\overline{y}))} \left\{ (Dd(\overline{y}) \otimes D\Phi(x - \overline{y})\eta - \xi), \xi \right\} + (Dd(\overline{y}) \otimes D\Phi(x - \overline{y})\eta - \xi, \eta) \leq CK(|\xi| + |\eta|) |\eta - \xi| \leq CK(|\xi|^2 + |\eta|^2) + CK|\eta - \xi|^2. \quad (5.9)$$

Now we consider $A_3$. The matrix $D^2(\Phi(x - \overline{y}))$ has the form

$$D^2(\Phi(x - \overline{y})) = \begin{pmatrix} D^2\Phi(x - \overline{y}) & -D^2\Phi(x - \overline{y}) \\ -D^2\Phi(x - \overline{y}) & D^2\Phi(x - \overline{y}) \end{pmatrix},$$

and the Hessian matrix of $\Phi(x)$ is

$$D^2\Phi(x) = \frac{MK}{|x|} \left( I - \frac{x \otimes x}{|x|^2} \right) - 2MK^2 I. \quad (5.11)$$

If we choose

$$\epsilon = \frac{1}{2MK e^{-L(d(\overline{y}) + d(\overline{y}))}},$$

then we have the following estimates

$$\epsilon A_1^2 \leq CK|\overline{x} - \overline{y}|^3 I_{2N}, \quad \epsilon A_2^2 \leq CK|\overline{x} - \overline{y}|^3 I_{2N},$$

$$\epsilon (A_1A_2 + A_2A_1) \leq CK|\overline{x} - \overline{y}|^3 I_{2N}, \quad \epsilon (A_2A_2 + A_3A_1) \leq CK|\overline{x} - \overline{y}|^3 I_{2N}, \quad (5.13)$$

$$\epsilon (A_1A_3 + A_3A_1) \leq CK|\overline{x} - \overline{y}|^3 I_{2N}, \quad \epsilon (A_2A_3 + A_3A_2) \leq CK|\overline{x} - \overline{y}|^3 I_{2N}, \quad (5.14)$$
where \( I_{2N} := \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} \). Then using (5.9), (5.10), (5.13) and observing that

\[
(D^2(\Phi(\bar{x} - \bar{y})))^2 = \begin{pmatrix} 2(D^2\Phi(\bar{x} - \bar{y}))^2 & -2(D^2\Phi(\bar{x} - \bar{y}))^2 \\ -2(D^2\Phi(\bar{x} - \bar{y}))^2 & 2(D^2\Phi(\bar{x} - \bar{y}))^2 \end{pmatrix},
\]

from (5.8) we can conclude that

\[
\begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq O(K) \begin{pmatrix} I & 0 \\ 0 & I \end{pmatrix} + \begin{pmatrix} B & -B \\ -B & B \end{pmatrix},
\]

where

\[
B = CKI + e^{-L(d(x)+d(y))}(D^2\Phi(\bar{x} - \bar{y}) + \frac{\|\bar{x} - \bar{y}\|}{MK}(D^2\Phi(\bar{x} - \bar{y}))^2).
\]

The last inequality can be rewritten as follows

\[
\begin{pmatrix} \tilde{X} & 0 \\ 0 & -\tilde{Y} \end{pmatrix} \leq \begin{pmatrix} B & -B \\ -B & B \end{pmatrix},
\]

with \( \tilde{X} = X - O(K)I \) and \( \tilde{Y} = Y + O(K)I \).

Now we want to get a good estimate for \( \text{tr}(\tilde{X} - \tilde{Y}) \), as in [18]. For that aim let

\[
0 \leq P := \frac{(\bar{x} - \bar{y}) \otimes (\bar{x} - \bar{y})}{\|\bar{x} - \bar{y}\|^2} \leq I.
\]

Since \( \tilde{X} - \tilde{Y} \leq 0 \) and \( \tilde{X} - \tilde{Y} \leq 4B \), we have

\[
\text{tr}(\tilde{X} - \tilde{Y}) \leq \text{tr}(P(\tilde{X} - \tilde{Y})) \leq 4\text{tr}(PB).
\]

We have to compute \( \text{tr}(PB) \). From (5.11), observing that the matrix \( (1/|x|^2)x \otimes x \) is idempotent, i.e., \( [(1/|x|^2)x \otimes x]^2 = (1/|x|^2)x \otimes x \), we compute

\[
(D^2\Phi(x))^2 = \frac{M^2K^2}{|x|^2}(1 - 4K|x|) \left( I - \frac{x \otimes x}{|x|^4} \right) + 4M^2K^4I.
\]

Then, since \( \text{tr}P = 1 \) and \( 4K|\bar{x} - \bar{y}| \leq 1 \), we have

\[
\text{tr}(PB) = CK + e^{-L(d(x)+d(y))}(2MK^2 + 4MK^3|\bar{x} - \bar{y}|)
\]

\[
\leq CK - e^{-L(d(x)+d(y))}MK^2 < 0,
\]

for large \( K \). This gives

\[
|\text{tr}(\tilde{X} - \tilde{Y})| = -\text{tr}(\tilde{X} - \tilde{Y}) \geq e^{-L(d(x)+d(y))}MK^2 - 4CK \geq CK^2,
\]

for large \( K \). Since \( \|B\| \leq \frac{CK}{|\bar{x} - \bar{y}|} \), we have

\[
\|B\|^\frac{1}{2}|\text{tr}(\tilde{X} - \tilde{Y})|^{\frac{1}{2}} \leq \left( \frac{CK}{|\bar{x} - \bar{y}|} \right)^{\frac{1}{2}} |\text{tr}(\tilde{X} - \tilde{Y})|^{\frac{1}{2}} \leq \frac{C}{K^\frac{1}{2}|\bar{x} - \bar{y}|^\frac{1}{2}}|\text{tr}(\tilde{X} - \tilde{Y})|.
\]

The Lemma III.1 in [18] ensures the existence of a universal constant \( C \) depending only on \( N \) such that

\[
\|\tilde{X}\|, \|\tilde{Y}\| \leq C\{|\text{tr}(\tilde{X} - \tilde{Y})| + \|B\|^\frac{1}{2}|\text{tr}(\tilde{X} - \tilde{Y})|^{\frac{1}{2}} \}.
\]

Thanks to the above estimates we can conclude that

\[
(5.15) \quad \|\tilde{X}\|, \|\tilde{Y}\| \leq C|\text{tr}(\tilde{X} - \tilde{Y})| \left( 1 + \frac{1}{K^\frac{1}{2}|\bar{x} - \bar{y}|^\frac{1}{2}} \right).
\]
Now, using assumptions (F2) and (F4) concerning $F$, the definition of $\tilde{X}$ and $\tilde{Y}$ and the fact that $\delta u$ is sub and supersolution we compute
\[
\delta g(\overline{y}) \leq F(\overline{y}, \delta u(\overline{y}), -D_y\varphi, Y) \leq F(\overline{y}, \delta u(\overline{y}), -D_y\varphi, \tilde{Y}) + O(K)
\]
\[
\leq F(\overline{y}, \delta u(\overline{y}), D_x\varphi, \tilde{X}) + c\delta|u(\overline{y})| + b|D_x\varphi + D_y\varphi|
\]
\[
+ \text{atr}(\tilde{X} - \tilde{Y}) + O(K)
\]
\[
\leq F(\overline{y}, \delta u(\overline{y}), D_x\varphi, \tilde{X}) + 2c\delta|u(\overline{y})| + 2b|D_x\varphi| + C_1|\overline{y} - \overline{y}||\tilde{X}||
\]
\[
+ c\delta|u(\overline{y})| + b|D_x\varphi + D_y\varphi| + \text{atr}(\tilde{X} - \tilde{Y}) + O(K)
\]
\[
\leq \delta g(\overline{x}) + 2c\delta|u(\overline{y})| + 2b|D_x\varphi| + C_1|\overline{x} - \overline{y}||\tilde{X}|| + c\delta|u(\overline{y})| - u(\overline{y})|
\]
\[
+ b|D_x\varphi + D_y\varphi| + \text{atr}(\tilde{X} - \tilde{Y}) + O(K).
\]
From this inequalities, using (5.6) and (5.15), we get
\[
\delta g(\overline{y}) - \delta g(\overline{x}) - 2c\delta|u(\overline{y})| - c\delta|u(\overline{y})| - u(\overline{y})|
\]
\[
\leq O(K) + C|\text{atr}(\tilde{X} - \tilde{Y})|(|\overline{x} - \overline{y}|^{\frac{1}{2}} + K^{-\frac{1}{2}}) + \text{atr}(\tilde{X} - \tilde{Y})
\]
\[
= \text{atr}(\tilde{X} - \tilde{Y}) + o(|\text{atr}(\tilde{X} - \tilde{Y})|),
\]
as $K \to +\infty$. Since $g$ and $u$ are bounded, the first member in (5.16) is bounded by the quantity $-2|g|_{\infty} - 4c|u|_{\infty}$ which is independent of $\delta$. But the last term in (5.16) goes to $-\infty$ as $K \to +\infty$, hence taking $K$ so large that
\[
\text{atr}(\tilde{X} - \tilde{Y}) + o(|\text{atr}(\tilde{X} - \tilde{Y})|) < -2|g|_{\infty} - 4c|u|_{\infty},
\]
and then $\delta$ so small that the last member in (5.7) is positive, we obtain a contradiction and this concludes the proof. \(\square\)

**Remark 5.2.** The regularity theorem can be shown also for solutions of the Neumann problem for the operator
\[
\sup_{A \in A}\inf_{B \in B} \{-\text{tr}(A_{\alpha,\beta}(x)D^2u) + b_{\alpha,\beta}(x) \cdot Du + c_{\alpha,\beta}(x)u - g_{\alpha,\beta}(x)}
\]
if the functions $g_{\alpha,\beta}$ are bounded uniformly in $\alpha$ and $\beta$.

Since the Lipschitz estimate depends only on the bounds of the solution of $g$ and on the structural constants, an immediate consequence of the previous theorem is the following compactness criterion that will be useful in the next sections.

**Corollary 5.3.** Assume the same hypothesis of Theorem 5.1. Suppose that $(g_n)_n$ is a sequence of continuous and uniformly bounded functions and $(u_n)_n$ is a sequence of uniformly bounded viscosity solutions of
\[
\begin{cases}
F(x, u_n, Du_n, D^2u_n) = g_n(x) & \text{in } \Omega \\
B(x, u_n, Du_n) = 0 & \text{on } \partial\Omega.
\end{cases}
\]
Then the sequence $(u_n)_n$ is relatively compact in $C(\overline{\Omega})$.

6. Existence results

This section is devoted to the problem of the existence of a solution of
\[
\begin{cases}
F(x, u, Du, D^2u) = \lambda u + g(x) & \text{in } \Omega \\
B(x, u, Du) = 0 & \text{on } \partial\Omega.
\end{cases}
\]
Using the well known result which guarantees that (6.1) with $\lambda = 0$ is uniquely solvable if $F$ satisfies
There exists $\sigma > 0$ such that for any $(x, p, X) \in \overline{\Omega} \times \mathbb{R}^N \times S(N)$ the function $r \to F(x, r, p, X) - \sigma r$ is non-decreasing on $\mathbb{R}$, see [11] Theorem 7.5, we will prove the existence of a positive solution of (6.1) when $g$ is non-negative and $\lambda < \overline{\lambda}$, without requiring (F5). The solution is unique if $g > 0$. Then we will show the existence of a positive principal eigenfunction corresponding to $\lambda$, that is a solution of (6.1) when $g \equiv 0$ and $\lambda = \overline{\lambda}$. For the last two results we will follow the proof given in [8] for the analogous theorems with the Dirichlet boundary condition.

Symmetrical results can be obtained for the eigenvalue $\lambda$.

Finally, we will prove that the Neumann problem (6.1) is solvable for any right-hand side if $\lambda < \min\{\overline{\lambda}, \lambda\}$.

The following is a well known result, see [11] Theorem 7.5.

**Theorem 6.1.** Suppose that (F2), (F3), (F5), (f1) and (f3) hold and that $g$ is continuous on $\Omega$. If $u \in USC(\Omega)$ and $v \in LSC(\Omega)$ are respectively sub and supersolution of

\[
\begin{aligned}
F(x, u, Du, D^2 u) &= g(x) &\quad &\text{in } \Omega \\
B(x, u, Du) &= 0 &\quad &\text{on } \partial \Omega,
\end{aligned}
\]

then $u \leq v$ on $\Omega$. Moreover (6.2) has a unique viscosity solution.

**Theorem 6.2.** Assume that (F1)-(F3), (f1) and (f2) hold. Suppose $h \geq 0$, $g \leq h$ and $g(x) < 0$ if $h(x) = 0$. Let $u \in USC(\Omega)$ be a viscosity subsolution of

\[
\begin{aligned}
F(x, u, Du, D^2 u) &= \lambda u + g(x) &\quad &\text{in } \Omega \\
B(x, u, Du) &= 0 &\quad &\text{on } \partial \Omega,
\end{aligned}
\]

and let $v \in LSC(\Omega)$ be a bounded positive viscosity supersolution of

\[
\begin{aligned}
F(x, v, Dv, D^2 v) &= \lambda v + h(x) &\quad &\text{in } \Omega \\
B(x, v, Dv) &= 0 &\quad &\text{on } \partial \Omega.
\end{aligned}
\]

Then $u \leq v$ on $\Omega$.

**Remark 6.3.** The existence of such a $v$ implies $\lambda \leq \overline{\lambda}$.

**Remark 6.4.** Similarly, we can prove the comparison result between $u$ and $v$ if $u$ is negative and bounded, $g \leq 0$, $\lambda \leq h$ and $g(x) < 0$ if $h(x) = 0$.

**Proof.** Suppose by contradiction that $\max_{\overline{\Omega}}(u - v) = u(\overline{\pi}) - v(\overline{\pi}) > 0$ for some $\overline{\pi} \in \overline{\Omega}$. Set $w_t = u - tv$. If $t$ is large enough $w_t < 0$ on $\overline{\Omega}$. We define

$$
\tau = \inf\{t \mid w_t < 0 \text{ on } \overline{\Omega}\}.
$$

As in the proof of Theorem 4.4, $w_\tau \leq 0$ and vanishes in some point, i.e., $u \leq \tau v$ and $u(x) = \tau v(x)$ for some $x \in \overline{\Omega}$. Moreover, since $u(\overline{\pi}) > v(\overline{\pi})$ we know that $\tau > 1$, which implies that $h \leq \tau h$, being $h$ non-negative. Then $\tau v$ is still a supersolution of (6.3) and $u \equiv \tau v$ by Theorem 3.1. Hence, applying Lemma 7.3 of [19] we get

$$
\tau h \leq g,
$$

which contradicts the assumptions on $g$ and $h$.

**Theorem 6.5.** Suppose that (F1)-(F4), (f1)-(f3) hold, that $\lambda < \overline{\lambda}$, $g \geq 0$, $g \neq 0$ and $g$ is continuous on $\overline{\Omega}$, then there exists a positive viscosity solution of (6.1). The positive solution is unique if $g > 0$. 


Proof. The condition (F2) implies that \( r \to F(x, r, p, X) + cr \) is non-decreasing. Hence the operator \( F + (2c + |\lambda|)I \) satisfies (F5) with \( \sigma = c + |\lambda| \), so that by Theorem 6.4 the sequence \((u_n)_n\) defined by \( u_1 = 0 \) and \( u_{n+1} \) as the solution of
\[
\begin{cases}
F(x, u_{n+1}, Du_{n+1}, D^2u_{n+1}) + (2c + |\lambda|)u_{n+1} = g + (2c + |\lambda| + \lambda)u_n \quad \text{in } \Omega \\
B(x, u_{n+1}, Du_{n+1}) = 0 \quad \text{on } \partial \Omega,
\end{cases}
\]
is well defined. By the comparison Theorems 6.1 and 5.1 since \( g \geq 0 \) and \( g \neq 0 \) the sequence is positive and increasing.

We use the argument of Theorem 7 of [8] to prove that \((u_n)_n\) is also bounded. Suppose that it is not, then dividing by \(|u_{n+1}|_\infty\) and defining \( v_n := \frac{u_n}{|u_n|_\infty} \) one gets that \( v_{n+1} \) is a solution of
\[
\begin{cases}
F(x, v_{n+1}, Dv_{n+1}, D^2v_{n+1}) + (2c + |\lambda|)v_{n+1} = \frac{g}{|u_n|_\infty} + (2c + |\lambda| + \lambda)\frac{u_n}{|u_n|_\infty} \quad \text{in } \Omega \\
B(x, v_{n+1}, Dv_{n+1}) = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
By Corollary 5.3 \((v_n)_n\) converges along a subsequence to a positive function \( v \) which satisfies
\[
\begin{cases}
F(x, v, Dv, D^2v) - \lambda v = (2c + |\lambda| + \lambda)(k-1)v \leq 0 \quad \text{in } \Omega \\
B(x, v, Dv) = 0 \quad \text{on } \partial \Omega,
\end{cases}
\]
where \( k := \lim \sup_{n \to +\infty} \frac{|u_n|}{|u_n|_\infty} \leq 1 \). This contradicts the maximum principle, Theorem 4.5. Then \((u_n)_n\) is bounded and letting \( n \) go to infinity, by the compactness result, the sequence converges uniformly to a function \( u \) which is a solution. Moreover the solution is positive on \( \Omega \) by Corollary 3.4.

The uniqueness of the positive solution follows from Theorem 6.2. \( \square \)

Theorem 6.6 (Existence of principal eigenfunctions). Suppose that (F1)-(F4), (f1)-(f3) hold. Then there exists \( \phi > 0 \) on \( \Omega \) viscosity solution of
\[
\begin{cases}
F(x, \phi, D\phi, D^2\phi) = \lambda \phi \quad \text{in } \Omega \\
B(x, \phi, D\phi) = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
Moreover \( \phi \) is Lipschitz continuous on \( \Omega \).

Proof. Let \( \lambda_n \) be an increasing sequence which converges to \( \lambda \). Let \( u_n \) be a positive solution of
\[
\begin{cases}
F(x, u_n, Du_n, D^2u_n) = \lambda_n u_n + 1 \quad \text{in } \Omega \\
B(x, u_n, Du_n) = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
By Theorem 6.5 the sequence \((u_n)_n\) is well defined. Following the argument of the proof of Theorem 8 of [8] we can prove that \( u_n \) is unbounded, otherwise one would contradict the definition of \( \lambda \). Then, up to subsequence, \(|u_n|_\infty \to +\infty \) as \( n \to +\infty \) and defining \( v_n := \frac{u_n}{|u_n|_\infty} \) one gets that \( v_n \) satisfies
\[
\begin{cases}
F(x, v_n, Dv_n, D^2v_n) = \lambda_n v_n + \frac{1}{|u_n|_\infty} \quad \text{in } \Omega \\
B(x, v_n, Dv_n) = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]
Then, by Corollary 5.3 we can extract a subsequence converging to a function \( \phi \) with \(|\phi|_\infty = 1 \) which is positive on \( \Omega \) by Corollary 3.4 and is the desired solution. By Theorem 5.1 the solution is also Lipschitz continuous on \( \Omega \). \( \square \)
Remark 6.7. With the same arguments used in the proofs of Theorems 6.5 and 6.6 one can prove: the existence of a negative viscosity solution of (6.1), for \( \lambda < \overline{\lambda} \) and \( g \leq 0 \), \( g \neq 0 \), which is unique if \( g < 0 \) by Remark 6.4 the existence of a negative Lipschitz principal eigenfunction corresponding to \( \overline{\lambda} \), i.e., a solution of
\[
(6.5) \quad \begin{cases}
F(x, \phi, D\phi, D^2\phi) = \lambda \phi & \text{in } \Omega \\
B(x, \phi, D\phi) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Theorem 6.8. Suppose that (F1)-(F4), (f1)-(f3) hold. Suppose that
\[
\text{there exist } v_0 \in C(\overline{\Omega}) \text{ positive viscosity solution of (6.1) with right-hand side } |g|_{\infty}
\]
and \( u_0 \in C(\overline{\Omega}) \) negative viscosity solution of (6.1) with right-hand side \( |g|_{\infty} \).

Let \( (u_n)_n \) be the sequence defined in the proof of Theorem 6.5 with \( u_1 = u_0 \). By comparison Theorem 6.1 we have \( u_0 = u_1 \leq u_2 \leq \ldots \leq u_n \). Hence, by the compactness Corollary 5.3 the sequence converges to a continuous function which is the desired solution.

Remark 6.9. The existence results can be shown also for the operator
\[
\sup_{\alpha, \beta} \inf_{g \in \mathcal{B}} \{ -\text{tr}(A_{\alpha, \beta}(x)D^2u) + b_{\alpha, \beta}(x) \cdot Du + c_{\alpha, \beta}(x)u - g_{\alpha, \beta}(x) \},
\]
if the functions \( g_{\alpha, \beta} \) are continuous uniformly in \( \alpha \) and \( \beta \). In particular, in that case, if \( \overline{\lambda} \) and \( \underline{\lambda} \) are positive there exists a viscosity solution of
\[
(\text{sup } \alpha, \beta \in \mathcal{A}, \inf \beta \in \mathcal{B}) \{ -\text{tr}(A_{\alpha, \beta}(x)D^2u) + b_{\alpha, \beta}(x) \cdot Du + c_{\alpha, \beta}(x)u - g_{\alpha, \beta}(x) \} = 0 \text{ in } \Omega
\]
\[
B(x, u, Du) = 0 \text{ on } \partial \Omega.
\]

7. Properties of the principal eigenvalues

In this section we establish some of the basic properties of the principal eigenvalues. We denote by \( \phi^+ \) a positive eigenfunction corresponding to \( \overline{\lambda} \) and by \( \phi^- \) a negative eigenfunction corresponding to \( \underline{\lambda} \). Throughout this section we assume (F1)-(F4) and (f1)-(f3).

The next result states that the principal eigenfunctions are simple, in the sense that they are equal up to a multiplicative constant.

Proposition 7.1. If \( u \in USC(\overline{\Omega}) \) is a viscosity subsolution of
\[
(7.1) \quad \begin{cases}
F(x, u, Du, D^2u) = \overline{\lambda} u & \text{in } \Omega \\
B(x, u, Du) = 0 & \text{on } \partial \Omega,
\end{cases}
\]
and \( u(x_0) > 0 \) for some \( x_0 \in \overline{\Omega} \) then there exists \( t > 0 \) such that \( u \equiv t \phi^+ \). If \( u \in LSC(\overline{\Omega}) \) is a viscosity supersolution of (7.1) with \( \overline{\lambda} \) replaced by \( \underline{\lambda} \) and \( u(x_0) < 0 \), then there exists \( t > 0 \) such that \( u \equiv t \phi^- \).

Assume in addition
\[
(7.2) \quad -F(x, -r, -p, -X) \leq F(x, r, p, X) \text{ for any } (x, r, p, X) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \times S(\mathbb{N})
\]
and
\[
(7.3) \quad -f(x, -r) \leq f(x, r) \text{ for any } (x, r) \in \partial \Omega \times \mathbb{R}.
\]
If \( u \in C(\overline{\Omega}), u \neq 0 \), is a viscosity subsolution of (7.1) then there exists \( t \in \mathbb{R} \) such that \( u \equiv t \phi^+ \). If \( u \in C(\overline{\Omega}), u \neq 0 \) is a viscosity solution of (7.1) with \( \overline{\lambda} \) replaced by \( \underline{\lambda} \) there exists \( t \in \mathbb{R} \) such that \( u \equiv t \phi^- \).
Proof. If \( u \) is a subsolution (resp., supersolution) of (7.1) (resp., of (7.1) with \( \lambda \) instead of \( \bar{\lambda} \)) and \( u(x_0) > 0 \) (resp., \( u(x_0) < 0 \)), then by Theorem 4.3 we have \( u \equiv t \phi^+ \) (resp., \( u \equiv t \phi^- \)) for some \( t > 0 \).

Now assume (7.2) and let \( u \neq 0 \) be a subsolution of (7.1). If \( u \) is positive somewhere we are in the previous case. If \( u \) is negative on \( \Omega \) then the function \( w := -u \) is a positive continuous supersolution of

\[
\begin{align*}
F(x, w, Dw, D^2w) - \bar{\lambda}w &\geq -F(x, -w, -Dw, -D^2w) + \bar{\lambda}(-w) \geq 0 \quad \text{in } \Omega \\
B(x, w, Dw) &\geq -B(x, -w, -Dw) \geq 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

Hence, again from Theorem 4.3 it follows that \( u \equiv t \phi^+ \), for some \( t < 0 \).

Finally, let \( u \neq 0 \) be a solution of (7.1) with \( \lambda \) instead of \( \bar{\lambda} \). Remark that conditions (7.2) imply \( \lambda \leq \bar{\lambda} \). If \( \lambda < \bar{\lambda} \), then by the maximum principle, Theorem 4.3 \( u < 0 \) on \( \overline{\Omega} \) and we are in the first case. If \( \lambda = \bar{\lambda} \), by the simplicity of \( \bar{\lambda} \) just proved, \( u \equiv t \phi^- \) for some \( t < 0 \).

Remark 7.2. If \( F \) and \( f \) satisfy

\[-F(x, -r, -p, -X) \geq F(x, r, p, X) \quad \text{for any } (x, r, p, X) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N \times S(N) \]

and

\[-f(x, -r) \geq f(x, r) \quad \text{for any } (x, r) \in \partial \Omega \times \mathbb{R},\]

then, applying Proposition 7.4 to the operator \( G(x, r, p, X) = -F(x, -r, -p, -X) \) with \( B(x, r, p) = \tilde{f}(x, r) + (p, \bar{n}(x)) \), where \( \tilde{f}(x, r) = -f(x, -r) \), we get again simplicity of principal eigenvalues.

Remark 7.3. Convex and 1-homogeneous operators satisfy the assumption (7.2).

Proposition 7.4. \( \bar{\lambda} \) (resp., \( \underline{\lambda} \)) is the only eigenvalue corresponding to a positive (resp., negative) eigenfunction.

Proof. Let \( u \) be a positive eigenfunction corresponding to \( \mu \). By the definition of \( \bar{\lambda} \), we have \( \mu \leq \bar{\lambda} \). If \( \mu < \bar{\lambda} \), we must have \( u \leq 0 \) by Theorem 4.3 which is a contradiction. Thus \( \mu = \bar{\lambda} \). □

The following proposition states that the principal eigenvalues are isolated.

Proposition 7.5. There exists \( \epsilon > 0 \) such that the problem

\[
\begin{align*}
F(x, u, Du, D^2u) &= \lambda u \quad \text{in } \Omega \\
B(x, u, Du) &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

has no solutions \( u \neq 0 \), for \( \lambda \in (-\infty, \max\{\underline{\lambda}, \bar{\lambda}\} + \epsilon) \setminus \{\bar{\lambda}, \underline{\lambda}\} \).

Proof. We may suppose without loss of generality that \( \bar{\lambda} \leq \lambda \leq \bar{\lambda} \). If \( \lambda < \bar{\lambda} \leq \underline{\lambda} \) then it follows from the maximum and minimum principles that \( u \equiv 0 \) is the only solution of (7.3).

If \( \lambda < \underline{\lambda} \) and \( u \neq 0 \) is a solution of (7.3), by the minimum principle we have \( u > 0 \) on \( \overline{\Omega} \). Then Proposition 7.3 implies \( \mu = \bar{\lambda} \).

Finally suppose that there exists a sequence \( \lambda_n \downarrow \underline{\lambda} \) such that the problem (7.3) with \( \lambda = \lambda_n \) has a solution \( \phi_n \neq 0 \). We can assume that \( |\phi_n|_\infty = 1 \) for any \( n \). Then by the compactness criterion, Corollary 5.3 the sequence \( (\phi_n) \) converges uniformly on \( \overline{\Omega} \) to a function \( \phi \neq 0 \) which is a solution of (7.3) with \( \lambda = \bar{\lambda} \). By Proposition 7.4 the functions \( \phi_n \) change sign in \( \Omega \) while by Proposition 7.1 and Theorem 5.1 either \( \phi \) is a solution of (7.3) or \( \phi < 0 \) on \( \overline{\Omega} \). This contradicts the uniform convergence of \( (\phi_n) \) to \( \phi \). □

We want to conclude this section with the following comparison, suggested by Hitoshi Ishii [17], between \( \bar{\lambda} = \bar{\lambda}_N \) and \( \bar{\lambda}_D \) respectively the principal eigenvalues corresponding to the Neumann and the Dirichlet problems.
Proposition 7.6. $\lambda_N < \lambda_D$.

**Proof.** Let $v$ and $w$ be respectively the eigenfunctions corresponding to $\lambda_N$ and $\lambda_D$. That is
\[
F(x, v, Dv, D^2v) = \lambda_N v \text{ in } \Omega, \quad B(x, v, Dv) = 0 \text{ on } \partial \Omega, \quad v > 0 \text{ on } \Omega,
\]
\[
F(x, w, Dw, D^2w) = \lambda_D w \text{ in } \Omega, \quad w = 0 \text{ on } \partial \Omega, \quad w > 0 \text{ in } \Omega.
\]
Since $f(x, 0) = 0$, we see that $w$ satisfies
\[
F(x, w, Dw, D^2w) = \lambda_D w \text{ in } \Omega, \quad B(x, w, Dw) \leq 0 \text{ on } \partial \Omega.
\]
Let us suppose $\lambda_N = \lambda_D$. Then
\[
F(x, w, Dw, D^2w) \leq \lambda_N w \text{ in } \Omega, \quad B(x, w, Dw) \leq 0 \text{ on } \partial \Omega.
\]
Replacing $w$ by its constant multiple $tw$ with $t > 0$, we may assume that $w \leq v$ on $\Omega$ and $w(x_0) = v(x_0)$ for some $x_0 \in \Omega$. Note that $w(x) = 0 < v(x)$ for all $x \in \partial \Omega$. By Theorem 3.2 we must have $w \equiv v$ or $w < v$ on $\Omega$. This is a contradiction. \[\square\]

8. The Pucci's Operators

In this section we want to show that the two principal eigenvalues of the following operator
\[
F(x, u, Du, D^2u) = -M^+_{a,A}(D^2u) + b(x) \cdot Du + c(x)u,
\]
with the pure Neumann boundary condition may be different. Suppose $b \in C^{0,1}(\Omega)$, $c \in C^{0,\beta}(\Omega)$ for some $\beta > 0$ and $\Omega$ of class $C^{2,\beta}$.

If $c(x) \equiv c_0$ is constant then it is easy to see that $\lambda = \Lambda = c_0$ and by Proposition 7.1 the only eigenfunctions are the constants. Nevertheless, if $c(x)$ is not constant the two principal eigenvalues never coincide, unless $M^+_{a,A}$ is the Laplacian. To prove this we need the following lemma, whose proof is given for the sake of completeness.

**Lemma 8.1.** Suppose that $\Omega$ is a $C^{2,\beta}$ domain, $b \in C^{0,\beta}(\Omega)$ and $c \in C^{0,\beta}(\Omega)$, for some $0 < \beta \leq 1$. Then the viscosity solutions of
\[
\begin{align*}
-\Delta u + b(x) \cdot Du + c(x)u &= 0 \quad \text{in } \Omega \\
(Du, \nu(x)) &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
are in $C^2(\Omega)$.

**Proof.** Consider the problem
\[
\begin{align*}
-\Delta v + b(x) \cdot Dv + v &= f(x) \quad \text{in } \Omega \\
(Dv, \nu(x)) &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
where $f(x) = (1 - c(x))u(x)$. By Theorem 5.1 $u$ is Lipschitz continuous on $\Omega$ and then the function $f$ is Hölder continuous on $\Omega$. Moreover, it is clear that $u$ is a solution of (8.2). The classical theory says that (8.2) has a solution $v \in C^2(\Omega)$. By uniqueness of viscosity solutions of (8.2), we find that $u = v$. \[\square\]

**Proposition 8.2.** Assume the hypothesis of Lemma 8.1 and let $b \in C^{0,1}(\Omega)$. If $A \neq a$ and $\lambda = \Lambda$ then $c(x)$ is constant.

**Proof.** Let $\phi$ be a positive eigenfunction of $\lambda$, i.e.
\[
\begin{align*}
-\Delta^+_a(D^2\phi) + b(x) \cdot D\phi + (c(x) - \lambda)\phi &= 0 \quad \text{in } \Omega \\
(D\phi, \nu(x)) &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
and let $-\psi$ be a negative eigenfunction corresponding to $\lambda$. Since $M_{a,A}^+(-D^2\psi) = -M_{a,A}^-(D^2\psi)$, $\psi$ satisfies
\begin{equation}
\begin{aligned}
-\langle D\psi, n(x) \rangle &= 0 \quad \text{on } \partial\Omega.
\end{aligned}
\end{equation}
If $\lambda = \lambda$ then by Proposition 7.1 $\psi = t\phi$ for some $t > 0$. We can assume $\psi = \phi$. By summing the first equations in (8.3) and (8.4), we can see that $\phi$ is a positive viscosity solution of
\begin{equation}
\begin{aligned}
-(A + a)\Delta \phi + 2b(x) \cdot D\phi + 2(c(x) - \lambda)\phi &= 0 \quad \text{in } \Omega.
\end{aligned}
\end{equation}
Then by Lemma $\phi \in C^2(\Omega)$. Subtracting the first equations in (8.3) and (8.4), we can see that $\phi$ is a classical solution of
\begin{equation}
\begin{aligned}
(A - a)\sum_{i=1}^N |e_i(x)| &= 0 \quad \text{in } \Omega,
\end{aligned}
\end{equation}
where $e_1(x), \ldots, e_N(x)$ are the eigenvalues of $D^2\phi(x)$. Since $A \neq a$, the last equation implies that $e_i(x) = 0$ in $\Omega$ for any $i = 1, \ldots, N$. In particular, taking into consideration the boundary condition, $\phi$ is a classical solution of
\begin{equation}
\begin{aligned}
\Delta \phi &= 0 \quad \text{in } \Omega,
\end{aligned}
\end{equation}
and then has to be constant. This implies $c(x) - \lambda = 0$ in $\Omega$.
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