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Abstract

Despite the fact that the integral form of the equations of classical electrodynamics is well known, the same is not true for non-abelian gauge theories. The aim of the present paper is threefold. First, we present the integral form of the classical Yang-Mills equations in the presence of sources, and then use it to solve the long standing problem of constructing conserved charges, for any field configuration, which are invariant under general gauge transformations and not only under transformations that go to a constant at spatial infinity. The construction is based on concepts in loop spaces and on a generalization of the non-abelian Stokes theorem for two-form connections. The third goal of the paper is to present the integral form of the self dual Yangs-Mills equations, and calculate the conserved charges associated to them. The charges are explicitly evaluated for the cases of monopoles, dyons, instantons and merons, and we show that in many cases those charges must be quantized. Our results are important in the understanding of global properties of non-abelian gauge theories.
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1 Introduction

The integral form of the equations of classical electrodynamics precedes Maxwell equations and play a crucial role in the understanding of electromagnetic phenomena. The non-abelian gauge theories have been originally formulated in a differential form through the Yang-Mills equations, and its integral formulation has not been constructed. The aim of the present paper is threefold. First we present the integral form of the classical equations of motion of non-abelian gauge theories, which allows us to present the Yang-Mills equations as the equality of an ordered volume integral to an ordered surface integral on its border. Our construction was made possible by the use of a generalization of the non-abelian Stokes theorem for two-form connections proposed some years ago in the context of integrable field theories in dimensions higher than two \cite{1,2}. The volume ordered integral present some highly non-trivial and non-linear terms, involving the field tensor and its Hodge dual, which certainly will play an important role in the global aspects of the Yang-Mills theory. The differential Yang-Mills equations are recovered in the limit when the volume is taken to be infinitesimal. The second goal of the paper is to solve the long standing problem of the construction of conserved charges that are invariant under general gauge transformations. As it is well known, the conserved charges presented in the Yang and Mills original paper \cite{3}, as well as in modern textbooks, are invariant under gauge transformations where the group element, performing the transformation, goes to a constant at spatial infinity. In the last decades several attempts were made to find truly gauge invariant conserved charges using several techniques \cite{4}. We show that our integral form of Yang-Mills equations becomes a conservation law when the volume where it is considered is a closed volume, i.e. a three dimensional sub-manifold of the four dimensional space-time which has no border. Using appropriate boundary conditions we obtain a closed expression for the conserved charges as the eigenvalues of an operator obtained by a volume ordered integral, over the entire spatial sub-manifold (fixed time). As a consequence of our integral Yang-Mills equations that operator can also be written as an ordered surface integral on the border of the spatial sub-manifold. That fact makes the evaluation of the charges much simpler. We then show that such charges are invariant under general gauge transformation, independent of the parameterization of the volume, and on the reference point used on that parameterization. The expression is valid for any field configuration, and we evaluate it for well known solutions like monopoles, dyons, instantons and merons.

The third goal of the paper is to construct the integral form of the self dual Yang-Mills equations. That is obtained in a similar manner as that of the integral form of the full Yang-Mills equations, but using instead the usual non-abelian Stokes for one-form
connections. We show that such integral formulation leads to gauge invariant conserved quantities, which are invariant under reparameterization of surfaces and independent of the reference point used in such parameterization. The novelty is that the charges are given by the eigenvalues of surface ordered integrals of the field tensor and its Hodge dual, and they are shown to be constant on the other two coordinates perpendicular to that surface.

The examples of monopoles, dyons, instantons and merons discussed in the paper are very important to shed light on the physical properties of the conserved charges. The first point is that for those well known solutions the surface ordering becomes irrelevant in the evaluation of the operators leading to the charges. In fact, those operators tend to lie in the center of the gauge group, and the physical charges are identified with the eigenvalues of the Lie algebra elements which lead to those group elements under the exponential map. That relation between charges and elements in the center of the group leads, in many cases, to the quantization of the physical charges. Another point is that the charges are associated to the abelian subgroup of the gauge group. In the examples we have worked out there are no gauge invariant conserved charges associated to the generators lying outside the abelian subalgebra. A further point is that the charges associated to the Wu-Yang monopole and the ’t Hooft-Polyakov monopole are identical. In addition, they are shown to be conserved due to the equations of motion and no topological arguments are used. The evaluation of the charges do not involve the Higgs field and seems not to pay attention to the symmetry breaking pattern. The construction of the magnetic charges in our paper differs from the usual techniques used in the literature involving homotopy invariant quantities, even though it leads to the same results. But our methods allow to evaluate charges for cases that were not really known in the literature. We show that the merons carry a charge, conserved in the euclidean time, which is identical to the magnetic charge of the Wu-Yang and ’t Hooft-Polyakov monopoles.

Our construction explores loop space techniques used in the study of integrable theories in any dimension [1, 2], and may be important in the understanding of the integrability properties of Yang-Mills theory as well as of its self-dual sector. In fact, the most appropriate mathematical language to phrase our results is that of generalized loop spaces. There is a quite vast literature on integral and loop space formulations of gauge theories [5]. Our approach differs in many aspects of those formulations even though it shares some of the ideas and insights permeating them. We stress however that the relevant loop space in our formulation is that of the maps from the two-sphere \(S^2\) (and not from the circle \(S^1\)) onto the space-time, in the case of the full Yang-Mills equations. For the self dual sector however, the relevant loop space is that of the maps from the circle \(S^1\) onto the space-time.
The connection between integrable field theories in any dimension and loop space techniques by exploring the integral form of the equations of motion has been studied in [6]. It was shown there that integrable field theories in 1 + 1 dimensions, Chern-Simons theory in 2 + 1 dimensions, and Yang-Mills theory in 2 + 1 and 3 + 1 dimensions, all admit a uniform formulation in terms of integral equations on loop spaces, leading to a general and unique method for constructing conserved charges. The integral form of the Yang-Mills equations in 3 + 1, discussed in this paper, already appears in [6]. In the present paper we discuss further the physical consequences for non-abelian gauge theories of the existence of such integral equation. In addition, we show that the self-dual sector of Yang-Mills also admit an integral equation, and that it leads in a similar way to new conserved quantities. The second part of the present paper is dedicated to the application of our ideas to well known solutions of Yang-Mills theory, like Wu-Yang and ’tHooft-Polyakov monopoles and dyons, as well as Euclidean solutions like instantons and merons. That is a very important contribution of the paper since the conserved charges evaluated for those solutions are new and were not explored in the literature before. We believe that most of the physical consequences of those charges are still to be explored and perhaps we have to consider the quantum theory to fully understand them.

The paper is organized as follows: in section 2 we present the main results of the paper in the form of very precise statements. It is stated the integral equations for the full Yang-Mills theory as well as for its self-dual sector. In this section we also present the closed expressions for the conserved charges. In section 3 we give the proof for the integral equation for the self-dual sector of the Yang-Mills theory using the ordinary non-abelian Stokes theorem. In section 4 we give the proof for the generalized non-abelian Stokes theorem for a two-form connection based on the results of [1, 2]. Then in section 5 we use that theorem to prove the integral equations for the full Yang-Mills theory. In section 6 we discuss some consequences of our integral equations and give the detailed construction of the conserved charges for the full Yang-Mills equations as well as for its self-dual sector. In section 7 we discuss the examples of monopoles, dyons, instantons and merons, and explicitly evaluated the conserved charges for all those solutions. Finally in appendix A we show how to (classically) regularize the Wilson line operator in order to evaluate the charges of the Wu-Yang monopole and dyon solutions.

2 The main statements

The integral Yang-Mills equation and its charges. Consider a Yang-Mills theory for a gauge group \( G \), with gauge field \( A_\mu \), in the presence of matter currents \( J^\mu \), on a four
dimensional space-time $M$. Let $\Omega$ be any tridimensional (topologically trivial) volume on $M$, and $\partial \Omega$ be its border. We choose a reference point $x_R$ on $\partial \Omega$ and scan $\Omega$ with closed surfaces, based on $x_R$, labelled by $\zeta$, and we scan the closed surfaces with closed loops based on $x_R$, labelled by $\tau$, and parametrized by $\sigma$, as we describe below. The classical dynamics of the gauge fields is governed by the following integral equations, on any such volume $\Omega$,

$$P_2 e^{ie} \int_{\partial \Omega} drd\sigma \left[ \alpha F_{\mu \nu}^W + \beta \tilde{F}_{\mu \nu}^W \right] \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} = P_3 e \int_{\Omega} d\zeta drdV J^{V^{-1}}$$

(2.1)

where $P_2$ and $P_3$ means surface and volume ordered integration respectively, $\tilde{F}_{\mu \nu}$ is the Hodge dual of the field tensor, i.e.

$$F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + ie \left[ A_\mu, A_\nu \right] \quad \tilde{F}_{\mu \nu} \equiv \frac{1}{2} \varepsilon_{\mu \nu \rho \lambda} F^{\rho \lambda}$$

(2.2)

where $e$ is the gauge coupling constant, $\alpha$ and $\beta$ are free parameters, and where we have used the notation $X^W \equiv W^{-1} X W$, with $W$ being the Wilson line defined on a curve $\Gamma$, parameterized by $\sigma$, through the equation

$$\frac{dW}{d\sigma} + ie A_\mu \frac{dx^\mu}{d\sigma} W = 0$$

(2.3)

where $x^\mu (\mu = 0, 1, 2, 3)$ are the coordinates on the four dimensional space-time $M$. The quantity $V$ is defined on a surface $\Sigma$ through the equation

$$\frac{dV}{d\tau} - VT(A, \tau) = 0$$

(2.4)

with

$$T(A, \tau) \equiv ie \int_0^{2\pi} d\sigma W^{-1} \left[ \alpha F_{\mu \nu}^W + \beta \tilde{F}_{\mu \nu}^W \right] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}$$

(2.5)

and where

$$J \equiv \int_0^{2\pi} d\sigma \left\{ ie\beta \tilde{J}_{\mu \nu \lambda} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \frac{dx^\lambda}{d\zeta} \right. + e^2 \int_0^{\sigma} d\sigma' \left[ \left( (\alpha - 1) F_{\kappa \rho}^W + \beta \tilde{F}_{\kappa \rho}^W \right) (\sigma'), \left( \alpha F_{\mu \nu}^W + \beta \tilde{F}_{\mu \nu}^W \right) (\sigma) \right]$$

$$\times \frac{d x^\kappa}{d\sigma'} \frac{dx^\mu}{d\sigma} \left( \frac{d x^\rho (\sigma')}{d\tau} \frac{dx^\nu (\sigma)}{d\zeta} - \frac{d x^\rho (\sigma)}{d\tau} \frac{dx^\nu (\sigma')}{d\zeta} \right) \right\}$$

(2.6)

where $\bar{J}_{\mu \nu \lambda}$ is the Hodge dual of the current, i.e. $J^\mu = \frac{1}{3} \varepsilon^{\mu \nu \rho \lambda} \bar{J}_{\nu \rho \lambda}$. The Yang-Mills equations are recovered from (2.1) in the case where $\Omega$ is taken to be an infinitesimal volume. Under appropriate boundary conditions the conserved charges are the eigenvalues
of the operator

\[ Q_S = P_2 e^{ie \int_{\partial S} d\tau d\sigma W^{-1} (\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu}) W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = P_3 e^{\int_S d\zeta d\tau V J V^{-1}} \]  

(2.7)

where \( S \) is the 3-dimensional spatial sub-manifold of \( M \). Equivalently the charges are \( \text{Tr} Q^N_S \).

**The integral self-dual Yang-Mills equation and its charges.** Consider the self-dual sector of the Yang-Mills theory defined by the first order differential equations

\[ F_{\mu\nu} = \kappa \tilde{F}_{\mu\nu} \]  

(2.8)

where \( \kappa \) are the eigenvalues of the Hodge dual operation. We shall be interested here in the case of an Euclidean space-time where \( \kappa = \pm 1 \). We propose that the integral equation for the self-dual sector of the Yang-Mills theory is given by

\[ P_1 e^{-ie \int_{\partial \Sigma} d\sigma A_{\mu} \frac{dx^\mu}{d\sigma}} = P_2 e^{ie \int_\Sigma d\sigma d\tau W^{-1} [\alpha F_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu}] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} \]  

(2.9)

where \( \Sigma \) is any two-dimensional surface in the space-time \( M \), \( \partial \Sigma \) is its border, and \( \alpha \) is a free parameter. The symbols \( P_1 \) and \( P_2 \) mean path and surface ordered integration respectively, and those are performed as follows. We choose a reference point \( x_R \) on the border of \( \Sigma \), and scan \( \Sigma \) with closed loops, labelled by \( \tau \), starting and ending at \( x_R \), such that \( \tau = 0 \) corresponds to the infinitesimal loop around \( x_R \), and \( \tau = 2\pi \) corresponds to the border \( \partial \Sigma \). Each loop is parameterize by \( \sigma \), such that \( \sigma = 0 \) and \( \sigma = 2\pi \) correspond to \( x_R \). The quantity \( W \) appearing on the r.h.s. of (2.9) is obtained by integrating (2.3) on each loop from \( \sigma = 0 \) (i.e. \( x_R \)) up to the point of the loop corresponding to \( \sigma \) where the integrand \( [\alpha F_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu}] \) is evaluated. The l.h.s. of (2.9) is obtained by integrating (2.3) along the border of \( \Sigma \). On the other hand the r.h.s. of (2.9) comes from the integration of (2.4) with the same \( T(A, \tau) \) given in (2.5), but with \( \beta \) replaced by \( \kappa (1 - \alpha) \).

The self-dual equations (2.8) are recovered from (2.9) in the limit where the surface \( \Sigma \) is taken to be infinitesimal. The conserved charges associated to (2.9) are constructed as follows: consider any two-dimensional plane \( D_\infty \) in the space-time \( M \), and let \( S^1_\infty \) be its border, i.e. a circle of infinite radius on that plane. Under appropriate boundary conditions, the eigenvalues of the operator

\[ V(D_\infty) = P_2 e^{ie \int_{D_\infty} d\sigma d\tau W^{-1} [\alpha F_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu}] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = P_1 e^{-ie \int_{S^1_\infty} d\sigma A_{\mu} \frac{dx^\mu}{d\sigma}} \]  

(2.10)

are constants, i.e. independent of the two coordinates associated to the two axis perpen-
On the nature of the eigenvalues. All the quantities appearing in the formulas above are either elements of the gauge Lie algebra (like $A_\mu$ and $F_{\mu\nu}$) or of the gauge Lie group (like $W$ and $V$). In order to perform the calculations however we need to choose a matrix representation of the Lie group (or equivalently of the Lie algebra) because equations like (2.3) and (2.4) involve the product of Lie algebra and Lie group quantities and so a definite representation has to be used. However, the choice of that representation is quite arbitrary. Note that not even the representation under which the matter fields transform under gauge transformations is relevant. Indeed, in the case of fermions for instance the current has the form $J_\mu \sim \eta^{ab} \bar{\psi}_i \gamma_\mu R_{ij} (T_a) \psi_j T_b$, where $T_a$, $a = 1, 2, \ldots \dim G$, are the generators of the gauge group $G$, $\eta^{ab}$ is the inverse of the Killing form of $G$, and $R_{ij}$ is the matrix representation under which the spinors $\psi_i$ transform, $i, j = 1, 2, \ldots \dim R$. Therefore, $J_\mu \equiv J_\mu^b T_b$ is an element of the Lie algebra for any choice of $R$, and in order to perform our calculations $J_\mu$ can be taken in any matrix representation irrespective of $R$. Consequently, the conserved charges which are the eigenvalues of the operators (2.7) and (2.10), which are in fact Lie group elements, correspond to the eigenvalues of those operators in the chosen representation of $G$. That choice of representation however is arbitrary. We face then two possibilities. The eigenvalues can be different in different representations and then one finds an infinite spectrum of conserved charges, or then there is only a finite number of charges and the eigenvalues of the operators (2.7) and (2.10) are the same in large (infinite) classes of representations. As we will show in the examples of monopoles, dyons, instantons and merons, the second possibility happens, i.e. we find a finite number of charges, and the operators (2.7) and (2.10) evaluated on those solutions tend to lie in the center of the gauge group. In fact, we show that the path and surface orderings become irrelevant for those solutions and the operators (2.7) and (2.10) are expressed as (products of) ordinary exponentials of Lie algebra elements. The physical interpretation of the charges turn out to be associated to the eigenvalues of those Lie algebra elements and not really to the eigenvalues of the group elements (2.7) and (2.10). The connection between the eigenvalues of the Lie group and Lie algebra element leads, in many cases, to the quantization of the physical charges.

3 The construction of the integral equation for the self-dual sector

In order to prove that (2.9) does correspond to the integral form of the self dual equations (2.8) we use the ordinary non-abelian Stokes theorem for a one-form connection $C_\mu$ given
by [7, 1, 2]

\[ P_1 e^{-\oint \partial_\Sigma d\sigma C_\mu \frac{dx^\mu}{dx}} W_R = W_R P_2 e^{\int_{xR} d\sigma d\tau W^{-1} H_{\mu\nu} \frac{dx^\mu}{dx} \frac{dx^\nu}{dx}} \]  

(3.1)

with \( H_{\mu\nu} = \partial_\mu C_\nu - \partial_\nu C_\mu + [C_\mu, C_\nu] \), being the curvature of the connection \( C_\mu \), and where \( W_R \) is an integration constant, the value of \( W \) at \( x_R \). The meanings of the path and surface ordered integrations are the same as that in (2.9). For a simple and concise proof of the theorem (3.1) see section 2 of [1]. The proof of the non-abelian Stokes theorem (3.1) does not rely on the use of a metric tensor, and so it is valid on any space-time (flat or curved) of any dimension with any metric. The only requirements are that the surfaces \( \Sigma \) are topologically trivial (no holes or handles) and that the connection is a regular function of the space-time coordinates. Note that one can obtain (2.9) from (3.1) by the identifications

\[ C_\mu \equiv i e A_\mu ; \quad H_{\mu\nu} \equiv i e \left[ \alpha F_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu} \right] ; \quad W_R \in Z(G) \]  

(3.2)

where \( Z(G) \) is the centre of the gauge group \( G \). However, the first equation above implies that

\[ H_{\mu\nu} = i e F_{\mu\nu} \]  

(3.3)

The compatibility between (3.2) and (3.3) is provided by (2.8). Note that the case \( \alpha = 1 \) is trivial since it leads to an identity. Therefore, (2.9) is a direct consequence of the non-abelian Stokes theorem (3.1) and the self dual Yang-Mills equations (2.8). The condition that the integration constant \( W_R \) has to belong to \( Z(G) \) comes from the requirement that (2.9) has to transform covariantly under gauge transformations. The argument for that is similar to the one used in the paragraph below (5.2), in the context of the integral equation for the full Yang-Mills equations.

On the other hand the integral equations (2.9) imply the differential equations (2.8) in the limit where the surface \( \Sigma \) is infinitesimal. Indeed, take \( \Sigma \) to be of rectangular shape on the plane \( x^\mu x^\nu \), with infinitesimal sides \( \delta x^\mu \) and \( \delta x^\nu \) (\( \mu \) and \( \nu \) fixed). We then evaluate both sides of (2.9) by Taylor expanding the integrands around one given corner of the rectangle and keeping things up to first non-trivial order. One can check that the l.h.s. of (2.9) gives \( [I + i e F_{\mu\nu} \delta x^\mu \delta x^\nu] \), with no sum in \( \mu \) and \( \nu \). In addition, the r.h.s. of (2.9) gives, up to first non-trivial order, \( \left[ I + i e \left( \alpha F_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu} \right) \delta x^\mu \delta x^\nu \right] \) (again no sum in \( \mu \) and \( \nu \)). By equating those two quantities one obtains (2.8) for any value of \( \alpha \), except \( \alpha = 1 \), which should be excluded.
4 The generalized non-abelian Stokes theorem

In order to prove that (2.1) does correspond to an integral formulation of the classical Yang-Mills dynamics, we shall start by describing the generalization of the non-abelian Stokes theorem as formulated in [1, 2]. Consider a surface Σ scanned by a set of closed loops with common base point \( x_R \) on the border \( \partial \Sigma \). The points on the loops are parameterized by \( \sigma \in [0, 2\pi] \) and each loop is labeled by a parameter \( \tau \) such that \( \tau = 0 \) corresponds to the infinitesimal loop around \( x_R \), and \( \tau = 2\pi \) to the border \( \partial \Sigma \). We then introduce, on each point of \( M \), a rank two antisymmetric tensor \( B_{\mu\nu} \) taking values on the Lie algebra \( G \) of \( G \), and construct a quantity \( V \) on the surface \( \Sigma \) through

\[
\frac{dV}{d\tau} - V T(B, A, \tau) = 0 \quad \text{with} \quad T(B, A, \tau) \equiv \int_0^{2\pi} d\sigma \ W^{-1} B_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}
\]  

(4.1)

where the \( \sigma \)-integration is along the loop \( \Gamma \) labeled by \( \tau \), and \( W \) is obtained from (2.3), by integrating it along \( \Gamma \) from the reference point \( x_R \) to the point labeled by \( \sigma \), where \( B_{\mu\nu} \) is evaluated. By integrating (2.4), from the infinitesimal loop around \( x_R \) to the border of \( \Sigma \), we obtain

\[
V = V_R \ P_2 \int_0^{2\pi} d\tau \int_0^{2\pi} d\sigma W^{-1} B_{\mu\nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}
\]  

(4.2)

where \( P_2 \) means surface ordering according to the parameterization of \( \Sigma \) as described above, and \( V_R \) is an integration constant corresponding to the value of \( V \) on an infinitesimal surface around \( x_R \). If one changes \( \Sigma \), keeping its border fixed, by making variations \( \delta x^\mu \) perpendicular to \( \Sigma \) then \( V \) varies according to

\[
\delta V V^{-1} = \int_0^{2\pi} d\tau \int_0^{2\pi} d\sigma \left( W^{-1} \left[ D_\lambda B_{\mu\nu} + D_\mu B_{\nu\lambda} + D_\nu B_{\lambda\mu} \right] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \delta x^\lambda \right.
\]

\[
- \int_0^{\sigma} d\sigma' \left[ B_{\kappa\rho}^W (\sigma') - i e F_{\kappa\rho}^W (\sigma') , B_{\nu\lambda}^W (\sigma) \right] \frac{dx^\kappa}{d\sigma'} \frac{dx^\rho}{d\sigma} \times \left( \frac{dx^\nu}{d\tau} \delta x^\lambda (\sigma) - \delta x^\nu (\sigma') \frac{dx^\lambda (\sigma)}{d\tau} \right) \bigg) V^{-1}(\tau)
\]  

(4.3)

where \( D_\mu* = \partial_\mu* + i e [A_\mu, *] \). For a detailed account on how to obtain (4.3) see sec. 5.3 of [1], or sec. 2.3 of [2], or then the appendix of [6]. The quantity \( V (\tau) \) appearing on the r.h.s. of (4.3) is obtained by integrating (4.1) from the infinitesimal loop around \( x_R \) to the loop labelled by \( \tau \) on the scanning of \( \Sigma \) described above. Note that the two \( \sigma \)-integrations on the second term on the r.h.s. of (4.3) are performed on the same loop labelled by \( \tau \). Consider now the case where the surface \( \Sigma \) is closed, and the border of \( \Sigma \) is contracted to \( x_R \). The expression (4.3) gives then the variation of \( V \) when we vary \( \Sigma \) keeping \( x_R \) fixed. Therefore, if one starts with an infinitesimal closed surface \( \Sigma_R \) around \( x_R \) one can
blows it up until it becomes Σ. One can label all those closed surfaces using a parameter ζ ∈ [0, 2π], such that ζ = 0 corresponds to Σ_R and ζ = 2π to Σ. The expression (4.3) can be seen as a differential equation on ζ defining V on the surface Σ, i.e.

\[
\frac{dV}{d\zeta} - K V = 0
\] (4.4)

where K corresponds to the r.h.s. of (4.3) with δx^μ replaced by \( \frac{dx^\mu}{d\zeta} \), i.e.

\[
K \equiv \int_0^{2\pi} d\tau \int_0^{2\pi} d\sigma \, V(\tau) \left\{ W^{-1} \left[ D_\lambda B_{\mu \nu} + D_\mu B_{\nu \lambda} + D_\nu B_{\lambda \mu} \right] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \delta x^\lambda \\
- \int_0^\sigma d\sigma' \left[ B^W_{\kappa \rho}(\sigma') - i e F^W_{\kappa \rho}(\sigma') \right] \frac{dx^\kappa}{d\sigma'} \frac{dx^\mu}{d\sigma} \\
\times \left( \frac{d x^\rho(\sigma')}{d \tau} \frac{dx^\nu(\sigma)}{d \zeta} - \frac{d x^\rho(\sigma)}{d \zeta} \frac{dx^\nu(\sigma')}{d \tau} \right) \right\} V^{-1}(\tau) \] (4.5)

By integrating (4.4) from Σ_R to Σ, one obtains V evaluated on Σ, which is now an ordered volume integral, over the volume Ω inside Σ, and the ordering is determined by the scanning of Ω by closed surfaces as described above. But this result has of course to be the same as that obtained in (4.2), i.e. by integrating (4.1) when the surface is closed, namely \( \partial \Omega \). Therefore, we obtain the generalized non-abelian Stokes theorem for a two-form connection \( B_{\mu \nu} \), parallel transported by a one-form connection \( A_\mu \)

\[
V_R P_2 e^{\int_{\partial \Omega} d\sigma W^{-1} B_{\mu \nu} W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}} = P_3 e^{\int_\Omega d\zeta K} V_R
\] (4.6)

where \( P_3 \) means volume ordering according to the scanning described above, and \( V_R \) is the integration constant obtained when integrating (4.1) and (4.4). It corresponds in fact to the value of \( V \) at the reference point \( x_R \). Note that such theorem holds true on a space-time of any dimension, and since the calculations leading to it make no mention to a metric tensor, it is valid on flat or curved space-time. The only restrictions appear when the topology of the space-time is non-trivial (existence of handles or holes for instance).
5 The construction of the integral equation for the full Yang-Mills theory

One notes that (2.1) can be obtained from (4.6) by replacing $B_{\mu\nu}$ by $ie\left[\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu}\right]$, and using the Yang-Mills equations

$$D_\nu F^{\nu\mu} = J^\mu \quad D_\nu \tilde{F}^{\nu\mu} = 0$$

(5.1)

to replace $(D_\lambda B_{\mu\nu} + D_\mu B_{\nu\lambda} + D_\nu B_{\lambda\mu})$ in (4.5) by $(-ie\beta \tilde{J}_{\mu\nu\lambda})$, and so $K$ introduced in (4.5) is now given by

$$K = \int_{2\pi}^0 d\tau V J^{-1},$$

with $J$ given in (2.6). Therefore, (2.1) is a direct consequence of the Yang-Mills equations (5.1) and the Stokes theorem (4.6). Note that $V_R$ introduced in (4.6), does not appear in (2.1) because it has to lie in the centre $Z(G)$ of $G$ to keep the gauge covariance of (2.1). Indeed, consider a gauge transformation

$$A_\mu \rightarrow gA_\mu g^{-1} + \frac{i}{e} \partial_\mu g^{-1}; \quad F_{\mu\nu} \rightarrow gF_{\mu\nu}g^{-1}; \quad J_\mu \rightarrow gJ_\mu g^{-1}$$

(5.2)

From (2.3), $W \rightarrow g_f W g_i^{-1}$, with $g_i$ and $g_f$ being the values of $g$ at the initial and final points respectively of the path determining $W$. Consequently, $J$ defined in (2.6) transforms as $J \rightarrow g_R J g_R^{-1}$, with $g_R$ being the value of $g$ at $x_R$. One also has $T(A, \tau) \rightarrow g_R T(A, \tau) g_R^{-1}$, and so from (2.4) $V \rightarrow g_R V g_R^{-1}$. Similarly, one sees that $K \rightarrow g_R K g_R^{-1}$, and so (4.4) also implies that $V$ transforms as $V \rightarrow g_R V g_R^{-1}$. Note however that if $V_1$ is a solution of (2.4) so is $V_2 = kV$ with $k$ being a constant element of $G$. Similarly, if $V_3$ satisfies (4.4) so does $V_4 = V h$, with $h \in G$ being constant. Under a gauge transformation $V_1 \rightarrow g_R V_1 g_R^{-1}$, and $V_2 \rightarrow g_R V_2 g_R^{-1} = g_R kV_1 g_R^{-1}$. But $k$ is any chosen constant group element and it should not depend upon the gauge field, and so it should not change under gauge transformations. In fact, the arbitrariness associated to $k$ corresponds to the choice of integration constants in (2.4) and (4.4). From this point of view we should have $V_2 \rightarrow k g_R V_1 g_R^{-1}$. The only way to establish the compatibility is to have $k g_R = g_R k$, i.e. $k$ should be an element of the centre $Z(G)$ of $G$. A similar analysis applies to $V_3$ and $V_4$. Therefore, the transformation law $V \rightarrow g_R V g_R^{-1}$, and so the gauge covariance of (2.1), is only valid when the integration constants in (2.4) and (4.4) are taken in $Z(G)$. In such case, $V_R$ cancels out of (4.6) and that is why it does not appear in (2.1). Consequently (2.1) transforms covariantly under the gauge transformations (5.2).

The integral equation (2.1) implies the local Yang-Mills equations. In order to see that, consider the case where $\Omega$ is an infinitesimal volume of rectangular shape with lengths $dx^\mu$, $dx^\nu$ and $dx^\lambda$ along three chosen Cartesian axis labelled by $\mu$, $\nu$ and $\lambda$. We choose the reference point $x_R$ to be at a vertex of $\Omega$. By considering only the lowest order
contributions, in the lengths of $\Omega$, to the integrals in (2.1), one observes that the surface and volume ordering become irrelevant. We have to pay attention only to the orientation of the derivatives of the coordinates w.r.t. the parameters $\sigma$, $\tau$ and $\zeta$, determined by the scanning of $\Omega$ described above. In addition, the contribution of a given face of $\Omega$ for the l.h.s. of (2.1) can be obtained by evaluating the integrand on any given point of the face since the differences will be of higher order. Consider the two faces parallel to the plane $x^\mu x^\nu$. The contribution to the l.h.s. of (2.1) of the face at $x_R$ is given by $-ie(\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu})_{x_R} dx^\mu dx^\nu$, with the minus sign due to the orientation of the derivatives, and the contribution of the face at $x_R + dx^\lambda$ is $ie(W^{-1}(\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu})W)_{(x_R + dx^\lambda)} dx^\mu dx^\nu$, with $W_{(x_R + dx^\lambda)} \sim 1 - ie A_\lambda(x_R) dx^\lambda$. By Taylor expanding the second term, the joint contribution is $ie D_\lambda(\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu})_{x_R} dx^\mu dx^\nu dx^\lambda$, with no sums in the Lorentz indices. The contributions of the other two pairs of faces are similar, and the l.h.s. of (2.1) to lowest order is $1 + ie(D_\lambda[\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu}] + \text{cyclic perm.})_{x_R} dx^\mu dx^\nu dx^\lambda$. When evaluating the r.h.s. of (2.1) we can take the integrand at any point of $\Omega$ since the differences are of higher order. In addition, the commutator term in $\mathcal{J}$ given in (2.6) is of higher order w.r.t. the first term involving the current. Therefore, the r.h.s. of (2.1) to lowest order is $1 + ie\beta J_{\mu\nu\lambda} dx^\mu dx^\nu dx^\lambda$. Equating the coefficients of $\alpha$ and $\beta$ one gets the pair of the (Hodge dual) Yang-Mills equations (5.1).

6 Path independency on loop space and the conserved charges

Let us discuss some consequences of (2.1). In order to write it for a given volume $\Omega$, we had to choose a reference point $x_R$ on its border, and define a scanning of $\Omega$ with surfaces and loops. If one changes the reference point and the scanning, both sides of (2.1) will change. However, the generalized non-abelian Stokes theorem (4.6) guarantees that the changes are such that both sides are still equal to each other. Therefore, one can say that (2.1) transforms “covariantly” under the change of scanning and reference point. In fact to be precise, the equation (2.1) is formulated not on $\Omega$ but on the generalized loop space

$$L\Omega = \{ \gamma : S^2 \to \Omega \mid \text{north pole} \to x_R \in \partial \Omega \}$$

(6.1)

The image of a given $\gamma$ is a closed surface $\Sigma$ in $\Omega$ containing $x_R$. A scanning of $\Omega$ is a collection of surfaces $\Sigma$, parametrized by $\tau$, such that $\tau = 0$ corresponds to the infinitesimal surface around $x_R$ and $\tau = 2\pi$ to $\partial \Omega$. Such collection of surfaces is a path in $L\Omega$ and each one corresponds to $\Omega$ itself. In order to perform each mapping $\gamma$ we scan
the corresponding surface $\Sigma$ with closed loops starting and ending at $x_R$, and each loop is
parametrized by $\sigma$, in the same way as we did in the arguments leading to (4.6). Therefore,
the change of the scanning of $\Omega$ corresponds to a change of path in $L\Omega$. In this sense, the
r.h.s. of (2.1) is a path dependent quantity in $L\Omega$ and its l.h.s. is evaluated at the end
of the path. Of course, we do not want physical quantities to depend upon the choice of
paths in $L\Omega$, neither on the reference point. Note that if we take, in the four dimensional
space-time $M$, a closed tridimensional volume $\Omega_c$, then the integral Yang-Mills equation
(2.1) implies that
$$P_3e^{\oint_{\partial\Omega_c} d\zeta d\tau V} J^{-1} = 1$$
(6.2)
since the border $\partial\Omega_c$ vanishes, and the ordered integral of the l.h.s. of (2.1) becomes
trivial. On the loop space $L\Omega_c$, $\Omega_c$ corresponds to a closed path starting and ending at
$x_R$. Consider now a point $\gamma$ on that closed path, corresponding to a closed surface $\Sigma$,
in such a way that $\Omega_1$ corresponds to the first part of the path and $\Omega_2$ to the second,
i.e. $\Omega_c = \Omega_1 + \Omega_2$, and $\Sigma$ is the common border of $\Omega_1$ and $\Omega_2$. By the ordering
of the integration determined by (4.4) one observes that the relation (6.2) can be split as
$$P_3e^{\oint_{\Omega_2} d\zeta d\tau V} P_3e^{\oint_{\Omega_1} d\zeta d\tau V} J^{-1} = 1.$$ However, by reverting the sense of integration along
the path, one gets the inverse operator when integrating (4.4). Therefore, $\Omega_1$ and $\Omega_2^{-1}$ are
two different paths (volumes) joining the same points, namely the infinitesimal surface
around $x_R$ and the surface $\Sigma$, which correspond to their border. One then concludes that
the operator $P_3e^{\oint_{\partial\Omega} d\zeta d\tau V} J^{-1}$ is independent of the path, and so of the scanning of $\Omega$, as
long as the end points, i.e. $x_R$ and the border $\partial\Omega$, are kept fixed.

6.1 The conserved charges for the full Yang-Mills theory

The path independency of that operator can be used to construct conserved charges using
the ideas of [1, 2]. First of all, let us assume that the space-time is of the form $S \times \mathbb{R}$,
with $\mathbb{R}$ being time and $S$ the spatial sub-manifold which we assume simply connected
and without border. An example is when $S$ is the three dimensional sphere $S^3$. It follows
from (6.2) that $Q_S \equiv P_3e^{\oint_S d\zeta d\tau V} J^{-1} = 1$. That means that $Q_S$ is not only conserved
in time, but also that there can be no net charge in $S$. In fact, there is the possibility
of getting charge quantization conditions in such case, if for some reason at the quantum
level $\alpha$ and $\beta$ are not free parameters. Indeed, take for instance Maxwell theory [8], where
$G = U(1)$, and so the commutators in (2.6) drop, the surface and volume ordering are
irrelevant, and $Q_S$ is unity if
$$\int_S d\zeta d\tau d\sigma \bar{J}_{\mu\nu\lambda} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \frac{dx^\lambda}{d\zeta} = \frac{2\pi n}{e\beta}$$
(6.3)
with $n$ integer. At the classical level, where $\beta$ is a free parameter, the only acceptable solution to (6.3) is $n = 0$, and so there should be no net charge is a space-time of the form $\mathcal{S} \times \mathbb{R}$, with $\mathcal{S}$ being closed, i.e. with no border.

Figure 1: We scan a hyper-cylinder $S^2 \times I$ with surfaces of type shown above. Such surfaces are then scanned with loops as follows: as we go up the neck we scan it with loops as shown in figure (a), then the sphere $S^2(t)$ is scanned with loops as shown in figure (b), finally as we go down the neck we scan it with loops as shown in figure (c). In all cases the loops start and end at $x_R$.

Let us now assume that the space-time is not bounded, but still simply connected, like $\mathbb{R}^4$. We shall consider two paths (volumes) joining the same two points, namely the infinitesimal surface around $x_R$, which we take to be at the time $x^0 = 0$, and the two-sphere at spatial infinity $S^2(t)$, at $x^0 = t$. The first path is made of two parts. The first part corresponding to the whole space at $x^0 = 0$, i.e. the volume $\Omega^{(0)}_\infty$ inside $S^2_{\infty}^{(0)}$, the two-sphere at spatial infinity at $x^0 = 0$. The second part is a hyper-cylinder $S^2_{\infty} \times I$, where $I$ is the time interval between $x^0 = 0$ and $x^0 = t$, and $S^2_{\infty}$ is a two-sphere at spatial infinity at the times on that interval. The second path is also made of two parts. The first one corresponds to the infinitesimal hyper-cylinder $S^2_{0} \times I$, where $S^2_{0}$ is the infinitesimal two-sphere around $x_R$ and $I$ as before. The second part corresponds to $\Omega^{(t)}_{\infty}$, the whole space at time $x^0 = t$, i.e. the volume inside $S^2_{\infty}^{(t)}$. From the path independency following from (6.2) one has that the integration of (4.4) along those two paths should give the same result, i.e. $V(S^2_{\infty} \times I) V(\Omega^{(0)}_{\infty}) = V(\Omega^{(t)}_{\infty}) V(S^2_{0} \times I)$, where we have used the notation $V(\Omega) \equiv \int c_\partial \omega d\sigma dV J V^{-1}$, and where all integrations start at the reference point $x_R$ taken to be at $x^0 = 0$, and at the border $S^2_{\infty}^{(0)}$ of $\Omega^{(0)}_{\infty}$. In fact, one obtains $V(\Omega)$ by integrating (4.4), and so one has to calculate $K = \int_0^\pi d\tau V J V^{-1}$, on the surfaces scanning the volume $\Omega$. We shall scan a hyper-cylinder $S^2 \times I$ with surfaces, based at $x_R$, of the form
given in Figure 1, with $t'$ denoting a time in the interval $I$. Each one of such surfaces are scanned with loops, labelled by $\tau$, in the following way. For $0 \leq \tau \leq \frac{2\pi}{3}$, we scan the infinitesimal cylinder as shown in figure (1.a), then for $\frac{2\pi}{3} \leq \tau \leq \frac{4\pi}{3}$ we scan the sphere $S^2$ as shown in figure (1.b), and finally for $\frac{4\pi}{3} \leq \tau \leq 2\pi$ we go back to $x_R$ with loops as shown in figure (1.c). The quantity $K$ can then be split into the contributions coming from each one of those surfaces as $K = K_a + K_b + K_c$. In the case of the infinitesimal hyper-cylinder $S^2_0 \times I$, the sphere has infinitesimal radius and so it does not really contribute to $K_b$. We shall assume the currents and field strength vanish at spatial infinity as

\[ J_\mu \sim \frac{1}{R^{2+\delta}} \quad \text{and} \quad F_{\mu\nu} \sim \frac{1}{R^{2+\delta'}} \]

with $\delta, \delta' > 0$, for $R \to \infty$. Therefore the quantity $J$, given in (2.6), vanishes when calculated on loops at spatial infinity. Consequently, in the case of the hyper-cylinder $S^2_\infty \times I$, the contribution to $K_b$ coming from the sphere with infinite radius vanishes, and we have that $K$ calculated on the surfaces scanning $S^2_\infty \times I$ and $S^2_0 \times I$ is the same, and so $V(S^2_\infty \times I) = V(S^2_0 \times I)$. In fact there is more to it, since when we contract the radius of the cylinders in Figure 1 to zero the loops in figures (1.a) and (1.c) become the same. Therefore, the quantities $J$ calculated on them are the same except for a minus sign coming from the derivatives $\frac{d\mu}{dx}$, since the loops in figure (1.a) get longer with the increase of $\tau$, and in figure (1.c) the opposite occurs. In addition, the quantity $V$ inside the the expression $K = J^2 d\tau V J V^{-1}$ is insensitive to that sign since it is obtained by integrating (2.4) starting at $x_R$ in both cases. Therefore, it turns out that $K_a + K_c = 0$. The loops scanning the sphere in figure (1.b) have legs linking the reference point $x_R$, at $x^0 = 0$, to the same space point but at $x^0 = t'$, i.e. $x'_R$. Therefore, when integrating (2.4) one gets

\[ V_{x_R} = W(x'_R, x_R)^{-1}V_{x'_R}W(x'_R, x_R), \]

where $W(x'_R, x_R)$ is obtained by integrating (2.3) along the leg linking $x_R$ to $x'_R$, and where we have used the notation $V_x$, meaning $V$ obtained from (2.4) with reference point $x$. Using the same arguments and notation one obtains from (2.6) that, on the loops of figure (1.b), $J_{x_R} = W(x'_R, x_R)^{-1}J_{x'_R}W(x'_R, x_R)$, and so $K_{b,x_R} = W(x'_R, x_R)^{-1}K_{b,x'_R}W(x'_R, x_R)$. The quantity $V(\Omega^t_\infty)$ is obtained by integrating (4.4) and by scanning the volume $\Omega^t_\infty$ with surfaces of the type shown in figure (1.b), and where the radius of $S^2$ varies from zero to infinity keeping the point $x'_R$ fixed. Therefore, from the above arguments one gets that

\[ V_{x_R}(\Omega^t_\infty) = W(x'_R, x_R)^{-1}V_{x'_R}(\Omega^t_\infty)W(x'_R, x_R) \quad (6.4) \]

One then concludes that such operator has an iso-spectral time evolution

\[ V_{x_R}(\Omega^t_\infty) = U(t)V_{x_R}(\Omega^t_\infty)U(t)^{-1} \quad \text{with} \quad U(t) = W(x'_R, x_R)V(S^2_0 \times I) \quad (6.5) \]
Therefore, its eigenvalues, or equivalently \( \text{Tr}(V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}))^N \), are constant in time. Note that from the Yang-Mills equations (2.1) one has that such operator can be written either as a volume or surface ordered integrals, and so we have proved (2.7).

Note that if \( V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \) has an iso-spectral evolution so does \( g_c V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \), with \( g_c \in Z(G) \), the center of the gauge group. That fact has to do with the freedom we have to choose the integration constants of (2.4) and (4.4) to lie in \( Z(G) \), without spoiling the gauge covariance of (2.1) (see discussion in the proof of (2.1) above).

Properties of the charges. First of all we point out that the conserved charges are gauge invariant. Indeed, using the same arguments given below (5.2) for the proof of (2.1), one has that under the gauge transformations (5.2) the operator \( V_{x_R}^{(t)} \) transforms as

\[
V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \rightarrow g_R V_{x_R}^{(t)}(\Omega_{\infty}^{(t)})g_R^{-1}
\]

with \( g_R \) being the group element, performing the gauge transformation, at \( x_R \). Therefore its eigenvalues, which are the charges, are gauge invariant. Note that the operator \( V_{x_R}^{(t)} \) is the same as that given in (2.7), since the volume \( \Omega_{\infty}^{(t)} \) corresponds to the spatial sub-manifold \( S \) at time equals \( t \).

Note that when one changes the reference point from \( x_R \) to \( \tilde{x}_R \), the operator \( V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \) changes under conjugation by \( W(\tilde{x}_R, x_R) \), i.e. the holonomy of the gauge field \( A_\mu \) through a path joining those two points. Therefore, similarly to (6.4) one has

\[
V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \rightarrow W(\tilde{x}_R, x_R)^{-1} V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) W(\tilde{x}_R, x_R)
\]

So the conserved quantities, being the eigenvalues of \( V_{x_R}^{(t)}(\Omega_{\infty}^{(t)}) \), are also independent of the base points. Note in addition that the reference points \( x_R \) and \( \tilde{x}_R \) are on the border of the volume \( \Omega_{\infty}^{(t)} \) and so they lie at spatial infinity. Our boundary conditions imply that the field strength goes to zero at infinity and so the gauge potential is asymptotically flat, and consequently \( W(\tilde{x}_R, x_R) \) is independent of the choice of path joining the two reference points.

We have seen below (6.1) that the volume \( \Omega \) can be seen as a path in the loop space \( L\Omega \). In fact, there is an infinite number of paths in \( L\Omega \) representing the same physical volume \( \Omega \), due to the infinite ways of scanning \( \Omega \) with closed surfaces based at \( x_R \). We have shown that, as a consequence of (6.2), the operator \( P_3 \int_\Omega d\xi d\tau V.\mathcal{J}^{V^{-1}} \) is independent of the path on loop space, as long as the end points, i.e. \( x_R \) and the border \( \partial \Omega \), are kept fixed. When we say that we have to keep the end points \( x_R \) and \( \partial \Omega \) fixed, we mean that not only the physical point \( x_R \) and surface \( \partial \Omega \) are kept fixed but also its scanning with loops. We do not have to worry about the scanning of \( x_R \) because that is
trivial. A re-parameterization of the volume $\Omega$ corresponds to a change of the path in loop space representing $\Omega$. Therefore, the operator $V_{x_R}(\Omega^{(t)}_\infty)$, or equivalently the r.h.s. of (2.7) is independent of the re-parameterization of the volume $\Omega^{(t)}_\infty$. Consequently, the conserved charges, which are the eigenvalues of that operator, are invariant under re-parameterization (scanning) of the volume $\Omega^{(t)}_\infty$ that keep fixed its end points, i.e. keep fixed the physical point $x_R$ and surface $\partial\Omega^{(t)}_\infty$, as well as its scanning with loops.

We now have to analyze how the charges transform when we fix the physical point $x_R$ and surface $\partial\Omega^{(t)}_\infty$, but change the scanning of $\partial\Omega^{(t)}_\infty$ with loops. Again we do not have to worry about the scanning of the infinitesimal surface around $x_R$ because that is trivial. The volume $\Omega^{(t)}_\infty$ corresponds to the spatial sub-manifold $S$ introduced in (2.7), at time equals $t$. Therefore, we have to analyze how the surface ordered integral over $\partial S$ given in (2.7), transforms under the change of the scanning of $\partial S$ with loops. Remember however that such integral is obtained by integrating (2.4) over $\partial S$. In (4.3) we have shown how such kind of integral changes when the surface of integration is changed. The calculation in (4.3) is valid not only for a change of the physical surface but also for a change of the scanning of it with loops. In the latter case the variation $\delta x^\mu(\sigma)$ of the loop is parallel to the surface, i.e. there are no variations $\delta x^\mu(\sigma)$ perpendicular to the surface. Since $\partial S$ is a two-dimensional surface all 3-forms on it vanish. Therefore, the first term of (4.3) must vanish trivially when we restrict $\delta x^\lambda$ to be parallel to the surface, since $\frac{dx^\mu}{d\sigma}$ and $\frac{dx^\nu}{d\tau}$ are, by definition, parallel to the surface. The argument we are using here is the same as that in the proof of Theorem 2.1 of [2] for $r$-flat connections in loop space. Replacing $B_{\mu\nu}$ by $ie[\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu}]$ we get that (4.1) becomes (2.4) and (2.5). Therefore, the condition for the surface ordered integral over $\partial S$ in (2.7), to be invariant under changes of the scanning of $\partial S$ with loops is

$$\int_0^{2\pi} d\sigma \int_0^\sigma d\sigma' \left[ (\alpha - 1) F_{\kappa\rho}^W(\sigma') + \beta \tilde{F}_{\kappa\rho}^W(\sigma') , \alpha F_{\mu\nu}^W(\sigma) + \beta \tilde{F}_{\mu\nu}^W(\sigma) \right]$$

$$\times \frac{dx^\kappa}{d\sigma'} \frac{dx^\rho}{d\sigma'} \left( \frac{dx^\mu}{d\tau} \delta x^\nu(\sigma') - \delta x^\nu(\sigma') \frac{dx^\mu}{d\tau} \right) = 0$$

(6.6)

where we have used the notation $X^W \equiv W^{-1} CXW$. Such double integral in $\sigma$ and $\sigma'$ is performed over a given loop, based at $x_R$, scanning the surface $\partial S$. Note however that such surface is the border of the spatial sub-manifold $S$, and so it lies at spatial infinity. Therefore, the field tensor and its Hodge dual, appearing in the integrand, are to be evaluated at spatial infinity.

There are at least two sufficient conditions for (6.6) to hold true. The first one is that the field tensor and its dual should fall at spatial infinity faster than $1/R^2$, where $R$ is the radius (or a measure of size) of the surface $\partial S$, which should be taken to infinity,
i.e. $R \to \infty$. That is so, because the integrand in (6.6) is quartic in variations of the Cartesian coordinates $x^\mu$ and quadratic in the field tensor and its dual. As we will see in section 7.2 that is exactly what happens in the case of instantons. So, the conserved (in the Euclidean time) charges constructed as the eigenvalues of the operator (2.7) are invariant under re-parameterization of volumes and surfaces for the instantons solutions.

The second sufficient condition is that the commutator in the integrand of (6.6) must vanish, and so the field tensor and its dual conjugated by the holonomy $W$ has to lie in an abelian subalgebra. As we discuss in sections 7.1 and 7.3 that is exactly what happens in the cases of monopoles, dyons and merons. For those solutions the field tensor at spatial infinity has the form $F_{\mu\nu} \sim \frac{1}{r^2} G(\hat{r})$, where $r$ is the radial distance, and $G(\hat{r})$ is a Lie algebra element depending on the unit vector $\hat{r}$, and being covariantly constant, i.e. $D_\mu G(\hat{r}) = 0$. That fact implies that $W^{-1} G(\hat{r}) W$ is constant everywhere, and so all components of the field tensor and its dual (conjugated by $W$) lies in the direction of that element of the Lie algebra. Therefore, the commutator in the integrand of (6.6) vanishes. Consequently, the conserved charges constructed as the eigenvalues of the operator (2.7) are invariant under re-parameterization of volumes and surfaces for the monopole, dyon and meron solutions.

### 6.1.1 Comparing with the textbook conserved charges

The usual conserved charges for the non-abelian gauge theories discussed in textbooks are essentially those proposed by Yang and Mills in their original paper [3], and they are constructed as follows. Using Yang-Mills equations (5.1) one introduces the currents

$$j^\mu \equiv \partial_\nu F^{\nu\mu} = J^\mu - ie \left[ A_\nu, F^{\nu\mu} \right] \quad \tilde{j}^\mu \equiv \partial_\nu \tilde{F}^{\nu\mu} = -ie \left[ A_\nu, \tilde{F}^{\nu\mu} \right] \quad (6.7)$$

which are conserved due to the antisymmetry of the field tensor, i.e. $\partial_\mu j^\mu = 0$ and $\partial_\mu \tilde{j}^\mu = 0$. Under appropriate boundary conditions, the corresponding conserved charges are given by

$$Q_{YM} = \int d^3x \partial_0 F^{0i} = \int_{S^2_\infty} d\Sigma \cdot \vec{E} \quad \bar{Q}_{YM} = \int d^3x \partial_0 \tilde{F}^{0i} = -\int_{S^2_\infty} d\Sigma \cdot \vec{B} \quad (6.8)$$

where $S^2_\infty$ is a two-sphere at spatial infinity, and $E_i \equiv F_{0i}$, $B_i \equiv -\frac{1}{2} \epsilon_{ijk} F_{jk}$, are the non-abelian electric and magnetic fields respectively. Under the gauge transformations (5.2) one has

$$Q_{YM} \rightarrow \int_{S^2_\infty} d\Sigma \cdot g \vec{E} \ g^{-1} \quad \bar{Q}_{YM} \rightarrow -\int_{S^2_\infty} d\Sigma \cdot g \vec{B} \ g^{-1} \quad (6.9)$$
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If one restricts oneself to gauge transformations where the group element $g$ goes to a constant at spatial infinity then the charges transform covariantly, i.e. $Q_{YM} \rightarrow g_\infty Q_{YM} g_\infty^{-1}$, and $\tilde{Q}_{YM} \rightarrow g_\infty \tilde{Q}_{YM} g_\infty^{-1}$, with $g_\infty$ being the constant group element on $S^2_\infty$. Therefore, the eigenvalues of $Q_{YM}$ and $\tilde{Q}_{YM}$ are invariant under those restricted gauge transformation.

The conserved charges we construct in this paper, namely the eigenvalues of the operator (2.7) differ in many aspects from the charges (6.8). First, we show that only the eigenvalues of the operator (2.7) are conserved in time. The full operator has an isospectral time evolution. Second, those eigenvalues are invariant under general gauge transformations, and not only under restricted transformations where the group element goes to a constant at infinity. Third, the charges obtained from (2.7) are different from those obtained from (6.8). Indeed, as we show in the example of the monopole in section 7.1, all the charges coming from (6.8) vanish, and those obtained from (2.7) give the magnetic charge of the monopole, as well as its quantization. There are two aspects to stress here. First our calculations work equally well for the Wu-Yang monopole as well as for the 't Hooft-Polyakov monopole, and the conservation of the charge is dynamical and not necessarily topological. Second, the magnetic charge which is conserved is associated to the abelian subgroup only (in the case the gauge group is $SO(3)$, to the $U(1)$ subgroup) and not to the full group as is the case of the charge coming from (6.8). That is also true for the Wu-Yang monopole where the gauge symmetry is not spontaneously broken. For those reasons, the construction of conserved charges for non-abelian gauge theories that we propose in this paper constitute a great advance with respect to what is usually found in the literature.

### 6.2 The conserved charges for the self-dual sector

The integral equation (2.9) leads to some interesting consequences which we now discuss. Consider the case where the surface $\Sigma$ is closed, i.e. it has no border. Then, $\partial \Sigma$ disappears and the l.h.s. of (2.9) is trivial and so

$$P_2 e^{ie \int_{\partial \Omega} d\sigma d\tau W^{-1} [\alpha \tilde{F}_{\mu\nu} + \kappa (1 - \alpha) \tilde{F}_{\mu\nu}] W^{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau} = \mathbb{1}$$

(6.10)

where we have denoted $\Sigma = \partial \Omega$, i.e. the border of the volume $\Omega$ contained inside $\Sigma$. Now, if one takes $\beta = \kappa (1 - \alpha)$ in (2.1), one observes that the second term in the expression (2.6) for $\mathcal{J}$ vanishes, when the self dual equation (2.9), or equivalently (2.8), are imposed.
Therefore, \((6.10)\) and \((2.1)\) imply that

\[
P_3 e^{i \epsilon \kappa (1 - \alpha)} \int_{\Omega} d\zeta d\tau d\sigma V \partial_{\mu \lambda} \frac{d x^\nu}{d\sigma} \frac{d x^\rho}{d\tau} \frac{d x^\lambda}{d\zeta} V^{-1} = \mathbb{I} \tag{6.11}
\]

Since that has to be valid on any volume \(\Omega\), one concludes that the current \(J_\mu\) should vanish. That is an expected result, and indeed the imposition of the Yang-Mills equations \((5.1)\) and the self duality equations \((2.8)\) imply the vanishing of \(J_\mu\). In addition, the first order differential equations \((2.8)\) imply the second order equations \((5.1)\) when the current vanishes, since the second equation in \((5.1)\) is just an identity, the so-called Bianchi identity, i.e.

\[
D_\lambda F_{\mu \nu} + D_\mu F_{\nu \lambda} + D_\nu F_{\lambda \mu} = 0 \quad (6.12)
\]

In order to understand that the integral self dual Yang-Mills equation \((2.9)\) implies the full integral Yang-Mills equation \((2.1)\) we have to construct the integral version of the Bianchi identity. One can obtain that by taking the generalized non-abelian Stokes theorem \((4.6)\), which is an identity, and choose \(B_{\mu \nu} = i e \lambda F_{\mu \nu}\), with \(\lambda\) a free parameter, and use \((6.12)\) to get

\[
P_2 e^{i e \lambda} \int_{\partial \Omega} d\tau d\sigma F_{\mu \nu} \partial_{\mu \sigma} \partial_{\nu \sigma} = P_3 e^{i \epsilon \kappa (1 - \alpha)} \int_{\Omega} d\zeta d\tau d\sigma V \partial_{\mu \lambda} \frac{d x^\nu}{d\sigma} \frac{d x^\rho}{d\tau} \frac{d x^\lambda}{d\zeta} V^{-1} \quad (6.13)
\]

with

\[
C \equiv e^2 \lambda (\lambda - 1) \int_0^{2\pi} d\sigma \int_0^{\sigma} d\sigma' \left[ F_{\mu \rho} (\sigma'), F_{\mu \nu} (\sigma) \right] \times \frac{d x^\rho}{d\sigma'} \frac{d x^\mu}{d\sigma} \left( \frac{d x^\rho (\sigma')}{d\tau} \frac{d x^\nu (\sigma)}{d\zeta} - \frac{d x^\rho (\sigma)}{d\tau} \frac{d x^\nu (\sigma')}{d\zeta} \right) \quad (6.14)
\]

The relation \((6.13)\) is highly non-trivial for \(\lambda \neq 0\) or 1. Indeed, for \(\lambda = 1\) it leads to what one would naively expect as the integral version of the Bianchi identity, i.e. \(P_2 e^{i e} \int_{\partial \Omega} d\tau d\sigma F_{\mu \nu} \partial_{\mu \sigma} \partial_{\nu \sigma} = \mathbb{I}\). The relation \((6.13)\) carries important information about the flux of a non-abelian field strength \(F_{\mu \nu}\) through a closed surface when that is rescaled by a factor \(\lambda\), and it certainly deserves further investigation. Now, by imposing the self duality equation \((2.9)\), or equivalently \((2.8)\), one observes that \((2.1)\) becomes \((6.13)\) with \(\lambda = \alpha + \kappa \beta\). So, the self duality condition does turn the full integral Yang-Mills equation \((2.1)\) into an identity, namely \((6.13)\), in a manner similar that \((2.8)\) does to the full differential Yang-Mills equation \((5.1)\).

The other consequence of the relation \((6.10)\) is that it leads to conservation laws, in a manner similar to that which \((6.2)\) does in the case of the full Yang-Mills equations. In
order to do that let us consider the loop space associated to a surface $\Sigma$

$$L\Sigma = \{ \gamma : S^1 \to \Sigma \mid \text{north pole} \to x_R \in \partial \Sigma \}$$ (6.15)

A scanning of $\Sigma$ with loops, in the way described below (2.9), corresponds to a path in $L\Sigma$. In fact, there is an infinity of paths in $L\Sigma$ corresponding to the same physical surface $\Sigma$. The closed surface $\partial \Omega$ is a closed path in $L\partial \Omega$, and the reference point $x_R$ is now any chosen point on $\partial \Omega$ since it has no border. Let us now take a point in that closed path corresponding to a loop in $\partial \Omega$. It then splits the path into two parts, or equivalently $\partial \Omega$ into two surfaces with a common border, i.e. $\partial \Omega = \Sigma^1 + \Sigma^2$. Consequently (6.10) can be written as

$$P^e_i e^{ie \int_{\Sigma^1} d\sigma d\tau W^{-1} [\alpha F_{\mu\nu} + \kappa (1-\alpha) \tilde{F}_{\mu\nu}] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} - P^e_i e^{ie \int_{\Sigma^2} d\sigma d\tau W^{-1} [\alpha F_{\mu\nu} + \kappa (1-\alpha) \tilde{F}_{\mu\nu}] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} = I}$$ (6.16)

By reverting the sense of integration along the path one gets the inverse operator. But $\Sigma^1$ and $\Sigma^{-1}_2$ are two different paths joining the same two points in the loop space $L\partial \Omega$, namely the infinitesimal loop around $x_R$ and the common border of $\Sigma^1$ and $\Sigma^{-1}_2$. Therefore, (6.16) implies that the operator

$$V(\Sigma) \equiv P^e_i e^{ie \int_{\Sigma} d\sigma d\tau W^{-1} [\alpha F_{\mu\nu} + \kappa (1-\alpha) \tilde{F}_{\mu\nu}] W \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau}$$ (6.17)

is independent of the path, or equivalently of the surface $\Sigma$, as long as the end points (the border of $\Sigma$ and the reference point $x_R$ on it) are kept fixed. In addition, by fixing the surface $\Sigma$ and changing the path in the loop space $L\Sigma$ that corresponds to it, we see that $V(\Sigma)$ is independent of the choice of the scanning. Such path independency leads to conservation laws as we now explain.

First of all let us fix a plane in an Euclidean space-time $M$, and let us denote by $x^\mu$ and $x^\nu$ ($\mu$ and $\nu$ fixed) the Cartesian coordinates associated to the two orthogonal axis lying on that plane. That could be done in a space time of any metric, but we are interested in real solutions of the self dual Yang-Mills equations (2.8), and so we choose the Euclidean metric. We shall denote by $x^\alpha$ and $x^\beta$ ($\alpha$ and $\beta$ fixed) the two Cartesian coordinates corresponding to the directions orthogonal to the plane $x^\mu, x^\nu$. In fact, we shall work with a given fixed axis parameterized by $t$ which is a linear combination of the $x^\alpha$ and $x^\beta$ axis, i.e. we write

$$x^\alpha = t \cos \phi \quad x^\beta = t \sin \phi \quad -\infty < t < \infty \quad 0 \leq \phi \leq \pi$$ (6.18)

We shall choose two surfaces $\Sigma^1$ and $\Sigma^2$ with the same border as shown in Figure 2. The
Figure 2: The surfaces $\Sigma_1$ and $\Sigma_2$, with the same border $S_1^{1(t)}$, and reference point $x_R$, used in the construction of conserved charges.

surface $\Sigma_1$ is made of two parts. The first part is a disc $D_\infty^{(0)}$ of infinite radius on the plane $x^\mu x^\nu$ at $t = 0$, i.e. it is the whole plane $x^\mu x^\nu$ at $t = 0$. The second part is a cylinder $S_\infty^1 \times I$, where $I$ is a segment of the $t$-axis going from $t = 0$ to $t = t$, and $S_\infty^1$ is a circle of infinite radius parallel to the plane $x^\mu x^\nu$. We choose the reference point $x_R$ to lie on the border of $D_\infty^{(0)}$, i.e. on the circle $S_\infty^1$ at $t = 0$. The surface $\Sigma_2$ is also made of two parts. The first part is an infinitesimal cylinder $S_0^1 \times I$, with $I$ as before, and $S_0^1$ a circle of infinitesimal radius also parallel to the plane $x^\mu x^\nu$. We choose the infinitesimal circle $S_0^1$ such that $x_R$ lies on it at $t = 0$. The second part of $\Sigma_2$ is a disc $D(t)$ of infinite radius, parallel to the plane $x^\mu x^\nu$, and at $t = t$. We scan the two surfaces with loops, as shown in Figure 2, starting and ending at the reference point $x_R$ (for a similar discussion on how to do that see section 3.1 of [6]). Therefore, the surfaces $\Sigma_1$ and $\Sigma_2$ are two different paths in the loop space $L\partial \Omega$, such that $\partial \Omega = \Sigma_1 + \Sigma_2^{-1}$, with the same end points, namely the infinitesimal circle at $x_R$ and the circle $S_\infty^1$ at $t = t$. Since the operator (6.17) is independent of the surface, it follows that it is the same calculated on those two surfaces, i.e.

$$V(\Sigma_1) = V(\Sigma_2) \quad \rightarrow \quad V\left(D_\infty^{(0)} \right) V\left(S_\infty^1 \times I\right) = V\left(S_0^1 \times I\right) V\left(D_\infty^{(t)}\right)$$ (6.19)

Note that in fact, $V\left(S_0^1 \times I\right) = 1$ since $S_0^1$ is infinitesimal. Now if we impose the boundary conditions

$$F_{\rho\sigma} = \kappa \tilde{F}_{\rho\sigma} \sim \frac{1}{r^{2+\delta}} T(\hat{r}) \quad \text{for} \quad r \to \infty$$ (6.20)

where $\delta > 0$, $r$ is the radial distance in the $x^\mu x^\nu$ plane, i.e. $r^2 = (x^\mu)^2 + (x^\nu)^2$ ($\mu$ and $\nu$ fixed), and $T(\hat{r})$ is a Lie algebra element depending only on the radial direction, i.e. $\hat{r} = \frac{\vec{r}}{r}$. Those boundary conditions imply that the integrand in (6.17) vanishes on the cylinder $S_\infty^1 \times I$, and so $V\left(S_\infty^1 \times I\right) = 1$. Therefore, one gets that $V\left(D_\infty^{(0)}\right) = V\left(D_\infty^{(t)}\right)$. We can
not say yet we have a conserved quantity in the parameter $t$, because both operators are calculated using the same reference point $x_R$ at $t = 0$. Let now $x^{(t)}_R$ be a point with the same $x^\mu$ and $x^\nu$ coordinates but at $t = t$, i.e. lying at the border of $D^{(t)}_\infty$ (see Figure 2). If we now scan $D^{(t)}_\infty$ with loops based at $x^{(t)}_R$ we get an operator $V_{x^{(t)}_R} (D^{(t)}_\infty)$, which is related to that, based at $x_R$, as $V_{x^{(t)}_R} (D^{(t)}_\infty) = W^{-1} (x^{(t)}_R, x_R) V_{x^{(t)}_R} (D^{(t)}_\infty) W (x^{(t)}_R, x_R)$, where $W (x^{(t)}_R, x_R)$ is the holonomy of the gauge potential $A_\mu$, obtained by integrating (2.3), along the line joining $x_R$ to $x^{(t)}_R$, and where the subindices, $x_R$ and $x^{(t)}_R$, indicate the reference point using in the calculation of the operator (6.17). Therefore, one gets that

$$V_{x^{(t)}_R} (D^{(t)}_\infty) = W (x^{(t)}_R, x_R) V_{x^{(t)}_R} (D^{(0)}_\infty) W^{-1} (x^{(t)}_R, x_R) \quad (6.21)$$

From (6.17) and the integral self-dual Yang-Mills equation (2.9) we get that

$$V_{x^{(t)}_R} \left( D^{(t)}_\infty \right) = P_2 e^{i \int_{D^{(t)}_\infty} \frac{d\sigma d\tau}{4} \left[ W^{-1} (x^{(t)}_R, x_R) F_{\mu\nu} W + \kappa (1 - \alpha) \tilde{F}_{\mu\nu} \right] dx^\mu d\sigma dx^\nu d\tau} = P_1 e^{i \int_{S^{(t)}_\infty} A_\mu dx^\mu d\sigma} \quad (6.22)$$

where $S^{1(t)}_\infty$ is the border of $D^{(t)}_\infty$.

The result we have obtained is that the operator (6.22) has an iso-spectral evolution in $t$. Then, its eigenvalues, or equivalently $\text{Tr} \left[ V_{x^{(t)}_R} \left( D^{(t)}_\infty \right) \right]^N$, are constant in $t$. But by rotating the axis $t$ (see (6.18)), one gets that those eigenvalues are constant on the whole plane $x^\alpha x^\beta$. But since $V_{x^{(t)}_R} (D^{(t)}_\infty)$ is integrated over the whole plane $x^\mu x^\nu$, it turns out that the eigenvalues are in fact independent of all coordinates of the Euclidean space-time $M$. In addition, such construction is independent of the choice of the orientation of the plane $x^\mu x^\nu$. We stress that such conserved charges are gauge invariant, independent of the parametrization of the surfaces and also of the choice of the reference point $x_R$. The arguments for such facts are similar to those presented in the case of the conserved charges of the full Yang-Mills equations (see paragraph below (6.5)). We have therefore proved the relation (2.10).

### 6.2.1 Interpreting the charges (2.10)

Note that the proof of (2.10), or equivalently (6.22), was based on the equation (6.10) following from the integral self-dual equation (2.9). However, if one takes (6.10) on shell, i.e. when (2.8) holds true, then (6.10) becomes

$$P_2 e^{i \int_{\partial \Omega} \frac{d\sigma d\tau}{4} \left[ W^{-1} F_{\mu\nu} \right] dx^\mu d\sigma dx^\nu d\tau} = 1 \quad (6.23)$$
But that is just an identity following either from the usual non-abelian Stokes theorem (3.1) by taking $C_\mu \equiv ie A_\mu$, and $\Sigma$ a closed surface, i.e. the border of a volume $\Sigma = \partial \Omega$, or then from the integral Bianchi identity (6.13) with $\lambda = 1$. Therefore, if the field tensor satisfies the boundary conditions (see (6.20))

$$F_{\rho\sigma} \sim \frac{1}{r^{2+\delta}} T(\hat{r})$$

for $r \to \infty$ (6.24)

with $\delta > 0$, all the arguments leading to (6.22) hold true, and we obtain an isospectral evolution for the operator

$$V'_{x_R} \left( \mathcal{D}^{(t)}_{\infty} \right) = P_2 e^{ie \int_{\mathcal{D}^{(t)}_{\infty}} d\sigma d\tau W^{-1} F_{\mu\nu} W \frac{dA^\mu}{d\sigma} \frac{dA^\nu}{d\tau}} = P_1 e^{-ie \int_{S_{\infty}^{1,(t)}} d\sigma A_\mu \frac{dA^\mu}{d\sigma}}$$

(6.25)

Therefore the eigenvalues of (6.25) are constant in the time $t$ introduced in (6.18). Note that such result applies to any field configuration satisfying (6.24) and it does not have necessarily to be a self-dual solution of the Yang-Mills equations. In fact, it does not even have to be a solution of the Yang-Mills theory since (6.23) follows from identities.

Note that if $\mathcal{D}^{(t)}_{\infty}$ is a spatial surface then the surface ordered integral in (6.25), namely

$$P_2 e^{ie \int_{\mathcal{D}^{(t)}_{\infty}} d\sigma d\tau W^{-1} F_{\mu\nu} W \frac{dA^\mu}{d\sigma} \frac{dA^\nu}{d\tau}}$$

corresponds to the flux of the non-abelian magnetic field ($B_i \equiv -\frac{1}{2} \varepsilon_{ijk} F_{jk}$) through that surface. On the other hand, if $\mathcal{D}^{(t)}_{\infty}$ has a time component then that integral corresponds to the flux of the non-abelian electric field ($E_i \equiv F_{0i}$) through such spatial-temporal surface. Note that the conservation of those fluxes can be intuitively understood by the fact that the border of $\mathcal{D}^{(t)}_{\infty}$ is the circle $S_{\infty}^{1,(t)}$ of infinite radius. Therefore, if the field configuration is localized in a region at a finite distance to the plane containing $S_{\infty}^{1,(t)}$ the solid angle defined by that circle is $2 \pi$ spheroradians. If that field configuration evolves in the time $t$ changing its distance to that plane by a finite amount, the solid angle will remain the same, and so should the flux of the magnetic or electric fields. Of course, that is an intuitive view, and so not precise, of the conservation of the charge, but we will show that it stands reasonable in the examples we discuss in section 7.

7 Examples

We now evaluate the conserved charges obtained from (2.7) and (2.10) for well known solutions like monopoles, dyons, instantons and merons. For simplicity we restrict ourselves to the case where the gauge group is $SU(2)$, since it contains all the physically relevant aspects of the construction.
7.1 Monopoles and dyons

In order to evaluate the operator (2.7) let us first work with its form as a surface ordered integral of the field tensor and its dual, and then consider the volume ordered integral form of it. Therefore we need the field tensor at spatial infinity only. The ’tHooft-Polyakov [9] and Wu-Yang [10] monopoles for a gauge group $SU(2)$ have the same behavior at infinity. Indeed, the gauge field and field tensor at infinity are given by

$$
A_i = -\frac{1}{e} \varepsilon_{ijk} \hat{r}_j \frac{1}{r} T_k = \frac{1}{2} i e \partial_i g g^{-1}; \quad A_0 = 0
$$

$$
F_{ij} = \frac{1}{e} \varepsilon_{ijk} \hat{r}_k \frac{1}{r^2} \hat{r} \cdot T \; ; \quad F_{0i} = 0 \tag{7.1}
$$

where $\hat{r} = \frac{\vec{r}}{r}$, is unit vector in the radial direction, $T_i$ are the generators of the $SU(2)$ Lie algebra satisfying

$$
[T_i, T_j] = i \varepsilon_{ijk} T_k \quad \text{for } i, j, k = 1, 2, 3 \tag{7.2}
$$

and $g$ is the group element $g = \exp (i \pi \hat{r} \cdot T)$. In the case of the Wu-Yang monopole the formulas (7.1) correspond to the exact solution, and not only to its behavior at infinity. In the case of the ’tHooft-Polyakov monopole, on the other hand, (7.1) is true only in the limit $r \to \infty$, and we do not show the behavior of the Higgs field since it is not relevant in the evaluation of the charges as we show below.

In order to calculate (2.7) we have to scan the two-sphere at spatial infinity with loops starting and ending at a chosen reference point $x_R$. The quantity $W$ is obtained by integrating (2.3) from $x_R$ to a given point on the loop. An important fact in such calculation is that the quantity $\hat{r} \cdot T$ is covariantly constant, i.e.

$$
D_i \hat{r} \cdot T = \partial_i \hat{r} \cdot T + i e [A_i, \hat{r} \cdot T] = 0 \tag{7.3}
$$

Therefore, using (2.3) one gets that

$$
\frac{d}{d\sigma} (W^{-1} \hat{r} \cdot T W) = 0 \tag{7.4}
$$

So, $W^{-1} \hat{r} \cdot T W$ is constant along any loop, and consequently constant everywhere. If we denote by $T_R$ the value of $\hat{r} \cdot T$ at the reference point $x_R$, one gets from (7.1) that

$$
W^{-1} F_{ij} W = \frac{1}{e} \varepsilon_{ijk} \frac{\hat{r}_k}{r^2} T_R \tag{7.5}
$$
and so it belongs to the abelian subalgebra $U(1)$ generated by $T_R$. Therefore, the surface ordering becomes irrelevant and the operator (2.7) becomes (since $\tilde{F}_{ij} = 0$)

$$Q_S = e^{i e \alpha \int_{S^2_\infty} d\sigma d\tau W^{-1} F_{ij} W \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau}} = e^{-i e \alpha \int_{S^2_\infty} d\Sigma \tilde{B}^R}$$

$$= e^{i \alpha T_R \int_{S^2_\infty} d\sigma d\tau \varepsilon_{ijk} \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau}} = e^{i A R T_R}$$

(7.6)

where we have introduced the abelian magnetic field $B_i^R \equiv -\frac{1}{2} \varepsilon_{ijk} W^{-1} F_{jk} W = -\frac{1}{e} \tilde{J}_i T_R$, and have denoted $d\Sigma_i = \varepsilon_{ijk} \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau} d\sigma d\tau$. Using Gauss law we define the magnetic charge as

$$\int_{S^2_\infty} d\Sigma \cdot \tilde{B}^R = G_R$$

and so

$$G_R = -\frac{4 \pi}{e} T_R$$

(7.7)

According to our construction (see (2.7)) the eigenvalues of $Q_S$ are constant in time which, in view of (7.6), is equivalent to say that the eigenvalues of $G_R$ are constants. At the end of section 2, where we discuss the nature of the eigenvalues of the charges, we have shown that our construction does not fix the vector space (representation) where such eigenvalues should be evaluated. If we choose to calculate them on a finite dimensional representation of the gauge group $SU(2)$ (or $SO(3)$), then the eigenvalues of $T_R$ are integers or half-integers. Therefore it follows that the magnetic charges, on those representations, must be quantized as

$$\text{eigenvalues of } G_R = \frac{2 \pi n}{e} \quad n = 0, \pm 1, \pm 2 \ldots$$

(7.8)

Let us now look at the evaluation of the magnetic charges as volume ordered integrals. From (2.7), (2.6) and (7.6) one gets that

$$e^{-i e \alpha G_R} = P_3 e^{\int_{\text{space}} d\xi d\tau V \mathcal{J}_{\text{monopole}} V^{-1}}$$

(7.9)

with

$$\mathcal{J}_{\text{monopole}} \equiv e^2 \alpha (\alpha - 1) \int_0^{2\pi} d\sigma \int_0^\sigma d\sigma' \left[ F_{ij}^W (\sigma') , F_{kl}^W (\sigma) \right]$$

$$\times \frac{dx^i}{d\sigma'} \frac{dx^k}{d\sigma} \left( \frac{dx^j}{d\tau} \left( \frac{dx^i}{d\xi} \frac{dx^j}{d\zeta} - \frac{dx^i}{d\tau} \right) - \frac{dx^j}{d\tau} \left( \frac{dx^i}{d\xi} \frac{dx^j}{d\zeta} - \frac{dx^i}{d\tau} \right) \right)$$

(7.10)

where we have used the fact that $\tilde{F}_{ij} = 0$, and $\tilde{J}_{123} = J_0 = 0$, since in the Wu-Yang case there is no current, and in the 'tHooft-Polyakov case we have a static solution with $A_0 = 0$, and so the time component of the Higgs field current vanishes. Note that (7.9) and (7.10) could also have been obtained from the integral Bianchi identity (6.13). In the case of the 'tHooft-Polyakov monopole it follows that (7.5) is not true inside the monopole core and
we have a quite non-trivial expression for the magnetic charge as a volume integral. We
do not evaluate it in this paper and so we do not have anything to add to the result (7.8).
Note however, that even though the r.h.s. of (7.9) is integrated over the entire space, the
Higgs field does not contribute for such formula of the magnetic charge.

In the case of the Wu-Yang monopole, however, it is not that difficult to evaluate (7.10)
after performing a regularization of the Wilson line, passing through the singularity
of the gauge potential (7.1). That calculation is given in the appendix A and the result is
that \( \mathcal{J}_{\text{monopole}} \) vanishes in all loops, and so (see (A.10))

\[
e^{-ie\alpha} G_R = P_3 e \int_{\text{space}} d\zeta d\tau V \mathcal{J}_{\text{monopole}} V^{-1} = 1
\]  

(7.11)

Such result implies that the magnetic charge for the Wu-Yang monopole is quantized as
eigenvalues of \( G_R = \frac{2\pi n}{e\alpha} \quad n = 0, \pm 1, \pm 2 \ldots \) (7.12)

If the parameter \( \alpha \) is indeed arbitrary, and there is no physical condition to fix it, then
the only acceptable value for the integer \( n \) is \( n = 0 \), and so the magnetic charge of
the Wu-Yang monopole should vanish. Perhaps we have to go to the quantum theory to
settle that issue. It might happen that quantum conditions restrict the allowed values of
\( \alpha \). That is one of the important points of our construction to be further investigated.

Let us now consider the case of dyon solutions. For the Wu-Yang and the 'tHooft-
Polyakov case, as calculated by Julia and Zee [11], the space components of the gauge
potential and field tensor, namely \( A_i \) and \( F_{ij} \), \( i, j = 1, 2, 3 \), are the same as those in (7.1),
and the time components, at spatial infinity, are replaced by

\[
A_0 = \frac{M}{e} \hat{r} \cdot T + \frac{\gamma}{e} \frac{\hat{r} \cdot T}{r} + O(\frac{1}{r^2}); \quad F_{0i} = \frac{\gamma}{e} \frac{\hat{r} \cdot T}{r} + O(\frac{1}{r^3}); \quad r \to \infty
\]  

(7.13)

with \( M \) and \( \gamma \) being parameters of the solution. In the case of the Wu-Yang dyon, i.e.
when there is no Higgs field and no symmetry breaking, the formulas (7.13), as well as
(7.1), are true everywhere and not only at spatial infinity. In other words, there are no
terms of order \( r^{-2} \) and \( r^{-3} \) in \( A_0 \) and \( F_{0i} \) respectively. Using (7.4) we have, in analogy to
(7.5), that

\[
W^{-1} \tilde{F}_{ij} W \to -\frac{\gamma}{e} \varepsilon_{ijk} \frac{\hat{r} \cdot T}{r^2} \quad r \to \infty
\]  

(7.14)

So, \( W^{-1} \tilde{F}_{ij} W \) also belongs to the abelian subalgebra \( U(1) \) generated by \( T_R \), and it is
in fact proportional to \( W^{-1} F_{ij} W \). Therefore, the surface ordering is not relevant in the
evaluation of the operator (2.7), and we get in the dyon case that

\[
Q_S = e^{-ie \left[ \alpha \int_{S^2} d\Sigma \cdot \vec{B}^R + \beta \int_{S^2} d\Sigma \cdot \vec{E}^R \right]} = e^{-ie [\alpha G_R + \beta K_R]} = e^{i4\pi \epsilon [\alpha - \beta] T_R} \tag{7.15}
\]

where we have introduced the abelian electric field \( E_i^R = W^{-1} F_{0i} W = \frac{\gamma}{e} \hat{r}_i T_R \), \( \vec{B}^R \) and \( G_R \) are the same as before, and using Gauss law we have defined the electric charge as

\[
\int_{S^2} d\Sigma \cdot \vec{E}^R = K_R \quad \text{and so} \quad K_R = \frac{4\pi\gamma}{e} T_R \tag{7.16}
\]

According to (2.7) the eigenvalues of \( Q_S \) are constant in time, and so we conclude from (7.15) that the eigenvalues of \( (\alpha G_R + \beta K_R) \) are constants. But if we assume that the parameters \( \alpha \) and \( \beta \) are arbitrary it follows that the eigenvalues of \( G_R \) and \( K_R \) are independently constant in time. We have seen that, by evaluating the eigenvalues of \( T_R \) on finite dimensional representations of the gauge group \( SU(2) \), where they are integers or half-integers, the eigenvalues of the magnetic charge \( G_R \) are quantized as in (7.8). Under the same assumptions it follows from (7.16) that

\[
\text{eigenvalues of } K_R = \frac{2\pi\gamma n}{e} \quad n = 0, \pm 1, \pm 2, \ldots \tag{7.17}
\]

Again from (2.7) we can express the charges in terms of volume ordered integrals, and from (2.7), (2.6) and (7.15) we get

\[
e^{-ie [\alpha G_R + \beta K_R]} = P_3 e^{\int_{\text{space}} d\zeta d\tau V J_{\text{dyon}} V^{-1}} \tag{7.18}
\]

with

\[
J_{\text{dyon}} \equiv \int_0^{2\pi} d\sigma \left\{ i e \beta \tilde{J}_{ij}^W \left[ \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau} \frac{dx^k}{d\zeta} \right] + e^2 \int_0^\sigma d\sigma' \left[ \left( (\alpha - 1) F_{ij}^W + \beta \tilde{F}_{ij}^W \right) (\sigma'), \left( \alpha F_{kl}^W + \beta \tilde{F}_{kl}^W \right) (\sigma) \right] \times \left[ \frac{dx^i}{d\sigma'} \frac{dx^k}{d\sigma} \left( \frac{dx^j}{d\tau} \frac{dx^l}{d\zeta} - \frac{dx^j}{d\zeta} \frac{dx^l}{d\tau} \right) \right] \right\} \tag{7.19}
\]

In the case of the Wu-Yang dyon we have \( \tilde{J}_{123} = J_0 = 0 \), since there are no sources. However, for the Julia-Zee dyon we have that the Higgs field contributes to the current \( J_\mu \). One can extract the magnetic and electric charges \( G_R \) and \( K_R \) from (7.18), by setting \( \beta = 0 \) and \( \alpha = 0 \) respectively. Then, the Higgs field contributes to the electric charge only.
In the case of the Wu-Yang dyon it is possible to evaluate (7.19) after a regularization
of the Wilson line operator passing through the singularity of the gauge potential (7.1).
That calculation is shown in the appendix A and it was found that $J_{\text{dyon}}$ vanishes in all
loops for the Wu-Yang dyon (see (A.10)). Therefore

$$e^{-ie[\alpha G_R + \beta K_R]} = P_3 e^{\int_{\text{space}} d\zeta d\tau V J_{\text{dyon}} V^{-1}} = 1$$

(7.20)

which implies that

$$\text{eigenvalues of } [\alpha G_R + \beta K_R] = \frac{2\pi n}{e} \quad n = 0, \pm 1, \pm 2, \ldots$$

(7.21)

Again, if the parameters $\alpha$ and $\beta$ are indeed arbitrary, then it follows from (7.21) that
by taking $\beta = 0$, the eigenvalues of $G_R$ should obey (7.12). On the other hand by taking
$\alpha = 0$, one concludes that (7.21) implies that

$$\text{eigenvalues of } K_R = \frac{2\pi n}{e \beta} \quad n = 0, \pm 1, \pm 2, \ldots$$

(7.22)

Now, if (7.12) and (7.22) should hold true for arbitrary values of $\alpha$ and $\beta$ respectively, then
the only acceptable value of the integer $n$ in both equations is $n = 0$, and consequently
the electric and magnetic charges of the Wu-Yang dyon should vanish. As discussed below
(7.12), we have perhaps to consider of the quantum theory to settle that issue, since there
could be quantum conditions restricting the values of $\alpha$ and $\beta$.

It is worth evaluating the conserved charges associated to the operator (6.25) in the
case of the monopole and dyon solutions. For simplicity we shall take the circle of infinite
radius $S_{\infty}^{1(t)}$ to lie on the plane $x^1 x^2$, for some constant values of $x^3$ and $x^0$. The calculation
for any other plane is similar and leads, as we shall see, to similar results. We use polar
coordinates on the plane, with the polar angle being the parameter $\sigma$ parameterizing the
circle, i.e. $x^1 = \rho \cos \sigma$, $x^2 = \rho \sin \sigma$, and $x^2 = \rho^2 + (x^3)^2$, with $x^3$ constant, and $\rho \to \infty$.
Therefore, for both the monopole and dyon solutions, we get from (7.1) that on the circle
of infinite radius we have $A_\mu \frac{dA_\mu}{d\sigma} = \frac{1}{e} T_3$, since on that circle $\rho \sim r \to \infty$ and the unit
vector $\hat{r}$, on that limit, has components only on the plane $x^1 x^2$. Therefore, from (6.25), we have

$$V'_{x_R'(t)} \left( \mathcal{D}^{(t)}_{\infty} \right) = P_1 e^{-ie \oint_{S_{\infty}^{1(t)}} d\sigma A_\mu \frac{dA_\mu}{d\sigma}} = e^{-i2\pi T_3}$$

(7.23)

As shown in the arguments leading to (6.25) the eigenvalues of such operator are conserved
in the time $t$ which in this case can be any linear combination of $x^0$ and $x^3$. But that is
equivalent to say that the eigenvalues of $T_3$ are conserved in $t$. Since those are integers or
half integers in a finite dimensional representation of $SU(2)$, it follows that the operator
\[ V'_{x_R}(D_\infty^{(t)}) \] is either \( \mathbb{1} \) or \(-\mathbb{1} \), i.e. an element of the center of \( SU(2) \). As pointed out below (6.25) such conserved charge can be interpreted as the non-abelian magnetic flux through the surface \( D_\infty^{(t)} \), which border is \( S_1^{1,(t)} \). Indeed, we see that the argument of the exponential in (7.23) is half of the argument of the exponential in (7.6), if one takes \( \alpha = 1 \), and considers that \( T_R \) and \( T_3 \) have the same norm and so the same eigenvalues. Remember \( T_R \) is the value of \( \hat{r} \cdot T \) at the reference point \( x_R \) and so \( Tr(T_R)^2 = Tr(T_i T_j) \hat{r}_i \hat{r}_j = \lambda \), where \( Tr(T_i T_j) = \lambda \delta_{ij} \), and \( \lambda \) depends upon the representation used. Since the argument of the exponential in (7.6) corresponds to the total flux of the magnetic field through \( S_2^{\infty} \), we see that it is the double of the flux through \( D_\infty^{(t)} \). Due to the spherical symmetry of the solution that is compatible with interpretation, given below (6.25), since \( S_2^{\infty} \) corresponds to a solid angle of \( 4\pi \) spheroradians as seen from the center of the solution and \( D_\infty^{(t)} \) corresponds to only \( 2\pi \) spherodradians.

There are several comments that are important to make regarding the construction of charges for monopoles and dyons. First of all the charges we constructed are different from those given by (6.8). Indeed, from (7.1) and (7.13) we have that the magnetic and electric fields at spatial infinity for the Wu-Yang and 'tHooft-Polyakov cases are given by

\[ B_i \to -\frac{1}{e} \frac{\hat{r}_i}{r^2} \hat{r} \cdot T ; \quad E_i \to \frac{\gamma}{e} \frac{\hat{r}_i}{r^2} \hat{r} \cdot T ; \quad r \to \infty \quad (7.24) \]

So, they do not lie on an abelian \( U(1) \) subalgebra like \( B_R^i \) and \( E_R^i \) given above, and when integrated on the two-sphere at infinity lead to the vanishing of the charges (6.8), i.e.

\[ Q_{YM}^{\text{monopole/dyon}} = \bar{Q}_{YM}^{\text{monopole/dyon}} = 0 \quad (7.25) \]

Note that even though the evaluation of the charges (7.6) and (7.15) rely on the choice of a reference point \( x_R \), which leads to a particular generator \( T_R \), the charges do not depend upon that reference point. Indeed, if one changes the reference point from \( x_R \) to \( \bar{x}_R \), then the operator \( Q_S \) changes as (see discussion below (6.5))

\[ Q_S \to W(\bar{x}_R, x_R)^{-1} Q_S W(\bar{x}_R, x_R) \quad (7.26) \]

where \( W(\bar{x}_R, x_R) \) is the holonomy from the old reference point \( x_R \) to the new one \( \bar{x}_R \). Therefore the charges, which are the eigenvalues of \( Q_S \), do not change.

Note that since the charges are the eigenvalues of the operator (2.7), the number of charges is equal to the rank of the gauge group \( G \). However, since the field tensor and its Hodge dual come multiplied by the arbitrary parameters \( \alpha \) and \( \beta \) respectively, the number of charges is in fact twice the rank of the gauge group. So, we have rank of \( G \)
magnetic charges and rank of $G$ electric charges. In this sense the number of charges does not pay attention to the pattern of symmetry breaking. Indeed, our calculations have shown that the electric and magnetic charges are the same for the Wu-Yang case, which is a solution of the pure Yang-Mills theory, and for the 'tHooft-Polyakov case which has a Higgs field breaking the gauge symmetry from $SO(3)$ down to $SO(2)$. In fact, as we have shown above the Higgs field does not play any role in the evaluation of the charges. In addition the conservation of the charges is dynamical, i.e. it follows directly from the integral form of the equations of motion (2.1). That contrasts to the conservation of the magnetic charge of the 'tHooft-Polyakov monopole which follows from topological (homotopy) considerations related to the mapping of the Higgs field from the spatial infinity to the Higgs vacua. Another point relates to the quantization of the magnetic charge, which in the case of 'tHooft-Polyakov monopole comes from the topology again, i.e. the charge is determined by second homotopy group of the Higgs vacua. In our case, the quantization of the charges comes from the integral equations of motion themselves (more precisely the integral Bianchi identity (6.13)), without any reference to the Higgs field since it works equally well for the Wu-Yang and 'tHooft-Polyakov monopoles. It is worth pointing out that the magnetic charges of monopoles of 'tHooft-Polyakov type have already been expressed in the literature, as surface ordered integral using the ordinary non-abelian Stokes theorem. See for instance section 5 of Goddard and Olive’s review paper [12]. However, that construction is totally based on the properties of the Higgs vacua, since the fact that the Higgs field must be covariantly constant at spatial infinity leads to an equation for it similar to (2.3) for the Wilson line $W$. In addition the argument for the conservation of the magnetic charge is particular to that type of solution since it is based on topology considerations of the solution. The generalized non-abelian Stokes theorem (4.6), and consequently the integral Yang-Mills equations (2.1) were not known by that time. We believe that the role played by the integral equation (2.1) in monopole and dyon solutions deserves further study specially in the quantum theory. It might connect to the so-called abelian projection and arguments for confinement.

7.2 Euclidean solutions

Note that the proof that the eigenvalues of the operator (2.7) are constant in the time $x^0$ did not really depend on the particular properties of the metric on the Minkowski space-time. In fact, the metric tensor was only necessary to introduce the Hodge duals of the field tensor and of the matter current. Therefore, one could evaluate those eigenvalues for Euclidean solutions, like instantons and merons, and obtain charges conserved in the Euclidean time $x^4$. We will see that those charges are trivial in the case of instantons
but not in the case of merons, where they relate to magnetic type charges. We shall also evaluate the charges associated to the operator (6.25), or equivalently (2.10), for the case of instantons and merons.

### 7.2.1 Instantons

The instantons are euclidean self-dual solutions where the gauge potentials become of the pure gauge form at infinity, i.e. $A_\mu \to \frac{1}{e} \partial_\mu g g^{-1}$, for $s \to \infty$, with $s^2 = x_1^2 + x_2^2 + x_3^2 + x_4^2$, where $x^\mu$, $\mu = 1, 2, 3, 4$, being the Cartesian coordinates in the Euclidean space-time. That fact simplifies many of the calculations, and makes trivial the eigenvalues of the operators (2.7) and (2.10). However, as pointed out in the section 6.2.1 the physical charges may be related to the eigenvalues of the Lie algebra elements associated by exponentiation to the group elements corresponding to the operators (2.7) and (2.10). We shall illustrate that with the cases of the one and two-instanton solutions.

Let us consider the case where the gauge group is $SU(2)$ and take the one-instanton solution [13] given by

$$A_\mu = -\frac{2}{e} \sigma_{\mu\nu} \frac{x^\nu - a^\nu}{(x^\rho - a^\rho)^2 + \lambda^2}; \quad F_{\mu\nu} = \kappa \tilde{F}_{\mu\nu} = \sigma_{\mu\nu} \frac{4 \lambda^2}{e \left[(x^\rho - a^\rho)^2 + \lambda^2\right]^2}$$

(7.27)

with $\kappa = \pm 1$, and where $a^\mu$, $\mu = 1, 2, 3, 4$, and $\lambda$ are parameters of the solution, and

$$\sigma_{i4} = -\kappa T_i; \quad \sigma_{ij} = \varepsilon_{ijk} T_k; \quad [T_i, T_j] = i \varepsilon_{ijk} T_k$$

(7.28)

with $i, j, k = 1, 2, 3$, $T_i$ being the generators of the $SU(2)$ Lie algebra, and the quantities $\sigma_{\mu\nu}$ satisfy $\frac{1}{2} \varepsilon_{\mu\nu\alpha\beta} \sigma_{\alpha\beta} = \kappa \sigma_{\mu\nu}$.

If one considers a 2-sphere $S^2_\infty$ of infinite radius surrounding the instanton then we have that the integrand in the surface ordered integral in (2.7) behaves as

$$(\alpha + \kappa \beta) F_{\mu\nu} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\tau} \to \frac{1}{r^2} \quad \text{as} \quad r \to \infty$$

(7.29)

where $r$ is the radius of $S^2_\infty$. Therefore, the operator (2.7) is unity, i.e. $Q_{S^2_\infty} = \mathbb{1}$, and that unity comes from the exponentiation of the trivial element of the Lie algebra. So, the one-instanton solution have indeed vanishing charges associated to (2.7).

Let us now evaluated the charges associated to the operator (2.10). Without any loss of generality let us take the circle $S^1_{\infty}(t)$ of infinite radius to lie on the plane $x^1 x^2$, at some constant values of $x^3$ and $x^4$. Due to the symmetries of the one-instanton solution the
calculation on any other plane is very similar. We shall use polar coordinates on the plane
\(x^1 = \rho \cos \sigma\), and \(x^2 = \rho \sin \sigma\), with \(s^2 = \rho^2 + (x^3)^2 + (x^4)^2\), and \(\rho \to \infty\), and where we have taken the polar angle \(\sigma\) to be the same as the parameter which parameterizes the circle \(S^1(t)\). Therefore, using (7.27), the integrand of the path ordered integral in (2.10) becomes
\[A^\mu \frac{dx^\mu}{d\sigma} = -(2/e) \rho (-\sigma_1 \sin \sigma + \sigma_2 \cos \sigma) \frac{(x^\nu - a^\nu)}{(x^\mu - a^\mu)^2 - \lambda^2}\] (7.30)
As \(\rho \to \infty\), the only non-vanishing terms are those where \(x^\nu\) is one of the coordinates of the plane, i.e. \(x^1\) or \(x^2\). Then \(A^\mu \frac{dx^\mu}{d\sigma} \to (2/e) \sigma_{12}\), and so (2.10) becomes
\[V(D_\infty) = P_1 e^{-ie \oint_{S^1(t)} d\sigma A^\mu \frac{dx^\mu}{d\sigma}} = e^{-i2\int_0^{2\pi} d\theta \sigma_{12}} = e^{-i4\pi T_3}\] (7.31)
where \(D_\infty\) is the infinity disk with border \(S^1(t)\) on the plane \(x^1 x^2\). Adapting the interpretation given below (6.25), to the euclidean case at hand, such operator should correspond to the (euclidean) magnetic flux \(\Phi\) through \(D_\infty\), i.e. \(V(D_\infty) = e^{-i e \Phi(D_\infty)}\). If one takes finite dimensional representations of \(SU(2)\), the eigenvalues of \(T_3\) are integers or half integers and so \(V(D_\infty) = 1\), which is compatible with the fact the connection \(A^\mu\) for the one-instanton, is flat in the limit \(s \to \infty\). However, that fact also implies that the flux should be quantized as
\[\Phi(D_\infty) = \frac{2\pi n}{e} n = 0, \pm 1, \pm 2, \ldots \] (7.32)
However, following the same reasoning, the charges coming from (2.7) should also be associated, in such self-dual case solution, to the (euclidean) magnetic flux through the closed sphere \(S^2_\infty\). But as we have shown below (7.29) that flux must vanish. Therefore, the only compatible value of \(n\) in (7.32) seems to be \(n = 0\).

Let us now consider the case of the two-instanton solution. A closed form for the regular (non-singular) form of that solution is not easy. However we need only its asymptotic form to calculate the charges and that is provided by Giambiagi and Rothe [14]. Consider a two-instanton regular solutions where the position four-vector of each instanton is given by \(a_1^\mu\) and \(a_2^\mu\). Then the asymptotic form of the connection is given by [14]
\[A^\mu \to \frac{4}{e a_2^2 s^2} [(x \cdot a) \sigma_{\mu \lambda} b_\lambda + b_\mu x_\nu \sigma_{\nu \lambda} b_\lambda] \quad \text{as} \quad s \to \infty\] (7.33)
where \(s^2 = x_1^2 + x_2^2 + x_3^2 + x_4^2\), \(\sigma_{\mu \nu}\) is the same as in (7.28), \(a_\mu\) is the difference between the two position four-vectors, and \(b_\mu\) is the reflection of \(a_\mu\) through the hyperplane perpendicular
to $x_{\mu}$, i.e.
\[
\alpha^\mu \equiv a_1^\mu - a_2^\mu \quad \quad b_\mu \equiv a_\mu - 2 \frac{(x \cdot a)}{x^2} x_\mu \quad (7.34)
\]
and so $b^2 = a^2$.

The leading term of the connection given in (7.33) is flat, and it falls as $1/s$ as $s \to \infty$. Therefore, the leading term of the field tensor which would fall as $1/s^2$ vanishes, and therefore $F_{\mu\nu}$ falls at least as $1/s^3$. Consequently, the integrand of the surface ordered integral in (2.7), namely $F_{\mu\nu} \frac{dx^\mu}{d\sigma} \frac{dx^\nu}{d\sigma}$, falls faster than $1/s$, and so it vanishes in the limit $s \to \infty$. We then conclude that, similarly to the one-instanton case, the charges associated to the operator (2.7) vanish when evaluated on the two-instanton solution.

We now evaluate the charges associated to the operator (2.10) for the two-instanton solution. Given an infinite plane (disk) $D_\infty$ with border being the circle $S_{\infty}^{1(t)}$ of infinite radius we can choose, without loss of generality, the axis $x^1$ and $x^2$ to lie on that plane. We then split the vector $a^\mu$ in its perpendicular and parallel parts w.r.t. to the plane, i.e. $a^\mu = a_{\perp}^\mu + a_{\parallel}^\mu$, and take the axis $x^1$ to lie along $a_{\parallel}^\mu$, and the axis $x^3$ to lie along $a_{\perp}^\mu$. In addition we take polar coordinates on the plane $x^1 x^2$, such that $x^1 = \rho \cos \sigma$, and $x^2 = \rho \sin \sigma$, with the polar angle $\sigma$ being the same as the parameter in (2.10) parametrizing $S_{\infty}^{1(t)}$. Then the integrand of the path ordered integral in (2.10) along the infinite circle $S_{\infty}^{1(t)}$ for the connection (7.33) becomes ($\rho \to \infty$)
\[
A_\mu \frac{dx^\mu}{d\sigma} \to \frac{4}{e} \left[ \frac{|a_{\parallel}|^2}{a^2} T_3 + \frac{|a_{\parallel}|}{a^2} \frac{|a_{\perp}|}{a^2} \left[ \cos (2\sigma) T_1 + \sin (2\sigma) T_2 \right] \right] \quad (7.35)
\]
We now perform a gauge transformation $A_\mu \to (g_2 g_1) A_\mu (g_2 g_1)^{-1} + \frac{i}{e} \partial_\mu (g_2 g_1) (g_2 g_1)^{-1}$, with $g_1 = e^{i \varphi_1 T_3}$ and $g_2 = e^{i \varphi_2 T_2}$. The angle $\varphi$ is defined as follows: since $a^2 = |a_{\parallel}|^2 + |a_{\perp}|^2$, we parametrize it as $|a_{\parallel}| = |a| \cos \varphi$, and $|a_{\perp}| = |a| \sin \varphi$, with $0 \leq \varphi \leq \frac{\pi}{2}$. So, since the vector $a_{\mu}$ was chosen to lie on the plane $x^1 x^2$, $\varphi$ is the angle between $a_{\mu}$ and the plane $x^1 x^2$ measured along the plane $x^1 x^3$. Under such a gauge transformation one gets that
\[
A_\mu \frac{dx^\mu}{d\sigma} \to A'_\mu \frac{dx^\mu}{d\sigma} = \frac{2}{e} T_3 \quad (7.36)
\]
and so
\[
P_1 e^{-ie \oint_{S_{\infty}^1} d\sigma A_\mu \frac{dx^\mu}{d\sigma}} \to g_1 (\sigma = 2\pi)^{-1} g_2^{-1} P_1 e^{-ie \oint_{S_{\infty}^1} d\sigma A'_\mu \frac{dx^\mu}{d\sigma}} g_2 g_1 (\sigma = 0) \quad (7.37)
\]
Therefore, the operator (2.10) becomes
\[
V(D_\infty) = P_1 e^{-ie \oint_{S_{\infty}^1} d\sigma A_\mu \frac{dx^\mu}{d\sigma}} = e^{-i4\pi T_3} e^{-i2\varphi T_2} e^{-i4\pi T_3} e^{i2\varphi T_2} \quad (7.38)
\]
We can try to interpret that result in terms of the (euclidean) magnetic flux $\Phi$ through the infinite disk $\mathcal{D}_\infty$. Since we are dealing with a non-abelian gauge theory one should not expect a linear superposition of the fluxes of each instanton. We have seen in (7.31) that the exponentiated flux of a single instanton is $e^{-i\frac{4}{3}\pi T_3}$. In addition, since $\varphi$ is the angle between the line passing through the centers of the instantons and the disc $\mathcal{D}_\infty$, the result (7.38) could give a hint on how the fluxes compose. That is certainly a point which deserves further study. Again, as in any finite dimensional representation of $SU(2)$ we have that $e^{-i\frac{4}{3}\pi T_3} = 1 = 1$, and so $V(\mathcal{D}_\infty) = 1$, which is compatible with the fact that $A_\mu$ is flat at the leading order we have performed the calculation. Using the flux interpretation of the charges we can write $V(\mathcal{D}_\infty) = e^{-i\Phi_{2-\text{inst.}}(\mathcal{D}_\infty)}$, and so the two-instanton flux $\Phi_{2-\text{inst.}}(\mathcal{D}_\infty)$ is quantized as in (7.32).

### 7.3 Merons

Meron are singular euclidean solutions not self-dual with one-half unit of topological charge [15]. We shall work here with such solutions in the Coulomb gauge since it is more suitable for the evaluation of the charges and it also connects with monopole solutions. The solution for a one-meron located at the origin is given by [15, 16]

$$A_i = -\frac{1}{e} \varepsilon_{ijk} \hat{r}_j \left(1 - \frac{x_4}{\sqrt{x_4^2 + r^2}}\right) T_k$$

with $r^2 = x_2^2 + x_3^2$, $i, j, k = 1, 2, 3$, and $T_k$ are the generators of the $SU(2)$ Lie algebra. Note that for $x_4 = 0$ the connection (7.39) coincides with that for the Wu-Yang monopole given in (7.1). In addition, it interpoles between two vacuum configurations, i.e. for $x_4 \to \infty$ the connection (7.39) vanishes, and for $x_4 \to -\infty$ it becomes of a pure gauge form $A_i = \frac{i}{e} \partial_i g g^{-1}$, with $g = \exp (i \pi \hat{r} \cdot T)$.

In order to evaluate the charges (2.7) we need the field tensor at infinity, which is given by

$$F_{ij} \to \frac{1}{e} \varepsilon_{ijk} \frac{\hat{r}_k}{r^2} \hat{r} \cdot T \quad F_{4i} \to \frac{1}{e} \varepsilon_{ijk} \frac{\hat{r}_j T_k}{r^2}$$

$$r \to \infty$$

(7.40)

Note that when taking the limit $r \to \infty$ we have kept $x_4$ finite. The double limit $r \to \infty$ and $x_4 \to \pm \infty$, is not well defined. The asymptotic form of the space components of the dual tensor is ($\varepsilon_{1234} = 1$)

$$\tilde{F}_{ij} \to -\frac{1}{e} \frac{1}{r^2} [\hat{r}_i T_j - \hat{r}_j T_i]$$

$$r \to \infty$$

(7.41)
If we evaluate the operator (2.7) on a spatial two-sphere $S^2_{\infty}$ of infinite radius and centered at the origin, it turns out that $\hat{r}$ is perpendicular to $S^2_{\infty}$ and the derivatives $\frac{d\hat{r}}{d\sigma}$ and $\frac{d\hat{r}}{d\tau}$, with $\sigma$ parametrizing the loops scanning the sphere and $\tau$ labeling them, are parallel to $S^2_{\infty}$. Therefore, we have that $\hat{F}_{ij} \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau} = 0$. Consequently, the calculation of the operator (2.7) for the one-meron solution is identical to that for the monopole (see calculation leading to (7.6)). So, we have that

$$Q_S = P_2 e^{i e \int_{S^2_{\infty}} d\sigma d\tau W^{-1} [\alpha F_{ij} + \beta \tilde{F}_{ij}] W \frac{dx^i}{d\sigma} \frac{dx^j}{d\tau}} = e^{-i e \alpha} \int_{S^2_{\infty}} d\Sigma \cdot \tilde{B}^R = e^{i 4 \pi \alpha T_R}$$

where we have introduced a (euclidean) magnetic field in a way similar to that in (7.6), i.e. $B^R_i \equiv -\frac{1}{2} \varepsilon_{ijk} W^{-1} F_{jk} W = -\frac{1}{e} \varepsilon_{ijk} T_R$, with $T_R$ being the value of $\hat{r} \cdot T$ at the reference point $x_R$ used in the scanning of the sphere. Using the same arguments as in the case of the monopole we conclude that the magnetic charges $G_R$ are quantized as in (7.8).

We then conclude that the one-meron solution has a magnetic charge $G_R$ conserved in the euclidean time $x_4$, and it is quantized in units of $\frac{2\pi}{e}$. What it is not clear is what happens to that charge in the limit $x_4 \to \pm\infty$, since as we have seen, the connection (7.39) becomes flat in that limit, and so the charge should disappear. One of the difficulties in answering that is the fact that the double limit $r \to \infty$ and $x_4 \to \pm\infty$, of the connection (7.39) is not well defined.

The evaluation of the charges (6.25) for the one-meron solution is also identical to that of the monopole, leading to (7.23). Indeed, if we consider the circle $S^1_{\infty(t)}$ of infinite radius to lie on spatial planes, then only the components $A_i$, $i = 1, 2, 3$, of the connection matters. But in the limit $r \to \infty$ the connection (7.39) becomes identical to that for the monopole (7.1). Therefore, following the arguments leading to (7.23) one gets that

$$V'_{x_R^{(t)}} \left(D^{(t)}_{\infty} \right) = P_1 e^{i e \int_{S^1_{\infty(t)}} d\sigma A_i \frac{dx^i}{d\sigma}} = e^{-i 2 \pi T_3}$$

The eigenvalues of that operator are conserved in the euclidean time $x_4$, and their interpretation, given below (7.23), in terms of the magnetic flux through the surface which border is $S^1_{\infty(t)}$ remains valid. Again, we do not know what happens to those charges in the limit $x_4 \to \pm\infty$, for the same reasons given above in the case of the one-meron magnetic charge.

The two-meron solution in the Coulomb gauge corresponding to one meron siting at the position $x^\mu = a^\mu = (0, 0, 0, a)$ and the other at $x^\mu = b^\mu = (0, 0, 0, b)$ is given by [15, 16]

$$A_i = -\frac{1}{e} \varepsilon_{ijk} \frac{\hat{r}_j}{r} \left( 1 + \frac{r^2 + (x_4 - a)(x_4 - b)}{\sqrt{(x - a)^2 (x - b)^2}} \right) T_k \quad A_4 = 0$$
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Expanding it in powers of $\frac{1}{r}$ one gets that
\[ A_i = i e \partial_i g^{-1} g + \frac{1}{e} (a - b)^2 \varepsilon_{ijk} \frac{\hat{r}_j}{r^3} T_k + O \left( \frac{1}{r^5} \right) \]  
(7.45)
with $g = \exp (i \pi \hat{r} \cdot T)$, and so the leading term is of pure gauge form, i.e. it is flat. Therefore, we have that
\[ F_{ij} \sim O \left( \frac{1}{r^4} \right) \quad F_{0i} \sim O \left( \frac{1}{r^5} \right) \]  
(7.46)
Consequently, the integrand in (2.7), namely $(\alpha F_{ij} + \beta \tilde{F}_{ij}) \frac{dx^i}{dr} \frac{dx^j}{dr}$, behaves as $O \left( \frac{1}{r^7} \right)$ in the limit $r \to \infty$. Therefore, the charges associated to (2.7) vanish, i.e. $Q_S = 1$. Note that in the limit $r \to \infty$ the spatial component of the connection (7.44) for the two-meron solution is twice that of the one-meron solution (7.39). Therefore, the evaluation of the charges associated to the operator (6.25) is very similar to that leading to (7.43) and gives
\[ V'_x (D^{(t)}_\infty) = P_1 e^{-ie \oint_{S^{1(t)}_\infty} A_i \frac{dx^i}{dr}} = e^{-i4 \pi T_3} = 1 \]  
(7.47)
where the last equality follows from the fact that the leading term of $A_i$ is flat. The interpretation for such conserved charges, given below (6.25), holds true, i.e. they correspond to the magnetic flux through the surface which border is $S^{1(t)}_\infty$, and such fluxes are also quantized.

The meron-antimeron solution in the Coulomb gauge, corresponding to a meron and an anti-meron located at $x^\mu = -a^\mu$ and $x^\mu = a^\mu$ respectively, with $a^\mu = (0, 0, 0, a)$, is given by [15, 16]
\[ A_4 = -\frac{1}{e} \varepsilon_{ijk} \hat{r}_j \left( 1 - \frac{x^2 - a^2}{\sqrt{(x + a)^2 (x - a)^2}} \right) T_k \]  
(7.48)
\[ A_4 = 0 \]
Again expanding in powers of $\frac{1}{r}$ one gets
\[ A_i = -\frac{2a^2}{e} \varepsilon_{ijk} \frac{\hat{r}_j}{r^3} T_k + O \left( \frac{1}{r^5} \right) \]  
(7.49)
Then, similarly to the two-meron case one has that $F_{ij} \sim O \left( \frac{1}{r^7} \right)$ and $F_{0i} \sim O \left( \frac{1}{r^5} \right)$, and so the charges coming from (2.7) are trivial, i.e. $Q_S = 1$. In addition, since the connection falls faster than $\frac{1}{r}$ the integrand in the operator (6.25) vanishes, i.e. $P_1 e^{-ie \oint_{S^{1(t)}_\infty} A_i \frac{dx^i}{dr}} = 1$. 
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1. The corresponding charges are also trivial in this case.

### 7.4 Summary of the charges

As we have seen in the examples above the surface and path ordering are not necessary in the evaluation of the operators (2.7) and (2.10) (or equivalently (6.25)) which eigenvalues are the charges. Therefore, those operators can be written as an ordinary exponential of Lie algebra elements. The only exception is the charge for the two-instanton solution associated to the operator (2.10) which involve a non-linear superposition of fluxes (see eq. (7.38)). Therefore, we shall write the operator (2.7), defined on a volume inside a two-sphere $S^2_\infty$ of infinite radius, as

\[
P_2 e^{ie \int_{S^2_\infty} d\tau d\sigma W^{-1} (\alpha F_{\mu\nu} + \beta \tilde{F}_{\mu\nu}) W} = e^{-i e [\alpha G_R + \beta K_R]} \tag{7.50}
\]

where $G_R$ and $K_R$ are the magnetic and electric charges defined as

\[
G_R = \int_{S^2_\infty} d\vec{\Sigma} \cdot \vec{B}^R \quad \quad \quad K_R = \int_{S^2_\infty} d\vec{\Sigma} \cdot \vec{E}^R \tag{7.51}
\]

with $B^R_i \equiv -\frac{1}{2} \varepsilon_{ijk} W^{-1} F_{jk} W$ and $E^R_i = W^{-1} F_{0i} W$, being respectively the abelian magnetic and electric fields.

Similarly we shall write the operators (2.10) and (6.25) on a surface $D_\infty$ with the border being a circle $S^1_\infty$ of infinite radius, as

\[
P_1 e^{-ie \int_{S^1_\infty} d\sigma A_\mu \frac{dx^\mu}{d\sigma}} = e^{-i e \Phi(D_\infty)} \tag{7.52}
\]

where $\Phi(D_\infty)$ is interpreted as the magnetic flux through the surface $D_\infty$.

Note that the magnetic charge $G_R$ is quantized due to the integrable Bianchi identity (6.13). The electric charge $K_R$ and the magnetic flux $\Phi(D_\infty)$ are quantized only if we evaluate the operators (2.7), (2.10) and (6.25) on a finite dimensional representation of the $SU(2)$ gauge group, where the eigenvalues of the generator $T_3$ (or any other element conjugated to it) are integers or half-integers, which we shall denote by $\frac{n}{2}$, with $n$ integer.

With those definitions we summarize the spectrum of charges of the solutions discussed above in the Table 1.
A  Regularization of Wilson lines

In order to calculate the r.h.s. of the relations (7.9) and (7.18), which give the conserved charges, as volume ordered integrals, for the Wu-Yang monopole and dyon solutions respectively, we have to evaluate the Wilson line operator \( W \), defined by (2.3), for the connection

\[
A_i = -\frac{1}{e} \varepsilon_{ijk} x^j \frac{x^k}{r^2} T_k
\]  

(A.1)

which has a singularity at the origin of the coordinate system. In the case of the dyon the time component of the connection is non-zero and also present a singularity at the origin. However, it does not play a role in the charge calculation since all the Wilson line operators are defined on space curves with no time component. We show in this appendix how the Wilson line operator can be regularized, when it is integrated along a purely spatial (no time) curve \( \Gamma \) passing through the origin. In order to do that we shall split \( \Gamma \) into three parts, \( \Gamma = \Gamma_1 \cup \tilde{\Gamma} \epsilon \cup \Gamma_2 \), as shown in part I of the Figure 3.

![Figure 3: The regularization of the Wilson line operator is done by replacing the path that passes through to the origin by a path going around it.](image)

Table 1: Eigenvalues of \( G_R, K_R \) and \( \Phi (D_\infty) \), for \( SU(2) \) solutions
Therefore, the solution of (2.3) can be written as

\[ W = W(\Gamma_2) W(\tilde{\Gamma}_\varepsilon) W(\Gamma_1) \]  

(A.2)

The quantities \( W(\Gamma_1) \) and \( W(\Gamma_2) \) do not involve the singularity and so we should not worry about them. We have to evaluate \( W(\tilde{\Gamma}_\varepsilon) \) which pass through the origin. We shall take \( \tilde{\Gamma}_\varepsilon \) infinitesimally small in such a way that we can approximate it by an infinitesimal straight line of length \( 2\varepsilon \) containing the origin in its middle point. Note that the quantity \( A_i \frac{dx^i}{d\sigma} \), appearing in (2.3), is invariant under rotations, and so we can rotate the coordinate system in such a way that the \( x^3 \)-axis lies parallel to \( \tilde{\Gamma}_\varepsilon \) and in the direction of growing \( \sigma \), i.e., in the sense of integration of (2.3), as shown in part II of the Figure 3. Along such infinitesimal straight line \( \tilde{\Gamma}_\varepsilon \), parametrized as \( x^3 = \sigma \), we have that \( A_i \frac{dx^i}{d\sigma} = -\frac{1}{\varepsilon^2} \frac{1}{r^2} [x^1 T_2 - x^2 T_1] \). However, on \( \tilde{\Gamma}_\varepsilon \) one has \( x^1 = x^2 = 0 \), and so for \( r \neq 0 \) such expression vanishes. On the other hand, for \( r = 0 \) it diverges, and so, we have a quite ill defined quantity.

In order to regularize the Wilson line we shall replace \( \tilde{\Gamma}_\varepsilon \) by a semi-circle \( \Gamma_\varepsilon \) of radius \( \varepsilon \), with diameter being the previous straight line, and lying on the plane \( x^1 x^3 \) as shown in part II of Figure 3. We evaluate \( W(\Gamma_\varepsilon) \) on such semi-circle and then take the limit \( \varepsilon \to 0 \). The points in \( \Gamma_\varepsilon \) can be parameterized as

\[ x^1 = \varepsilon \sin \sigma \quad x^2 = 0 \quad x^3 = -\varepsilon \cos \sigma \quad 0 \leq \sigma \leq \pi \]  

(A.3)

Therefore for all such points we have \( r = \varepsilon \), and so from (A.1) one has

\[ A_i \frac{dx^i}{d\sigma} = \varepsilon (A_1 \cos \sigma + A_3 \sin \sigma) = -\frac{1}{\varepsilon} T_2 \]  

(A.4)

We note that it does not depend upon \( \varepsilon \) and \( \sigma \), and lies in the direction of just one generator of \( SU(2) \). Therefore, the problem is abelian and the path ordering is not necessary. Then from (2.3) we have

\[ W(\Gamma_\varepsilon) = e^{i\pi T_2} \]  

(A.5)

which we take as the regularized expression for \( W(\tilde{\Gamma}_\varepsilon) \). Of course, we would obtain different results for different choices of curves going around the origin, specially non-planar curves. However, as we shown below, the evaluation of the r.h.s. of the relations (7.9) and (7.18) is independent of such choices, and the regularization of those quantities is quite unique.
Note that for the Wu-Yang monopole and dyon solutions one has that
\[ F_{ij} = \frac{1}{e} \epsilon_{ijk} \frac{\hat{r}_k}{r^2} \hat{r} \cdot T ; \quad \bar{F}_{ij} = -\frac{\gamma}{e} \epsilon_{ijk} \frac{\hat{r}_k}{r^2} \hat{r} \cdot T \quad (A.6) \]
with \( \gamma = 0 \) in the pure monopole case. In the evaluation of (7.10) and (7.19) we have to deal with the conjugated quantities \( F^W_{ij} \) and \( \bar{F}^W_{ij} \), and so essentially we have to worry about the quantity \( W^{-1} \hat{r} \cdot T W \). Our prescription is to scan the volume (the whole space) with closed surfaces based at \( x_R \), and each of those surfaces are scanned with loops starting and ending at \( x_R \). The origin lies on a given surface labeled by \( \zeta_0 \), and to just one loop, labeled by \( \tau_0 \), on that surface, and corresponding to the point labeled by \( \sigma_0 \) on that loop.

For the surfaces corresponding to \( \zeta < \zeta_0 \) there are no problems in the integration since everything is regular. On each loop on those surfaces one can use the relations (7.3) and (7.4) to conclude that, along such loops, \( W^{-1} \hat{r} \cdot T W \) is constant and equal to \( T_R \), i.e. the value of \( \hat{r} \cdot T \) at the reference point \( x_R \) where all loops are based.

Therefore, the commutators in (7.10) and (7.19) vanish for \( \zeta < \zeta_0 \), since the conjugated tensors \( F^W_{ij} \) and \( \bar{F}^W_{ij} \) all lie in the direction of \( T_R \) on any point of any loop scanning the surfaces for \( \zeta < \zeta_0 \). On the surface for \( \zeta = \zeta_0 \) everything is fine until we reach the loop corresponding to \( \tau = \tau_0 \). In other words, the commutators in (7.10) and (7.19) also vanish for \( \zeta = \zeta_0 \) and \( \tau < \tau_0 \). Let us consider the loop corresponding to \( \tau = \tau_0 \). For \( \sigma < \sigma_0 \) we still have the vanishing of those commutators since the singularity has not been touched yet. After crossing the singularity we have that the Wilson line \( W \) becomes \( W^2 W (\Gamma_\varepsilon) W_1 \) (see (A.2)), where \( W_1 \) is the result of the integration of (2.3) along \( \Gamma_1 \), i.e. the curve from the reference point \( x_R \) up to the point marked \( -\varepsilon \) on Figure 3, along the loop corresponding to \( \tau = \tau_0 \), which passes through the origin. Similarly \( W_2 \) is obtained by integrating (2.3) along \( \Gamma_2 \), i.e. the curve from the point marked \( \varepsilon \) on Figure 3, up to some generic point beyond the origin along that same loop. In addition, \( W (\Gamma_\varepsilon) \) is the regularized expression, given in (A.5), for the integration of (2.3) along \( \bar{\Gamma}_\varepsilon \).

Along the curve \( \Gamma_2 \) the connection (A.1) is regular, and so we can use (7.3) and (7.4) to conclude that
\[ W_2^{-1} \hat{r} \cdot T W_2 = (\hat{r} \cdot T)_{\Gamma_2^*} \quad (A.7) \]
where \( (\hat{r} \cdot T)_{\Gamma_2^*} \) is the value of \( \hat{r} \cdot T \) at the initial point of the curve \( \Gamma_2 \), which is the point marked \( \varepsilon \) on Figure 3. But since we have rotated the coordinate system such that the \( x^3 \)-axis lies along \( \bar{\Gamma}_\varepsilon \), we have that \( (\hat{r} \cdot T)_{\Gamma_2^*} = T_3 \). Now using (A.5), we have that
\[ W^{-1} (\Gamma_\varepsilon) W_2^{-1} \hat{r} \cdot T W_2 W (\Gamma_\varepsilon) = e^{-i \pi T_2} T_3 e^{i \pi T_2} = -T_3 = (\hat{r} \cdot T)_{\Gamma_1^{\text{end}}} \quad (A.8) \]
since \( -T_3 \) is the value of \( \hat{r} \cdot T \) at the final point of the curve \( \Gamma_1 \), which is the point marked
Along the curve $\Gamma_1$ the connection (A.1) is regular, and so we can use (7.3) and (7.4) to get

$$W_1^{-1} W^{-1} (\Gamma_\varepsilon) W_2^{-1} \hat{r} \cdot T W_2 W (\Gamma_\varepsilon) W_1 = W_1^{-1} (\hat{r} \cdot T)_{\Gamma_1^{\text{end}}} W_1 = T_R \quad (A.9)$$

where $T_R$ is the value of $(\hat{r} \cdot T)$ at the reference point $x_R$ which is the initial point of $\Gamma_1$. Therefore, the field tensor and its dual, given in (A.6), lie in the direction of $T_R$ when conjugated with $W_1$, and so the commutators in (7.10) and (7.19) vanish when evaluated on the loop corresponding to $\tau = \tau_0$, i.e. the one passing through the singularity of (A.1). Of course, the quantities (7.10) and (7.19) will vanish on all loops scanning the surfaces for $\zeta > \zeta_0$, since the potential (A.1) is not singular there, and the relations (7.3) and (7.4) can be used to show that $W^{-1} \hat{r} \cdot T W = T_R$, for $W$ obtained by the integration of (2.3) on such loops.

Consequently all the commutators in (7.10) and (7.19) vanish on any loop on the scanning of any surface on the scanning of the volume. Since the Wu-Yang solutions have no sources we have $\tilde{J}_{123} = J_0 = 0$, and so $J_{\text{monopole}}$ and $J_{\text{dyon}}$ also vanishes. Therefore we conclude that the r.h.s. of (7.9) and (7.18) are equal to unity, i.e.

$$P_3 \varepsilon \int_{\text{space}} d\zeta d\tau V_{\text{monopole}} V^{-1} = 1 ; \quad P_3 \varepsilon \int_{\text{space}} d\zeta d\tau V_{\text{dyon}} V^{-1} = 1 \quad (A.10)$$

We now come to the issue of the uniqueness of the regularization procedure. We have chosen to replace the segment $\bar{\Gamma}_\varepsilon$ by the semi-circle $\Gamma_\varepsilon$. Let us now analyze what happens to the quantity $W^{-1} (\Gamma_\varepsilon) (\hat{r} \cdot T)_{\Gamma_1^{\text{end}}} W (\Gamma_\varepsilon) = W^{-1} (\Gamma_\varepsilon) (-T_3) W (\Gamma_\varepsilon)$, when we make arbitrary infinitesimal variations on the semi-circle $\Gamma_\varepsilon$ keeping its end points fixed, i.e. the points marked $\varepsilon$ and $-\varepsilon$ on Figure 3. We have

$$\delta \left[ W^{-1} (\Gamma_\varepsilon) (-T_3) W (\Gamma_\varepsilon) \right] = \left[ W^{-1} (\Gamma_\varepsilon) (-T_3) W (\Gamma_\varepsilon), W^{-1} (\Gamma_\varepsilon) \delta W (\Gamma_\varepsilon) \right] = \left[ T_3, W^{-1} (\Gamma_\varepsilon) \delta W (\Gamma_\varepsilon) \right] \quad (A.11)$$

where in the last equality we have used (A.5) and (A.8). The variation of the Wilson line can be easily evaluated using for instances the techniques of section 2 of [1]. When the end points of the curve $\Gamma_\varepsilon$ are kept fixed one gets

$$W^{-1}(\Gamma_\varepsilon) \delta W(\Gamma_\varepsilon) = \int_0^\pi d\sigma W^{-1} W \frac{dx^i}{d\sigma} \delta x^j \quad (A.12)$$

where $F_{ij}$ is the curvature, given in (A.6), of the connection (A.1), and where $W$ in the integrand in (A.12), is obtained by integrating (2.3) along $\Gamma_\varepsilon$, from its initial point at
\( \sigma = 0 \) to the point \( \sigma = \sigma \) where the tensor \( F_{ij} \) is evaluated. As long as the transformed curve does not pass through the singularity of the connection (A.1), the relations (7.3) and (7.4) can be used to show that \( W^{-1} \hat{r} \cdot T W = -T_3 \), where \(-T_3\) is the value of \( \hat{r} \cdot T \) at the initial point of \( \Gamma_\varepsilon \). Therefore, the integrand in (A.12) always lies in the direction of \( T_3 \), and so

\[
\delta \left[ W^{-1} (\Gamma_\varepsilon) (-T_3) W (\Gamma_\varepsilon) \right] = 0
\]

(A.13)

Consequently any curve \( \Gamma \), with the same end points as \( \Gamma_\varepsilon \), and that can be continuously deformed into \( \Gamma_\varepsilon \), satisfies \( W^{-1} (\Gamma_\varepsilon) (-T_3) W (\Gamma_\varepsilon) = W^{-1} (\Gamma) (-T_3) W (\Gamma) = T_3 \). That shows that our prescription for the regularization of the Wilson line is independent of the choice of the curve replacing the segment \( \tilde{\Gamma}_\varepsilon \).

Note that the special role being played by \( T_3 \) is an artifact of our choice of the orientation of the coordinate axis w.r.t. the curve. Note in addition that our results do not imply that the Wilson line does not change. It is just the conjugation of \( T_3 \) by the Wilson line that remains invariant. In the cases where the variation of the curve lies on the same plane as \( \Gamma_\varepsilon \), then the Wilson line itself is invariant. The reason is that the r.h.s. of (A.12) measures the magnetic flux through the infinitesimal surface spanned by the variation, and since the magnetic field is radial it is parallel to such surface, and so \( \delta W(\Gamma_\varepsilon) = 0 \) in such cases.
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