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1. Introduction

The promoting of environmental protection and energy efficiency has been the goal of increasing the thermal performance of the power generation processes [1], in addition to implementing renewable energy source combinations [2], and conventional source [3]. The use of waste heat recovery systems from various energy sources for generation purposes has continuously presented both technical and economic challenges, linked to the high purchase cost and low thermal efficiency of these solutions [4]. Therefore, it has been determined that the organic Rankine cycle (ORC) is very suitable for absorbing and recovering medium and low-quality waste heat [5, 6], and can be implemented in power conversion plants [7], increasing the efficiency of the primary system with the aim of developing more efficient processes for energy production [8].

Carbon dioxide has been widely used as a working fluid in thermal generation systems, due to its easy acquisition, relatively low economic cost, and its ability to withstand extremely high temperatures [9]. These characteristics have allowed the development of some researchers, such as Garg et al. [10] who carried out a comparative study between the different trans-critical, supercritical and subcritical systems with CO₂ as working fluid in a Brayton cycle, obtaining better results for the supercritical CO₂ system (S-CO₂) because it makes better use of the thermal properties of the fluid due to its operation near the critical point.

This phenomenon is related to the pre-compression in the Brayton S-CO₂ cycle, which implies high efficiency, higher heat transport capacity, and smaller equipment with lower acquisition costs [11]. Due to several studies related to the performance of the Brayton S-CO₂ cycle, it is observed that due to the use of smaller components, it has been possible to reduce the costs of energy generation [12]. The high-efficiency
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Abstract

This article presents a multivariable optimization of the energy and exergetic performance of a power generation system, which is integrated by a supercritical Brayton Cycle using carbon dioxide, and a Simple Organic Rankine Cycle (SORC) using toluene, with reheater (S – CO₂ – SORC), and without reheater (S – CO₂ – SORC) using the PSO algorithm. A thermodynamic model of the integrated system was developed from the application of mass, energy and exergy balances to each component, which allowed the calculation of the exergy destroyed a fraction of each equipment, the power generated, the thermal and exergetic efficiency of the system. In addition, through a sensitivity analysis, the effect of the main operational and design variables on thermal efficiency and total exergy destroyed was studied, which were the objective functions selected in the proposed optimization. The results show that the greatest exergy destruction occurs at the thermal source, with a value of 97 kW for the system without Reheater (NRH), but this is reduced by 92.28% for the system with Reheater (RH). In addition, by optimizing the integrated cycle for a particle number of 25, the maximum thermal efficiency of 55.53% (NRH) was achieved, and 56.95% in the RH system. Likewise, for a particle number of 15 and 20 in the PSO algorithm, exergy destruction was minimized to 60.72 kW (NRH) and 112.06 kW (RH), respectively. Comparative analyses of some swarm intelligence optimization algorithms were conducted for the integrated S-CO₂-SORC system, evaluating performance indicators, where the PSO optimization algorithm was favorable in the analyses, guaranteeing that it is the ideal algorithm to solve this case study.
capacity that can be achieved by the Brayton cycle is due to the reduction of compressor energy, which is reflected by significantly increasing the density of the supercritical fluid since increasing the density to a value close to the critical point reduces the energy consumption of the compressor [13]. Likewise, thermodynamically a great advantage of the Brayton carbon dioxide cycle consists of the high ratio of useful work to expansion, that is, lower energy to compression than the energy to expansion handling a range from 0.7 to 0.85 when the compressor input is at supercritical conditions [14].

On the other hand, Chacartegui et al. [15] proposed a different alternative for obtaining energy through a combined cycle that uses a gas turbine with carbon dioxide as the working fluid, and an Organic Rankine Cycle, obtaining promising results for integration with solar tower power plants. Also, Ba and lee [16] worked with a Brayton S-CO2 hybrid system with the Organic Rankine Cycle, which improved the net performance of the system and the operating range taking into account that a lower volume of the recuperator can be used in the Brayton Cycle. Therefore, the ORC Cycle is considered a system that significantly increases the overall efficiency because it has the advantage of operating as a tall cycle and recovering heat from other alternative sources, such as heat rejection from other cycles, and engine exhaust gases, which require the use of a thermal oil that receives heat below its critical temperature and an organic fluid that adapts to the system [17].

Waste heat recovery systems based on ORC have become in recent years a technology that can be applied in energy conversion at an industrial level with great technical feasibility [18], and a good cost-benefit ratio [19]. ORC uses an organic fluid such as refrigerants and hydrocarbons, which fit into the system better than water to reduce heat source temperatures [20]. However, due to high pollution rates, environmental protection has been chosen, and fluids such as chlorofluorocarbons, which have a negative impact on the atmosphere, have been penalized in these applications [21], which makes the correct selection of the organic working fluid a great technical and research challenge [22]. Thus, Toffolo et al. [23] have oriented its research towards the economic profitability that can be obtained through the selection of an organic working fluid, and the adjustment of the operational parameters in the ORC system to obtain the best cycle configuration, based on a thermodynamic optimization procedure of the original system configuration, and design parameters that examine all possible configurations, design options around the best values of the objective function, and economic modeling procedure validated on real cost data, and the study of out-of-design behavior.

On the other hand, Zare V [24], complemented with economic criteria, the thermal performance studies carried out on different ORC configurations, where the better energy results were obtained for the regenerative organic Rankine cycle. The economic analysis was carried out under a methodology that allowed the design of a profitable waste heat recovery system in terms of total investment capital, and operation and maintenance costs. However, in the event that equipment costs are not known, but technical details are available, they can be estimated using the percentage correlations of the equipment cost. Bejan et al. [25], Smith [26], and Towler [27] propose a correlation to calculate the costs for various types of process equipment.

To increase the performance of the ORC system, technical and economic criteria have been proposed for the optimal selection of the organic working fluid, taking into account the international standards and regulatory framework for the environmental preservation [28]. Similarly, one of the techniques used to increase the thermal performance of the system is to identify the components with the greatest irreversibilities through traditional exergetic analysis to propose improvement opportunities. However, this analysis does not provide the values of the operational and design variables that optimize system performance [29]. Thus, the implementation of optimization algorithms based on system models, in these cases, allows obtaining the optimal conditions to achieve the best performance and opportunities for energy and exergetic improvement, providing data on the portion of exergy destruction that can be avoided [30].

The development of new technologies has been considered among the main alternatives and techniques for increasing energy efficiency since they allow the modernization of machines and configurations of production systems by others that have a better overall efficiency [31, 32]. Increased overall efficiency in power generation systems such as supercritical Brayton cycles CO2 can be effectively achieved by taking advantage of waste heat through an ORC, and optimizing it from an energetic and exergetic approach, this being the fundamental purpose of this work. There are several reasons why this work is being developed, among which the need to conserve natural resources, the limitations associated with the availability of spaces to generate energy in the places where these generation systems are installed, the cost savings required to make these solutions viable, the incentives obtained by proposing more efficient energy generation processes that have already been included in the energy policies, and regulatory framework in different countries [31]. Therefore, the main contribution of this article is to propose a comparative energy and exergy optimization using three swarm intelligence algorithms on the supercritical Brayton CO2 system with and without reheating integrated to an ORC cycle as bottoming cycle, which allows to increase overall thermal efficiency and obtain viable energy generation indicator, aspects that currently limit its technological growth, acceptance, and dissemination of this technology in the industrial sector. The performance of the PSO, GA, and RPS algorithms is studied under two optimization problems in the combined Brayton-ORC thermal system, the exergy destruction minimization, and the thermal efficiency maximization using the elapsed time, the root mean square error and the diversity as performance indicators. Also, a two-sample z-test was conducted to determine the significance level of the swarm intelligence algorithms in the energy and exergy optimization of the thermal system.

2. Methodology

2.1. System description

Initially, the carbon dioxide at a high temperature and pressure point (St.1) enters the primary turbine (10) of the Brayton S-CO2 cycle, and then it is reheated (13) and expanded at a lower pressure and temperature in the second turbine (11). Afterward, a recuperator is used to allow the reheating of the current that leaves the compressor (8) at point (St.7) and is directed to the heater (12) at point (St.8), while the St.5 current is cooled by yielding heat to the thermal oil so that it is subsequently compressed (St.6) by the compressor (8).

The thermal oil (Therminol 75) receives the heat in the heat exchanger (1), to be transferred to the SORC evaporator (2), which has three stages called preheating, evaporation and overheating, whose purpose is to transfer the heat to the toluene, and then through Pump 1 (3) drive the Therminol 75 to repeat the thermal oil circuit. Afterward, the organic fluid at a high temperature and pressure (St.12) enters the turbine (4) and is expanded by decreasing its pressure and temperature to enter the cooler (5) and the condenser (6), where the organic fluid is cooled by the water that enters at ambient pressure (St.17 - St.19), and then it is directed to the reservoir. Then, the working fluid when leaving the condenser (6) at point (St.15) is a saturated liquid, to enter Pump 2 (7), and then the evaporator (St.16), completing the cycle as shown in Figure 1.

2.2. Thermodynamic model

For the thermodynamic study of the system, the mass balance as shown in Eq. (1) is applied, and energy by means of Eq. (2) to each of the components considering a steady-state operation for the components, according to the thermophysical properties of the working fluids operating in the system. In the case of the Brayton S-CO2 cycle, the carbon
dioxide approaches the critical point [33], while in the SORC the Toluene, has shown good performance in these systems [34], is considered as the organic working fluid.

\[
\sum \dot{m}_{\text{in}} - \sum \dot{m}_{\text{out}} = 0
\]

(1)

\[
\sum \dot{m}_{\text{in}}h_{\text{in}} - \sum \dot{m}_{\text{out}}h_{\text{out}} + \sum Q + \sum \dot{W} = 0
\]

(2)

where \( \dot{m} \) is the mass flow, \( h \) is the specific enthalpy of the fluid, \( Q \) and \( W \) are the heat and power rates, respectively. On the other hand, the net power of the Brayton cycle \( (W_{\text{net.Brayton S-CO}_2}) \), is calculated from the power values of the turbine primary (10) and secondary (11), and the compressor (8), as shown in Eq. (3), while the net power of the SORC in Eq. (4), is a function of the generated power of the turbine (4), Pump 1 (3), and Pump 2 (7).

\[
W_{\text{net.Brayton S-CO}_2} = W_{\text{Turbine}} + W_{\text{Compressor}} - W_{\text{Pump 1}} - W_{\text{Pump 2}}
\]

(3)

\[
W_{\text{net.SORC}} = W_{\text{Turbine}} - W_{\text{Pump 1}} - W_{\text{Pump 2}}
\]

(4)

The specific physical exergy \( (e_{\text{ex}}) \) without considering the variation of kinetic and potential energy, was calculated by Eq. (5).

\[
e_{\text{ex}} = h_i - h_0 - T_0 \cdot (s_i - s_0)
\]

(5)

where \( h_0 \) and \( s_0 \) correspond to the specific enthalpy and entropy at the reference conditions of temperature \( (T_0) \), and pressure \( (P_0) \), respectively. These reference conditions are \( T_0 = 298.15 \) K, and \( P_0 = 101.325 \) kPa.

For the exergetic analysis of the system, the balance of exergy was applied to each component of the system by means of the second law of thermodynamics \( (\text{Equation 6}) [35] \).

\[
E_d = \sum \dot{m} \cdot e_{\text{ex}} - \sum \dot{m} \cdot e_{\text{ex}} - \dot{E}_{\text{in}} - \dot{E}_{\text{out}} = T_0 \cdot S_{\text{gen}}
\]

(6)

where \( E_d \) is the destruction of exergy, \( e_{\text{ex}} \) is the exergy of flow, \( \dot{E}_{\text{in}} \) and \( \dot{E}_{\text{out}} \) are the exergy by transfer of energy in the form of heat and work, and \( S_{\text{gen}} \) is the entropy generated.

From the results of the exergy balance, the exergetic efficiency was calculated \( (\eta_{\text{ex}}) \), both for the system and for each component of the thermal system is shown in Eq. (7).

\[
\eta_{\text{ex}} = \frac{\dot{E}_{\text{Product}}}{\dot{E}_{\text{Fuel}}}
\]

(7)

where \( \dot{E}_{\text{Fuel}} \) is the exergy supplied to the component, while \( \dot{E}_{\text{Product}} \) is the output exergy. The definition of Fuel-Product for each component of the system is shown in Table 1.

The thermal efficiency of the Brayton cycle \( (\eta_{\text{th.Brayton S-CO}_2}) \) is calculated by Eq. (6), which is a function of the net power of the Brayton cycle, and the sum of the heat from the heater (12) and re heater (13), which make up the heat source.

\[
\eta_{\text{th.Brayton S-CO}_2} = \frac{W_{\text{net.Brayton S-CO}_2}}{Q_{\text{heater}} + Q_{\text{heater}}}
\]

(8)

Eq. (9) is used to calculate the thermal efficiency of the SORC cycle \( (\eta_{\text{th.SORC}}) \), the net power of the SORC cycle is taken into account, with respect to the heat recovered from the heat exchanger (1).

\[
\eta_{\text{th.SORC}} = \frac{W_{\text{net.SORC}}}{Q_{\text{heater}}} - Q_{\text{heater}}
\]

(9)

Thus, the overall efficiency of integrated system Brayton S-CO\(_2\) – SORC is a function of net power and heat source, as shown in Eq. (10). Therefore, the integrated system presents an enhancement in the thermal efficiency respect to the Brayton cycle \( (\Delta \eta_{\text{th}}) \).

\[
\eta_{\text{th.overall}} = \frac{W_{\text{net.Brayton S-CO}_2} + W_{\text{net.SORC}}}{Q_{\text{heater}} + Q_{\text{heater}}}
\]

(10)

### Table 1. Fuel-Product definition for each component.

| SORC Component | Fuel | Product | Loss |
|----------------|------|--------|------|
| Heat exchanger | \( E_0 \) | \( E_0 - E_{11} \) | \( E_{11} \) |
| Pump1          | \( W_{P1} \) | \( E_{11} - E_{10} \) | - |
| Evaporator     | \( E_0 - E_{10} \) | \( E_{12} - E_{15} \) | - |
| Turbine        | \( E_{12} - E_{13} \) | \( W_{P1} \) | - |
| Cooler and condenser | - | - | \( E_{19} \) |
| Pump2          | \( W_{P2} \) | \( E_{26} - E_{35} \) | - |

| Brayton S-CO\(_2\) Component | Fuel | Product | Loss |
|-------------------------------|------|--------|------|
| Compressor                   | \( W_{\text{comp}} \) | \( E_5 - E_6 \) | - |
| Turbine primary              | \( E_1 \) | \( E_2 \) | \( W_{P1} \) |
| Turbine secondary            | \( E_3 - E_4 \) | \( W_{P2} \) | - |
| Reheater and heater          | \( E_8 - E_1 + Q_e \) | \( E_5 - E_2 \) | - |
| Recuperator                  | \( E_4 - E_5 \) | \( E_8 - E_7 \) | - |
2.3. Optimization algorithms

Genetic algorithms consist of optimization methods developed to solve complex problems with many elements and a variety of constraints and variables coexisting in one or several solutions, which are not possible to approximate by means of linear programming. The methods to be used in this work are described in the following sections.

2.3.1. Particle swarm optimization (PSO)

It is a stochastic method of optimization, which addresses the behavior in the society of some communities of organisms such as swarms of insects, birds, groups of fish, among others. Therefore, such behavior is based on the transfer of events from each individual to others of the same group [36, 37] in which the movement of these to a more favorable position in specific search space is observed. In this way, this analogy previously commented is implemented where an algorithm based on a set or population of individuals called swarm was implemented, in which each individual called particle represents the possible solution. The flowchart of the PSO algorithm is shown in Figure 2, where it was implemented and developed in the software Matlab®.

The algorithm is made up of a swarm of i particles with negligible mass and volume, which move in the space of D dimensions. Therefore, the velocity vector that directs its movement from one position to another represents the capacity of the particle to find the solution.

The PSO model relates two types of learning for each particle. The first type is related to the personal experience that the particle develops and the second is related to the experience that the particle obtains in relation to the positions previously visited by the particle, it is presented as a vector and is known as gbest, which is described as follows.

$$\Psi_P = \{\psi_{P1}, \psi_{P2}, \ldots, \psi_{PD}\}$$ (11)

Likewise, the second type of learning is distinguished as gbest which is defined as the learning relationship that the particle obtains in relation to the interaction between it and the environment, in other words, it can be said that it is called a collective behavior is denoted vectorially as shown below in Eq. (12) [37].

$$\psi_i = \{\psi_{i1}, \psi_{i2}, \ldots, \psi_{iD}\}$$ (12)

The position and velocity of each particle in the swarm are calculated by Eqs. (13) and (14), which are determined for the iteration that is composed of particle experience and inertial weight.

$$X_i(t) = \{x_{i1}, x_{i2}, \ldots, x_{iD}\}$$ (13)

$$V_i(t) = \{v_{i1}, v_{i2}, \ldots, v_{iD}\}$$ (14)

For each iteration number, the particles are evaluated according to a quality assessment, or journey performance, which is called the fitness function, which assigns a fitness value to each particle i, and is calculated by Eq. (15).

$$f(i) = \{w_1|\delta_1^0(i)| + w_2|\delta_2^0(i)| \ldots w_n|\delta_n^0(i)|\}$$ (15)

where w is the weight assigned to each sensitivity, Q is a quality factor taking into account that there is no prioritization between them. On the other hand, the update of the velocity and position of each particle i for each generation by modifying its Xi position, and its velocity Vi towards Pbest (ψP) and gbest (ψG). Thus, the updated velocity and position is calculated by means of Eq. (16).

$$V^{k+1}_i = \{nv^k_i\} + a_1c_1(\psi^k_{P1} - X^k_i) + a_2c_2(\psi^k_{G1} - X^k_i)\ldots v_{PD}$$ (16)

where $v^{k+1}$ is the impact that the existing velocity of the particle has on the speed with which it will move to the next position, $v^k$ represents inertia, the constants “a” are known as acceleration coefficients, and “c” refers to independent random variables with a uniform distribution. Additionally, Eq. (17) allows the calculation of the next position of the particle, taking into account the velocity.

$$X^{k+1}_i = X^k_i + V^{k+1}_i$$ (17)

2.3.2. Repulsive particle swarm (RPS)

The repulsive particle swarm optimization method (RPSO) is a model based on the PSO method that, by increasing its performance when converging in the search space [42], based on the repulsion between the particles, because the PSO model does not guarantee the global optimal when converging, having a large number of optimization parameters and local optimal [43]. This methodology can find the global optimum with Eq. (18).

$$v^{k+1}_i = w_i v^k_i + c_1 r_1 (p^k_i - x^k_i) + c_2 r_2 w (p^k_i - x^k_i) + c_3 r_3 w v_i$$ (18)

where, $x^k_i$ and $v^k_i$ represent the position and velocity of particle i at the kth moment, p^k_i denotes a best-local position value found during the kth iteration by particle i, w is an inertial factor. Also, the r1, r2 and r3 are uniform random variables between 0 and 1, while the c1, c2 and c3 are the acceleration coefficients. Finally, v_i indicates the random velocity component, which varies between 0 and 1. Thus, for each particle, the position in the k+1 iteration is estimated from its new velocity using Eq. (19).

$$x^{k+1}_i = x^k_i + v^k_i$$ (19)

The implementation algorithm is the same as the one used by the PSO showed in Figure 2. The PSO parameters are presented in Table 2.
2.3.3. Genetic algorithm (GA)

Genetic algorithms (GA) are biological algorithms based on evolutionary science, which offer solutions to problems in reality [38], thus obtaining optimal values of the problems, because the algorithm allows a good approach to the problem [39]. Figure 3 shows the representation of the GA algorithm steps, where the main steps are the crossover (Step 6), mutation (Step 7), and selection (Step 5), which are shown as the key phases of the optimization strategy. The growth response is shown in a string (either decimal or binary) called a chromosome, and two maternal strands cross, descendants, or new solutions are created by transferring genes from the chromosomes.

The crossover always has a higher probability, usually 0.8–0.95. The mutation, on the other hand, can be done by flipping a few digits of a string, which generates alternative solutions. The possibility of mutation is low, from 0.001 to 0.005. The new solutions of each generation are evaluated according to the idea of the same solution, which is linked to the objective function of the optimization problem. These new solutions are chosen based on the best solutions in the population and are passed to the next generation with few changes, directly to the process called elitism (Step 8) [40]. Finally, the criterion for the completion of the GA is to define the maximum number of interactions that the process can have. The parameters of the optimization algorithm considered in this study are shown in Table 3.

2.3.4. Performance indicators

Since the analyses of single-objective algorithms start with random populations and all operators are probability-based, it is important to evaluate the performance of these algorithms in many ways since a single measurement cannot determine the correct performance of these with respect to others. Therefore, objectives criteria such as proximity, diversity, and consistency must be met to determine how “ideal” the algorithm can be. The diversity allows knowing the compensations between the objectives that are being compared and those that are in conflict, the coherence shows if the algorithm can find all the regions of the space of ideal solutions.

For the evaluation of the indicators for the fulfillment of the objectives, the Elapsed Time will be used, which is the computational time expended by each swarm intelligence algorithms to find the ideal solution. Another indicator used in this comparative analysis is the root mean square error (RMSE) defined by Eq. (20), where the objective is to minimize the iterative output value ($x_t$) in the numerical computation, and the optimized last value ($\hat{x}_t$) at the end of the $N$ population.

$$RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (x_t - \hat{x}_t)^2}$$  \hspace{1cm} (20)

For each of the algorithms, the diversity $S(t)$ is also evaluated according to Eq. (21), which is the Euclidean distance between the possible solutions, allowing the algorithm to be exploited and explored.

$$S(t) = \frac{1}{N} \sum_{t=1}^{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2$$  \hspace{1cm} (21)

Parametric and non-parametric tests are performed in order to demonstrate a statistical hypothesis, indicating which optimization strategy is better (parametric) or to show differences between samples (non-parametric). To determine which swarm intelligence algorithm is the best for the energy and exergy optimization problem, a parametric statistical test is done to compare the three algorithms PSO, RPS, and GA for the Brayton S-CO$_2$-ORC system. The statistical test $Z$ is used for the parameters selected in Table 4.

The null hypothesis ($H_0$) in this study is a hypothesis that means that there is no statistical significance with a confidence level of 95% between the two optimization algorithm according to the performance indicator selected. Thus, the alternative hypothesis ($H_a$) is the motivation researcher tried to disprove and is accepted for the cases when there is a difference statistically significant between the two test samples. The study was developed using a Z test calculated from Eq. (22), for the problem to maximize thermal efficiency and minimize destroyed exergy with and without reheat in the Brayton system. The rejection zone, according to the values of Table 4, consists of the values less than 1.64.

$$Z = \frac{S(t) - \mu_0}{\sigma/\sqrt{N}}$$  \hspace{1cm} (22)

### Table 2. The RPSO parameters.

| Parameters        | Value |
|-------------------|-------|
| Maximum iteration | 30    |
| Population size   | 10    |
| Inertial factor, w| 0.4–0.9 |
| Cognitive parameters, $c_1$ | 1.5 |
| Social parameter, $c_2$ | 0.5 |
| Coefficient acceleration | 1.5 |

| Figure 3. GA flowchart. |
3. Results and discussions

3.1. Thermal analysis of the Brayton S-CO2 - ORC

The thermodynamic analysis of the ORC system as a bottoming cycle of the Brayton supercritical CO2 cycle was developed, attending to properties presented in Table 5 [5].

Considering the values described above, the thermodynamic properties for each cycle were obtained. In this case, Table 6 shows the values in each current of the organic fluid in the SORC system, Therminol 75 as working fluid in the thermal oil circuit, and CO2 for each state of the Brayton S-CO2 cycle.

Based on the values shown in Table 6 for each thermodynamic state of the SORC system in which toluene was used as the working fluid, the exergy balance for each component was developed, and Table 7 shows the different exergy destruction values according to the fuel and product approach.

For the integrated system Brayton S-CO2 - SORC with and without reheater, the exergy destroyed is greater for the heat exchanger equipment, and these are greater for the Brayton S-CO2 system operating with reheater, which is due to the effect of operation at higher temperatures that increase the heat transfer irreversibilities. Also, the evaluation of the exergy destroyed in the thermal source in both systems under the engine operation condition, revealed that the system without reheater presents a value of 97 kW, which corresponds to the highest value of exergy destroyed from the devices studied. These results are due to the increase in entropy production, since in the expansion stage of the system through the two turbines without reheater, greater flow, and energy supply is required to reach the power levels of the turbine for the case with overheating, and therefore a greater exergetic efficiency of the system is obtained.

3.2. Results of the traditional exergetic analysis

The exergy destruction for each component of the SORC and Brayton S-CO2 integrated system with and without reheater was calculated is presented in Figure 4. The values for the components of the Brayton S-CO2 cycle are shown in Figure 3a, where there is greater exergy destruction in the thermal source when Reheater is not used, which means a relative difference of 92.28% respect to the results obtained when this component is incorporated.

On the other hand, exergy destruction of approximately 11 kW is observed for the recuperator heat exchanger, achieving a 1.84% increase in exergy destruction when Reheater is not used. In addition, it was observed the zero-exergy destruction value for the secondary turbine because, in this component, the pressure ratio was not significant when not using Reheater. Also, the results for the SORC cycle are presented in Figure 4b, where higher exergy destruction is observed in the heat exchanger, observing a value of 6.5% higher than the system when not using Reheater. Similarly, it is inferred that the second component with the highest exergy destruction is the condenser with a percentage of 15.02% higher when using the Reheater. Thus, these research results show the existence of system parameters for optimal operation, type of organic working fluid, type of ORC and Brayton configuration, the value of temperature pinch in the evaporator and condenser in the ORC, type of heat exchangers, operational parameters of the Brayton as the high pressure and temperature, in addition to the size of the other system components, which are specific to the application studied and motivated the development of the parametric study presented as follow.

3.3. Energy and exergy parametric study

Table 8 presents the values of the decision variables considered to develop energy and exergy optimization. These selected values allowed an appropriate performance in the process.
The effect of the turbine inlet temperature (TIT), recuperator efficiency (εff), primary turbine efficiency (ηT1), evaporator pinch point (AP), evaporator pressure (Pevap), and high pressure (PHIGH) on the overall thermal efficiency and exergy destruction are studied for the different configurations of the S-CO2-SORC system with and without superheater, as shown in Figure 5.

The effect of the inlet turbine temperature (TIT) on the global thermal efficiency and exergy destruction is presented in Figure 4a, where approximately a constant value of 53% of global efficiency is evidenced for the system without reheater, and a considerable increase in the global efficiency is presented for the system with reheater, achieving about 58% at a TIT of 850°C. On the other hand, the exergy destroyed is conserved in small values (93 kW) for the system with reheater. However, when using a reheater, the exergy destroyed increases as the TIT increases, obtaining a value close to 225 kW. Therefore, it can be deduced from the results that for the system that does not use a reheater, the efficiency is maintained at an attractive value, and the exergy destruction is kept at minimum values, which could facilitate the worldwide implementation of these systems in a real industrial operational context.

In addition, as the recuperator efficiency (εff) increases, proportionally increase the overall thermal efficiency and the total exergy destruction decreases as shown in Figure 4b, where the overall efficiency without reheater (NRH) is 2.2% lower than the value obtained for the system with reheater (RH), and the exergy destruction is higher 13.53% with the use of reheater (RH) at 80% in the recuperator efficiency. These results show that from an energy point of view, the addition of a reheater is technical beneficial; however, the addition of a heat exchanger involves the enhancement of the heat transfer irreversibilities that cause greater exergy destruction. Thus, it is suggested to develop thermo-economic studies that allow obtaining an optimal configuration and operation conditions for this integrated thermal generation system.

Also, an increase in the turbine 1 efficiency, which is the primary turbine of the Brayton cycle, implies and enhancement in the cycle overall efficiency with reheater, as shown in Figure 5c. Besides, this value

The effect of the turbine inlet temperature (TIT), recuperator efficiency (εff), primary turbine efficiency (ηT1), evaporator pinch point (AP), evaporator pressure (Pevap), and high pressure (PHIGH) on the overall thermal efficiency and exergy destruction are studied for the different configurations of the S-CO2-SORC system with and without superheater, as shown in Figure 5.

The effect of the inlet turbine temperature (TIT) on the global thermal efficiency and exergy destruction is presented in Figure 4a, where approximately a constant value of 53% of global efficiency is evidenced for the system without reheater, and a considerable increase in the global efficiency is presented for the system with reheater, achieving about 58% at a TIT of 850°C. On the other hand, the exergy destroyed is conserved in small values (93 kW) for the system with reheater. However, when using a reheater, the exergy destroyed increases as the TIT increases, obtaining a value close to 225 kW. Therefore, it can be deduced from the results that for the system that does not use a reheater, the efficiency is maintained at an attractive value, and the exergy destruction is kept at minimum values, which could facilitate the worldwide implementation of these systems in a real industrial operational context.

In addition, as the recuperator efficiency (εff) increases, proportionally increase the overall thermal efficiency and the total exergy destruction decreases as shown in Figure 4b, where the overall efficiency without reheater (NRH) is 2.2% lower than the value obtained for the system with reheater (RH), and the exergy destruction is higher 13.53% with the use of reheater (RH) at 80% in the recuperator efficiency. These results show that from an energy point of view, the addition of a reheater is technical beneficial; however, the addition of a heat exchanger involves the enhancement of the heat transfer irreversibilities that cause greater exergy destruction. Thus, it is suggested to develop thermo-economic studies that allow obtaining an optimal configuration and operation conditions for this integrated thermal generation system.

Also, an increase in the turbine 1 efficiency, which is the primary turbine of the Brayton cycle, implies and enhancement in the cycle overall efficiency with reheater, as shown in Figure 5c. Besides, this value

Table 6. Thermodynamic properties for S-CO2-SORC system.

| State   | T [K]  | P [kPa] | h [kJ/kg] | S [kJ/kg K] | E [kW] |
|---------|--------|---------|-----------|-------------|--------|
| SORC    |        |         |           |             |        |
| St.16   | 340.23 | 4086.31 | 27.16     | 0.25        | 2.31   |
| St.16 f | 498.76 | 4086.31 | 462.77    | 1.28        | 31.41  |
| St.16 g | 498.76 | 4086.31 | 613.94    | 1.58        | 45.50  |
| St.12   | 530.95 | 4086.31 | 745.82    | 1.84        | 58.29  |
| St.13   | 392.70 | 136.21  | 511.47    | 1.69        | 13.09  |
| St.14   | 392.70 | 136.21  | 599.53    | 1.94        | 16.62  |
| St.15   | 338.15 | 136.21  | 511.47    | 1.69        | 13.09  |

Table 7. Exergy analysis results for each component.

| System          | Components | φF [kW] | φP [kW] | φD [kW] | φL [kW] | φF [kW] | φP [kW] | φD [kW] | φL [kW] |
|-----------------|------------|---------|---------|---------|---------|---------|---------|---------|---------|
| SORC            | Reheater   | 53.72   | 33.26   | 20.46   | -       | 47.75   | 19.13   | 19.13   | -       |
|                 | Pump 1     | 0.15    | 0.02    | 0.12    | -       | 0.16    | 0.13    | 0.13    | -       |
|                 | Turbine    | 30.39   | 25.87   | 4.51    | -       | 28.42   | 4.32    | 4.32    | -       |
|                 | Pump 2     | 0.24    | 0.19    | 0.05    | -       | 0.23    | 0.05    | 0.05    | -       |
|                 | Evaporator | 53.75   | 47.67   | 6.07    | -       | 47.78   | 4.17    | 4.17    | -       |
|                 | Condenser  | 17.47   | 8.46    | 9.01    | -       | 15.37   | 7.65    | 7.65    | -       |
| Brayton S-CO2   | Compressor | 60.69   | 55.99   | 4.69    | -       | 50.41   | 4.03    | 4.03    | -       |
|                 | Turbine primary | 68.85 | 66.88  | 1.97    | -       | 142.77  | 4.48    | 4.48    | -       |
|                 | Turbine secondary | 94.65 | 91.85  | 2.79    | -       | 0.00    | 0.00    | 0.00    | -       |
|                 | Recuperator | 163.74 | 152.54 | 11.20   | -       | 141.28  | 11.41   | 11.41   | -       |
|                 | Thermal source | 53.28 | 45.79  | 7.48    | -       | 235.00  | 97.00   | 97.00   | -       |
Table 8. Range of decision variables.

| Variables        | Symbol | Units | Brayton S-CO₂-SORC |
|------------------|--------|-------|-------------------|
|                  |        |       | Minimum | Maximum |
| Turbine inlet temperature | T_{in} | °C    | 500 | 800 |
| Efficiency | ε | % | 70 | 95 |
| Turbine efficiency | η_{T} | % | 70 | 95 |
| AP | AP | °C | 15 | 35 |
| Evaporator pressure | P_{evap} | MPa | 0.45 | 3.55 |
| High pressure | P_{HIGH} | MPa | 20 | 30 |

Figure 4. Exergy destruction fraction for each component.

Figure 5. Overall thermal efficiency and total exergy destruction as a function of the (a) turbine inlet temperature, (b) recuperator efficiency, (c) primary turbine efficiency, (d) evaporator pinch point, (e) evaporator pressure, and (f) high pressure.
is higher than the results obtained without reheater (NHR), and the exergy destruction for the system with reheater presents a decrease when the turbine efficiency increases from 70% to 80%. Therefore, the turbine efficiency is a relevant variable to consider in the energy and exergy optimization approach and should also be considered in thermo-economic studies because of the purchase equipment cost, and thermo-economic indicators of these systems are a function of the power generated and efficiency.

From the parametric results presented in Figure 5d, where the effect of the evaporator pinch point (AP) on the overall thermal efficiency and total exergy destruction is studied, it is observed greater efficiency and equally more significant exergy destruction with the Brayton cycle operating with reheater (RH). However, it is clear that as AP increases, exergy destruction decreases for the integrated system with and without reheater, which directly affects the amount of evaporated organic fluid available for expansion in the ORC turbine, and the heat transfer area required for the evaporator. The evaporator pinch point is defined as the minimum temperature difference between the thermal oil and the organic working fluid in the evaporator. This value increases at constant operation parameters of the process leads to an increase in the energy generated by the integrated system using toluene as the organic working fluid, which is explained by the thermal proximity between the organic fluid and the thermal oil.

Figure 5e shows an increase in evaporator pressure (Pevap) that leads to higher system efficiency when using a reheater, and lower exergy destruction when not using a reheater, establishing that for a Pevap of 2.25 the overall thermal efficiency is 2.4% lower without the use of a reheater, and the exergy destruction is 8.6% higher with the use of a reheater. Thus, these results are due to the fact that the configurations that use the reheater have lower total exergy losses, with a decrease of around 10% in the high temperature of the system. In addition, both the configuration without reheater and reheating, the highest exergy losses are presented by the exergy gained by the cooling CO₂ and heat transfer in the heat source, as these are included for the case of configuration with reheating between 14% and 18% of total losses, while for configurations without reheating, exergy losses due to exergy gained by air and heat source are in the range of 12% and 15% of total losses.

Finally, when increasing the high pressure (PHIGH), a small decrease in overall thermal efficiency was achieved with and without reheating, as shown in Figure 5f. Also, in the case of exergy destruction, a reduction is shown when the high pressure is greater than 26 MPa for both cases of with and without reheating. This is because operation in the compression and expansion stages occurs at lower pressure ratios, and therefore power generation is reduced. Thus, this operational parameter plays an important role in the energy and exergetic optimizations of this type of integrated system.

3.4. Optimization of the integrated S-CO₂–SORC system with and without reheater

An analysis of the thermal efficiency (ηₚ) and exergy destroyed (E_d) behavior for the integrated S-CO₂–SORC system was carried out with and without reheater, taking into account four different numbers of particles, and 30 iterations, in which the value of the particles and iterations number that maximizes the thermal efficiency and minimizes the total exergy destruction are studied. Figure 6 presents the results obtained in the optimization study with the PSO algorithm.

According to the results presented in Figure 6a, in which a maximization of the thermal efficiency for the Brayton S-CO₂–SORC system without reheater (NHR) was obtained, the maximum thermal efficiency of 55.53% is achieved when 19 is the number of iterations, and 25 is set as the number of particles. Likewise, in Figure 6b, the same analysis is shown for this case, but with reheater (RH), and it is observed that for a 25 in the number of particles and an iteration value of 11, a maximum value of efficiency of 56.95% is obtained. These results are quite promising due to the levels of thermal efficiency achieved allows thinking about a wide application of these systems for energy self-generation in industrial environments, once their technical and economic feasibility is evaluated and guaranteed.

On the other hand, it is sought to optimize the system by means of the total exergy destruction minimization, as shown in Figure 6c, where it is observed that the lower value obtained in the total exergy destruction was 60.72 kW (NHR) with 6 iterations and 15 in the number of particles. Likewise, for the case presented in Figure 6d, the minimization of total exergy destruction was obtained at the iteration 6, and 20 in the particle number, which achieved the lowest the total exergy destruction value in the system (RH) of 112.06 kW.

The decision variable behavior when the maximum thermal efficiency of 55.53% is obtained for the supercritical CO₂ cycle without reheater, and particle number of 25 (Solution I), is presented in Figure 7. The decision variables presented are the turbine inlet temperature (T₁), and the high pressure (PHIGH) in Figure 7a, the recuperator effectiveness (εᵣ), and the primary turbine efficiency (ηₚ₁) in Figure 7b, the evaporator pinch point (AP), and the evaporator pressure (Pevap) in Figure 7c. The same decision variables were studied for the system with reheater and particle number of 25 from Figure 7d–f (Solution II), where the higher thermal efficiency of 56.95% was achieved.

Figure 7a shows that the temperature at the turbine inlet increases steps by step until iteration 8, then the value remains stable at approximately 800 °C, in parallel with the high pressure (PHIGH) begins to drop considerably to 20000 kPa. Therefore, the tendency for better system performance is obtained at higher high inlet turbine temperatures, and high pressures at medium values in order to have pressure ratios that do not increase the heat transfer irreversibilities in the compression and expansion equipment.

In Figure 7b, the effectiveness of the recuperator increases up to an iteration number of 4 achieving 90%, and in the same way, the turbine efficiency increased until it stabilized in 92.8% with a number of iterations of 7. This result is due to the nature of the objective functions considered in the optimization since these by not considering economic aspects such as the purchase equipment cost assigns the efficiencies of these devices to the upper limit considered in the PSO optimization.

From the results presented for the AP and Pevap as shown in Figure 7c, it is observed that the two variables show a decrease in the first iterations and then increase step by step, giving rise to a stabilization in the evaporator pinch point in 35 °C, and in the evaporator pressure is 2.9 MPa. The initial behavior of these variables is due to the need to have an evaporator pinch point as low as possible at low turbine inlet temperatures, to achieve the best possible thermal performance of the integrated system.

Then, the analysis for the system with superheat (RH) is shown in Figure 7d, where the temperature at the turbine inlet considerably increases until iteration 10 at a temperature of 800 °C, then the value remains stable, while the high pressure (PHIGH) begins to increase in the first iterations up to 25000 kPa, then decreases until iteration 13 where a pressure of 20000 kPa is stabilized, which is a similar result to the obtained with the NHR system. Therefore, the most important variable in the thermal performance of an integrated supercritical CO₂ Brayton – ORC system is the temperature and pressure reached by the CO₂ at the inlet turbine. Thus, additional research should be done on more efficient printed circuit heat exchange systems that do not generate so many heat transfer irreversibilities. Besides, in Figure 6c, it is evidenced by the same behavior presented by the NHR.

The decision variable behavior in the analysis of the integrated supercritical CO₂ cycle without reheater and ORC for the number of particles in 15 that achieved the lowest exergy destruction with 60.72 kW (result presented in Figure 6c) is related to the solution III and presented from Figure 8a–c, while the Solution IV presented from Figure 8d–f is related to the integrated system with reheater for the number particles of 20 to achieve the lower exergy destruction with 112.06 kW (result presented in Figure 6d).
For solution III as shown in Figure 8a, it is observed that stabilization was achieved at a lower iteration number compared to the solution I (Figure 7a) where the turbine inlet temperature (TIT) decreases considerably at 500 °C, and the high pressure (PHIGH) increases to 30000 kPa at an iteration of 5. Therefore, when the optimization method considers the total exergy destruction as an objective function, the PSO method spends fewer iterations to reach convergence and optimal values.

For the case of Figure 8b, it is observed that the efficiency of the recuperator suddenly increases to 90% at an iteration of 2. Similarly, the efficiency of the turbine at an iteration of 8 stabilized at a value of 90%. On the other hand, an oscillatory behavior was reflected in the AP variable presented in Figure 8c, in which it was not possible to reach a stable value. However, in the iteration of 27 a small AP oscillation is observed between 16.0 °C and 16.2 °C, and in the case of the evaporator...
pressure, it remains stable at the iteration value of 4 to a value of 0.46 MPa.

In Table 9, four solutions are presented according to the simulations results presented related to the operating conditions of the Brayton S-CO2-SORC integrated system. A comparative study was carried out between the solutions to obtain maximum thermal efficiency for the Brayton system with (Solution II) and without Reheater (Solution I). Also, the comparative study for the minimization exergy destruction problem was considered with (Solution IV) and without Reheater (Solution III) in the Brayton system. The maximum power (234.72 kW) was obtained when the thermal efficiency with Reheater is maximum, which approximately doubles the power obtained while the exergy destruction in the system is minimized. Therefore, considering that the technical and economic viability of these systems is reached with the greater production of energy, it is suggested to orient the technological efforts in increasing the thermal performance of the integrated thermal system in the first instance and then to identify the components that have more opportunities of exergetic improvement due to the high heat transfer irreversibilities that occur in this equipment.

The main contribution of this research is to find opportunities for improvement through genetic algorithm optimizations using exergetic analysis as an input variable by changing the operating conditions of the thermal cycle. However, it is recommended to implement thermo-economic analyses to expand the range of the study and find more variables of opportunity, using indicators such as the LCOE and focusing on variables based on exergy analysis [41]. The inclusion of these thermo-economic indicators in the objective variables will allow obtaining a Brayton S-CO2-SORC thermal generation system optimized thermo-economically in real operation contexts, where the ORC behaves as a glue cycle that favors the technical and economic viability for its commercial application. This viability is due to the use of residual heat from the Brayton S-CO2 cycle, since the availability of energy contained in the CO2, and the amount of additional energy that could be generated with the use of ORC without additional fuel consumption, provide the opportunity to reduce energy costs of generation, achieve shorter payback periods and reduce environmental impacts associated with the system [41].

Furthermore, it is recommended to use environment variables, which can be taken from methodologies based on Eco-99 method such as the life cycle analysis (LCA), methodologies with exergetic analysis such as traditional and advanced exergetic-environmental analysis. Theses methodologies allow to evaluate and describe the thermodynamic properties, the energy duty of the equipment, and the improvements potential of the components from a thermodynamics second law point of view, including the potential environmental impact in all the LCA phase, which are the construction, operation and decommissioning of the system.

3.5. Comparative performance of different swarm intelligence algorithms

A complementary analysis of the thermal efficiency and exergy destruction behavior is performed for the integrated S-CO2-SORC system considering the reheater and without it. For this, the RPS and GA algorithms were taken into account from the swarm intelligence algorithms, with the parametric conditions proposed in Tables 2 and 3, respectively. Also, the results presented in Figure 5 for the PSO algorithm was considered for the number of iterations 30. This analysis is based on the results of Figure 6 and takes the same operating conditions: maximizing thermal efficiency and minimizing exergy destruction in the three algorithms presented and observing their convergence with respect to the iterations proposed. The results obtained from this analysis are presented in Figure 9.

According to the results shown in Figure 9, the maximum thermal efficiency that can be achieved in a system with a reheater (Figure 9a) and without a reheater (Figure 9b) was evaluated, as well as the minimum value in the exergy destruction withdrawal (Figure 9c) and without (Figure 9d) reheater. In Figure 9a a maximum thermal efficiency of the system with reheater of 56.95% was obtained in iteration number 19 for the PSO algorithm, which was shown to have the faster convergence and stability, respect to the RPS and GA algorithms, which reached a thermal efficiency value of 55.95% and 54.45%, respectively. These results are due to the rapid convergence of the PSO algorithm, compared with the other global optimization algorithms, such as GA and RPS, in addition to its easy implementation, simplicity in its optimization strategy, and it is the most efficient global search algorithm among those studied with the best computational efficiency.

The maximum thermal efficiency of 55.53% for the PSO algorithm was obtained for the thermal system with reheate, as shown in Figure 9b, 54.53% for the RPS algorithm, and 53.09% for the GA algorithm. This shows the good performance of the PSO algorithm in thermal system
optimization, which is promising for implementation in self-generated energy applications, and that it is the right algorithm to use in those environments due to its local convergence. Additionally, the deviation of the RPS algorithm can be explained by the facility of this algorithm to fall into optimal local values within the high dimensional search space, and the comparatively low convergence ratio in the iterative optimization process developed in the energy efficiency maximization, regardless of whether the system has reheater.

On the other hand, in Figure 9c are shown the minimum value of exergy destruction for the PSO algorithm (112.95 kW) without reheat, RPS algorithm (132.72 kW), and GA algorithm (139.73 kW), while in Figure 9d, it is shown that the minimum exergy destruction obtained with the PSO algorithm (114.88 kW), RPS algorithm (131.37 kW), and GA algorithm (135.73 kW). In these processes of exergy destruction minimization, better results can be obtained for the GA algorithm by extending the population size, but in this study, due to its computational implementation, a finite equal size (30) has been limited for the three methods. In addition, it is demonstrated that with the use of an incorrect objective function in these problems, it is possible that the algorithm is not able to find a correct solution to the problem or the best-operating conditions of the system in terms of energy or exergy approach.

In this case, the same result is presented for Figure 9a, b, where the PSO algorithm is shown to have the best performance reaching the optimal value in iteration number 3. For this reason, it is recommended to opt for the PSO, which has had greater acceptance due to its easy algorithmic implementation among the optimization strategies studied, despite the fact that both (PSO and GA) were proposed by almost a year.

Once the comparisons between the algorithms were made, the performance indicators were evaluated, with the aim of showing which is the ideal algorithm for the integrated S-CO₂-SORC system. Three

---

Table 9. Thermal optimization solution in the Brayton S-CO₂-SORC.

| Parameter | Symbol | Unit | Solution I (NRH) | Solution II (RH) | Solution III (NRH) | Solution IV (RH) |
|-----------|--------|------|-----------------|-----------------|-------------------|-----------------|
|           |        |      | Maximize thermal efficiency | Minimize exergy destruction | Maximize thermal efficiency | Minimize exergy destruction |
| TIT       | C      |      | 800.00          | 800.00          | 500.21            | 500.23          |
| PHIGH     | kPa    |      | 20000.00        | 20000.31        | 30000             | 27781.70        |
| εff       | %      |      | 0.9             | 0.9             | 0.9               | 0.9             |
| ηT1       | %      |      | 0.93            | 0.93            | 0.93              | 0.93            |
| ΔT         | °C     |      | 35              | 35              | 16.20             | 23.27           |
| Pexp       | MPa   |      | 2.92            | 3.55            | 0.45              | 0.45            |
| Δhthr     | %      |      | 28.26           | 27.34           | 26.40             | 26.85           |
| ηSORC     | %      |      | 21.03           | 21.44           | 15.08             | 14.94           |
| ηf, Brayton S-CO₂ | % |      | 43.29           | 44.72           | 33.71             | 34.56           |
| ηf,overall | %     |      | 55.53           | 56.95           | 42.61             | 43.84           |
| Ed        | kW     |      | 62.04           | 121.47          | 60.72             | 112.06          |
| wnet      | kW     |      | 200.87          | 234.72          | 109.34            | 116.46          |

Figure 9. Optimization result with the three swarm intelligence algorithms for (a) Maximum efficiency without reheat, (b) Maximum efficiency with reheat, (c) Minimum exergy destruction without reheat, and (d) Minimum exergy destruction with reheat.
indicators were evaluated, as shown in Figure 10, for the cases of maximizing the energy efficiency and minimizing the exergy destruction with and without reheater: Elapsed Time (Figure 10a and 10b), RMSE (Figures 10c, d) and Diversity (Figure 10e, f).

For Figure 10a, it is shown that for the algorithms evaluated with reheater, the elapsed time takes values of more than thousands above the values of elapsed time without reheater, this shows that the inclusion of reheater in the algorithm considerably affects the response time for obtaining computational results, which is a consequence of the computational algorithm loop and thermal system complexity. Similarly, Figure 10b shows that the response time of the PSO algorithm is reduced for both the integrated system and the integrated system without reheater in comparison with the other algorithms evaluated, which is favorable for the evaluation of exergy destruction reduction.

Also, the results of root mean square error performance indicator is shown in Figure 10c for the three algorithms evaluated, where it is observed that the GA algorithm is the one that reduces the least its value with respect to the other algorithms studied, so this algorithm should not be used for energy and exergetic optimization problems of S-CO₂-ORC thermal systems since in addition to consuming significant computational time in its execution and computational power, reaches values with higher mean square errors than alternatives such as PSO and RPS.

Figure 10d shows that the highest RMSE reduction is observed in the PSO algorithm for the integrated system without reheater, which is shown as the favorable optimization algorithm option due to the fulfillment of the objective for this thermal case study. In addition, Figure 10e shows the PSO algorithm for evaluation with reheater with the least diversity value among the remaining algorithms, showing it as a strong candidate for the ideal algorithm for the solution of the case. This result is due to the PSO is a blind search method, which is only guided by the selected fitness function, and the particle swarm operators are independent of the selected problem, thus making them general and indifferent to whether the Brayton system has a reheater or not integrated to the ORC.

Figure 10f shows the diversity for the case of minimum exergy reduction between the three algorithms with reheater and without reheater, where the algorithms behave similarly, with the highest diversity for the algorithms implemented to problems without reheater.

However, these results are due to the algorithm computational structure since in this study, parameters were selected that guarantee the diversity of the population to have a high representation in the search space and avoid premature convergence in the search for a better energetic and exergetic performance of the integrated system.

To complete the analysis, Figure 11 shows the maximum, minimum, and average values of each performance indicator for the PSO, RPS, and GA algorithms evaluated in the Brayton S-CO₂- SORC combined system with reheater and without reheater.

In Figure 11a, it is shown that the minimum elapsed times between the algorithms were obtained by the PSO without reheater (50.12 s) and RPS without reheater (85.12 s) algorithms. Also, in Figure 11b it is shown as the GA algorithm presented the highest elapsed time values as a consequence of the high complexity of the problem, presenting minimum considering the reheater of 103.13 s, maximum of 1551.64 s, and average 3049.9 s. Figure 11d shows the RMSE values for the studied algorithms, presenting the lowest values for the PSO NRH algorithm, where minimum (0.56), and maximum (0.99) values were obtained. Figure 11f presents values for diversity, where the lowest values were presented for PSO NRH, with a minimum value of 0.10. Therefore, a possible solution for the high complexity problem involved in the optimization of these integrated energy systems may be the use of distributed computer systems, where it is possible to run intelligent swarm algorithms in parallel, where each processing unit can operate in an isolated population of particles, and the best individuals from each isolated population are run in other computer units. This alternative will allow the development of studies of greater complexity, such as the thermo-economic optimizations of these thermal systems that require more computational resources.

3.6. Statistical test

From Tables 10, 11, and 12, the Z values for the statistical test performed is presented for the three optimization algorithms, determining the significance of the proposed mean comparison test, where "S" means that evidence of a significance is found and the null hypothesis must be rejected, while "NS" means that some evidence of significance has not been found and the null hypothesis must be accepted. These tables take

![Figure 10. Performance indicator responds for Elapsed time (a) maximum efficiency, (b) minimum exergy destruction, for RMSE (c) maximum efficiency, (d) minimum exergy destruction, for Diversity (e) maximum efficiency, and (f) minimum exergy destruction.](image-url)
the algorithm and performance indicator depending on the optimization objective, and each method studied in this thermal configuration.

The hypotheses proposed in this statistical test are presented as follows:

$H_0$: The mean obtained in the performance indicator (Elapsed time/Diversity/RMSE) using the (PSO/RPS/GA) algorithm for the (maximizing the thermal efficiency/minimizing the exergy destruction) problem in the Brayton S-CO$_2$-ORC integrated system without reheater and with reheater is statistically equal.

$H_1$: The mean obtained in the performance indicator (Elapsed time/Diversity/RMSE) using the (PSO/RPS/GA) algorithm for the (maximizing the thermal efficiency/minimizing the exergy destruction) problem in the Brayton S-CO$_2$-ORC integrated system without reheater and with reheater is statistically different.

The statistical test results show that in most cases, there is a significant difference with a confidence level of 95%, with the PSO optimization result different in five tests, which imply to reject the null hypothesis. The least relevance was the GA algorithm, presenting similar results for the performance indicator, including the reheater in the system, mainly for the Diversity and RMSE tests.

4. Conclusions

It was verified that the PSO metaheuristic algorithm has the potential to be used in the optimization of several objective non-linear functions subject to equality or inequality constraints, among which are included the problems of energy and exergetic optimization of the integrated S-CO$_2$-SORC power generation systems. The PSO, for the cases studied, gave an approximate answer that satisfies the optimization needs and contributes to solving nonlinearity problems present in most engineering and scientific applications. If a very high precision response is required, regardless of the required computational costs, a deterministic method is an appropriate choice for the target functions studied in this paper.

The results obtained in the present investigation allowed to observe that during the maximization of the thermal efficiency in the S-CO$_2$-SORC system, a value of 56.95% was reached with the use of reheater for a number of particles of 25. Likewise, when deactivating the use of the reheater in the system, the efficiency decreases, reaching a maximum thermal efficiency of 55.53% at the same number of particles with the PSO algorithm, so a 1.42% improvement is obtained when using reheater in a Brayton supercritical CO$_2$ cycle.

In the case of minimizing exergy destruction, the integrated S-CO$_2$-SORC system without reheater to a particle number of 15 showed a considerable decrease to a value of 60.72 kW; otherwise, it is presented in the system when using the reheater where an increase of 112.06 kW is seen. Thus, it is suggested to use the system without reheating when a good exergetic performance of the integrated system with an ORC is preferred.

The optimizations developed for the integrated S-CO$_2$-SORC system allowed to obtain favorable energy indicators of the system when using
reheater and to select thermal efficiency as the objective function in the optimization approach. The study allowed to obtain promising energy indicators such as the thermal efficiency of the Brayton (44.72%), the thermal efficiency of the SORC cycle (21.44%), and the overall efficiency of integrated system Brayton S-CO₂ - SORC (56.95%), which is a consequence of the reheater and the waste heat recovery in the heat exchanger of the organic Rankine cycle. However, in exergetic terms, this configuration is not the best option because it has heat transfer irreversibilities; so, the total exergy destroyed of 121.47 kW was the highest presented.

It is recommended as future work to include thermo-economic and environmental variables to increase the opportunities for improvement of the input variables and components of the system from the irreversibilities of the components and environmental impacts.

A comparative analysis of the swarm intelligence algorithms response was presented using a statistical z-test for the Elapsed time, Diversity, and RMSE as a performance indicator to maximize the energy efficiency and to minimize the exergy destruction with and without the rehear in Brayton system integrated to the ORC as bottoming cycle. The PSO optimization algorithm was evidenced by the best performance, and it is suggested in these applications based on the behavior of the swarming characteristics of the population.

Although both GA, RPS, and PSO are in the group of optimization algorithms are an important part of intelligent algorithms, they have some disadvantages that do not allow it to be applied to any optimization problem with an error ratio, diversity, and computational resource. To overcome these limitations, it is suggested to study the performance of algorithms based on the combination of both PSO and RPS with GA, in order to increase their overall performance. The combination of these optimization algorithms implies the development of an integrated algorithm with a high practical component, that works with a high degree of parallelism, where each particle is processed individually which makes possible the use of computers in parallel and the possibility of having more complex objective functions of thermo-economic and environmental character.
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