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Abstract

Deep Neural Networks (DNNs) have been shown vulnerable to Test-Time Evasion attacks (TTEs, or adversarial examples), which, by making small changes to the input, alter the DNN’s decision. We propose an unsupervised attack detector on DNN classifiers based on class-conditional Generative Adversarial Networks (GANs). We model the distribution of clean data conditioned on the predicted class label by an Auxiliary Classifier GAN (AC-GAN). Given a test sample and its predicted class, three detection statistics are calculated based on the AC-GAN Generator and Discriminator. Experiments on image classification datasets under various TTE attacks show that our method outperforms previous detection methods. We also investigate the effectiveness of anomaly detection using different DNN layers (input features or internal-layer features) and demonstrate, as one might expect, that anomalies are harder to detect using features closer to the DNN’s output layer.

1 Introduction

In recent years, vulnerabilities of Deep Neural Networks (DNNs) have attracted significant attention. It has been shown that, for a given test image to be classified, a malicious attacker can alter the image with small, often imperceptible perturbations that induce the DNN to change its decision [17]. This is called a Test-Time Evasion attack (TTE) or an “adversarial example” (AE). It is important, both in terms of security and to increase trust in and reliability of DNN decision-making, to understand TTEs and to devise defenses against them.

Several works [16, 22, 62, 61] have shown that DNNs may overfit to the training set, and thus may not generalize well on out-of-training-distribution test samples. Accordingly, various schemes have been proposed to either detect such samples and/or to robustify the DNN. We categorize these methods as follows: i) adversarial training; ii) ensembles of models; and iii) anomaly detection. Adversarial training methods [38, 33] create adversarial examples (labeled to their true class of origin) and include such supervising examples in classifier training. Adversarial training improves robustness against specific attacks; however this is achieved with some reduction in accuracy on clean data, i.e., with an increase in the classifier’s bias [59]. Moreover, adversarially trained DNNs may still be vulnerable to other (unknown) TTE attacks that were not included in the training set [7, 3]. Thus, such training may not resolve the fundamental problem. Other works propose a Neural Network ensemble defense [58, 20], wherein several sub-networks are trained, with final decisions made by voting/aggregation of sub-network decisions. However, adversarial examples have been shown to transfer well between models trained on the same dataset [58, 11]. There are recent attempts trying to diversify the sub-models, to make their decisions less redundant. But those strategies may fail when the perturbation size of the attack is increased [24].

In this paper, we focus on an anomaly detection strategy – instead of trying to robustly classify any given input, we aim to detect if a given input is anomalous [57]. If an input sample is detected, it can
either be flagged with a “don’t know” decision or alternative, robust decisionmaking may be invoked for such samples, based on the class-conditional detection statistics [31, 40].

In [15, 11, 56, 63], adversarial examples are assumed to be known by the defender. A detection model (e.g., logistic regression model) is then learned to discriminate between normal and adversarial examples. However, there are numerous algorithms for creating adversarial examples – the (supervised) detection model learned based on some (known) attacks may not generalize well for adversarial examples generated by other (unknown) attacks, not seen in the training data. [19] shows that adversarial examples follow a different distribution from clean samples, which inspires works that rely only on the clean dataset to model the clean distribution, and which thus utilize statistical hypothesis testing (statistical anomaly detection) to identify adversarial examples as out-of-distribution data. The class-conditional distribution of the DNN’s penultimate layer features can be captured by, e.g., Kernel Density Estimation (KDE) [15] or by a multivariate Gaussian Distribution [31]. [40] uses Gaussian Mixture Models (GMMs) as a more powerful distribution estimator and assesses multiple internal layers’ features to perform detection. Their work proposes a novel Kullback-Leibler detection statistic, assessing discrepancy between the DNN’s class decision posterior and a class posterior formed based on null modeling of internal layer activations. [40] reports good detection performance when adversarial perturbations are small, i.e., for low-confidence attacks. However, their detector was not assessed for larger adversarial perturbations (high-confidence attacks).

A key question is which internal layer’s activations to use in performing detection. It is difficult to model the low-level features (i.e., features from layers close to the input layer, or the input layer itself) by a GMM or KDE model due to the non-linearity and high-dimensionality of the feature space (see (a1) and (a2) in Figure 3). The high-level features (i.e., features from layers close to the output layer) are more easily modelled, but these features may exhibit less atypicality, conditioned on the DNN’s decided class, than features closer to the input layer (see (a4) in Figure 3 – the attacked ‘cat’ images, which are original images from class ‘cat’ but which are classified as ‘dog’ after adversarial perturbation, are close to the clean ‘dog’ images’ distribution). In our work we aim to develop a model to estimate the clean distribution of low-level features (or of the input image itself).

The development of Generative Adversarial Networks (GANs) gives an alternative (essentially non-parametric) way to model data distributions, which may suffer less model bias than traditional density modeling methods such as as GMMs and KDE. Various GANs models have recently been used for anomaly detection [53, 2]. Given a test image, the GAN’s Discriminator output and the GAN’s Generator Image Reconstruction Error have been used as detection statistics, where the Discriminator output is the probability that the sample comes from the training distribution. A small probability thus indicates an outlier sample. The Image Reconstruction Error is the minimum squared error between Generator-reconstructed images and the test image – anomalous test data tend to incur higher Generator Reconstruction Errors than images that follow the training distribution [53]. The methods in [53, 2] were originally proposed for detecting nodules in CT scans of the lung and macular degeneration in OCT scans of the retina. It is a non-trivial problem to successfully apply GANs to detect adversarial examples. Conventional GANs based detection methods are not very effective for this task because the perturbations of an attack image are often not detectable by the Discriminator, and do not significantly influence the reconstruction loss (as will be seen by our experimental results in the sequel).

In the following, we propose a novel GANs approach for unsupervised adversarial example detection. Our method does not require any knowledge of attacks and can exploit features at any layer of a DNN, including the input layer. Our approach overcomes limitations of existing GANs methods for attack detection by learning class(decision)-conditional GANs models. Our approach is illustrated in Figure 1, considering both the cases of a clean (attack-free) image and an attacked image. In the former, the discriminator’s outputs are high (indicating that this image is a plausible image and from the decided category), while the generator’s reconstruction error is small. In the latter case, the discriminator’s outputs are low (indicating that the image is implausible, i.e., inconsistent with the training distribution), while the generator’s reconstruction error is large.
Our contributions are summarized as follows:

1. We propose an advanced class-conditional GAN model for anomaly detection of TTEs, in particular AC-GAN.

2. We investigate using DNN features from different layers and find (unsurprisingly) that features extracted from layers closer to the DNN’s output are less useful for detecting TTEs.

3. Our model can correct the DNN’s prediction for images that are detected as attacked – it provides an alternate prediction based on the GAN’s class conditional statistics. The code for our work is available at [60].

2 Related Works

2.1 Test-Time Evasion Attacks a.k.a. Adversarial Examples

For image domains, a TTE attacker aims to find a perturbation $\delta$ of a correctly classified input image $x$, yielding $\hat{x} = x + \delta$, such that:

- by its appearance, $\hat{x}$ still (to a human observer) belongs to the same class as $x$, but
- the classifier now outputs an incorrect decision $\hat{c}(\hat{x}) \neq \hat{c}(x)$;
- the most potentially damaging attacks are targeted, wherein the decided class $\hat{c}$ is chosen by the attacker (and thus is not merely a misclassification).

Numerous TTE attacks have been proposed in the literature, e.g., [4, 17, 8, 55, 13]. These methods can be categorized based on the attacker’s assumed knowledge. In white-box attacks, the attacker has full knowledge of the classifier and of any defense mechanism – such attacks could be consistent with an insider threat. In black-box attacks, the attacker does not have any knowledge of the classifier or of any mounted defense; however, the attacker can query the classifier to learn about it. Here, as commonly considered in previous works [40, 52, 49], we primarily assume a threat model in between these two (black-box and white-box) extremes. That is, we assume a grey-box scenario where the attacker has full knowledge of the classifier, but no knowledge of any defense supporting the classifier. However, we will also evaluate our method against a white-box attack.

In the following, we will evaluate defenses against two targeted TTE attacks – the Fast Gradient Sign Method (FGSM) [17] and Carlini-Wagner (CW) [8]. FGSM is a computationally efficient attack method where the perturbation $\delta$ is calculated as:

$$\delta = -\varepsilon \cdot \text{sign}(\nabla_x J(x, t)),$$

where $\varepsilon$ is the perturbation size, $t$ is the target class, $J(x, y)$ is the loss function given image $x$ and class $y$, and sign is an element-wise sign operation ($\rightarrow \pm 1$) on the gradient. Cross-entropy loss is commonly used. CW learns the perturbation based, e.g., on the following optimization problem:

$$\arg\min_{\delta} ||\delta||_p + c \cdot f(x + \delta),$$

where $f(x') = \max(\max\{Z(x')_i : i \neq t\} - Z(x')_t, -\kappa)$, $x$ is a correctly classified clean sample of the attacker’s source class, $t$ is the attacker’s target class, $Z(x')_i$ is the DNN’s output before softmax for class $i$. $\kappa > 0$ is a hyperparameter which controls the confidence of the attack, $||\delta||_p$ is the $L_p$ norm (size) of the perturbation $\delta$, and $c > 0$ controls $\delta$’s size. In our experiments, the $L_2$ (Euclidean) norm was used by the CW attacker.
Figure 1: Overview of our AC-GAN TTE detection method. (a) The method applied to an attacked image $x'$. The conditional distribution is modeled by an AC-GAN model. Block $G$ represents the Generator, $D$ the discriminator, and the DNN is the classifier being attacked. Given $x'$ (originally from class ‘6’ and perturbed to class ‘7’) and the DNN’s predicted label $\hat{c}'$, the Generator is used to reconstruct image $x'$ conditioned on class $\hat{c}'$ by minimizing the square error to obtain the Generator’s statistic $S_g'$. The outputs of the AC-GAN’s Discriminator – $D(x')$, the probability that $x$ follows the training distribution, and the posterior probability of the decided class, $p(\hat{c}'|x')$ – are two other detection statistics. Note that the Discriminator’s two probabilities are low, indicating that the given image is not plausible. Likewise, the generated image looks like a ‘7’, not a ‘6’ – the associated Generator square error is large. (b) The method applied to a clean image.
2.2 Anomaly Detection Against Adversarial Examples

2.2.1 Supervised Detection of Adversarial Examples

One existing group of defenses assumes knowledge of some attack methods, and treats the attacked images (generated by these known methods) as negative samples, used to train a binary classifier (attack vs. no attack). At test time, this binary classifier is used to discriminate between clean and adversarial images. Examples of such works include [18] and the supervised approach in [14]. [32] collected features from different internal DNN layers and then applied a multi-stage classifier, with each stage working on features from a given internal layer, to detect attack images. An attack image is identified if any of the stages decides the image is attacked. [39] also utilized supervised detectors to identify attack images based on different internal layer features, while a dynamic adversarial training process is applied to train the detector to enhance its performance. [35] developed a Support Vector Machine (SVM) model to perform detection based on quantized internal layer features. [36] proposed to use a test sample’s $K$ nearest neighbors to estimate the Local Intrinsic Dimensionality (LID), with a detector trained based on LID. [9] proposed to use an influence function to identify, for a given test sample, the top $M$ “most relevant” and “least relevant” training samples from the DNN’s decided class (with these determined based on distance to the test sample). The distances between the identified training samples and the test example (and the ranks of the distances among all the training examples) are used as the detection features and fed into an LR classifier. In [1], a test example’s $K$ nearest neighbors, drawn from a reference set consisting of both clean and adversarial examples, are represented as a Graph. The $K$ nearest neighbors graph is then fed into a Graph Neural Network (GNN) to do detection. [56] designed a dual classifier in the Weighted Average Wavelet Transform domain. The dual classifier’s output is trained to imitate the original DNN classifier’s output when the input is clean, while diverging from the original DNN classifier’s output when the input is adversarial. These supervised methods, though proven to be effective against adversarial examples from known attacks (used to train the detector) may not generalize well to unknown attacks, unseen during their training [39, 41].

2.2.2 Unsupervised Anomaly Detection of Adversarial Examples

In Roth et al. [50], an input image is blurred using Gaussian noise, with the detection statistic based on the change in the DNN’s logits values. Unlike [10], [50] uses a Z-score to account for class confusion. [56] pointed out that adversarial examples are more sensitive to the change of the decision boundary in the highly non-convex region – a slight change of the decision boundary in the highly non-convex region can cause changes in class-decisions of adversarial examples while the classification of normal examples will not be affected. [23] uses two statistics to characterize an adversarial example: the change in the class posterior when Gaussian noise is added to the input; and the number of optimization steps required to perturb a test image into other classes. The latter should be most informative for “low confidence” attacks, for which the number of steps should be unusually small.

Other approaches capture the class conditional distribution of the DNN’s internal layer features. [5] uses the distance between a test image’s internal layer features and the class conditional mean feature vector of clean data to perform detection. [15] proposed to Kernel Density model the penultimate layer feature vector to capture the class conditional clean data distribution; they also suggested a Bayesian uncertainty measure to evaluate the proximity of an example to clean data. [31] captures the clean distribution of penultimate layer features using a multivariate Gaussian Model, with detection based on the Mahalanobis distance between the given test sample and the class-conditional mean vector. [40] applied a Gaussian Mixture Model to measure the clean distribution to guarantee good representation power (Kernel Density and multivariate Gaussian are two special cases of Gaussian Mixture Model), and performed detection based on multiple internal layers’ features. A novel Kullback-Leibler detection statistic was used in [40] to evaluate the discrepancy between the DNN’s class decision posterior and a class posterior formed based on null modeling of internal layer activations.
In this paper, alternatively we propose to use a GANs model to capture the class-decision conditional distribution of clean data – note that an advantage of a GANs for this purpose is that, unlike conventional density modelling, no density function family (e.g., mixture of Gaussians) needs to be explicitly chosen. In this sense, GANs essentially gives “non-parametric” modelling of the data distribution.

2.3 GANs based Anomaly Detection

In a GANs model, there is a Generator $G$ and a Discriminator $D$ \cite{16}, where

- the Generator transforms a uniform random vector $z$ into a synthetic image $x_g = G(z)$, and
- the Discriminator takes an image $x$ as input and its output $D(x)$ is the probability that $x$ comes from the “real” (training set) distribution, $p_{\text{data}}$.

The parameters of the Generator and the Discriminator are jointly learned via a (somewhat numerically complicated) minimax optimization process:

$$\min_{G} \max_{D} \mathbb{E}_{x \sim p_{\text{data}}} \log D(x) + \mathbb{E}_{z \sim p_w} \log(1 - D(G(z)))$$

where $p_{\text{data}}$ is the empirical training set distribution and $p_w$ is typically chosen as a uniform distribution. It is shown in \cite{16} that the optimal discriminator output $D^*$ minimizes the Shannon-Jensen metric between $p_g$ and $p_{\text{data}}$ so that, given the optimal generator, it cannot discriminate between generated $\sim p_g$ and “real” $\sim p_{\text{data}}$ images, i.e., $p_g \approx p_{\text{data}}$. If $p_{\text{data}}$ is complex then, with the same goal, typically a DNN for $D$ is learned instead of attempting to use this theoretical result.

For an out-of-distribution image $x \not\sim p_{\text{data}}$, a good Discriminator will output a very low probability that the image is real. Accordingly, GAN based methods have been proposed for anomaly detection, e.g., \cite{53, 64, 2, 52}. Generally, GANs based anomaly detection methods are based on two detection statistics: Generator statistic $S_g$ and Discriminator statistic $S_d$ \cite{53}:

$$S_g = \min_{z} \|x - G(z)\|^2,$$

$$S_d = D(x),$$

Thus, the smaller the Discriminator statistic the more likely the sample is an outlier. The Generator statistic is also called the reconstruction loss: given a test sample $x$, we search for a vector $z$ in the Generator’s input space to minimize the reconstruction error $\|x - G(z)\|^2$, here using Euclidean norm. A high Generator loss is also indicative of an anomalous sample.

Though GANs have been successfully applied to detection problems in some domains like medical images, the performance of existing GANs based approaches for TTE attack detection is not so good – the perturbations of an attack image are often not detectable by the Discriminator, and may not significantly influence the reconstruction loss. To better exploit GANs for TTE detection, we propose a detector based on class-conditional GANs models. We hypothesize that it is easier to more accurately learn class-decision conditional GANs models than a single GANs model aiming to well-represent the composite of all classes in the problem. This hypothesis is supported by our experimental results, which show that class-conditional GANs outperform previous GANs approaches and achieve excellent performance in detecting TTE attacks.

3 TTE Detection Methodology

There are multiple class-conditional GANs models, e.g., Conditional GAN (cGAN) \cite{42}, Auxiliary Classifier GAN (AC-GAN) \cite{47}, cGAN with projection discriminator \cite{43}, StyleGAN \cite{27}, and ReGAN \cite{26}. In this paper, we will provide a benchmark study of conditional GANs based anomaly detection using AC-GAN.
3.1 AC-GAN

In AC-GAN, there is a class-conditional Generator, which takes a random vector \( z \) and a class label \( c \) as input and outputs the synthesized image \( x_g = G(z|c) \). Also the Discriminator which, for an input \( x \), gives two outputs:

- \( D(x) \), the probability that \( x \) comes from the training distribution \( p_{\text{data}} \) (as for the original GANs framework), and
- \( p_D(c|x) \), the posterior probability that \( x \) is from class \( c \), for every \( c \).

There are two terms in the AC-GAN learning objective – the “source” loss \( L_{\text{source}} \) and the “class” loss \( L_{\text{class}} \):

\[
L_{\text{source}} = \mathbb{E}_{x \sim p_{\text{data}}} \log D(x) + \mathbb{E}_{z \sim p_w,c' \sim \text{Unif\{1,2,...,K\}}} \log (1 - D(G(z|c')))
\]

\[
L_{\text{class}} = \mathbb{E}_{x \sim p_{\text{data}}} \log p_D(c|x) + \mathbb{E}_{z \sim p_w,c' \sim \text{Unif\{1,2,...,K\}}} \log p_D(c'|G(z|c'))
\]

where \( K \) is the number of classes in the problem and \( c \) in \( L_{\text{class}} \) is the true class for data sample \( x \). The Discriminator is trained to maximize \( L_{\text{source}} + L_{\text{class}} \) while the Generator is trained to minimize \( L_{\text{source}} - L_{\text{class}} \). We refer readers to [47] for detailed explication of the training process of an AC-GAN. It has been shown that AC-GAN may suffer from gradient explosion and mode collapse \(^1\) [26], and tends to generate only images that are easily classified by the discriminator (i.e., indicating that the generator is not doing a very good job) [26]. Moreover, when the number of classes increases, the training process becomes more challenging, with a high chance of mode collapse in the early stage of GANs learning. Experiments show that the performance of anomaly detection (especially Generator based anomaly detection) is limited by the quality of the learned GANs model (cf. the G-AD row in Table 3 and Figure 2). However, even with these problems, we will show that our GANs based TTE detector outperforms previous anomaly detection methods, including previous GANs based methods.

3.2 Detection methods

Using AC-GAN, we have three statistics that can be exploited for detection; recall Figures 1. Given an input image \( x \) and the DNN-predicted class \( \hat{c} \) for it, these test statistics are:

\[
S_R = D(x) \tag{3}
\]

\[
S_C = p_D(\hat{c}|x) \tag{4}
\]

\[
S_g = \min_z \| x - G(z|\hat{c}) \|^2 \tag{5}
\]

\( S_R \) and \( S_C \) are the outputs of the Discriminator, and \( S_g \) is the Generator’s class-conditional reconstruction error.

A detection method can be based on the statistics from either the discriminator or the generator (or from both). Accordingly, in this section we propose 3 distinct detection methods based on an AC-GAN. A single discriminator test statistic \( S_d \) can be obtained by aggregating \( S_R \) and \( S_C \) based on an independence assumption for these two probabilities, i.e., via:

\[
S_d = \log D(x) + \log p_D(\hat{c}|x). \tag{6}
\]

We call this Discriminator based Anomaly Detection (D-AD). The first (class-independent) term in \( S_d \) penalizes images with large perturbation size, while the second term penalizes images with low probability

\(^1\)Mode collapse means the generated images have little variation (within a class, for the case of a class-conditional GANs).
for the class to which the DNN is deciding. A detection is declared when $S_d$ is smaller than a given threshold.

A detection decision can also be made solely relying on the Generator, namely Generator based Anomaly Detection (G-AD), with $S_g$ used to detect anomalous images. Again, out-of-distribution image-label pairs will give larger values of $S_g$.

We can also combine all the test statistics to make a detection. For example, define the vector $S = [S_R, S_C, S_g]$. We suggest to model $S$ using a multivariate Gaussian Distribution, with anomalies then detected based on a p-value assessed with respect to this distribution. We denote this method as All-AD.

Note that all of the methods require setting a threshold to make detections. Generally a threshold can be chosen in unsupervised fashion based on the largest False Positive Rate that is tolerable. In our work, we first get the detection ROC curve by conducting a grid search of threshold values; we then evaluate all the anomaly detection methods to be compared using pAUC-0.2, the partial area under the ROC curve when the False Positive Rate is less than 0.2 (since we are only interested in the True Detection Rate when the False Positive Rate is low).

### 4 Experiments

#### 4.1 Datasets

We evaluated the performance of detection methods on several well-known image classification datasets: MNIST [30], CIFAR-10 [29], and Tiny-ImageNet-200 [12].

MNIST is a hand-written digit gray-scale image dataset used in classification problems. There are 10 classes corresponding to digits 0-9, with 7000 images per class. The MNIST dataset has a standard train-test split: there are 60,000 images in the training set and 10,000 images in the test set. The size of an image is $28 \times 28$. The CIFAR-10 dataset consists of 60000 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. Image sizes are $32 \times 32$. Tiny-ImageNet-200 is a subset of ImageNet; there are 200 classes in the dataset, with each class consisting of 500 training images and 25 evaluation images. All images are resized to $64 \times 64$.

Although DNN models have achieved high accuracy on these datasets, (e.g., ResNet-18 has 99.5% test accuracy on MNIST and 93.02% test accuracy on CIFAR-10 [34]), it has been shown that a correctly classified image can be easily perturbed (with a relatively small perturbation size) so that it is misclassified to a target class [6]. It is also pointed out in [7] that MNIST has somewhat different security properties than CIFAR-10, with some detection methods effective on MNIST but quite ineffective on CIFAR-10. Most previous works, e.g., [15, 31, 40], reported experiments on both MNIST and CIFAR-10. According to [7], due to the lack of diversity of samples in MNIST, the DNN classifier trained on MNIST achieves high certainty (class decision confidence) on the test examples, which makes the perturbation size required by a successful attack larger than that for CIFAR-10. There is no detailed study on the security properties of the larger, higher resolution Tiny-ImageNet-200 dataset.

#### 4.2 Model architectures and Attack methods

|                      | MNIST  | CIFAR-10 | Tiny-ImageNet |
|----------------------|--------|----------|---------------|
| test accuracy        | 99.43% | 92.84%   | 61.35%        |

Table 1: Test set accuracy of DNN classifier on different datasets.

The ResNet-18 [21] model is used as the DNN classifier. The test set classification accuracy of DNN on different datasets are shown in Table 1. CW and FGSM are the two adversarial attack methods
considered here. FGSM is a simple, one-step attack method, while CW is an optimization based method. Usually FGSM requires a larger perturbation size than CW to generate an adversarial example.

For the targeted CW attack \( (2) \), we set the model parameter \( \kappa = 14 \) (which is a common setting) and searched\(^2\) for the minimum value of \( c \) to make successful high-confidence and low-confidence attacks. A successful low-confidence attack perturbs an image until the target-class posterior of the attacked DNN is just larger than that of any other class, while a successful high-confidence attack is achieved when the target-class posterior is larger than 90%. For the FGSM attack \( (1) \), we chose \( \varepsilon = 0.05 \) for CIFAR-10 and Tiny-ImageNet-200 and \( \varepsilon = 0.2 \) for MNIST. FGSM is a computationally efficient albeit a weak attack, so we consider FGSM attack examples with low-confidence as successfully attacked examples (i.e., we do not consider high-confidence FGSM attacks here). Some examples of the attack images can be found in \( A \).

We choose the correctly classified test images as the clean image set \( X \), and adversarially perturb them to randomly generated target classes (different from the class labels) using a given attack method; the successfully attacked images from \( X \) are denoted by \( X' \). As described above, for different attack methods, we have different criteria for attack success. The union of \( X \) (i.e., the clean images) and \( X' \) (the successful attack images) are used to evaluate anomaly detection performance.

We used different AC-GAN structures for the MNIST and CIFAR-10 datasets. For MNIST, there are 4 convolutional layers in the discriminator and 4 transposed convolutional layers \([48]\) in the generator. For CIFAR-10, both the generator and the discriminator use architectures akin to ResNet-18. See the Appendix and our GitHub page \([60]\) for additional information regarding the DNN architectures used.

### 4.3 AC-GAN training

The objective functions defined in \( 3.1 \) are used to train the generator and discriminator. Following the training configuration in \([47]\), we use mini-batch gradient descent to train the generator and the discriminator. In each mini-batch a subset of training images is sampled as real images and a set of fake images are generated by the generator given a randomly generated vector and label; then one discriminator optimization step and one generator optimization step are performed independently. A larger batch size (256 for MNIST and CIFAR-10 and 64 for Tiny-ImageNet-200) is used to increase the training stability. To mitigate the mode collapse problem we applied label smoothing \([44]\) to the real/fake labels. The training hyper-parameters for different datasets can be found in Table \( 2 \).

|                      | MNIST | CIFAR-10 | Tiny-ImageNet |
|----------------------|-------|----------|---------------|
| Optimizer            | Adam(\( \alpha = 0.0002, \beta_1 = 0.5, \beta_2 = 0.999 \)) |
| Learning rate        | 0.001 | 0.0002   | 0.0001        |
| Epochs               | 60    | 90       | 100           |
| Batch size           | 256   | 256      | 64            |
| Weights initialization| Gaussian(\( \mu = 0, \sigma = 0.02 \)) |
| Bias initialization   | 0     |          |               |

Table 2: Hyper-parameters for AC-GAN training

### 4.4 Performance of Anomaly Detection

For TTE detection, we now report the results of the proposed D-AD, G-AD and All-AD methods, in comparison with benchmark methods. D-AD-L1 is the D-AD method with features extracted from the first convolutional layer used for detection. For all other variants of our method (D-AD, G-AD, and All-AD) the GANs is modeling the input (image). We compared our methods with several recent unsupervised anomaly detection methods. Kernel Density (KD) \([15]\), Mahalanobis Distance \([31]\), ADA \([40]\) were chosen

\(^2\)grid search
as class-decision conditional Anomaly Detection baselines. F-anoGAN [52] is a GAN based anomaly
detection baseline. [50] is a blurring based method. SID [56] is a supervised method, where two networks
are trained on the original images and the images' Weighted Average Wavelet Transforms (WAWT)
respectively; the internal layer features of the two networks are fed into a binary classifier to do detection.

We implemented [40], [15] and [31]; for F-anoGAN [52], OODS [50] and SID [56] we used the code
provided by the authors. Again note that SID is a supervised method; to make a fair comparison with
it, we assume the FGSM attack is known for SID when we are doing detection of CW attacks and we
assume the CW low-confidence attack is known when we are doing SID detection of FGSM attacks. The
performance measure chosen for all the anomaly detection methods was the partial area under the ROC
curve for FPR below 0.2 (pAUC-0.2). The maximum achievable value of pAUC-0.2 is 0.2, which means
the method has 100% detection rate of adversarial examples and 0 false positives (clean examples that
are detected as adversarial). A larger pAUC-0.2 score means better performance. pAUC was assessed
because the most practically important detection performance is in the low false-positive regime. The
experimental results for MNIST and CIFAR-10 are shown in Table 3.

| Method    | MNIST    | CIFAR-10   |
|-----------|----------|------------|
|           | CW-HC    | CW-LC      | FGSM   | CW-HC    | CW-LC      | FGSM   |
| f-AnoGAN  | 0.0981   | 0.0995     | 0.0887  | 0.0576   | 0.0563     | 0.0566  |
| KD [15]   | 0.1892   | 0.1887     | 0.1880  | 0.0533   | 0.0584     | 0.1642  |
| MD [31]   | 0.1861   | 0.1832     | 0.1901  | 0.1042   | 0.1125     | 0.1783  |
| ODDS [50] | 0.0618   | 0.0412     | 0.0537  | 0.0910   | 0.0568     | 0.0436  |
| SID [56]  | 0.1576   | 0.1628     | 0.1726  | 0.1497   | 0.1412     | 0.1388  |
| ADA [40]  | 0.1715   | 0.1732     | 0.1823  | 0.1593   | 0.1601     | 0.1782  |
| G-AD      | 0.1525   | 0.1517     | 0.1612  | 0.0181   | 0.0254     | 0.0203  |
| D-AD      | 0.1915   | **0.1970** | 0.1862  | **0.1881** | **0.1899** | **0.1819** |
| All-AD    | **0.1923** | 0.1964     | **0.1905** | 0.1798   | 0.1825     | 0.1618  |
| D-AD-L1   | 0.1897   | 0.1873     | 0.1824  | 0.1805   | 0.1787     | 0.1768  |

Table 3: pAUC-0.2 results of different detection methods under different attacks.

The f-AnoGAN method, which is a GAN based Anomaly Detection method but not class-conditional,
has poor performance on both datasets. The blurring based method [50] is also ineffective on both data
sets. Two methods based on the clean distribution of the penultimate layer features (MD and KD)
have good performance on the MNIST dataset, but for CIFAR-10, especially under the CW attack, the
performance is poor. The SID method can generalize pretty well to unknown attacks, but the performance
is still not as good as our D-AD.

ADA, which assesses multiple hidden layers and uses GMMs to capture the clean distribution for these
layers, outperforms all the above-mentioned methods under the two most challenging scenarios (CIFAR-
10 CW-HC and CW-LC). Note that ADA relies on the Bayesian Information Criterion (BIC) [54] to
select the number of components in a Gaussian mixture model, used to represent a given hidden layer,
conditioned on a particular decided class. In order to assist BIC in choosing good model orders, we used
an auto-encoding network to reduce the feature dimensionality of a given hidden layer. The details of
this approach are provided in C.

From Table 3 we can see that our methods, which combine class-decision conditioned anomaly de-
tection and GANs based anomaly detection, outperform both the unconditional GANs based anomaly
detection method and the class-conditional ADA method. The best-performing versions of our method
either use both the discriminator and generator statistics (ALL-AD) or just use the discriminator (D-AD)
– the generator is modestly helpful for MNIST, but unhelpful for CIFAR-10. Notably, for the generator
detection statistic $S_g$, the minimum achievable reconstruction error, we need a multiple step (usually
around 300 iterations for the MNIST dataset) gradient descent process to obtain $S_g$. However for the
discriminator based statistics $S_C$ and $S_R$ we only need one forward pass of the discriminator to perform
detection. In our experiments we notice that the performance of the pure generator based method is very
poor on CIFAR-10. Generator based detection requires accurate reconstruction of a given clean image – for the MNIST dataset, the reconstruction task is relatively easy due to the low diversity of the data in each class. On the other hand, the high data diversity of the CIFAR-10 dataset makes it a challenging task to reconstruct a given clean test image. Some examples of reconstructed clean images for MNIST and CIFAR-10 are given in Figure 2. We can see for the MNIST dataset that the clean images can be reconstructed with high accuracy, but for the CIFAR-10 dataset, the reconstruction error is high even for clean samples.

![Reconstruction examples](image)

Figure 2: Reconstruction examples of clean images from MNIST and CIFAR-10 datasets, the first row are the original clean test images, the second row are the images reconstructed by the Generator.

| Method     | CW-HC | CW-LC | FGSM |
|------------|-------|-------|------|
| f-AnoGAN   | 0.0571| 0.0523| 0.0655|
| KD         | 0.0542| 0.0567| 0.1168|
| MD         | 0.0918| 0.0864| 0.1104|
| ADA        | 0.1312| 0.1348| 0.1385|
| D-AD       | 0.1532| 0.1585| 0.1496|

Table 4: pAUC-0.2 results for Tiny-ImageNet-200 dataset.

The experimental results on the Tiny-ImageNet-200 dataset are presented in Table 4; we chose to evaluate our D-AD method and the other methods that have good performance on the MNIST or CIFAR-10 datasets. Our D-AD method outperforms all other methods on Tiny-ImageNet-200.

4.5 Detecting based on internal layer features

Recall that previous Anomaly Detection methods, e.g., [65, 40, 49, 15, 31], detect anomalies based on internal layer DNN features. They model the null distribution for these features using Gaussian mixture models, kernel density estimation or K-nearest neighbors (KNN), respectively. As we discussed above, the AC-GAN model can also capture the conditional distribution of the internal layer features. Consider an $L$-layer DNN $h$ (e.g., of the ResNet type). For a test image $x$ with predicted class $\hat{c} = h_L(x)$, we first extract a feature vector from the $k^{th}$ DNN layer, $h_k(x)$, which is modeled by an AC-GAN. Then the detection statistics discussed in (3) - (5) can be used just by replacing $x = h_0(x)$ by $h_k(x)$. In Table 3 we report the anomaly detection performance of our discriminator based GANs based detector using the features from the output of the first convolutional layer (D-AD-L1). We can see that the detection pAUC-0.2 value is comparable to, but not quite as good as, our best-performing version.

The AC-GAN framework also gives a way of visualizing the DNN’s internal features. At test time, when an image or internal layer feature-vector is fed into the Discriminator (depending on which layer the AC-GAN was trained on), we extract the Discriminator’s penultimate-layer activations and visualize them using Principal Component Analysis (PCA). The visualization results are shown in second row of Figure 3. Consider in particular images perturbed from class ‘cat’ to class ‘dog’ (orange triangle points, attacked ‘cat’). In the input layer, clean ‘cat’ and attacked ‘cat’ are well-separated from clean ‘dog’. In
the first convolutional layer, attacked ‘cat’ images still follow the clean ‘cat’ distribution (and hence are discriminable from clean ‘dog’); for the 11\textsuperscript{th} convolutional layer features, attacked images fall in between clean ‘cat’ and clean ‘dog’ (hence, just based on this low-dimensional representation, it is possible that they could be assigned to either class). Finally, the penultimate layer DNN (not Discriminator) features (a4) for some attacked ‘dog’ images, are very close to some clean ‘dog’ samples, which is indicative that these features, even with a powerful distribution model, cannot reliably discriminate between clean and attacked images.

![Figure 3: Visualization of features from different DNN (ResNet) layers using the PCA method on the CIFAR-10 dataset. The features visualized in the first row are from: (a1) the input layer (images), (a2) the first convolutional layer, (a3) the 11\textsuperscript{th} convolutional layer, or (a4) the penultimate layer. For sub-figures (b1)-(b3) we train ACGAN model based on features from input layer, first and 11\textsuperscript{th} convolutional layers respectively, features are then fed into the corresponding ACGAN’s discriminator, we extract the Discriminator’s penultimate-layer activations and visualize them. The blue circle points are clean images from class ‘cat’, the green rectangle points are clean images from class ‘dog’, the orange triangle points are attack images which are perturbed from class ‘cat’ to class ‘dog’.

4.6 Correcting the Classifier’s Prediction

Beyond detecting attacks, the class-decision conditional detection statistics of the Generator and the Discriminator can also be used to correct the DNN classifier’s predictions for samples that are detected as TTE attacks. The Discriminator captures the class conditional distribution of the input data, so the class under which the input image is least atypical can be predicted as the correct class. At test time, when an input image $x$ is detected as an adversarial example, we can use the Discriminator’s maximum \textit{a posteriori} class ($c_D = \arg \max_i p_D(i|x)$) as the corrected class decision. Note that the DNN has a class decision $\hat{c}$ on the test image $x$, since the image is detected as an adversarial example, the class $\hat{c}$ should be an incorrect class decision, it is reasonable to exclude $\hat{c}$ when correcting labels. In practice we exclude the $\hat{c}$ when performing SoftMax. We use only the attack images that are successfully identified by our D-AD anomaly detection method. The corrected classification accuracy is presented in Table 5 where some reported results include $\hat{c}$ and others exclude $\hat{c}$.

Similar to the Anomaly Detection task, the class label correction can be performed using a GANs based on features from the input layer (D-AD) or the output of the first convolutional layer (D-AD-L1). We compare these methods with the Defense-GAN (D-GAN) \cite{defence-gan} baseline. Defense-GAN is a generator based robust classification method; it uses the generator to reconstruct a given test image. The reconstructed image, instead of the original image, is then fed into the DNN classifier.

We can see from Table 5 that the performance of D-GAN is better than our methods on MNIST,
but our methods greatly outperform D-GAN on CIFAR-10. As discussed earlier, the performance of the generator based method is limited. For CIFAR-10, if a better generative model is used, then the generator based method may achieve better performance. We validate this hypothesis by introducing an alternative pix2pix image generation model, and present its performance for class correction in Table 5. This method achieves the best class correction performance, amongst all the evaluated methods. The details of this pix2pix based method can be found in D.

### 4.7 White-box attack

We now evaluate our AC-GAN based detector under the white-box scenario, where the attacker knows everything including the DNN model, the AC-GAN defense model, the detection statistics and detection rules. In this section, we consider our best-performing version (from Table 3): D-AD. A white-box attack strategy that is widely adopted in previous works [7, 40, 31, 36] is to minimize a loss function that is a composite of the attack objective (2) (classification loss) and a detector loss. That is,

$$\arg\min_\delta f(x + \delta) + \alpha(D(x + \delta) + p_D(t|x + \delta)), \quad (7)$$

where the first term is the objective of the standard CW attack (2), with the second term the sum of the Discriminator’s statistics. Minimizing the first term will defeat the classifier while minimizing the second term defeats the detector. $\alpha$ is a positive constant which was chosen by a grid search as the value that makes the most number of “attack images” $x + \delta$ which defeat both the classifier and the detector under the same perturbation size (a small perturbation size that guarantees not all the attack images defeat both classifier and the detector); $\alpha = 5$ in our experiment.

To evaluate the robustness of our detection method, we randomly sampled 1000 test images from the CIFAR-10 test set that are correctly classified by the DNN classifier. We then created adversarial examples by solving the optimization problem defined in (7). In the experiment, we noticed that, under the white-box assumption, all the images can be perturbed into a target class and will not be detected by our detector when an unbounded perturbation size is allowed. There is no regularization term in (7), but we use the Projected Gradient Descent (PGD) method [37] to solve the optimization problem so that we can evaluate our method under a fixed perturbation size. Following the experiment in [40], performance measures were evaluated including the attack success rate and system defeat rate. An attack success means an image is perturbed such that it will be misclassified by the DNN classifier into the target class. System defeat is achieved when a perturbed image is misclassified and not detected by the detection method (Detection threshold is chosen with the false alarm rate 14% like in [40]). In Figure 4(a), we plot these measures under white-box (WB) and grey-box (GB) settings (grey-box is wherein the attacker knows the classifier but not the detector) versus perturbation size. The grey-box system

|          | MINST | CIFAR-10 |
|----------|-------|----------|
| Include \(\hat{c}\) | CW-HC | CW-LC    | CW-HC | CW-LC    |
| D-GAN    | ✓     | 0.9273   | 0.2079 | 0.2079   |
| D-AD     | ✓     | 0.8816   | 0.8191 |          |
| D-AD-L1  | ✓     | 0.8204   | 0.7420 |          |
| pix2pix  | ✓     | 0.9671   | 0.8788 |          |

Table 5: Classification accuracy in correcting the DNN decision, for correctly detected adversarial examples. CW-HC means CW high confidence attack; CW-LC means CW low confidence attack. D-GAN means Defense-GAN method.
defeat rate is always close to zero, which verifies the effectiveness of our detection method under the grey-box assumption. Since the AC-GAN discriminator has a DNN architecture, it is straightforward to compute the gradients and learn the perturbation by gradient descent; thus, an attack image that defeats the whole system can always be achieved when an unbounded perturbation size is allowed. However, to defeat the classifier and detector, a larger perturbation size is needed than to just defeat the DNN classifier. Also our detector is computationally much cheaper than the attacks – an attack is made by hundreds of optimization steps, while our detection method (D-AD) only needs one forward pass to make a detection decision.

We also noticed that, with the same perturbation size, more optimization iterations are required to defeat the system (the classifier and the detector) than only to defeat the DNN classifier. The average number of iterations required to defeat a classifier or to defeat the system are reported in in Figure 4 (b).

![Figure 4](image)

Figure 4: (a): Several attack success measurements under white-box (WB) and grey-box (GB) attack scenarios. (b): Average iterations required for successful attacks. The experiments are conducted on the CIFAR-10 dataset and Projected Gradient Descent (PGD) is used to control the perturbation size.

### 4.8 Complexity

The experiments in this work were performed on a computer with NVIDIA GeForce RTX 3090 GPU. The GANs model training time, generator based detection time (GDT) and discriminator based detection time (DDT) are presented in Table 6. While the GANs training time is high for Tiny-ImageNet-200, this time is comparable to that required for training the DNN.

| Dataset         | GAN training time | GDT (per image) | DDT (per image) |
|-----------------|-------------------|-----------------|-----------------|
| MNIST           | 4min 30s          | 2.96s           | $2 \times 10^{-5}$s |
| CIFAR-10        | 1h 25min 37s      | 12.9s           | 0.002s          |
| Tiny-ImageNet   | 15h 13min 2s      | n/a             | 0.03s           |

Table 6: Training and detecting time complexity of our method on different datasets.

### 5 Conclusions

In this paper, we proposed an AC-GAN based Anomaly detection method against TTE attacks (adversarial classifier inputs). We empirically showed that our method achieves state-of-the-art performance on two benchmark datasets, MNIST and CIFAR-10, considering both low and high confidence attacks. Our method can also be used to correct classifier decisions on detected attack examples. Our results indicate that, generally, internal-layer activations closer to the input are useful for detecting both high and low
confidence TTEs, compared with those closer to the output layer. We also discussed the limitations of generator based detection and class correction methods. In future work, we may seek to improve the performance of generator based detection.
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### A Example attack images of different attack method

Figure 5 shows some examples of attack images from MNIST and CIFAR-10 dataset.

![Attack Images](image)

**Figure 5:** Examples of clean images, FGSM attack images, CW high confidence (CW-HC) images and CW low confidence (CW-LC) images from MNIST (first row) and CIFAR-10 (second row) dataset.

### B AC-GAN model architectures

For the MNIST dataset, a simple AC-GAN architecture can capture the training distribution. The generator and the discriminator architectures are shown in Figure 6. Note that in the discriminator, there are linear layers and convolutional layers. Each convolutional layer is followed by a batch normalization layer, a ReLU layer and a drop-out layer with dropping rate 0.5. In the generator, there are linear layers and deconvolutional layers. Each deconvolutional layer is followed by a batch normalization layer and a ReLU layer.

For the CIFAR-10 and Tiny-ImageNet-200 dataset, the architectures described in Figure 6 are not complex enough to capture the data distribution. So for the discriminator, we borrow the ResNet-18 architecture from [21]. In the GANs model the generator’s complexity and the discriminator’s complexity should match; based on the ResNet-18 architecture, we used a transposed convolutional based ResNet-like generator. The architecture of the generator is shown in Figure 7.

### C ADA revisited: Auto-encoder based Dimension Reduction

For the ADA method, it is challenging to model the distribution of high-dimensional features in the internal layers, mainly because BIC based model order selection may grossly underestimate the number of Gaussian components in a Gaussian mixture for modeling these high-dimensional features. In
Figure 6: The structure of the Generator and the Discriminator of AC-GAN model used for MNIST dataset. For the generator, the block with only ‘in’ and ‘out’ represents the fully connected layer and the block with ‘stride’ and ‘padding’ represents the transposed convolutional layer. For the discriminator the block with only ‘in’ and ‘out’ represents the fully connected layer and the block with ‘stride’ and ‘padding’ represents the convolutional layer.

Figure 7: Generator used in AC-GAN for CIFAR-10 dataset. The block with only ‘in’ and ‘out’ represents the fully connected layer and the block with ‘stride’ and ‘padding’ represents the transposed convolutional layer.

In this section, we introduce an auto-encoder based dimension reduction method to mitigate this problem. This method was used to obtain the ADA detection results reported in the main paper. Consider the DNN network as a cascade of two sub-networks $h_{\text{pre}}$ and $h_{\text{post}}$. Give an input image $x$, $z = h_{\text{pre}}(x)$ is an internal layer feature vector and $h_{\text{post}}(h_{\text{pre}}(x)) = h_{\text{post}}(z)$ is the network’s output. Then an auto-encoder model can be used to reconstruct the internal layer features as $g_{\text{dec}}(g_{\text{enc}}(z))$, where $g_{\text{enc}}$ is the encoder.
network and \( g_{\text{dec}} \) is the decoder network. The training objective of the auto-encoder is as follows:

\[
L_{\text{auto}} = L_{\text{ce}} \{ h_{\text{post}}(g_{\text{dec}}(g_{\text{enc}}(h_{\text{pre}}(x))), y) + \lambda \| h_{\text{pre}}(x) - g_{\text{dec}}(g_{\text{enc}}(h_{\text{pre}}(x))) \|^2, \]

where \( L_{\text{ce}} \) is the cross entropy loss, \( x \sim p_{\text{data}} \), and \( y \) is \( x \)'s class label. We noticed that ADA’s performance is not sensitive to the choice of \( \lambda \). Thus, we simply used \( \lambda = 1 \) for all datasets. The parameters of the DNN classifier are fixed during the training process of the auto-encoder. After training, the encoder \( g_{\text{enc}} \) gives a good low dimension representation of the high-dimensional features in the DNN’s internal layer. These low-dimensional features are used for ADA based anomaly detection.

D A pix2pix based robust image classification model

In this section, we discuss an improved Defense-GAN using image to image translation. Note that when given an image \( x \) to be classified, Defense-GAN first searches in the input space to find a vector \( z^* \) that minimizes the distance between the generated image \( G(z) \) and \( x \); then the optimized vector \( z^* \) is fed into the Generator to create a reconstructed image \( x^* = G(z^*) \) which, instead of \( x \), is fed into the DNN classifier to achieve robust classification. Since the GAN is trained on the clean image dataset, the Generator tends to produce images following the clean distribution. Thus, the reconstructed image may eliminate the perturbations of an attack image while preserving the features essential to correct classification.

However, 1) the reconstruction is an optimization process and requires many iterations to produce an image with low reconstruction error, and 2) the reconstruction is hard to perform since the image should be generated from a random vector \( z \), see Figure 9. In our work, we modified the pix2pix method [25] to essentially act as an auto-encoder, see below. This approach makes the reconstruction task much easier by inputting the image \( x \) into the Generator to produce a reconstructed image \( x_r = G(x) \). The discriminator, when given an image \( x_r \), outputs probability \( D(x_r, x) \) that \( x_r \) is real given \( x \). Although the Variant Auto-Encoder (VAE) [23] model is also used for image to image translation, without the adversarial training process and without a Discriminator model to penalize deviations from a clean image, it can only reconstruct a given image and cannot eliminate adversarial perturbations.

D.1 Model Learning

To learn a pix2pix model, we need a dataset with image pairs \( \{x_a, x_c\} \). For the class label correction scenario, we want to use the Generator to reconstruct a clean image from an attack image. In an image pair, \( x_c \) should be a clean image, and \( x_a \) should be the corresponding attack image. It would be easy to generate \( x_a \) if we know the attack method. But we are considering the case when the attack method is not known; also we want our model to be robust to all kinds of TTE attacks. For \( x_a \), we use the noisy version of a clean image \( x_c \) to imitate an attack image:

\[
x_a = x_c + \nu, \]

where \( x_c \) is an image directly from the training set and \( \nu \) is a uniformly random noise image. In our experiments, for both MNIST and CIFAR-10, performance was not sensitive to the variance of the random noise \( \nu \), and we herein report results only for variance 0.05. A relatively small variance or even 0 variance (i.e., when \( x_a = x_c \)) gives comparable performance. Our pix2pix model is trained based on the following objective function:

\[
\min_{G} \max_{D} \mathbb{E} \log D(x_c + \nu, x_c) + \mathbb{E} \log (1 - D(x_c + \nu, G(x_c + \nu))) + \lambda \mathbb{E} \| x_c - G(x_c + \mu) \|^2. \quad (10)
\]

where \( x_c \sim p_{\text{data}} \) and \( \nu \sim \text{uniform} \) are independent, and parameter \( \lambda > 0 \). Note that the discriminator now takes two images as input, the reference image \( x_c + \nu \) and the image to be discriminated (which can be a clean training \( x_c \) or a generated image \( G(x_c + \mu) \)). The output of the discriminator is the probability that the image \( (x_c \) or \( G(x_c + \mu) \)) is real given the reference image.
D.2 Test Inference

When given an image $x$, a reconstructed image will be generated from the trained Generator $G^*$, i.e., $x_r = G^*(x)$, and used for classification (see Figure 8). Since the Generator is trained to generate images following the clean data distribution as well as close to the input image, the reconstruction is expected to preserve the clean features that are essential for classification while filtering out perturbations that were added to form an attack image.

D.3 Reconstruction Error

We first compare the image reconstruction error between our AC-GAN based method and Defense-GAN. Figure 9 displays some examples of the defense-GAN reconstruction images and the pix2pix reconstruction images. For the defense-GAN reconstructed images, the reconstruction error is high and necessary features are not preserved – we cannot recognize the object when shown the images. However, for the pix2pix model, the reconstructed images are easy to recognize. We report the mean-squared reconstruction error for the Defense-GAN method and our method on different datasets under different attacks, shown in Table 7.

|                      | MINST       | CIFAR-10    |
|----------------------|-------------|-------------|
|                      | CW-HC       | CW-LC       | CW-HC       | CW-LC       |
| D-GAN                | 0.0136      | 0.0131      | 0.0102      | 0.0098      |
| pix2pix              | **0.0098**  | **0.0086**  | **0.00106** | **0.00095** |

Table 7: Comparison of mean-squared reconstruction errors for defense-GAN and our pix2pix method. CW-HC means CW high confidence attack; CW-LC means CW low confidence attack. D-GAN means the Defense-GAN method.

We also evaluate the performance of class-label correction for our method, compared with Defense-GAN. The results, which demonstrate the superiority of our method, are shown in Table 5.
Figure 9: Comparison between the Defense-GAN reconstruction and our pix2pix reconstruction images. Images in the first column are original images; images in the second column are the corresponding attack images created by the CW-targeted high-confidence attack. In the third column, there are images reconstructed from the attack images using Defense-GAN. Images in the fourth column are the reconstructions of attack images using pix2pix. The perturbations in attack images are imperceptible. The quality of the defense-GAN reconstruction is low and features necessary for classification are not well-preserved. Pix2pix's reconstruction quality is much higher.