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Abstract. We study the discretization of a Dirichlet form on the Koch snowflake domain
and its boundary with the property that both the interior and the boundary can support
positive energy. We compute eigenvalues and eigenfunctions, and demonstrate the localization
of high energy eigenfunctions on the boundary via a modification of an argument of
Filchec and Mayboroda. Hölder continuity and uniform approximation of eigenfunctions
are also discussed.
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1. Introduction

The main objective of this paper is to investigate a discrete version of the eigenvalue
problem $\Delta u = \lambda u$ on the Koch snowflake domain, which we denote by $\Omega$. To this end, we
follow [25] and introduce a Dirichlet form (with a suitable domain) on $\Omega$,

$$\mathcal{E}(u) := \int_{\Omega} (\nabla u)^2 dL^2 + \mathcal{E}_{\partial\Omega}(u|_{\partial\Omega}),$$

where $L^2$ is the usual Lebesgue measure on $\mathbb{R}^2$ and $\mathcal{E}_{\partial\Omega}$ denotes the Kusuoka-Kigami Dirichlet
form on the Koch snowflake boundary $\partial\Omega$. The novelty of this approach by comparison with
past work [19, 23, 37, 38, 42, 53] is that both the Euclidean interior and the fractal boundary
carry non-trivial Dirichlet forms. We approximate the Dirichlet form $\mathcal{E}$ by a sequence of
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discrete energies $\mathcal{E}_n$ (Theorem 4.1). This is done by inductively constructing triangulations of $\Omega = \Omega \cup \partial \Omega$, the edges of which are then treated as a sequence of finite planar graphs $\Gamma_n$ equipped with a discrete energy $\mathcal{E}_n$ and measure $m_n$, and hence an inner product $\langle \cdot, \cdot \rangle$. We then define a discrete Laplacian $L_n$ such that

$$\mathcal{E}_n(u, v) = -\langle L_n u, v \rangle_n.$$ 

Note that $L_n$ takes into account both the interior $\Omega$ and fractal boundary $\partial \Omega$. Our approach is related to several recent works on diffusion problems involving fractal membranes [13,33,36]. Moreover, it can be viewed as a generalization of work of Lapidus et. al. [38] on the eigenstructure of the Dirichlet Laplacian on $\Omega$. Indeed, our numerical results on the spectra of $L_n$ are closely related to those for a discretization of the eigenvalue problem $\Delta u = \lambda u$ with Dirichlet boundary conditions due to a localization phenomenon that will be explored in Section 5.

One of the main goals of this paper is to investigate the impact of the fractal boundary on the eigenmodes of $L_n$. This problem is of general interest, particularly in physics where questions like “How do ocean waves depend on the topography of the coastlines?” and “How do trees and wind interact?” have already been studied. For these and more examples the reader is referred to [50,51] and references therein. We note in particular that Sapoval [49] conducted an experimental investigation of acoustic vibration modes of with soap bubbles placed on fractal drums, and made the striking observation that the fractal boundary causes some low-frequency wave modes to localize. Placing a soap bubble on the fractal boundary of a drum is mathematically equivalent to imposing Dirichlet boundary conditions; our situation is somewhat different, in that our model allows for non-trivial boundary energy, but nevertheless we find significant localization effects, which may be summarized as follows:

- The eigenvalue counting function has two regimes with different scaling. The threshold for the change in regimes is approximately the largest eigenvalue of the Dirichlet Laplacian on $\Omega$. 
- Eigenfunctions with eigenvalues of $L_n$ below the threshold are not localized. 
- Eigenfunctions with eigenvalues of $L_n$ above the threshold begin to show localization near $\partial \Omega$. As the eigenvalue increases, so does this localization. 
- Eigenfunctions corresponding to eigenvalues of $L_n$ that are significantly above the threshold are strongly localized on $\partial \Omega$. 

A class of boundary-localized high-frequency eigenmodes known as whispering-gallery modes are well-understood for convex domains, though an analytic explanation for their appearance in more general domains is not yet known [23]. However, our boundary modes do not seem to be whispering gallery modes, or any other known class of localized high-frequency modes. Rather, they appear to arise because the boundary part of the Dirichlet form and the interior part have different scalings and hence interact only weakly. An elementary way to see that such modes should appear in our model is given using a variant of the landscape map of Filoche and Mayboroda [17] in Section 6.

The results given here are part of a long term study that aims to provide robust computational tools to address, in a fractal setting, a number of linear and nonlinear problems arising from physics [5–7,10,16,22]. The physics of magnetic fields, and of vector equations more generally, are particularly challenging on fractal spaces. Moreover, a discretization of the type considered here is expected to be essential in studying quantum walks [3,4,9,29,47]. On the mathematical side, our work is related to [1,2,8,11,12,15,20,24,26,27,48,52].
The paper is organized as follows. Section 2, follows the treatment in [25] to introduce a Dirichlet form on the Koch snowflake. In Section 3 we give the Dirichlet form on the snowflake domain and discuss some of its properties, such as the Hölder continuity and uniform approximation of eigenfunctions. In Section 4 we construct a triangular grid to approximate the Koch snowflake domain and introduce the discrete Laplacian $L_n$. Section 5 is concerned with our algorithm and numerical results, including the existence of boundary-localized eigenfunctions and their effect on the eigenvalue counting function. Finally, in Section 6 we show that the localized eigenfunctions $L_n$ can be predicted numerically using a variant of an argument from [17].

2. Dirichlet form on the Koch snowflake

The Koch snowflake and the associated snowflake domain are well-known. Here we introduce some notation and foundational results for our analysis, following [25]. Let $\{F_i\}_{i=1}^4$ be the iterated function system defined on $\mathbb{C}$ by

\[
F_1(z) = \frac{z}{3} \quad \quad \quad F_2(z) = \frac{z}{3}e^{i\pi/3} + \frac{1}{3}
\]

\[
F_3(z) = \frac{z}{3}e^{-i\pi/3} + \frac{3 + i\sqrt{3}}{6} \quad \quad \quad F_4(z) = \frac{z + 2}{3}.
\]

The Koch curve is the unique nonempty compact subset $K$ of $\mathbb{C}$ such that $K = \bigcup_{i=1}^4 F_i(K)$. It can be approximated by a sequence of finite graphs for which the following notation is convenient.

**Definition 2.1.** Let $S = \{1, 2, 3, 4\}$. We define $W = S^\mathbb{N}$ and call $\omega \in W$ an infinite word. Similarly, a finite word of length $n \in \mathbb{N}$ is $w \in S^n$; we write $|w| = n$ for its length.

We write $F_w := F_{w_n} \circ \ldots \circ F_{w_1}$, where $w = w_1 \ldots w_n \in S^n$ and introduce finite graphs approximating the Koch curve as follows.

**Definition 2.2.** Let $V_0(K) = \{0, 1\} \subset \mathbb{C}$ and $V_w(K) := F_w(V_0(K))$ for a finite word $w$. Then define

\[
V_n(K) := \bigcup_{|w|=n} V_w(K), \quad \text{and} \quad V_*(K) := \bigcup_{n \geq 0} V_n(K).
\]

We consider the points of $V_n(K)$ as vertices of a graph in which adjacency, denoted by $p \sim_n q$, means that there is a word $w$ of length $n$ such that $p, q \in V_w(K)$.

On each of these graphs we define a graph energy for $u : V_*(K) \to \mathbb{R}$ by

\[
e^{(n)}_K(u) = \frac{4^n}{2} \sum_{p \in V_n(K)} \sum_{q \sim_p} (u(q) - u(p))^2.
\]

Following the general treatment in [31], to which we refer for all omitted details, we see that $\{e^{(n)}_K(u)\}$ is nondecreasing, so $e^{(n)}(u) = \lim_{m \to \infty} e^{(n)}_m(u)$ is well-defined; setting its domain to be $\{u : V_*(K) \to \mathbb{R} \mid e^{(n)}_K(u) < \infty\}$ one obtains a resistance form. This non-negative definite, symmetric quadratic form extends to $D(\mathcal{E}_K) := \{u \in \mathcal{E}(K) \mid \mathcal{E}_K(u|_{V_*}) < \infty\}$, where $\mathcal{E}(K)$ is the space of continuous functions on $K$. There is a resistance metric $R(x, y)$ on $K$ defined from $\mathcal{E}_K$ and with the property that points $x, y \in V_n$ with $x \sim_n y$ have $R(x, y)$ comparable
to $4^{-n}$, and thus $R(x, y)$ is bi-Hölder to the Euclidean metric on $K$ with $R(x, y) \asymp |x - y|^{\log 4/\log 3}$.

There is a resistance estimate for $f \in D(\mathcal{E}_K)$

$$|f(x) - f(y)|^2 \leq R(x, y) \mathcal{E}_K(f)$$

so in particular these functions are $\frac{\log 2}{\log 3}$-Hölder in the Euclidean metric, see also [21, Corollary 4.8].

Continuing our use of results from [31], we see that if equip the Koch curve with the standard Bernoulli probability measure $\mu_K$, i.e. the self-similar measure with weights $\{\mu_i\}_{i=1}^4$ and $\mu_i = \frac{1}{4}$ for $i \in \{1, 2, 3, 4\}$ then $(D(\mathcal{E}_K), \mathcal{E}_K)$ gives a strongly local regular Dirichlet form on $L^2(K, \mu_K)$.

A particular collection of functions in $D(\mathcal{E}_K)$ of $\mathcal{E}_K$ will be useful in what follows. A function $h$ on $K$ is called harmonic if it minimizes the graph energies $\mathcal{E}_K^{(n)}(h)$ for all $n \geq 1$. It is called piecewise harmonic at scale $n$ if it is harmonic on the complement of $V_n$, or equivalently if $h \circ F_w^{-1}$ is harmonic for each word $w$ of length $n$. Piecewise harmonic functions are uniform-norm dense in $\mathcal{C}(K)$ and dense in $D(\mathcal{E}_K)$ with respect to the norm $\left(\|u\|^2_{2,(K,\mu_K)} + \mathcal{E}_K(u)\right)^{1/2}$.

As in [21], we transfer the above definitions for the Koch curve to the boundary of the snowflake domain $\partial \Omega$ in the obvious manner. Write the boundary $\partial \Omega$ as a union $\bigcup_j K_j$ of three congruent copies of $K$. Specifically, let $K_j = \varphi_j(K)$ where $\varphi_j$ is the Euclidean translation and rotation such that $0 \mapsto \sqrt{3}e^{i(4j-3)\pi/6}$ and $1 \mapsto \sqrt{3}e^{i(4j+1)\pi/6}$.

**Definition 2.3.** The boundary energy and its domain are defined by:

$$D(\mathcal{E}_{\partial \Omega}) := \{ u : \partial \Omega \to \mathbb{R} \mid u|_{K_i \circ \varphi_i^{-1}} \in D(\mathcal{E}_K), i = 1, \ldots, 3 \},$$

$$\mathcal{E}_{\partial \Omega}(u) := \mathcal{E}_K(u|_{K_1 \circ \varphi_1^{-1}}) + \mathcal{E}_K(u|_{K_2 \circ \varphi_2^{-1}}) + \mathcal{E}_K(u|_{K_3 \circ \varphi_3^{-1}}) \text{ if } u \in D(\mathcal{E}_{\partial \Omega}).$$

We then let

$$\mu(\cdot) := \mu_K(\varphi_1^{-1}(\cdot)) + \mu_K(\varphi_2^{-1}(\cdot)) + \mu_K(\varphi_3^{-1}(\cdot))$$

so that $(\mathcal{E}_{\partial \Omega}, D(\mathcal{E}_{\partial \Omega}))$ is a strongly local Dirichlet form on $L^2(\partial \Omega, \mu)$. Since $\mu_K(K) = 1$ we have $\mu(\partial \Omega) = 3$.

3. **Dirichlet form on the snowflake domain**

We wish to consider a Dirichlet form on $\partial \Omega$ that incorporates our form $\mathcal{E}_{\partial \Omega}$ as well as the classical Dirichlet energy on $\Omega$. The latter is, of course, simply $\int_\Omega |\nabla f|^2 \, d\mathcal{L}^2$, where $\mathcal{L}^2$ is Lebesgue measure. The domain is the Sobolev space $H^1$. The fact that a nice Dirichlet form of this type exists depends on results of Wallin [54] and Lancia [33], which we briefly summarize.

The trace of $H^1(\Omega)$ to $\partial \Omega$ is well defined and can be identified with a Besov space $B$, the details of which will not be needed here [54]. Moreover, the kernel of the trace map is $H^1(\Omega)$, the $H^1$-closure of $C^\infty$ functions with compact support in $\Omega$. The domain $D(\mathcal{E}_{\partial \Omega})$ can be identified with a closed subspace of $B$, and there is a bounded linear extension operator from $D(\mathcal{E}_{\partial \Omega})$ to $H^1(\Omega)$, see [33]. Writing $u|_{\partial \Omega}$ for the trace of $u$ we see that the following defines a Hilbert space and inner product, see [36, Proposition 3.2].

$$W(\Omega, \partial \Omega) = \{ u \in H^1(\Omega) : u|_{\partial \Omega} \in D(\mathcal{E}_{\partial \Omega}) \}$$

$$\langle u, v \rangle_{V(\Omega, \partial \Omega)} = \langle u, v \rangle_{H^1(\Omega)} + \mathcal{E}_{\partial \Omega}(u|_{\partial \Omega}, v|_{\partial \Omega}) + \langle u|_{\partial \Omega}, v|_{\partial \Omega} \rangle_{L^2(\partial \Omega, \mu)}.$$
One consequence of the preceding is that if we let \( m = L^2_\Omega + \mu_{|\partial \Omega} \) where \( L^2 \) is Lebesgue measure on \( \Omega \) and \( \mu \) is from (2.3) then for any \( c_0 > 0 \) the quadratic form
\[
E(u) := \int_\Omega (\nabla u)^2 dL^2 + c_0 \mathcal{E}_{\partial \Omega}(u_{|\partial \Omega}).
\]
with domain \( W(\Omega, \partial \Omega) \) in \( L^2(\Omega, m) \) is a Dirichlet form.

Another consequence that will be significant in the next section is that \( W(\Omega, \partial \Omega) \) may be written as the sum of \( H^1_0(\Omega) \) and the subspace of \( H^1(\Omega) \) obtained by the extension operator from \( \mathcal{D}(\mathcal{E}_{\partial \Omega}) \). In this context it is useful to describe an explicit extension operator given in [25] as the “second proof” of their Theorem 6.1, and to extract some further features of the extension and their consequences. We refer to [25] for a more detailed exposition of the construction, including diagrams of the hexagons and the triangulation.

The extension operator for a function \( f \) on \( \partial \Omega \) is defined as follows. There is an induction over \( n = 0, 1, 2, \ldots \) that defines an exhaustion of \( \Omega \) by regular hexagons of sidelength \( 3^{-n} \) which meet only on edges. As the induction proceeds, each new hexagon is subdivided into 6 equilateral triangles meeting at the center and a piecewise linear function is defined on each triangle by linear interpolation of the values at the vertices. The value at the center of the hexagon is defined to be the average of its vertices, and the induction is such that the hexagon vertices either lie on edges of the triangles from the previous stage of the construction, which provides the values at these points, or lie on \( \partial \Omega \). In the latter case the values of \( f \) are used at these vertices, and we note that those vertices of a hexagon with sidelength \( 3^{-n} \) that come from \( \partial \Omega \) are points from the vertex set \( V_{n+1} \), see Definition 2.2. The resulting piecewise linear function is the extension of \( f \) to \( \Omega \), which we call \( g \). It is a special case of the result in [25, Theorem 6.1] that if \( f \) is a piecewise harmonic function then \( g \) is Lipschitz in the Euclidean metric on \( \Omega \).

With regard to the following theorem, we note that the existence of a bounded linear extension in this setting is known [33], and we could develop the corollaries from this, but it will be useful for us to know the result for this specific extension.

**Theorem 3.1.** The extension operator described above is a bounded linear extension operator from \( \mathcal{D}(\mathcal{E}_{\partial \Omega}) \) with norm \( (\| \cdot \|^2_{L^2(\partial \Omega, \mu)} + \mathcal{E}_{\partial \Omega}(f))^{1/2} \) to \( H^1(\Omega) \) with its usual norm, and satisfies the seminorm bound
\[
\int_\Omega |\nabla g|^2 \leq C^n \sum_n \sum_{x \sim y} |f(x) - f(y)|^2 \leq C \mathcal{E}_{\partial \Omega}(f).
\]

We need the following elementary lemma.

**Lemma 3.2.** If \( h \) is a linear function on an equilateral triangle \( T \subset \mathbb{R}^2 \) then \( \int_T |\nabla h|^2 \) over the triangle is a constant multiple of the sum of the squared differences between vertices, independent of the size of the triangle. Thus \( \int |\nabla g|^2 \) over a hexagon in the extension construction is bounded by a constant multiple of the squared vertex differences summed over all pairs of vertices of the hexagon.

**Proof.** The first statement follows from a direct computation for a triangle of sidelength 1 that is left to the reader, combined with the observation that when rescaling length the scaling of \( |\nabla h|^2 \) cancels with that for the area of the triangle. For the second, write the integral as a sum over the triangles, use the first statement on each triangle and apply the Cauchy-Schwarz inequality. \( \square \)
Proof of Theorem 3.1. We begin by observing that all operations in the definition of the extension are linear in \( f \), and consequently so is the extension operator. In the following argument \( C \) is a constant that may change value from step to step, even within an inequality.

Observe that in the construction, the vertex values of a hexagon of sidelength \( 3^{-n} \) come either from values at \( f \) at points of \( V_n \), or from linear interpolation of values of \( f \) at vertices from \( V_{n-1} \) on the side of a hexagon of the previous scale, or from linear interpolation between a value at a point in \( V_{n-1} \) and a value obtained as an interpolant between values at vertices from \( V_{n-2} \). The observation that drives the Lipschitz bound in [25] is that in any of these cases we can bound the pairwise difference between values at vertices by \( C \) where the sum ranges over neighbor pairs in \( V_n \) that are within a bounded distance from the hexagon. It follows that the number of terms in the sum has a uniform bound, and thus the squared pairwise differences are bounded by \( C \sum |f(x) - f(y)|^2 \). In view of Lemma 3.2, the left side of (3.2) is bounded by a constant multiple of the sum of squares over edges in the triangulation. The preceding argument gives a bound for the sum over the edges that are in a hexagon of size \( 3^{-n} \), and summing over the hexagons yields (3.2).

For the norm bound we must control \( \|g\|_{L^2(\Omega)} \). It is immediate from the construction that \( \|g\|_{L^\infty(\Omega)} \leq \|f\|_{L^\infty(\partial \Omega)} \). However the latter can be bounded in a standard manner from the resistance bound (2.2), because it implies that \( |f(x)| \geq \frac{1}{2}\|f\|_{L^\infty}\) on an interval of size controlled by \( \mathcal{E}_{\partial \Omega} \). Direct computation then gives \( \|f\|_{L^2} \leq 2(\|f\|_{L^2(\partial \Omega)} + \mathcal{E}_{\partial \Omega}(f)) \). Since \( \|g\|_{L^2(\Omega)} \leq C\|g\|_{L^\infty(\Omega)} \) we obtain \( \|g\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\partial \Omega)} \). Together with the seminorm bound (3.2) this proves the extension operator is bounded.

\[ \square \]

**Corollary 3.3.** The domain of the Dirichlet form \( \mathcal{E}(u) := \int_\Omega (\nabla u)^2 d\mathcal{L}^2 + c_0 \mathcal{E}_{\partial \Omega}(u|_{\partial \Omega}) \) may be written as a sum of compact subspaces of \( L^2(\Omega) \)
\[
W(\Omega, \partial \Omega) = H^1_0(\Omega) + H^1_{\mathcal{E}(\partial \Omega)}(\Omega)
\]
where \( H^1_{\mathcal{E}(\partial \Omega)}(\Omega) \) is the image of \( D(\mathcal{E}_{\partial \Omega}) \) under the extension map.

**Proof.** The decomposition as a sum of closed subspaces follows from Wallin’s result [54] that the kernel of the trace map is \( H^1_0(\Omega) \), and from Lancia’s bounded linear extension [33] (or from Theorem 3.1 above). Compactness of \( H^1_0(\Omega) \) is from the classical Rellich-Kondrachov theorem. Compactness of \( H^1_{\mathcal{E}(\partial \Omega)}(\Omega) \) is an immediate consequence of the density of the finite dimensional space of harmonic functions in \( D(\mathcal{E}_{\partial \Omega}) \) and the boundedness of the extension map in Theorem 3.1 because it exhibits \( H^1_{\mathcal{E}(\partial \Omega)}(\Omega) \) as the completion of a sequence of finite dimensional spaces in \( H^1(\Omega) \). \( \square \)

The following consequence is standard.

**Corollary 3.4.** The non-negative self-adjoint Laplacian \( L \) associated to the Dirichlet form by \( \mathcal{E}(u, v) = -\int_\Omega (Lu)v \, dm \) has compact resolvent and thus its spectrum is a sequence of non-negative eigenvalues accumulating only at \( \infty \).

We also note that the extension construction gives us an explicit Hölder estimate.

**Corollary 3.5.** Functions in \( H^1_{\mathcal{E}(\partial \Omega)} \) are \( \frac{\log 2}{\log 3} \) Hölder in the Euclidean metric on \( \overline{\Omega} \).

**Proof.** The resistance estimate (2.2) says that a function \( f \in D(\mathcal{E}_{\partial \Omega}) \) is \( \frac{1}{2} \) Hölder in the resistance metric. A pair of neighboring points in \( x, y \in V_n \) are separated by resistance distance \( R(x, y) \sim 4^{-n} \), so \( |f(x) - f(y)| \leq C2^{-n} \) for such points. Moreover these points are separated by Euclidean distance \( 3^{-n} \), so \( f \) is \( \frac{\log 2}{\log 3} \) Hölder in the Euclidean metric.
The values of $f$ on $V_n$ are those used as boundary data on hexagons of sidelength $3^{-n}$ in the extension construction, and they obviously contribute a term with gradient bounded by $2^m 3^{-n}$. Since the extension $g$ on such a hexagon involves terms from the extensions to hexagons of scale $3^{-m}$ for $m \leq n$, we may sum these to see that $|Vg| \leq C 2^m 3^{-n}$ on this hexagon. In particular, $|g(x) - g(y)| \leq C |x-y|^{\log 2/\log 3}$. This is true for hexagons of all scales, hence for all points in $\Omega$, and was already known for points on $\partial \Omega$, so the proof is complete.

There are discontinuous functions in $W(\Omega, \partial \Omega)$ because it contains $H_0^1(\Omega)$. However, eigenfunctions of $\mathcal{E}$, which exist by Corollary 3.4, can be shown to be Hölder continuous.

**Theorem 3.6.** Eigenfunctions of the Dirichlet form (3.1) (equivalently of $L$ as in Corollary 3.4) are Hölder continuous.

**Sketch of the proof.** Suppose $u$ is an eigenfunction with eigenvalue $\lambda$, so $\mathcal{E}(u, v) = -\lambda \langle u, v \rangle_{L^2(\mu, \nu)}$ for all $v \in D(\mathcal{E})$, so by Corollary 3.3 it is in particular true for all $v \in H_0^1(\Omega)$. We will write $\mathcal{E}_\Omega(u, v) = \int_\Omega \nabla u \cdot \nabla v \, d\mathcal{C}^2$ for the usual seminorm in $H^1(\Omega)$.

Let $h_u$ be the harmonic function on $\Omega$ with boundary data $u|_{\partial \Omega}$, where we recall that the latter denotes the trace. Since $h_u$ is the extension of $u|_{\partial \Omega}$ that minimizes $\mathcal{E}_\Omega$ and we know $u$ is an extension for which $\mathcal{E}_\Omega(u, u) < \infty$, we have $h_u \in H^1(\Omega)$ and it follows immediately that $h_u \in D(\mathcal{E})$, and in fact $u - h_u \in H_0^1(\Omega)$. Then for $v \in H_0^1(\Omega)$ we compute as follows, using $\mathcal{E}_\Omega(h_u, v) = 0$ because $h_u$ is harmonic and that various boundary terms vanish because $u - h_u = 0$ on $\partial \Omega$ and $v|_{\partial \Omega} = 0$, the latter because $H_0^1(\Omega)$ is the kernel of the trace map.

$$\mathcal{E}_\Omega(u - h_u, v) = \mathcal{E}_\Omega(u, v) = \mathcal{E}(u, v) = -\lambda \langle u, v \rangle_{L^2(\mu, \nu)} = -\lambda \langle u, v \rangle_{L^2(\partial 3^2)}.$$

This shows that $u - h_u \in H_0^1(\Omega)$ satisfies $\Delta_0(u - h_u) = \lambda u$, where $\Delta_0$ is the Dirichlet Laplacian. This reduces the problem to determining the regularity of the harmonic function $h_u$ and $u - h_u = \lambda G_0 u$, where $G_0$ is the Dirichlet Green’s operator on $\Omega$.

It is proved in [46] that the kernel $g(x, y)$ of the Green’s operator is in a Sobolev space $W^{1,q}(\Omega)$ with $q > 2$, and it follows that $g(x, y)$ is Hölder continuous. Hence so is $u - h_u = \lambda G_0 u$. The Hölder continuity depends on the regularity of the boundary $\partial \Omega$ and can, in principle, be estimated using the quantity $I_q(\Omega)$ on page 337 of [46].

The function $h_u$ is the harmonic extension of the trace $u|_{\partial \Omega}$. The latter is in $D(\mathcal{E}_{\partial \Omega})$ and is therefore $\frac{\log 2}{\log 3}$-Hölder. Moreover, the Riemann mapping on $\Omega$ has Hölder continuous extension to $\partial \Omega$, see [32, 43, 44], so $h_u$ is Hölder continuous and the proof is complete.

**Remark 3.7.** The proof of the Hölder continuity of $h_u$ discussed above admits a generalization which does not involve the Riemann mapping and is applicable in any dimension. We refer to [30, Chapter 1 Section 2] for the following reasoning; all references are to the definitions and results stated there. Our domain is class $S$ as in Definition 1.1.20, so a Lipschitz function on $\partial \Omega$ has harmonic extension in a Hölder class $C^3$ by Lemma 1.2.4. Taking a sequence of Lipschitz approximations to our boundary data $u|_{\partial \Omega}$ and examining the constants in the proof of Lemma 1.2.4 we discover that these blow-up in manner reflecting the Hölder continuity of $u|_{\partial \Omega}$, and in particular that $h_u$ is Hölder continuous with exponent the worse of the Hölder exponent of the boundary data and the exponent for a Lipschitz function. A particular case is Remark 1.2.5. We are indebted to Tatiana Toro for pointing out this reference and sketching the argument.
A final consequence of Theorem 3.1 which will be significant later is that when high frequency oscillations on \( \partial \Omega \) are extended to \( \Omega \) they do not penetrate the domain very far and the energy of the extended function is very close to the energy of

**Corollary 3.8.** If the best piecewise harmonic approximations to \( f \in D(\mathcal{E}_{\partial \Omega}) \) at scale \( n \) is the zero function then the extension \( g \) is supported within distance \( C_1 3^{-n} \) of the boundary and satisfies a seminorm bound of the form

\[
\int_{\Omega} |\nabla g|^2 \leq C_2 4^{-n} \mathcal{E}_{\partial \Omega}(f).
\]

**Proof.** We saw in the construction that the values from \( V_n \) were the only interpolation data for hexagons of sidelength \( 3^{-m}, m \leq n \). If \( f \) is zero at these points then \( g \equiv 0 \) on these hexagons, so its support is within distance at most \( C_1 3^{-n} \) from \( \partial \Omega \). Moreover, the terms corresponding to \( V_m, m \leq n \) in the middle term of the seminorm bound (3.2) are zero, in which case comparing this to the definition (2.1) of the boundary energy we see that the energy scaling factor provides an additional factor of \( 4^{-n} \). \( \square \)

## 4. Inductive mesh construction and discrete energy forms

We inductively construct the usual approximations to the closed snowflake domain \( \overline{\Omega} \), along with a triangulating mesh, in the following manner. The scale \( n \) approximation consists of a collection of equilateral triangles with side length \( 3^{-n} \), the mesh is their edges, and those edges which belong to only one triangle are called boundary edges. When \( n = 0 \) there is exactly one equilateral triangle. The scale \( n + 1 \) approximation is obtained as shown in Figure 1: each scale \( n \) triangle is subdivided into nine triangles as on the left, and triangles are appended to the centers of boundary edges as on the right. (The figure shows the case \( n = 0 \); at future steps at most two edges of a triangle can be boundary edges.) The \( n = 2 \) approximation is (f) in Figure 2.

The mesh is treated as a graph \( \Gamma_n \) with vertices \( V_n \). Note that the the vertices \( V_n \) in the graphs in Section 2 are a subset of \( V_n \) and indeed the graphs constructed there are simply the boundary subgraphs of the \( \Gamma_n \). Evidently, two vertices \( p, q \in V_n \) are connected by an edge of the mesh if and only if \( |p - q| = 3^{-n} \), where \( | \cdot | \) is the Euclidean norm, in which case we write \( p \sim_n q \). The vertices contained in boundary edges of \( \Gamma_n \) are called boundary vertices, all other vertices are interior vertices.

Let \( l(V_n) = \{ u \mid u : V_n \rightarrow \mathbb{R} \} \) and define the graph energy of \( u \in l(V_n) \) by

\[
\mathcal{E}_n(u) = \sum_{p_1, p_2 \in V_n} c_n(p_1, p_2)(u(p_1) - u(p_2))^2
\]
SNOWFLAKE DOMAIN WITH BOUNDARY AND INTERIOR ENERGIES

where \( c_n(p_1, p_2) \) is the conductance between points \( p_1, p_2 \), and is given by

\[
c_n(p_1, p_2) = \begin{cases} 
1 & \text{if } p_1 \text{ and } p_2 \text{ are connected by an interior edge}, \\
4^n & \text{if } p_1 \text{ and } p_2 \text{ are connected by a boundary edge}, \\
0 & \text{if } p_1 \text{ and } p_2 \text{ are not connected by an edge}.
\end{cases}
\]

Note that for boundary vertices both (4.2) and (4.3) agree with those in Section 2 and therefore the restriction of (4.1) to edges in the boundary of \( \Gamma_n \) coincides with the energy defined in (2.1). Moreover, the terms corresponding to edges in \( \Omega \) have weight 1, and it follows from Lemma 3.2 that for a function \( g \) which is piecewise linear on equilateral triangles the sum of squared differences of the function over edges in the triangulation is a constant multiple of the Dirichlet energy \( \int_\Omega |\nabla g|^2 \). After computing this constant and verifying that our triangulation by \( \Gamma_n \) is obtained from the \( n \)th triangulation in the extension of Theorem 3.1 simply by dividing all triangles of sidelength larger than \( 3^{-n} \) into subtriangles of sidelength \( 3^{-n} \) the following consequence is immediate.

**Theorem 4.1.** If \( u \in H^1_\partial \Omega \) is the extension of \( f \in \mathcal{D}(\mathcal{E}_\partial \Omega) \) by the extension procedure of Theorem 3.1 then \( \mathcal{E}(u) = \lim_{n \to \infty} \mathcal{E}_n(u) \).

**Remark 4.2.** \( \mathcal{E}_n(u) \) should be thought of as the graph energy of the restriction of \( u \) to \( V_n \).

We now introduce a measure on \( V_n \) by

\[
m_n(p) = \begin{cases} 
9^{-n} & \text{if } p \text{ is an interior vertex} \\
4^{-n} & \text{if } p \text{ is a boundary vertex}.
\end{cases}
\]

This equips \( l(V_n) \) with an inner product \( \langle \cdot, \cdot \rangle_n : l(V_n) \times l(V_n) \to \mathbb{R} \)

\[
\langle u, v \rangle_n = \sum_{p \in V_n} m_n(p)u(p)v(p),
\]

and we can then define a discrete Laplacian \( L_n \) so that \( \mathcal{E}_n(u, v) = -\langle L_n u, v \rangle_n \) as follows.

**Definition 4.3.** Let \( u \in l(V_n) \) and \( p \in V_n \). The (\( n \)-level) discrete Laplacian of \( u \) at \( p \) is

\[
L_n u(p) = \frac{2}{m_n(p)} \sum_{q \in V_n} c_n(p, q)(u(p) - u(q)),
\]

with conductances \( c_n(p_1, p_2) \) from (4.2) and vertex measure \( m_n(p) \) from (4.3).

5. Numerical Results

In order to investigate the spectral properties of the Dirichlet form \( \mathcal{E} \) we constructed the discrete Laplacian matrix \( L_n \) from Definition 4.3 and solved \( L_n \phi = \lambda \phi \) numerically. We compared the resulting eigenvalues and eigenvectors with those of the Dirichlet Laplacian, which we denote \( \tilde{L}_n \). In this section we almost exclusively present data for \( n = 4 \), and denote the \( j \)th eigenvector and eigenvalue of \( L_4 \) by \( \phi_j \) and \( \lambda_j \), where \( \lambda_j \leq \lambda_{j+1} \) for all \( j \) and eigenvalues are repeated according to their multiplicity. We label the eigenvectors \( \tilde{\phi}_j \) and \( \tilde{\lambda}_j \) in the same manner.

In order to justify the above numerical approach to investigating the spectrum of \( \mathcal{E} \) we should like to prove a result of the following kind. We believe this ought to be possible by methods analogous to those in [14,34,35].
Conjecture 5.1. Our discrete and finite element approximations to eigenfunctions of $\mathcal{E}$ converge uniformly, and hence the spectrum of $L_n$ converges to that of $L$.

5.1. Algorithm and Implementation. We constructed $L_n$ by an iterative procedure written in the programming language Python and then computed and graphed the eigenvalues and eigenfunctions of $L_n$ using Mathematica. We also computed the matrix $\tilde{L}_n$ of the Dirichlet Laplacian so that comparison of $L_n$ and $\tilde{L}_n$ could be used to identify effects of the boundary Dirichlet form.

The construction of $L_n$ involved constructing the mesh graphs $\Gamma_n$. The vertices of $\Gamma_1$, which is shown in Figure 2(a), were hard-coded. Construction of the vertices of $\Gamma_2$ was achieved by the steps (b)–(f) of Figure 2: specifically, $\Gamma_1$ was scaled by $\frac{1}{3}$, translated to cover the region in the first quadrant and reflected to the other quadrants. Duplicate vertices were deleted and the process repeated to construct the vertices of $\Gamma_n$ for $n = 3$ and $n = 4$.

Construction of $L_n$ is equivalent to finding the vertex adjacencies of $\Gamma_n$; an elementary way to do this is to find pairs of points separated by distance $3^{-n}$. However it was not efficient to identify boundary vertices in this manner, and we used KD trees to improve run times for this aspect of the problem. With the adjacencies and boundary edges identified it is easy to weight these and construct the matrix $L_n$. The matrix $\tilde{L}_n$ of the Dirichlet Laplacian is obtained by deleting the rows and columns corresponding to boundary vertices.

5.2. The eigenvalue counting function. The eigenvalue counting function for a general symmetric matrix $M$ is defined by

$$N_M(x) := \#\{\lambda \leq x \mid \lambda \text{ is an eigenvalue of } M\}$$
where eigenvalues are counted with multiplicity. This generalizes to operators with discrete spectrum in $[0, \infty)$. It is well-known that if the operator in question is the (positive) Laplacian $\Delta$ on a Euclidean domain then $N_\Delta$ encodes a great deal of geometric information: for example, the Weyl law says that it grows as $C_d x^{d/2}$, where $d$ is the dimension and $C_d$ encodes the volume of the domain; more precise asymptotics can be obtained for certain classes of domains.

The eigenvalue counting functions of $L_n$ and the Dirichlet Laplacian $\tilde{L}_n$ for the $n = 4$ approximation are displayed in Figure 3, along with Log-Log plots that identify their growth behavior. It is immediately apparent that $N_{L_4}$ has two regimes, a low eigenvalue regime in which it fairly closely tracks the behavior of $N_{\tilde{L}_4}$, though with a lower initial rate of growth, and a high eigenvalue regime in which its growth is entirely different. Moreover, there is an additional feature which is not apparent from the graphs. The largest eigenvalue of $\tilde{L}_4$ is $\tilde{\lambda}_{4789} = 118039.37$, and the regime-change point on the $L_4$ graph occurs at the almost identical value $\lambda_{5028} = 118038.02$. Graphs of the corresponding eigenfunctions are also very similar; they are both highly oscillatory, so their graphs look multi-valued, but the similarity in the macroscopic profile of the oscillations is readily apparent in Figure 4.

5.3. Eigenvectors and eigenvalues in the low eigenvalue regime. The eigenstructure of $L_n$ in the low eigenvalue regime holds few surprises. Comparing it to that for $\tilde{L}_n$ we found that the boundary Dirichlet form permitted many additional low-frequency configurations, some of which are shown in Figure 5. It is apparent from the counting function plots in Figure 3 that this difference in the growth of $N_{L_n}$ and $N_{\tilde{L}_n}$ decreases as $\lambda$ increases.

The eigenvalues less than $\lambda = 1100$ for each operator are in the table below. It is evident that for both operators some eigenvalues occur with multiplicity 1 and some with multiplicity 2. This is true throughout the spectrum (not just in the low frequency regime) and is explained by symmetries of $\Omega$; this may be verified by the argument given in [38]. At higher frequencies these symmetries are difficult to see from the graphs but readily apparent in contour plots, as illustrated in Figure 6.
$\phi_{5028}, \lambda_{5028} = 118038.02$

$\tilde{\phi}_{4789}, \tilde{\lambda}_{4789} = 118039.37$

**Figure 4.** The eigenvector $\phi_{5028}$ of $L_n$ at the regime change $\lambda \sim 118038.5$ is qualitatively similar to the last Dirichlet eigenvector $\tilde{\phi}_{4789}$.

$\phi_1, \lambda_1 = 0$

$\phi_2, \lambda_2 = 15.1$

$\phi_4, \lambda_4 = 48.1$

$\tilde{\phi}_1, \tilde{\lambda}_1 = 118.8$

$\tilde{\phi}_2, \tilde{\lambda}_2 = 294.5$

$\tilde{\phi}_4, \tilde{\lambda}_4 = 499.8$

**Figure 5.** Selected eigenvectors of $L_4$ (above) and $\tilde{L}_4$ (below).

| j | $\lambda_j$ | j | $\lambda_j$ | j | $\lambda_j$ | j | $\lambda_j$ |
|---|---|---|---|---|---|---|
| 1 | 0 | 8 | 125.4 | 15 | 344.8 | 22 | 617.9 |
| 2 | 15.1 | 9 | 171.6 | 16 | 363.6 | 23 | 651.6 |
| 3 | 48.1 | 10 | 171.6 | 17 | 482.0 | 24 | 651.6 |
| 4 | 48.1 | 11 | 238.5 | 18 | 482.0 | 25 | 743.8 |
| 5 | 85.1 | 12 | 238.5 | 19 | 490.9 | 26 | 787.9 |
| 6 | 119.2 | 13 | 313.0 | 20 | 490.9 | 27 | 851.2 |
| 7 | 119.2 | 14 | 313.0 | 21 | 609.5 | 28 | 851.2 |

| j | $\lambda_j$ | j | $\lambda_j$ | j | $\lambda_j$ | j | $\lambda_j$ |
|---|---|---|---|---|---|---|
| 1 | 118.8 | 6 | 822.7 | 11 | 822.7 | 6 | 822.7 |
| 2 | 294.5 | 10 | 941.7 | 11 | 941.7 | 10 | 941.7 |
| 3 | 499.8 | 12 | 950.5 | 12 | 950.5 | 12 | 950.5 |
| 4 | 575.1 | 13 | 1084.6 | 13 | 1084.6 | 13 | 1084.6 |
| 5 | 630.5 | 14 | 1098.6 | 14 | 1098.6 | 14 | 1098.6 |
One striking observation about the spectra of $L_n$ and $\tilde{L}_n$ was the existence of eigenvectors and eigenvalues that were very similar in both. An example is shown in Figure 7, where it is apparent that $\phi_{34}$ with eigenvalue $\lambda_{34} = 1098.6$ is very similar to $\tilde{\phi}_{13}$ with eigenvalue $\tilde{\lambda}_{13} = 1084.6$. Such “pairs” of eigenvectors, one from $L_n$ and one from $\tilde{L}_n$, both with the same symmetries and similar eigenvalues, were found throughout the low eigenvalue regime. One possible explanation is that there might be Dirichlet eigenfunctions with symmetries that imply they are close to being eigenfunctions of $L$.

To see this, let us try to compute how far a Dirichlet eigenfunction might be from being an eigenfunction of $L$. Making a computation like that in Theorem 3.6 we see that a Dirichlet eigenfunction is $u \in H^1_0(\Omega)$ such that $\mathcal{E}(\Omega)(u,v) = \lambda \langle u,v \rangle_{L^2(\Omega)}$ for all $v \in H^1_0(\Omega)$. A general element of $D(\mathcal{E})$ can be written as $v + h_f$, where $f \in D(\mathcal{E}_{\partial\Omega})$ denotes the boundary values and $h_f$ is harmonic. Since $u \in H^1_0(\Omega)$ has zero boundary trace we have

$$\mathcal{E}(u,v + h_f) = \mathcal{E}_{\Omega}(u,v) = \lambda \langle u,v + h_f \rangle_{L^2(\Omega),dm} = \lambda \langle u,h_f \rangle_{L^2(\Omega)}$$

so $u$ would also be an eigenfunction of $L$ if $\langle u,h_f \rangle_{L^2(\Omega)} = 0$ for all $h_f$. As importantly, we would expect to find an eigenfunction and eigenvalue near $(u,\lambda)$ if $\langle u,h_f \rangle_{L^2(\Omega)}$ was small for all $f \in D(\mathcal{E}_{\partial\Omega})$. In consideration of Corollary 3.8 we might expect highly oscillatory $f$ to produce $h_f$ with support close to the boundary, where $u$ is small because it has Dirichlet boundary values. This heuristic suggests that we need only consider slowly varying $f$, and, moreover, that if the symmetries of $u$ are such that it is nearly orthogonal to a large enough subspace of harmonic extensions of slowly varying boundary value functions, then $u$ should be very close to being an eigenfunction of $L$ as well as $\tilde{L}$. We do not know if this heuristic is the correct explanation for the observed phenomenon, or have estimates that would make the explanation precise.
5.4. **Localization in the high eigenvalue regime.** The high eigenvalue regime contains the eigenvalues of $L_n$ that are larger than the largest Dirichlet eigenvalue. In this regime we see a dramatic transition from eigenfunctions that are supported throughout the domain to eigenfunctions localized near the boundary. Figure 8 illustrates this change using contour plots for eigenfunctions of $L_4$: the first row of images are of eigenfunctions just inside the regime, while the other three shows the progression of localization with increasing frequency. The last image is the highest eigenvalue eigenfunction of $L_4$. Note that the onset of the localization phenomenon is rapid, occurring across just a few eigenfunctions, and that continues to sharpen as the frequency increases, but at a decreasing rate.

Several phenomena in physics involve the localization of eigenmodes (e.g. Anderson localization due to a random potential in the Schrödinger equation). A nice survey from a mathematical perspective is in [45]. Some involve low frequency modes (e.g. weak localization due to irregular or complex geometry of the domain) and some involve high frequency modes (e.g. whispering-gallery modes, bouncing ball modes and focusing modes). The type that looks most similar to those observed for $L_n$ are the whispering-gallery modes. These are well understood for convex domains [28], but despite the fact that for many years similar modes have been observed in non-convex domains, including domains with pre-fractal boundaries, our understanding of why these occur is incomplete. One approach to high-frequency localized eigenmodes uses quantum billiards, but studying quantum billiards on sets with fractal boundaries seems to be a difficult problem [40]. The only literature we are aware of for the Koch snowflake domain is [39,41], and it does not include modes of the type we see for $L_n$.

We believe that in our setting the high frequency boundary localizations are not due to a whispering gallery effect, but rather to the relatively weak coupling between the boundary energy and the domain energy. We can see this, at least heuristically, by repeating the sort of calculation done at the end of subsection 5.3 above, but this time considering how close a high frequency eigenfunction of the boundary energy $\mathcal{E}_{\partial \Omega}$ might be to an eigenfunction of $L$. Suppose $u \in \mathcal{D}(\mathcal{E}_{\partial \Omega})$ satisfies $\mathcal{E}_{\partial \Omega}(u, v) = \lambda(u, v)_{L^2(\Omega, \mu)}$ for all $v \in \mathcal{D}(\mathcal{E}_{\partial \Omega})$. If we extend $u$ and $v$ harmonically to $\Omega$, obtaining $h_u$ and $h_v$ respectively, and add an arbitrary $\tilde{v} \in H^1_0(\Omega)$

$$
\phi_{34}, \lambda_{34} = 1098.6 \quad \tilde{\phi}_{13}, \tilde{\lambda}_{13} = 1084.6.
$$

**Figure 7.** A “pair” of eigenvectors, one for $L_4$ and one for $\tilde{L}_4$, with similar symmetry structure and eigenvalues.
to \( h_v \) so that \( h_v + \tilde{v} \) ranges over \( \mathcal{D}(\mathcal{E}) \), we obtain

\[
\mathcal{E}(h_u, h_v + \tilde{v}) = \mathcal{E}_{\partial \Omega}(u, v) + \mathcal{E}_\Omega(h_u, h_v) + \mathcal{E}_\Omega(h_u, \tilde{v})
\]

Now if \( u \) is of high frequency it is highly oscillatory and it is not unreasonable to expect that its piecewise harmonic approximation at large scales is small. In consideration of Corollary 3.8 one might expect that then \( \mathcal{E}_\Omega(h_u, h_u) \) is small, and therefore \( \mathcal{E}(h_u, h_v + \tilde{v}) \approx \mathcal{E}_{\partial \Omega}(u, v) \). Moreover, we have

\[
\langle h_u, h_v + \tilde{v} \rangle_{L^2(\Omega, dm)} = \langle h_u, h_v + \tilde{v} \rangle_{L^2(\Omega, d\mathcal{L}^2)} + \langle u, v \rangle_{L^2(\partial \Omega, d\mu)}
\]

and again we see from Corollary 3.8 that one should expect \( \|h_u\|_{L^2(\Omega, d\mathcal{L}^2)} \) to be small if \( u \) is high frequency, leading to \( \langle h_u, h_v + \tilde{v} \rangle_{L^2(\Omega, dm)} \approx \langle u, v \rangle_{L^2(\partial \Omega, d\mu)} \). Combining this with the corresponding statement for the energies and the assumption that \( u \) was an eigenfunction of \( \mathcal{E}_{\partial \Omega} \) we have

\[
\mathcal{E}(h_u, h_v + \tilde{v}) \approx \mathcal{E}_{\partial \Omega}(u, v) = \lambda \langle u, v \rangle_{L^2(\Omega, dm)} \approx \langle h_u, h_v + \tilde{v} \rangle_{L^2(\Omega, dm)}
\]

which, if exactly true, would say that \( h_u \) was an eigenfunction of \( \mathcal{E} \) with eigenvalue \( \lambda \). This argument is consistent with what we observe, especially the fact that oscillations of the most localized of the high frequency eigenvectors of \( L_n \) appear to have wavelength approximately the length of an edge of \( \Gamma_n \) and are indeed localized very closely to the boundary curve, as seen in Figure 10. However we do not have precise arguments or estimates to justify this heuristic reasoning. A less regular looking eigenfunction localized on the boundary is shown in Figure 9.
Figure 9. The 5550th $L_4$ eigenfunction, $\phi_{5550}$.

Figure 10. The last $L_4$ eigenfunction, $\phi_{5557}$ with $\lambda_{5557} = 524999.69$ oscillates so rapidly and is so small away from $\partial \Omega$ that its graph appears to split into copies of $\partial \Omega$ at a positive and negative height and $\Omega$ at height zero.

6. A LANDSCAPE APPROACH TO HIGH FREQUENCY LOCALIZATION

Although many aspects of wave localization problems remain open, pioneering work of Filoche and Mayboroda [17, 18] has led to a great deal of progress on low-frequency localization problems. For a suitable elliptic differential operator $\mathcal{L}$ on a bounded open set $U \subset \mathbb{R}^n$, they introduce a “landscape” function $u : U \to \mathbb{R}$ by $u = \int_U |G(x, y)|$, where $G$ is the Dirichlet Green’s function, and show that an $L^\infty$ normalized Dirichlet eigenfunction $\phi$ with $\mathcal{L}\phi = \lambda\phi$ satisfies $|\phi(x)| \leq \lambda u(x)$. In consequence, if there is a region where $u$ is small (a valley) that is enclosed by a set where $u$ is large (a set of peaks), then a low frequency eigenfunction that is non-zero in the valley must be confined to that valley. This reduces the problem of low frequency eigenfunction localization to studying the structure of the landscape function, and especially its level sets. The latter involves a great deal of sophisticated mathematics, but is numerically very simple to implement.
Our purpose here is to write a high frequency variant of the argument of Filoche and Mayboroda, and to see that its numerical implementation predicts the high frequency localization seen in our data. We do so by introducing a high frequency landscape function associated to a linear map $L$.

**Definition 6.1.** For $L : \mathbb{R}^d \to \mathbb{R}^d$ is a linear map expressed as a matrix $[L_{ij}]$ with respect to the standard basis, we let $|L| : \mathbb{R}^d \to \mathbb{R}^d$ denote the linear map with matrix $[[|L|]]$ and define the high frequency landscape vector to be $u = |L|(1, \cdots, 1)^T$. Thus $u = (u_1, \cdots, u_d)$ with $u_i = \sum_j |L_{ij}|$.

We remark that the high frequency landscape depends on $|L|$ whereas the low frequency landscape function depended on $|G| = |L^{-1}|$. The following elementary theorem is the analogue of the Filoche-Mayboroda bound using the high frequency landscape function.

**Theorem 6.2.** Let $\phi = (\phi_1, \ldots, \phi_d)^T \in \mathbb{R}^d$ be an eigenvector of $L$ corresponding to an eigenvalue $\lambda > 0$ normalized such that $\max_{1 \leq i \leq d} |\phi_i| = 1$. Then for each $i = 1, \cdots, d$,

$$\phi_i \leq \frac{1}{\lambda} u_i. \tag{6.1}$$

**Proof.** Since $\lambda \phi = L \phi$ we may compute using the standard basis \{\$e_i$\}:

$$\lambda \phi_i = \langle e_i, L \phi \rangle = \sum_j \phi_j \langle e_i, L e_j \rangle = \sum_j \phi_j L_{ij} \leq \sum_j |L_{ij}| = u_i$$

where the inequality used the normalization that $|\phi_j| \leq 1$ for all $j$. \hfill \square

The result of numerical computation of the high frequency landscape function for $L = L_4$, our discrete Laplacian, is shown in Figure 11. It appears to be constant on $\Omega$ and on $\partial \Omega$, but in fact we find that it attains two values on $\partial \Omega$. This can be computed directly from the formula in Definition 4.3.

**Lemma 6.3.** The high frequency landscape function $u$ for $L_n$ has constant value $8 \cdot 3^{2n+1}$ on $\Omega$ and attains the two values $2^{4n+3}$ and $2^{4n+3} + 3 \cdot 2^{2n+2}$ on $\partial \Omega$.

In consideration of the $L^\infty$ normalization of the eigenvector $\phi$ the following is immediate from the lemma and Theorem 6.2.

**Corollary 6.4.** The constraint (6.1) is effective in $\Omega$ if $\lambda \geq 8 \cdot 3^{2n+1}$. 

---

**Figure 11.** The high frequency landscape for $L_4$
Observe that for $L_4$ this constraint is $\lambda \geq 157464$. As expected, this is somewhat higher than the value $\lambda = 118038.02$ at which we identified the regime change in the spectrum, because we did not have complete localization at the regime change.

**Remark 6.5.** It should be noted that Theorem 6.2 works well in our setting simply because the values in the matrix $L_n$ are very different on boundary edges than on interior edges. This is the same reason that drove our heuristic reasoning in Section 5 regarding the decoupling of the interior and boundary energies and their effect on the spectrum of $L$. The high frequency landscape approach would not be expected to predict whispering gallery modes, or localized modes due to quantum scarring, as these are not due solely to local properties of the Laplacian.
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