Development of a Mobile Robot That Plays Tag with Touch-and-Away Behavior Using a Laser Range Finder
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Abstract: The development of robots that play with humans is a challenging topic for robotics. We are developing a robot that plays tag with human players. To realize such a robot, it needs to observe the players and obstacles around it, chase a target player, and touch the player without collision. To achieve this task, we propose two methods. The first one is the player tracking method, by which the robot moves towards a virtual circle surrounding the target player. We used a laser range finder (LRF) as a sensor for player tracking. The second one is a motion control method after approaching the player. Here, the robot moves away from the player by moving towards the opposite side to the player. We conducted a simulation experiment and an experiment using a real robot. Both experiments proved that with the proposed tracking method, the robot properly chased the player and moved away from the player without collision. The contribution of this paper is the development of a robot control method to approach a human and then move away safely.
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1. Introduction

The realization of robots that can play physical games with humans is a challenging research topic in the field of human–robot interaction research. Many robots that play physical games with humans have been developed to date, for games such as table tennis [1], playing catch [2,3], handball [4], volleyball [5], and air hockey [6,7]. Such a robot can be applied not only for entertainment purposes [2,7–9] but also in special needs education, such as helping in the development of children with autism [10,11]. For example, we developed a robot that plays “Daruma-san ga Koronda” [12,13], a children’s game similar to “Red light, Green light.” To extend this aspect of a robot that can play physical games with children, we considered a more active game such as play tag.

One of the difficulties in playing such games is detecting and tracking players who actively move in the field. Matsumaru et al. developed a robot system to play tag [14]; however, in their system, the robot’s role was fixed on the fleeing player, so the robot did not need to track the player. In our system, the robot is intended to be both “it” and the other player. Therefore, the robot needs to detect and track other players, chase other players, and touch them when the robot is being “it”, and run away from “it” by avoiding collisions with other players or objects when the robot is not being “it”.

This paper focuses on developing a robot that plays the role of “it”, which chases other players and touches the nearest player. Usually, the goal of mobile robots that move in a crowd is to arrive at the specified location without colliding with other persons and obstacles [15]. On the other hand, the goal of a robot that plays tag with the role of “it” is not
to avoid other players but to approach one of the players and touch them without colliding with the players. To achieve this task, the robot needs to track multiple players around it, focus on one player, approach the player, determine the target point at which the robot touches the target player, and move away from the player. We assumed a two-wheeled robot as a platform for this work. We could use a biped robot or an omnidirectional mobile robot—but compared with these types of robots, a two-wheeled robot is easier to control than a biped robot, and mentally safer than an omnidirectional mobile robot because a player can predict the direction in which the robot is about to move.

We already evaluated a method for tracking a single player that moved quickly [16]. As a next step, we developed a method to approach a player and pass by the player within a distance of the robot’s arm length. This paper proposes a robot control method that realizes the robot’s “touch-and-away” behavior.

2. Related Works

There have been a number of methods to program a robot to keep a distance from humans. One application of such a technique is Follow Me, a robot’s behavior to follow a walking person [17]. In this task, the robot observes the target person’s position using sensors, such as laser range finders (LRF) [18,19], cameras [20,21], or RGB-D sensors [22]. Then, the robot moves towards the target person, keeping a distance from the target and avoiding obstacles. As for the choice of sensors, the frame rate of the camera and RGB-D sensor is typically up to 30 (frame/s) [23], which is comparable to the scan rate of an LRF (10 to 40 (frame/s)) [12,24,25]. The advantage of LRF is that the person recognition using a 2D LRF requires less computation than a depth image [26,27], which is more advantageous for our application that needs to track quickly-moving players. For example, Jung et al. [28] used a 2D LRF for high-speed person tracking for a robot that follows a running person. Moreover, the distance range of an LRF [25] is much larger than that of an RGB-D sensor [29], and an LRF is robust against illumination condition change. Those advantages of an LRF are crucial for our application.

A robot should avoid physical contact between the robot and a human for safety in a usual situation [30]. Most of the robots mentioned above that play with humans do not directly contact other players. However, there have been several works that designed robots that contact a human physically. For example, the humanoid robot KASPAR [31] interacts with children by physically touching them. High-fiving and handshaking are other human–robot interaction topics that need physical contact [32–34]. Kamezaki et al. [35] proposed a robot that contacts humans in a crowded situation to clear the robot’s path. In this situation, the robot and other passengers move slowly; thus, the effect of physical contact is limited to a psychological one.

On the other hand, both the robot and players are moving quickly in our situation, making the touch behavior more difficult to realize.

3. Realization of “Touch-and-Away” Behavior

3.1. Rule of Play Tag

First, we describe the rule of playing tag. There are many variants of tag games [36], but we employed the simplest rule. There are two kinds of players: one “it” and the other players. The “it” chases the other players, and when “it” touches another player, the touched player becomes the next “it”.

We realized a part of the game where the robot is “it” and chases another player and touches them. We supposed that there is only one player other than the robot, who runs away from “it”.

3.2. The “Touch-and-Away” Behavior

The robot needs to make physical contact with a player for touching. However, the physical contact between a player and the robot should be executed carefully because
collision could cause injury to the player or damage to the robot. Thus, we designed the “Touch-and-Away” behavior to touch the player with minimum risk of harm.

Figure 1 shows the “Touch-and-Away” behavior. The robot approaches the player and moves towards the virtual circle surrounding the player. The radius of the circle is the same as the robot’s arm length. When the robot moves in the circle, it extends its arm, touches the player, and moves away from the player.

This behavior is realized by setting the tangent point between the virtual circle and the tangent line from the robot. The robot calculates the tangent point in real-time and moves towards the tangent point. After arriving at the point, the robot continues to move to outrun the player.

![Figure 1. The “Touch-and-Away” behavior.](image1.png)

Here, we consider two tangent points on the virtual circle. We need to consider that the player is also moving. If the player is also moving towards the tangent point, the robot is likely to collide with the player. Thus, as shown in Figure 2, the robot should move towards the tangent point on the opposite side to the player’s moving direction.

![Figure 2. The robot’s movement to avoid collision.](image2.png)

3.3. Player Detection and Tracking

To approach the circle, we need to detect and track the player. We used the person tracking method using an LRF [12,26]. Using this method, we can recognize human bodies, obstacles, and their center coordinates.

Figure 3 shows human detection using an LRF [26]. The LRF scans the field from right to left. We let \( D(\theta) \) be the measured distance at the angle step \( \theta \) from the LRF to the obstacle. Then, let \( \Delta D(\theta) \) be the distance difference, such as

\[
\Delta D(\theta) = D(\theta) - D(\theta - 1).
\]
When observing a smooth object, $|\Delta D(\theta)|$ may have relatively large values at the left and right edge of the object. After detecting the edge points of the object, we can decide whether the object is a human body or not based on the object’s size. We calculate the body’s center point as the center of the left and right edge points.

As pointed out by Nakamori et al. [12], it is a problem that the player’s arms are misrecognized as bodies. To solve the problem, we employed the robust object boundary detection method described in [12].

Once a player is detected, the robot continues to track the player. Figure 4 shows how we track the player [16]. Let $P(t)$ be the position of a player at time $t$, where the unit of time is the frame of the LRF scan. At the next scan, we observe the players’ positions again, then calculate the position difference. When the distance between two observations is small enough, the player at $P(t+1)$ is regarded as the same player as $P(t)$, meaning that:

$$||P(t) - P(t+1)|| < r$$

where the threshold radius $r = 600$ (mm).

**Figure 3.** Detection of human body [26].

**Figure 4.** Person tracking [16].

### 3.4. Initial State and Starting the Tracking

First, the robot is in the initial state, in which the robot waits to detect a player in a pre-defined area (the first detection area). Figure 5 shows the initial state. At the initial state, the robot is not moving, observing the rectangular area in front of the robot. When it observes a player entering the area, the robot starts to chase the player.

**Figure 5.** The robot’s initial state and the first detection of the player.
3.5. Calculation of Tangent Points

After determining the target player’s center coordinate, we need to calculate the position of the tangent point towards which the robot tries to move, as shown in Figure 1.

The parameters are shown in Figure 6. Let the origin of the coordinate system be the center of the robot. The center point of the target player is \( P = (x_P, y_P) \). We consider a virtual circle around \( P \) with a radius of \( r_{\text{touch}} = 1 \) (m). When the robot is outside the virtual circle, we can consider two tangent lines from the origin to the circle. Let the tangent points at the left side be \( S_L = (x_L, y_L) \) and that at the right side be \( S_R = (x_R, y_R) \).

Since we measure the object using the LRF, we obtain the angle of the target player \( \theta_P \) and the distance \( d_P \). Then, the coordinate of \( P \) is calculated as

\[
\begin{pmatrix}
  x_P \\
  y_P
\end{pmatrix} = d_P \begin{pmatrix}
  \cos \theta_P \\
  \sin \theta_P
\end{pmatrix}.
\]  

The distance to the tangent points \( d_S \) is:

\[
d_S = \sqrt{d_P^2 - r_{\text{touch}}^2}.
\]  

Since \( \tan \Delta \theta = \frac{r_{\text{touch}}}{d_S} \), we can calculate:

\[
\Delta \theta = \tan^{-1} \frac{r_{\text{touch}}}{d_S}.
\]

Then, the coordinates of \( S_L \) and \( S_R \) are calculated as follows:

\[
\begin{pmatrix}
  x_L \\
  y_L
\end{pmatrix} = d_S \begin{pmatrix}
  \cos(\theta_P + \Delta \theta) \\
  \sin(\theta_P + \Delta \theta)
\end{pmatrix}
\]

\[
\begin{pmatrix}
  x_R \\
  y_R
\end{pmatrix} = d_S \begin{pmatrix}
  \cos(\theta_P - \Delta \theta) \\
  \sin(\theta_P - \Delta \theta)
\end{pmatrix}
\]

![Figure 6. Calculation of the tangent points.](image)

3.6. Selection of the Robot’s Behavior

We then need to choose which tangent point to approach. As shown in Figure 2, the basic idea is that the robot moves towards the opposite side of the player’s motion direction. Let the direction of the player at time \( t \) be \( \theta_P(t) \). Then, we calculate \( \delta(t) = \theta_P(t) - \theta_P(t-1) \). When \( \delta(t) \geq 0 \), the player is moving towards left—thus, the robot moves towards \( S_R \). Otherwise, it moves towards \( S_L \).
However, this simple behavior is not enough to ensure robust and safe movement because it is likely that the robot’s movement becomes unstable if the selection of the tangent point rapidly changes. In addition, if the robot moves nearer than $r_{\text{touch}}$, the robot cannot calculate the tangent points. Thus, we divided the field around the robot into six areas, as shown in Figure 7. The definitions of the areas are in Table 1.

When the robot chases the player, the player is supposed to be in area $A$. In this case, the robot chooses the tangent point according to $\delta(t)$. When the player is in area $B_L$ or $B_R$, it is difficult for the robot to change the tangent point since it needs to rotate rapidly. Thus, the robot moves towards the tangent point that can be targeted with less movement. When the player is in area $C$, the robot fixes the target tangent point ($S_L$ or $S_R$) and does not change the target even when the player moves sideways because the robot’s movement becomes unstable if it switches the target tangent point at this distance. Area $D$ is within the length of the robot’s arms. Thus, if the player is in this area, the robot regards the players as touched. Then it moves away from the player. Area $E$ is the emergency zone. If the player enters this area, the robot stops immediately.

![Figure 7. Control areas.](image)

**Table 1.** Definition of the areas and the robot’s behavior in each area (unit of $d_p$ is (m)).

| Area | Definition | Behavior |
|------|------------|----------|
| $A$  | $|\theta_p| \leq 15^\circ$ and $d_p > 1.7$ | Choose the tangent point according to $\delta(t)$ |
| $B_L$ | $15^\circ < \theta_p < 135^\circ$ and $d_p > 1.2$ | Choose $S_R$ |
| $B_R$ | $-135^\circ < \theta_p < -15^\circ$ and $d_p > 1.2$ | Choose $S_L$ |
| $C$  | $|\theta_p| \leq 15^\circ$ and $1.2 < d_p \leq 1.7$ | Choose the previously selected tangent point |
| $D$  | $d_p < 1.2$ and $P \notin E$ | Pass through the player and stop |
| $E$  | $(|\theta_p| \leq 15^\circ$ and $d_p < 0.85)$ or $d_p < 0.5$ | Stop immediately |

### 3.7. Move to the Target

Once the tangent point is determined, the robot moves towards the point. The control algorithm is based on Hiroi et al. [26] with a slight modification. We assume that the robot is two-wheeled. Let $V$ be the robot’s translational velocity, and $\omega$ be the angular velocity. Then:

$$\theta_S = \begin{cases} 
\theta_p + \Delta\theta & \text{Target is } S_L \\
\theta_p - \Delta\theta & \text{Target is } S_R 
\end{cases}$$  \hspace{1cm} (8)

$$V = V_0 + K_v d_S$$  \hspace{1cm} (9)

$$\Delta V = K_I \theta_S + K_D \theta_S$$  \hspace{1cm} (10)

$$\omega = -\frac{2\Delta V}{W_R}$$  \hspace{1cm} (11)
Here, $V_0$ is the minimum speed, which was set to 1.0 (m/s) in the later experiment. $W_R$ is the wheel track (the distance between the center of two wheels) of the robot. $K_v, K_t,$ and $K_{tD}$ are parameters for control, which were set to 0.5, 0.2, and 0.01, respectively, [26].

### 3.8. Moving Away from the Player and Emergency Stop

When the robot enters area $D$, the robot decides that it can touch the player and switch to the “moving away” state.

We examined two strategies for moving away from the player. One strategy is “onward.” Here, the robot moves straight for two seconds at velocity $V_0$ and then stops. During the motion, the robot does not consider the position of the player.

However, after the robot touches a player, the player becomes “it” and starts to chase the robot; the robot needs to rapidly move away from the player. Thus, we designed another strategy, called “parallel,” in which the robot moves towards the other side of the player.

There is an issue with designing this behavior. The robot cannot suddenly change its moving direction because the robot is driven by two wheels. Thus, we designed the behavior of moving away from the player, as shown in Figure 8.

We consider two points, $H_L$ and $H_R$, at the $r_{touch}$ left and right side of the robot. Then, we observe the angles from the two points to the player, $\theta_L$ and $\theta_R$, as follows:

\[
\theta_L = \tan^{-1}\left(\frac{x_P}{r_{touch} - y_P}\right)
\]  
\[
\theta_R = \tan^{-1}\left(\frac{x_P}{r_{touch} + y_P}\right)
\]

Then, we calculated the robot’s direction of movement. When $\max(\theta_L, \theta_R) > 90^\circ$, it means that the player is on the left or right side of the robot; thus, the robot just moves straight. The same applies when the angles $\theta_L$ and $\theta_R$ are negative. Otherwise, the robot moves to the other side of the player (angle $\theta_W$) as follows:

\[
\theta_W = \begin{cases} 
\theta_L - 90^\circ & \text{if } \theta_L > \theta_R \\
90^\circ - \theta_R & \text{if } \theta_L < \theta_R
\end{cases}
\]

Then, the angle (in degrees) is directly used as the angular velocity (degree/s) of the robot:

\[
\omega = \theta_W
\]

The translational velocity is set to $\min(V_0, 0.8d_P)$ (m/s).

In addition, if the player enters area $E$, the robot stops immediately for safety.

---

**Figure 8.** Moving away from the player.
3.9. Total Behavior of the Robot

In the above sections, we explained how the proposed robot works. Here, we summarize the scenario of the play and the behavior of the robot. Figure 9 shows the pseudo-code of the total behavior of the robot. First, the robot is in the initial state and waits for a player to come into the first detection area. Once the robot observes a player, the robot transits to the chasing state and moves towards the tangent point of the target player. If the player enters area $D$, the robot transits to the “moving away” state, and moves away from the player for two seconds and stops.

In the experiment, we only observed the robot’s trajectory, and the robot did not touch the player because we had not implemented the robot’s arms yet. However, after implementing the arms, the robot would extend an arm of the player’s side and touch the player before transiting to the “moving away” state.

```
(Initial state)
Wait until a player enters into the first detection area

(Chasing state)
Let $P(0)$ be the coordinate of the player
Let $\alpha \in \{L, R\}$ be the choice of left or right tangent point
for $t = 1, \ldots$ do
    Observe $\theta_P(t)$ and update $P(t)$
    Calculate $S_L(t)$ and $S_R(t)$
    if $P(t) \in E$ then Stop robot
    else if $P(t) \in D$ then break
    else if $P(t) \in B_L$ then $\alpha \leftarrow R$
    else if $P(t) \in B_R$ then $\alpha \leftarrow L$
    else if $P(t) \in A$ then
        $\delta(t) \leftarrow \theta_P(t) - \theta_P(t-1)$
        $\alpha \leftarrow \begin{cases} R & \text{if } \delta(t) \geq 0 \\ L & \text{otherwise} \end{cases}$
    end if
    Move towards $S_\alpha(t)$
end for

(Moving-away state)
Move away from the player and stop
```

Figure 9. Behavior of the robot.

4. Simulation Experiment

We conducted two experiments, the simulation experiment and the experiment using a real robot. In this section, we explain the details of the simulation experiment.

4.1. Experimental Conditions

We conducted a simulation experiment using the Stage software on ROS. The detail of the platform is shown in Table 2. The supposed robot size is shown in Figure 10.

| PC                      | Mouse Computer DAIV 5N |
|-------------------------|------------------------|
| CPU                     | Intel(R) Core(TM) i7-9750H CPU @ 2.60 GHz |
| Memory                  | 32 GB                  |
| OS                      | Windows 10 with WSL1 Ubuntu 18.04 LTS |
|                         | ROS melodic           |
Figure 10. The robot size.

We prepared three paths, as shown in Figure 11. An operator moved the “human” in the Stage manually at 0.74 (m/s) along the prepared path in time to the sound of the metronome. Experiments were conducted three times for combinations of two strategies (straight and parallel) and three trajectories (straight, curved, and zigzag).

4.2. Results

The example of the simulation experiment is shown in Supplemental material Video S1. Figure 12 shows examples of trajectories of the robot and human with the “onward” motion. The dotted lines show the correspondence of a specific time between the robot and the human. In the curved trajectory, we can see that the robot keeps its distance from the player. On the other hand, in the zigzag trajectory, the robot moves closer to the human at the end of the trajectory, which shows that the robot and the human were about to collide.

To visualize all the experimental results, we plotted the trajectories of the robot relative to the player (i.e., \( -\mathbf{P}(t) \)), as shown in Figure 13. In these figures, the player’s position is fixed to the origin. When we employ the “onward” motion, the human and robot become close to each other for the “Curved 1” and “Zigzag 2” trials. On the other hand, we can observe that the robot succeeded in keeping its distance from the player in all trials when the “parallel” motion was employed.
In addition to the previous experiment, we conducted additional simulation experiments. In these experiments, we conducted ten trials for each of all combinations of three trajectories (straight, curved, and zigzag) and two move-away methods (onward and parallel), then investigated the minimum distances between the robot and the player. Figure 14 shows the results. As shown in this figure, the minimum distances in the “parallel” condition are larger than that of “onward” conditions, showing that the proposed move-away method succeeded in keeping distance while approaching the player and moving away. In fact, when we employed the “onward” motion, the robot and the player collided in two out of thirty trials, and the robot stopped in eight trials because the player entered area E. The smallest distance when using the “parallel” motion was 0.70 (m). In this case, the player was still in area D, and the robot succeeded in moving through the side of the player.

We conducted a statistical test to confirm the improvement. We conducted the two-way layout ANOVA, where trajectories and move-away methods are factors (N = 60). As a result, trajectories were not significant ($p = 0.191$), while the move-away methods were significant ($p = 8.4 \times 10^{-6}$).
Figure 13. Summary of experimental results (simulation).
5. Experiment by a Real Robot

We then conducted an experiment using a real robot, as shown in Figure 15. The mobile robot was based on Pioneer 3DX, an opposed two-wheeled mobile robot. The maximum hardware speed of the robot is 1.2 (m/s) and its maximum angular velocity is 300 (deg/s). The robot’s size is $0.38 \times 0.61 \times 1.1$ (WDH:m), and the wheel track is 0.35 (m). The weight is 23 (kg). The LRF is a UTM-30LX made by Hokuyo Electric, which can measure the distance up to 30 (m) in two dimensions within a range of 270 (deg). A laptop PC is installed at the rear of the robot to control the entire robot, which is the same as shown in Table 2. An emergency stop switch is located at the top rear of the robot.

The experiment was conducted in a foyer with carpet flooring. In this experiment, we only used a zigzag path, as shown in Figure 11c. A male participant walked along the path in time to the sound of the metronome so that the walking speed was 0.74 (m/s). In this experiment, the robot’s position was estimated using odometry, and the player’s position was estimated by combining the robot’s odometry and the observation using the LRF.

The example of the experiment can be watched in the supplemental material Video S1. Figure 16 shows the summary of the results. As shown, when we employed the onward motion, the player and the robot collided in the trial Zigzag 2. On the other hand, the collision never happened when we employed the parallel motion. Thus, we think we could show the effectiveness of the “parallel” strategy when moving away from the player.
6. Conclusions

We developed a robot that plays “it” from the game “tag”, which approaches a player and passes by the player within a distance of the robot’s arm length. To achieve this system, we employed an LRF to detect and track the player and developed a control method with which the robot moves towards a tangent point of the circle surrounding the player. In addition, we developed a method to control the path after touching the player and moving away from them. The experiments using a simulation environment and a real robot revealed that the proposed method correctly tracked and approached the player. Moreover, the proposed “moving away” method (the “parallel” strategy) worked properly to avoid collision and move away from the player. The contribution of this paper is the development of a robot control method to approach a human and then safely move away.

There is a limitation to our proposed method. It is difficult to avoid collision with a player who intentionally approaches the robot. Thus, we need to develop a method to avoid other players while chasing a player.

There are many issues to realize a robot that actually plays the game. In the current implementation of the robot, we assume that there is only one player other than the robot.
Therefore, the robot needs to detect and track multiple players to play with two or more players. The multiple player tracking method [12] could be applied to this purpose. In addition, we need to consider safety issues in future works. We also need to install arms on the robot. Since the arm contacts the player, it needs to be equipped with safety functions such as a torque limiter. At the same time, we need to consider that the player could collide with the robot. To ensure safety, we need to cover the robot body with soft materials.

We also need to consider the psychological effect of the robot on other players. For example, it is known that a robot’s appearance, moving speed, and distance affect the psychological threat perceived by the human [37]. Thus, we need to design the robot’s appearance and motion considering the mental safety of the players.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/app11167522/s1, Video S1: Comparison of “moving away” methods by a simulation and real experiments.
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