Generating Pseudo-labels Adaptively for Few-shot Model-Agnostic Meta-Learning
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Abstract

Model-Agnostic Meta-Learning (MAML) is a famous few-shot learning method that has inspired many follow-up efforts, such as ANIL and BOIL. However, as an inductive method, MAML is unable to fully utilize the information of query set, limiting its potential of gaining higher generality. To address this issue, we propose a simple yet effective method that generates pseudo-labels adaptively and could boost the performance of the MAML family. The proposed methods, dubbed Generative Pseudo-label based MAML (GP-MAML), GP-ANIL and GP-BOIL (when combined with MAML, ANIL and GP-BOIL respectively), leverage statistics of the query set to improve the performance on new tasks. Specifically, we adaptively add pseudo labels and pick samples from the query set, then re-train the model using the picked query samples together with the support set. The GP series can also use information from the pseudo query set to re-train the network during the meta-testing, while some transductive methods, such as Transductive Propagation Network (TPN), struggle to achieve this goal. Experiments show that all our methods, GP-MAML, GP-ANIL and GP-BOIL, can boost the performance of the corresponding model considerably, and achieve competitive performance as compared to the state-of-the-art baselines. Our code is available at https://github.com/JHL-HUST/GP-MAML.

1 Introduction

Labeled classification models have achieved remarkable achievements in various domains, such as classification on images, texts, audio, or videos. Training these classification models often necessitates a large amount of labeled data. However, it is extremely hard or even impossible to obtain labeled data in some fields, such as medical imaging, military applications. Such challenge leads to Few-Shot Learning (FSL), that aims to train a model with limited training data. From the perspective of the solution approach, FSL models roughly fall into three categories, i.e., optimization-based [1, 2], metric-based [3, 4, 5, 6],
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Since the model-based method is not the focus of our work, we will mainly discuss the first two categories.

The most typical optimization-based method, Model-Agnostic Meta-Learning (MAML) \cite{ Finn2017 MAML}, divides the training data into two parts, i.e., support set and query set. Under this setting, the training process consists of two stages: inner loop and outer loop. The inner loop effectively optimizes the initial parameters for unseen tasks with limited labeled support training data, whereas the outer loop can access the loss for optimization. The second category is metric-based, aiming to learn deep embedding with strong generalization ability.

However, as an inductive method, MAML is unable to fully utilize data from the query set to improve the performance. To tackle these difficulties, we take the pseudo query data into account. We investigate the impact of pseudo query data on the performance of the MAML family and observe that: (1) the classifier of MAML family is highly sensitive to the pseudo query data; (2) the feature extractor of MAML family is highly adaptable to the pseudo query data; and (3) the imbalance of pseudo query data may have negative impact.

Motivated by these observations, we study the method of labeling and picking query data as the pseudo labeled data, and propose a new method called the Generative Pseudo-label based MAML (GP-MAML). We generate pseudo-labels by using label propagation with adaptive picking for MAML and its two typical variants, ANIL \cite{ Liu2019 ANIL} and BOIL \cite{ Liu2019 BOIL}, resulting in three new methods, GP-MAML, GP-ANIL, and GP-BOIL. We do not use any data augmentation techniques. As a result, our model can perform targeted parameter updates based on the pseudo query data in both meta-training and meta-testing phases.

The main contributions of this work are summarized as follows:

- To our knowledge, this work is the first to incorporate label propagation used in transductive methods to generate pseudo-labels for MAML, a typical inductive method for few-shot learning.
- We propose to use adaptive picking to select instances from the pseudo query set to balance the number of samples for each class, leading to higher performance for models that are even sensitive to these pseudo data.
- We apply our Generative Pseudo-label method (GP) to two typical variants of MAML, and improve their performance, demonstrating the applicability of our approach.
- The evaluation on three benchmark datasets shows that our method outperforms all existing MAML-based methods and achieves competitive performance in comparison with the state-of-the-art few-shot learning methods.

2 Related Work

This section reviews some popular methods on few-shot learning for related works according to the above categories. We first present induction versus transduction, and then introduce optimization-based methods and metric-based methods.

**Induction versus Transduction.** Induction is a type of reasoning from observed training cases to the general rules, which is then applied to test cases. In the context of few-shot learning, it is hard for the inductive methods \cite{ Finn2017 MAML, Liu2019 ANIL} to generalize from a small set of training data and adapt to unseen tasks. Another approach to achieve better improvements with limited training data, called transduction or transductive inference, is to consider the relationships between instances in the test set to make predictions on them as a whole. The
earliest transductive method was introduced by Vapnik \cite{vapnik1979}, whose purpose is to reduce the classification loss on the specific test set.

**Optimization-based methods.** The optimization-based methods aim to quickly learn the parameters to be optimized when the model comes across new tasks. As the most far-reaching optimization-based method, MAML \cite{finn2017model} trains the model’s initial parameters so that the model would have a good performance on new tasks after only a small number of gradient updates. ANIL (Almost No Inner Loop) \cite{wang2019learning} only updates the classifier parameters of MAML in the inner loop and almost removes the inner loop without reduction in performance. Jaehoon et al. \cite{jaehoon2021boil} show that the success of the MAML family is attributed to the reuse of high-quality features from the meta-initialized parameters and introduce a simple yet effective algorithm called BOIL (Body Only update in Inner Loop).

**Metric-based methods.** This stream of methods converts the query image and support image to the same embedding space. It then classifies the query images by calculating the distance or similarity among the embedding features. Vinyals et al. \cite{vinyals2016matching} train a weighted nearest neighbor classifier by the support set and update the model according to the performance on query set. Snell et al. \cite{snell2017prototypical} introduce Prototypical Networks, which calculate a prototype for each class in the support set. Liu et al. \cite{liu2019tpn} propose TPN (Transductive Propagation Network) that propagates labels from labeled support instances to unlabeled query instances by learning a graph construction module that exploits the manifold structure in the data.

In contrast with the above approaches, our method provides a transductive way to make fully use of query set data in the inductive method. To the best of our knowledge, we are the first to incorporate the label propagation to the MAML family and take the pseudo query data into account. Experiments show our framework outperforms all existing methods based on MAML.

3 Methodology

In this section, we first introduce in detail the two most related methods, the MAML series and TPN, and then present our proposed GP-MAML.

3.1 MAML and Its Variants

Model-Agnostic Meta-Learning (MAML) tries to learn an effective meta-initialization so that the model can start from this initialization and achieve excellent results with limited data training. MAML is trained on many tasks $\mathcal{T}$ sampled from the dataset distribution $p(\mathcal{T})$. Each task $\mathcal{T}_i$ consists of a support set $spt_i$ and a query set $qry_i$. The support set samples under the N-way-K-shot setting (each support set consists of $N$ classes and each class has $K$ samples), the query set contains unlabeled data for evaluation.

The training procedure of MAML includes two stages: the inner loop and the outer loop. In the inner loop, the model first computes the task-specific loss $L_{spt_i}(f_\theta)$ on the support set, where $f_\theta$ is a neural network parameterized by $\theta$. Then MAML conducts a task-specific gradient update on the model:

$$\theta'_i = \theta - \alpha \nabla_\theta L_{spt_i}(f_\theta).$$

In the outer loop, MAML first computes the loss $L_{qry_i}(f_{\theta'_i})$ of each query set based on the updated parameters of the inner loop. Then the outer loss of all the tasks in a batch is
calculated as $\sum_{T_i \sim \rho(T)} \mathcal{L}_{qry}(f_{\theta_i^j})$. The meta-initialized parameters are then updated across the sampled tasks using the gradient descent method with respect to parameters $\theta$:

$$\theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{T_i \sim \rho(T)} \mathcal{L}_{qry}(f_{\theta_i^j}).$$  \hfill (2)

There are two main variants based on MAML, i.e., ANIL [11] and BOIL [10]. Both of them split the model parameters $\theta$ into two parts, $\theta_{body}$ and $\theta_{head}$, representing parameters for feature extractor and classifier, respectively. They have the same outer loop as MAML does. Yet in the inner loop, ANIL only updates the head parameters $\theta_{head}$ (Equation 3), while BOIL only updates the body parameters $\theta_{body}$ (Equation 4).

$$\theta_{head_i} = \theta_{head} - \alpha \nabla_{\theta_{head}} \mathcal{L}_{spt_i}(f_{\theta_{body_i}, \theta_{head}}), \quad \theta_{body_i} = \theta_{body},$$  \hfill (3)

$$\theta_{body_i} = \theta_{body} - \alpha \nabla_{\theta_{body}} \mathcal{L}_{spt_i}(f_{\theta_{body_i}, \theta_{head}}), \quad \theta_{head_i} = \theta_{head}. \hfill (4)$$

### 3.2 Transductive Propagation Network

Transductive Propagation Network (TPN) [7] is a transductive metric-based method in which label propagation [19] is critical to the success. TPN uses the convolutional neural network $f$ to perform feature extraction on the support set and the query set for a task. The resulting
feature maps $f(x_i), x_i \in \text{spt} \cup \text{qry}$ are used to calculate the Gaussian similarity between the samples:

$$W_{ij} = \exp \left( -\frac{1}{2} d \left( \frac{f(x_i)}{\sigma_i}, \frac{f(x_j)}{\sigma_j} \right) \right),$$

where $d(\cdot, \cdot)$ is the Euclidean distance, $\sigma_i = g(f(x_i))$ is an example-wise length-scale parameter calculated by the graph construction module $g$. Label propagation is based on the obtained $W_{ij}$. Firstly, it applies the normalized graph Laplacians on $W$ as follows:

$$S = D^{-1/2}WD^{-1/2},$$

where $D$ is a diagonal matrix. Then, TPN defines a label matrix $Y$ with $Y_{ij} = 1$ if $x_i$ is from the support set and labeled as $y_i = j$. The solution for the predicted labels is as follows:

$$F^* = (I - \alpha S)^{-1}Y,$$

where $\alpha \in (0, 1)$ is a hyper-parameter controlling the amount of propagated information, and $I$ is the identity matrix.

### Algorithm 1: The Adaptive Picking Method

**Input:** $CM$: confidence measure of query set

**Input:** query set $\text{qry} = \{(x_1, y_1), \ldots, (x_N, y_N)\}$, where $y_i \in \{1, \ldots, C\}$

**Output:** the picked pseudo query set $P$

1. Calculate the number of picked samples in each category: $k = \min_{i=1}^C \sum_{j=1}^N I(y_j = i)$
2. for $i$ in $\{1, \ldots, C\}$ do
3. Pick the top $k$ confidence samples in category $i$ to join $P$
4. return $P$

### 3.3 The Proposed GP-MAML

As an inductive method, MAML can not fully utilize the data of the query set to achieve better performance. Even for transductive methods, it is also hard to update their parameters during meta-testing according to the query set. To tackle these issues, we introduce Generative Pseudo-label (GP) into MAML, making it possible to leverage the statistic information of the query set in both meta-training and meta-testing.

Our framework is illustrated in Fig. 1. The classifier $f_{\text{head}}$ and the graph construction module $g_{\text{graph}}$ share the same feature extractor $f_{\text{body}}$. Our training strategy consists of three phases:

**Phase 1: Fast adaptation.** We use the feature extractor $f_{\text{body}}$ to extract features of the support set and classify these features using $f_{\text{head}}$. Then we update the parameters of $f_{\text{body}}$ using the loss $L_{\text{spt}}$.

**Phase 2: Pseudo-labeling and adaptive picking.** We first use label propagation to label the query set. Specifically, we use the updated $f_{\text{body}}$ obtained in phase 1 to re-extract features of the support set and the query set. The resulting features are embedded into a new manifold structure using the graph construction module $g_{\text{graph}}$, which is then used for label propagation. We take the label propagation result of confidence measure (CM) as input and
label the data in the query set. However, the pseudo query data can not be directly used to expand the support set because the number of samples in different classes of the pseudo query data varies greatly. Thus we propose adaptive picking, as shown in Algorithm 1, by taking the CM and pseudo query data as input. Then we calculate the smallest sample size (say $k$) among all categories and pick the top $k$ samples for each category according to CM.

**Algorithm 2** The GP-MAML algorithm

| Require: $p(T)$: distribution over tasks |
| Require: $\alpha, \beta, \gamma$: hyperparameters on step size |
| Require: $f$: backbone network model with parameters $\theta_{body}, \theta_{head}$ |
| Require: $g$: graph construction model with parameter $\theta_{graph}$ |

1: Randomly initialize $\theta_{body}, \theta_{head}, \theta_{graph}$
2: while not done do
3: Sample a batch of tasks $T_i \sim p(T)$
4: for all $T_i$ do
5: $spt_i, qry_i \leftarrow T_i$
6: Evaluate $\nabla_{\theta_{body}} \mathcal{L}_{spt_i} \left( f_{\theta_{body}, \theta_{head}} \right)$ with respect to support set examples
7: Compute adapted body parameters with gradient descent:
   $$\theta_{body,i}^{TPN} = \theta_{body} - \alpha \nabla_{\theta_{body}} \mathcal{L}_{spt_i} \left( f_{\theta_{body}, \theta_{head}} \right)$$
8: Compute embedded feature maps with support set and query set examples and construct the weighted graph:
   $$Graph_i = g_{\theta_{graph}} \left( f_{\theta_{body,i}^{TPN}} \left( spt_i, qry_i \right) \right)$$
9: Obtain CM and pseudo query data of $T_i$ using label propagation:
   $$CM_i, PLabel_i = LabelPropagation(Graph_i)$$
10: Expand support set with picked pseudo query data:
   $$spt'_i \leftarrow spt_i + AdaptivePicking(CM_i, PLabel_{query_i})$$
11: Re-update parameters with new support set examples:
   $$\theta_{body,i}' , \theta_{head,i}' \leftarrow \theta_{body} - \beta \nabla_{\theta_{body}} \mathcal{L}_{spt'_i} \left( f_{\theta_{body}, \theta_{head}} \right)$$
12: Update $\theta_{body}, \theta_{head} \leftarrow \theta_{body} - \beta \nabla_{\theta_{body}} \mathcal{L}_{spt'_i} \left( f_{\theta_{body}, \theta_{head}} \right) + \sum_{T_i \sim p(T)} \mathcal{L}_{qry_i} \left( f_{\theta_{body,i}'}, \theta_{head}' \right)$
13: Update $\theta_{graph} \leftarrow \theta_{graph} - \gamma \nabla_{\theta_{graph}} \sum_{T_i \sim p(T)} \mathcal{L}_{qry_i} \left( g_{\theta_{graph}} \right)$

**Phase 3: Re-training.** All the samples chosen in phase 2, together with the original support set, are then used to re-train $f_{\text{body}}$ and $f_{\text{head}}$. The inner loop of GP-MAML is then competed after calculating the loss $\mathcal{L}_{spt'_i}$ of the original query set through the re-trained $f_{\text{body}}$ and $f_{\text{head}}$. In the outer loop, we sum the loss $\mathcal{L}_{spt'_i}$ of each task and update $f_{\text{body}}$ and $f_{\text{head}}$ with...
the original parameters as MAML does. Details of GP-MAML are presented in Algorithm 2. We also generate pseudo-labels for ANIL and BOIL by using label propagation with adaptive picking, denoted as GP-ANIL and GP-BOIL, respectively.

4 Experiments

In this section, following the line of MAML, ANIL, and BOIL, we provide practical details of the method presented in Section 3.3 and examine their effectiveness. We conduct a comprehensive experimental analysis of our GP-MAML, GP-ANIL, and GP-BOIL, and do ablation studies to verify the effectiveness of our proposed Adaptive Picking (AP) method.

4.1 Datasets

We choose three datasets for experiments.

MiniImageNet. The miniImageNet dataset [12] is the most popular few-shot learning benchmark. It is composed of 60,000 images selected from the ImageNet dataset [5], with a total of 100 categories. Each category has 600 images, and the size of each image is $84 \times 84$. We follow the class splits used by Ravi and Larochelle [12], which include 64 classes for training, 16 classes for validation, and 20 classes for testing.

CIFAR-FS. The CIFAR-FS dataset is derived from the CIFAR100 dataset and contains 100 categories, each having 600 images, with a total of 60,000 images. It is usually divided into training set (64 categories), validation set (16 categories), and testing set (20 categories).

FC100. The Few-shot CIFAR100 dataset (FC100) contains 20 superclasses (60 categories), including 12 superclasses in the training set, 4 superclasses (20 categories) in the validation set, and 4 superclasses (20 categories) in the testing set.

4.2 Experimental Setup

The backbone few-shot network $F$ is a four convolutional-block network with 64 channels and a fully-connected layer, following Jaehoon et al.’s setting [9]. The graph construction module is composed of two convolutional blocks and two fully-connected layers, according to the TPN’s setting [7], offering an example-wise scaling parameter. The hyper-parameter $k$ of $k$-nearest neighbor graph is set to 20, and the $\alpha$ for label propagation is set to 0.99, as suggested in TPN. We use the batch size of 64 for all networks. The model is trained with 30,000 episodes. The initial learning rate of the optimizer is $e^{-3}$, and drops by a factor of 10 after 10,000 and 20,000 episodes, respectively.

4.3 Results and Discussions

4.3.1 Improve the MAML family using the query set

For MAML, ANIL and BOIL, the model performs a fast adaptation through the support set, and the updated model is used to calculate the loss of the query set. However, as inductive methods, they can not fully utilize the data statistics from the query set to achieve better performance. Hence, we first conjecture that the model’s performance would be enhanced if it could take the query data into account during the fast adaption process and make targeted
updates for the query data. Specifically, we first utilize the model’s own classifier to pseudo-label the query set data after fast adaptation, and then re-train the model with all the pseudo query data and the support set for meta-testing. Table 1 shows the experimental results.

| Method | miniImageNet | CIFAR-FS | FC100 |
|--------|--------------|----------|-------|
|        | 1-shot | 5-shot  | 1-shot | 5-shot | 1-shot | 5-shot |
| MAML   | 48.24 ± 0.32 | 61.52 ± 1.95 | 57.57 ± 0.16 | 72.31 ± 0.05 | 36.64 ± 0.05 | 47.26 ± 0.13 |
| ANIL   | 49.61 ± 0.27 | 64.90 ± 0.63 | 58.34 ± 0.03 | 72.34 ± 0.01 | 36.38 ± 0.16 | 47.16 ± 0.08 |
| BOIL   | 49.82 ± 0.24 | 67.60 ± 0.01 | 58.69 ± 0.11 | 75.31 ± 0.02 | 38.80 ± 0.03 | 51.42 ± 0.20 |

Table 1: Comparison on miniImageNet, CIFAR-FS, and FC100 under the 5-way setting. The results are shown in Fig. 2, indicating that more pseudo query data per class is beneficial.

The results show that after adding the pseudo query data into the support set for fast adaptation, only BOIL maintains its performance, but MAML and ANIL perform poorly. The reason would be related to the representation reuse and representation change [9]. The meta-initialization of MAML and ANIL offers efficient representation reuse through the body before fast adaptation. Despite the fact that the meta-initialization of BOIL provides less efficient representation reuse compared to MAML and ANIL, the BOIL’s body can update its parameters to extract more efficient representations through task-specific adaptation, which is called the representation change. This means BOIL is less sensitive to pseudo query data than MAML and ANIL because of the representation change.

4.3.2 Make pseudo query data more balanced by a careful picking

During the experiments, we also observe that the number of samples in different pseudo query data categories varies greatly. So models that are very sensitive to the pseudo query data like MAML and ANIL cannot directly use the pseudo query data. To tackle this issue, we propose an adaptive picking method to select as much pseudo query data as possible while maintaining a balanced number of samples for each category. The comparison results of using adaptive picking are shown in Table 2.

| Method | miniImageNet | CIFAR-FS | FC100 |
|--------|--------------|----------|-------|
|        | 1-shot | 5-shot  | 1-shot | 5-shot | 1-shot | 5-shot |
| MAML   | 48.24 ± 0.32 | 61.52 ± 1.95 | 57.57 ± 0.16 | 72.31 ± 0.05 | 36.64 ± 0.05 | 47.26 ± 0.13 |
| ANIL   | 49.61 ± 0.27 | 64.90 ± 0.63 | 58.34 ± 0.03 | 72.34 ± 0.01 | 36.38 ± 0.16 | 47.16 ± 0.08 |
| BOIL   | 49.82 ± 0.24 | 67.60 ± 0.01 | 58.69 ± 0.11 | 75.31 ± 0.02 | 38.80 ± 0.03 | 51.42 ± 0.20 |

Table 2: Comparison results on miniImagenetNet, CIFAR-FS, FC100 under the 5-way setting. The results show that the pseudo query data can be well adapted to MAML, ANIL and BOIL after Adaptive Picking. We also calculate the accuracy of the model with an increasing number of samples picked for each category under the setting of Adaptive Picking. The results are shown in Fig. 2, indicating that more pseudo query data per class is beneficial.
Figure 2: Performance for various number of selected pseudo query data per class. It shows that under the setting of adaptive picking, the model performance increases steadily with the increment on the number of pseudo-label samples.

4.3.3 Consider the relationship among samples

The above experiments show two key factors for better performance: the model’s feature extractor and the method of labelling and picking pseudo query data. Based on these observations, we propose GP-MAML, GP-ANIL, and GP-BOIL. Specifically, when labeling the query set data, we use the body of MAML, ANIL, or BOIL and the graph construction module of TPN to get a weighted graph, and then use label propagation to label data in the query set all at once, which means we can make the query data more balanced by considering the relationship between query set samples. In the end, we use adaptive picking to select pseudo query data which is then used to re-train the model. The results shows that our GP-MAML, GP-ANIL and GP-BOIL outperform MAML, ANIL and BOIL, respectively. GP-BOIL outperforms others because the BOIL’s body can update its parameters to extract more efficient representations through task-specific adaptation, which is called the representation change. Our model also outperforms TPN because our model can utilize information from the unlabeled query set to re-train the network in a targeted manner in meta-testing, but it is difficult for TPN to perform in this way. For MAML-based methods, the outer loop takes up most of the training time and memory. The outer loops of GP-MAML and MAML are the same. Hence both the training time and memory of GP-MAML are almost the same as that of MAML. For the MAML-based methods, only increasing the number of inner loops per outer loop has less impact on results. The results of our method are shown in Table 3.

5 Conclusion

In this work, we generated pseudo-labels by using label propagation with adaptive picking, introduced transductive methods to typical inductive methods, i.e., the MAML series, and thereby improving their performance. We started by taking the pseudo query data into account, addressing the problem that inductive methods can not fully utilize information of the query set. Since the classifier of inductive methods is sensitive to the pseudo query data, we employed feature extractor and label propagation to label the query set. We also proposed a simple yet effective method called adaptive picking to select samples from distinct classes with balanced quantity. Experiments show that when MAML, ANIL, and BOIL are re-trained with pseudo-labeled data, they are all boosted with higher performance.

There are certain observations gained from our work. First, the query data can be well utilized by pseudo-labeling. Second, the imbalances in pseudo query data would have neg-
| Method                  | miniImageNet  | CIFAR-FS  | FC100      |
|------------------------|---------------|-----------|------------|
|                        | 1-shot  | 5-shot   | 1-shot   | 5-shot   | 1-shot   | 5-shot   |
| MAML [3]               | 48.24 ± 0.32 | 61.52 ± 1.95 | 57.57 ± 0.16 | 72.31 ± 0.05 | 36.64 ± 0.05 | 47.26 ± 0.13 |
| ANIL [20]              | 49.61 ± 0.27 | 64.90 ± 0.63 | 58.34 ± 0.03 | 72.34 ± 0.01 | 36.38 ± 0.16 | 47.16 ± 0.08 |
| BOIL [20]              | 49.82 ± 0.24 | 67.60 ± 0.01 | 58.69 ± 0.11 | 75.31 ± 0.02 | 38.80 ± 0.03 | 51.42 ± 0.20 |
| Reptile [8]            | 47.07 ± 0.26 | 62.74 ± 0.37 | —         | —         | —         | —         |
| Prototypical Net [8]   | 49.42 ± 0.78 | 68.20 ± 0.66 | 55.50 ± 0.70 | 72.00 ± 0.60 | 35.30 ± 0.60 | 48.60 ± 0.60 |
| BatchProx [8]          | 48.51 ± 0.92 | 64.15 ± 0.92 | —         | —         | —         | —         |
| TPN [2]                | 54.41 ± 0.49 | 69.54 ± 0.33 | 63.53 ± 0.28 | 74.03 ± 0.90 | 38.11 ± 0.13 | 48.48 ± 0.27 |
| Reptile + BN [8]       | 49.97 ± 0.32 | 65.99 ± 0.58 | —         | —         | —         | —         |
| RelationNet + BN [8]   | 50.44 ± 0.82 | 65.32 ± 0.70 | —         | —         | —         | —         |
| BatchProx + BN [20]    | 50.77 ± 0.90 | 67.43 ± 0.89 | —         | —         | —         | —         |
| MAML + BN [8]          | 48.70 ± 1.84 | 63.11 ± 0.92 | —         | —         | —         | —         |
| MAML++ + BN [8]        | 52.15 ± 0.26 | 68.32 ± 0.44 | —         | —         | —         | —         |
| GP-MAML (Ours)         | 52.71 ± 0.20 | 68.06 ± 0.62 | 64.03 ± 0.06 | 75.60 ± 0.27 | 38.57 ± 0.36 | 48.50 ± 0.52 |
| GP-ANIL (Ours)         | 55.92 ± 0.50 | 70.73 ± 0.59 | 65.66 ± 0.25 | 75.08 ± 0.57 | 38.95 ± 0.03 | 51.16 ± 0.19 |
| GP-BOIL (Ours)         | 55.55 ± 0.10 | 71.36 ± 0.12 | 66.55 ± 0.05 | 78.50 ± 0.34 | 41.80 ± 0.12 | 53.17 ± 0.04 |

Table 3: Comparison on miniImageNet, CIFAR-FS, FC100 under the 5-way setting. GP-MAML, GP-ANIL and GP-BOIL outperform MAML, ANIL and BOIL, respectively. All accuracy results are averaged over 600 test episodes. BN means that information is shared between the test samples via batch normalization [20].

ative impact on models that are very sensitive to data. Third, the classifier of MAML is not appropriate for pseudo-labeling, and other ways based on the feature extractor of MAML should be considered. We will follow this line for further exploration in future works.
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