ODE/IM correspondence for affine Lie algebras: a numerical approach
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Abstract
We study numerically the ODE/IM correspondence for untwisted affine Lie algebras associated with simple Lie algebras including exceptional type. We consider the linear problem obtained from the massless limit of that of the modified affine Toda field equation. We found that the $Q$-functions in integrable models are expressed as the inner product of the solution of the dual linear problem and the subdominant solution of the linear problem. Using Cheng’s algorithm to obtain the solution of the linear problem, we can determine efficiently the zeros of the $Q$-function, which is known to provide the solutions of the Bethe ansatz equations (BAEs). We calculate the zeros numerically, which are shown to agree with the results from the non-linear integral equations (NLIEs) for simply-laced affine Lie algebras including the exceptional type. By the folding procedure of the Dynkin diagrams of simply-laced Lie algebras, we also find the correspondence for the linear problem of the non-simply-laced affine Lie algebras.
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1. Introduction

The ODE/IM correspondence [1] is a relation between ordinary differential equations (ODE) and two-dimensional quantum integrable models (IM). This correspondence has been proposed from the spectral analysis of the Schrödinger equation, where the functional relations of the integrable model are obtained from the asymptotic solutions to the ODE. In particular, one can
obtain Baxter’s $T$-$Q$ relations and the Bethe ansatz equations (BAEs), which correspond to the ground state, from the coefficients connecting the different bases of the solutions of the ODE [2, 3]. The BAEs, which are satisfied by the zeros of the $Q$-functions, determine the spectrum of the integrable model. Although the BAEs are highly non-trivial equations to solve, they are written in the form of the non-linear integral equations (NLIEs) [4], which can be solved numerically. The spectrum can be recovered from the solutions of the ODE with appropriate boundary conditions.

In [5–8], the Schrödinger type ODE has been generalized to higher-order ODE, which corresponds to $A_r$-type integrable models. The $Q$-functions for the fundamental representations has been represented by the Wronskians of the solutions of the ODE. In [10], the correspondence between the ODE and the BAEs has been generalized to classical simple Lie algebras. The $\psi$-system satisfied by the Wronskians of the solutions plays an important role to write down the BAEs for simple Lie algebras. The Bethe roots were obtained numerically from the solution to the ODE around the origin3, where Cheng’s algorithm [12] provides an efficient approach to generate the solutions [9, 10]. Numerically, it is hard to find the zeros of the $Q$-functions represented by the Wronskians. However, if one uses the adjoint ODE, which is satisfied by the sub-determinants of the Wronskians, one can obtain the zeros from the adjoint ODE efficiently. For the $D_r$-type Lie algebra, the corresponding ODE is the pseudo-differential equation. For this type of ODE, it is difficult to find the Wronskian formula of the $Q$-functions associated to spinor representations and the adjoint ODE.

In [13–15], it has been shown that the ODE for classical simple Lie algebra $\mathfrak{g}$ can be obtained from the linear problem associated with the affine Lie algebra $\hat{\mathfrak{g}}^\vee$, where the check symbol implies the Langlands dual of $\hat{\mathfrak{g}}$ [16] and the $\psi$-system is written in terms of the solutions of the linear system, from which one finds the BAEs of the ground state for the affine Lie algebra $\hat{\mathfrak{g}}$. In [17], motivated by a massive ODE/IM correspondence between the modified sinh-Gordon equation and the quantum sinh-Gordon model [18] and its generalization [19], the linear differential equation was obtained as the linear problem associated with the modified affine Toda field equation based on $\hat{\mathfrak{g}}$. From the linear problem associated with affine Lie algebra, one can write down the ODE for any simple Lie algebra by taking the massless limit. The $\psi$-system for $\hat{\mathfrak{g}}^\vee$ [14, 15] leads to the BAEs for the Langlands dual $\hat{\mathfrak{g}}$ [20, 21]. This correspondence includes the Langlands dual of twisted affine Lie algebras. However, it is not clear what kind of integrable models correspond to the linear problem for non-simply-laced affine Lie algebras. (For $B_2^{(1)}$, see [24]). Since the higher-order (pseudo-)ODE associated with the linear problem has a complicated structure, it is very difficult to study its solutions and find the Bethe roots from the analysis of the ODE. To study the ODE/IM correspondence for affine Lie algebras, it is desirable to formulate the $Q$-functions based on the linear problem.

In this paper, we will propose a new method to calculate the Bethe roots from the linear problems associated with affine Lie algebras. For a simply-laced affine Lie algebra, we show that the spectra numerically agree with the result of the NLIEs, which has been constructed for simply-laced Lie algebras [25, 26]. The linear problem for a non-simply-laced affine Lie algebra is defined from the modified affine Toda field equation in a similar way. A non-simply-laced Lie algebra is obtained by folding the Dynkin diagram of simply-laced one. We will show that the linear problem, the BAEs and the NLIEs can be also obtained by the folding procedure5. The effective central charge of the corresponding integrable model is calculated

---

3 See [7, 11] for the numerical results for the higher order ODE with a linear potential.

4 See [22, 23] for massive case.

5 One can also obtain the linear problem for a twisted Lie algebra by different folding procedure [15].
by the same procedure, which completes the list of the integrable models corresponding to
the linear problems for untwisted affine Lie algebras. In the present work, we will not discuss
the twisted affine Lie algebra [13, 14, 22] and the excited states case [10, 27–30], because the
Bethe roots become complicated and the NLIEs approach is rather difficult to find them. These
subjects will be discussed in a separate paper.

This paper is organized as follows. In section 2, after introducing basic notions of Lie alge-
bras, we define the linear problem associate with an affine Lie algebra and its asymptotic
solutions. We then define the $Q$-functions from the linear problem and derive the BAEs from
the $\psi$-system. We also discuss the folding procedure of the linear system. In section 3, we
introduce the dual linear problem and express the $Q$-function in terms of the solutions to the
dual linear problem and the subdominant solution. Using this representation, we discuss the
asymptotic behaviour of the $Q$-function. Next, we explain Cheng’s algorithm to obtain the solutions
around the origin, which is useful to find the Bethe roots as the zeros of the $Q$-functions.
Section 4 describes the NLIEs associated with an affine Lie algebra. We also discuss the fold-
ing procedure of the NLIEs for the simply-laced Lie algebra and derive the effective central
charge. In section 5, we compare the Bethe roots obtained from the $Q$-function in section 3
with those obtained from the NLIEs. Section 6 is devoted for conclusions and discussions. In
appendix A, we summarize basic data of simple Lie algebras and their representations which
are used in this paper. In appendix B, we write down the linear system and its dual for affine
Lie algebras explicitly. In appendix C, we summarize the $Q$-functions for the fundamental rep-
resentations of a simple Lie algebra. Finally, in appendix D, we apply Cheng’s algorithm for
the solution of the linear problem and its dual in the case of the affine Lie algebra $E_6^{(1)}$.

2. Linear problem and $Q$-function

In this section, we first summarize the notations of the Lie algebra used in this paper. We next
introduce the linear problem associated with an affine Lie algebra. Then, we define the $Q$-
function, which connects the subdominant solution at infinity with the solutions around the
origin.

2.1. Lie algebra

We begin with some basic definitions of Lie algebras. Let $\mathfrak{g}$ be a simple Lie algebra, which is
generated by $\{E_\alpha, H^a\}(\alpha \in \Delta, a = 1, \ldots, r)$. Here $r$ is the rank of $\mathfrak{g}$ and $\Delta$ is the set of roots.
These generators satisfy the commutation relations:

$$[H^a, H^b] = 0,$$

$$[H^a, E_\alpha] = \alpha^a E_\alpha,$$

$$[E_\alpha, E_\beta] =
\begin{cases} 
N_{\alpha,\beta} E_{\alpha + \beta}, & \alpha + \beta \in \Delta, \\
\alpha^\vee \cdot H, & \alpha + \beta = 0, \\
0, & \text{otherwise},
\end{cases}$$

where $\alpha^\vee$ is the co-root of $\alpha$, where we normalize the squared length of the long root to be 2.

Let $\alpha_a (a = 1, \ldots, r)$ be simple roots of $\mathfrak{g}$. The Cartan matrix of $\mathfrak{g}$ is defined by
$C_{ab} = (\alpha_a \cdot \alpha_b^\vee)$. The fundamental weight $\omega_a (a = 1, \ldots, r)$, which is a dual vector of the
simple root $\alpha_a$, is defined by $\omega_a \cdot \alpha_b^\vee = \delta_{ab}$. The associated co-weight $\omega_a^\vee$ is defined by
$\omega_a^\vee = 2\omega_a / \alpha_a^2$. The (co)Weyl vector $\rho (\rho^\vee)$ is the sum of the (co)fundamental weights:
\( \rho = \sum_{i=1}^{r} \omega_i \) (\( \rho' = \sum_{i=1}^{r} \omega_i' \)). The highest root \( \theta \) and its co-root \( \theta' \) are expanded as
\( \theta = \sum_{i=1}^{r} n_{\alpha_i} \alpha_i \) and \( \theta' = \sum_{i=1}^{r} n_{\alpha_i}' \alpha_i' \), where \( n_{\alpha_i} \) \((n_{\alpha_i}')\) are some positive integers called (co-)labels. The Dynkin diagrams and the Cartan matrices of simple Lie algebras are presented in the appendix A.

We use \((\rho^{(a)}, V^{(a)})\) \((a = 1, \ldots, r)\) to denote the fundamental representation \(\rho^{(a)}\) on the vector space \(V^{(a)}\) with the highest weight \(\omega_a\). \(e_i\) \((i = 1, \ldots, \dim V^{(a)}\) are the weight vectors of \(V^{(a)}\) with the weight \(h_i; H^a e_i = (h_i)^0 e_i\).

The untwisted affine Lie algebra \(\hat{g}\) associated with a simple Lie algebra \(g\) is defined by the extended Dynkin diagram, which is obtained by adding a root \(\alpha_0 = -\theta + \delta\) [31]. Here \(\delta\) is the null element. We define the generator by \(E_{\alpha_0} = E_{\varphi}\). We also define the label and the co-label \(n_0 = 1\) and \(n_{\alpha_0}' = 1\), respectively. Then the (dual) Coxeter number is defined by \(h = \sum_{a=0}^{r} n_a\) and \(h' = \sum_{a=0}^{r} n_{\alpha_a}'\). Then the affine Lie algebra is generated by \(E_{\alpha_0}, \zeta^a\) and \(H^a, \zeta^n\) \((\alpha \in \Delta, a = 1, \ldots, r, n \in \mathbb{Z}, \zeta \in \mathbb{C}\) in addition with a central element.

When the Dynkin diagram of \(g\) has a symmetry under the interchange of the nodes of the diagram, it induces an automorphism of the Lie algebra. Using this symmetry, one can relate the simply-laced Lie algebra to non-simply-laced one. One can also construct the twisted affine Lie algebra by using this automorphism.

Let us illustrate this folding procedure to obtain non-simply-laced Lie algebras, which we will use in this paper.

**A_{2r-1} \rightarrow C_r.** Let \(\alpha_1, \ldots, \alpha_{2r-1}\) be the simple roots of \(A_{2r-1}\) and \(\{H^a, E_a\}\) its generators. Then we identify \(\alpha_a\) with \(\alpha_{2r-a}\) \((a = 1, \ldots, r)\). We define
\[
\beta_a = \frac{1}{2}(\alpha_a + \alpha_{2r-a}), \quad a = 1, \ldots, r - 1, \quad \beta_r = \alpha_r,
\]
which become the simple roots of \(C_r\). The generators \(E_{\beta_a}^{C_r}\) of \(C_r\) for simple roots \(\beta_a\) are defined from those of \(A_{2r-1}\) as
\[
E_{\beta_a}^{C_r} = E_{\alpha_a} + E_{\alpha_{2r-a}}, \quad a = 1, \ldots, r - 1, \quad E_{\beta_r}^{C_r} = E_{\alpha_r}.
\]
The fundamental representation \(V^{(a)}_{A_{2r-1}}\) \((a = 1, \ldots, r)\) of \(A_{2r-1}\) is isomorphic to \(V^{(a)}_{C_r}\); \(V^{(a)}_{A_{2r-1}} \cong V^{(a)}_{C_r}\). Since \(V^{(2r-a)}_{A_{2r-1}}\) is dual to \(V^{(a)}_{A_{2r-1}}\), it is isomorphic to \(V^{(a)}_{C_r}\).

**D_{r+1} \rightarrow B_r.** For \(D_{r+1}\) with simple roots \(\alpha_1, \ldots, \alpha_r\), there is a \(Z_2\)-symmetry, which interchanges \(\alpha_r\) with \(\alpha_{r+1}\) and other simple roots are unchanged. We define the simple roots of \(B_r\) by
\[
\beta_a = \alpha_a, \quad a = 1, \ldots, r - 1, \quad \beta_r = \frac{1}{2}(\alpha_r + \alpha_{r+1}).
\]
The generators of \(B_r\) for the simple roots are given by
\[
E_{\beta_a}^{B_r} = E_{\alpha_a}, \quad a = 1, \ldots, r - 1, \quad E_{\beta_r}^{B_r} = E_{\alpha_r} + E_{\alpha_{r+1}}.
\]

**D_4 \rightarrow G_2.** Let \(\alpha_1, \alpha_2, \alpha_3, \alpha_4\) be simple roots of \(D_4\). Then we identify \(\alpha_1, \alpha_3, \alpha_4\) by \(Z_3\)-symmetry \((\alpha_1, \alpha_3, \alpha_4) \rightarrow (\alpha_3, \alpha_4, \alpha_1)\) and define
\[
\beta_1 = \frac{1}{3}(\alpha_1 + \alpha_2 + \alpha_3), \quad \beta_2 = \alpha_2.
\]
\(\beta_1, \beta_2\) are the simple roots of \(G_2\). The corresponding generators are given by
\[
E_{\beta_1}^{G_2} = E_{\alpha_1} + E_{\alpha_2} + E_{\alpha_3}, \quad E_{\beta_2}^{G_2} = E_{\alpha_2}.
\]
Let $\alpha_1, \ldots, \alpha_6$ be the simple roots of $E_6$. The Dynkin diagram of $E_6$ has a $\mathbb{Z}_2$-symmetry which interchanges $\alpha_1$ and $\alpha_3$, $\alpha_2$ and $\alpha_4$, $\alpha_3$ and $\alpha_6$ are unchanged. Then the simple roots of $F_4$ are defined by
\[
\beta_4 = \frac{1}{2}(\alpha_1 + \alpha_3), \quad \beta_3 = \frac{1}{2}(\alpha_2 + \alpha_4), \quad \beta_2 = \alpha_3, \quad \beta_1 = \alpha_6. \tag{2.10}
\]
The generators of $F_4$ for the simple roots are defined by
\[
E^{F_4}_{\beta_4} = E_{\alpha_1} + E_{\alpha_3}, \quad E^{F_4}_{\beta_3} = E_{\alpha_2} + E_{\alpha_4}, \quad E^{F_4}_{\beta_2} = E_{\alpha_3}, \quad E^{F_4}_{\beta_1} = E_{\alpha_6}. \tag{2.11}
\]

2.2. Linear problem and $Q$-function

We now define the linear problem for an untwisted affine Lie algebra $\hat{g}$. It is defined by the massless limit of the linear problem of the modified affine Toda field equation \cite{17–19,32,33}, which corresponds to the massive integrable model with the BAEs associated to its Langlands dual $\hat{g}^{\ast}$. Here $\hat{g}$ is a simply-laced or twisted affine Lie algebra.

We start with the linear problem defined on the complex plane. For an affine Lie algebra $\hat{g}$ with rank $r$ and its representation $V$, we define
\[
\mathcal{L}_{\hat{g}}(x, E; l; \zeta) \quad \Psi(x, E, l) = \left[\frac{d}{dx} + A_{\hat{g}}\right] \Psi(x, E, l) = 0. \tag{2.12}
\]
\(\Psi\) is $V$-valued function of $x$ and $A_{\hat{g}}$ is the $\hat{g}$-valued matrix defined by
\[
A_{\hat{g}} := -\frac{1}{x} \sum_{a=1}^{r} l_a (\alpha_a^{\vee} \cdot H) + \sum_{a=1}^{r} \sqrt{n_a^{\prime} E_{\alpha_a}} + \sqrt{n_0^{\prime} p(x, E)} \zeta E_{\alpha_0}, \tag{2.13}
\]
where
\[
l_a := -\omega_a \cdot g, \quad p(x, E) := x^{hM} - E. \tag{2.14}
\]
The parameters $l = (l_1, \ldots, l_r)$ are referred as the monodromy parameters. $g$ is a $r$-dimensional vector satisfying
\[
1 + \alpha_a \cdot g > 0, \quad a = 0, \ldots, r. \tag{2.15}
\]
These constraints for $g$ come from the condition that the leading term in the solution to the modified affine Toda field equation is logarithmic \cite{17}. $\zeta$ is defined to be $+1$ or $-1$, which depends on $g$ and $V$. Concrete expressions of $\mathcal{L}_{\hat{g}}$ are presented in appendix B.

Let $(\rho, V)$ be the representation of $\hat{g}$ with the highest weight $h_1$. Define the weight vector $e_j$ ($j = 1, \ldots, \dim V$) corresponding to the weight $h_j$,
\[
H^{\rho} e_j = (h_j)^{\rho} e_j, \tag{2.16}
\]
where $e_1$ is the highest weight vector. $\{e_j\}$ spans an basis in $V$. For the fundamental representation $V^{(1)}$ of a classical simply-laced Lie algebra $g$, this linear system reduces to the (pseudo-)ODE in \cite{10}.

The simplest example of the linear problem is that of $A_1^{(1)}$ in $V^{(1)}$. Let $e_1, e_2$ be the orthonormal basis of $\mathbb{R}^2$. Then the linear problem for $\Psi = \psi_1 e_1 + \psi_2 e_2$ in $V^{(1)}$ is
given by
\[
\begin{pmatrix}
\frac{d^2}{dx^2} - \frac{l_1}{x} & 0 \\
0 & \frac{d^2}{dx^2} + \frac{l_1}{x}
\end{pmatrix}
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}
+ \begin{pmatrix}
0 & 1 \\
p(x, E) & 0
\end{pmatrix}
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = 0.
\] (2.17)

Eliminating \(\psi_2\), one finds \(\psi_1\) satisfies the Schrödinger equation with angular momentum and the monomial potential: [2]
\[
\left[-\frac{d^2}{dx^2} + \frac{l_1(l_1-1)}{x^2} + x^{2M} - E\right] \psi_1 = 0.
\] (2.18)

Under the rotation \((x, E) \rightarrow (\omega^k x, \Omega^k E)\) with \(\Omega = e^{\frac{2\pi i M}{h}}\) and \(\omega = e^{\frac{2\pi i p}{h}}\), the linear differential operator \(\mathcal{L}_g\) transforms as [13]
\[
\omega^k \mathcal{L}_g(\omega^k x, \Omega^k E, l; \zeta) = \omega^{k\rho^+} H \mathcal{L}_g(x, E, l; \zeta) e^{2\pi i k H \omega^{-k\rho^+} H}.
\] (2.19)

Suppose that \(\Psi(x, E)\) is the solution of the linear problem \(\mathcal{L}_g(x, E, l; \zeta)\). Then we find
\[
\Psi_{[k]}(x, E) := e^{-k\rho^+ H} \Psi(\omega^k x, \Omega^k E)
\] (2.20)
satisfies the linear problem for \(\mathcal{L}_g(x, E, l; \zeta)\) evaluated by replacing \(E_{\nu_0} \rightarrow e^{2\pi i k E_{\nu_0}}\):
\[
\mathcal{L}_g(x, E, l; \zeta) e^{2\pi i k H} \Psi_{[k]}(x, E) = 0.
\] (2.21)

We call \(\Psi_{[k]}\) in (2.20) the Symanzik (Sibuya) rotation of \(\Psi\) [34]. We define the representation \(V_{[k]}\), where the subscript \([k]\) means that the generator \(E_{\nu_0}\) acts on \(V\) as \(e^{2\pi i k E_{\nu_0}}\). If \(\Psi\) is a solution of the linear problem on \(V\), then \(\Psi_{[k]}\) becomes a solution on \(V_{[k]}\).

We discuss the solution of the linear problem at infinity using the WKB approximation. Consider the gauge transformation: \(\Psi(x) \rightarrow \Psi'(x) = U(x)\Psi(x), \mathcal{L}_g \rightarrow \mathcal{L}_g' = U(x)\mathcal{L}_g U^{-1}(x)\), where \(U(x) = \exp \left(\log (p(x, E))\right)\). The linear operator becomes
\[
\mathcal{L}_g' = \frac{d}{dx} - \frac{1}{h} \sum_{a=1}^r l_a \alpha_a \cdot H - \frac{1}{h} \frac{d}{dx} \rho^+ \cdot H + p(x, E)^{1/h} \Lambda_+,
\] (2.22)

where
\[
\Lambda_+ = \sum_{a=1}^r \sqrt{n_a^0} E_{\nu_a} + \sqrt{n_0^\gamma} \epsilon E_{\nu_0}.
\] (2.23)

At large \(x\), the \(O(1/x)\) terms in \(\mathcal{L}_g\) can be ignored. Defining \(\nu_i\) and \(\nu_i (i = 1, \ldots, \dim V)\) as the eigenvalues and the eigenvectors of \(\Lambda_+\), the WKB solution \(\Psi_{\text{WKB}}(x, E)\) is given by
\[
\Psi_{\text{WKB}}(x, E) = \sum_{i=1}^{\dim V} C_i \exp \left(-\nu_i \int x^p(x', E_1)^{1/h} dx' - \frac{1}{h} \log(p(x, E))\rho^+ \cdot H\right) \nu_i,
\] (2.24)
where \( C_i \) are constants. We denote \( \Psi(x, E) \) the subdominant solution along the positive real axis. \( \Psi(x, E) \) decays fastest in the sector \( S_0 := \{ x \in \mathbb{C} \mid \arg x < \frac{\pi}{2(M+1)} \} \) and has the asymptotic behaviour for large \( x \):

\[
\Psi(x, E, l) \sim C \exp \left( -\nu \int^x (p(x', E))^k \, dx' \right) \times \exp \left( -\frac{1}{h} \log p(x, E) \rho^{\nu} \cdot H \right) \nu \\
\sim Cx^{-M\rho^\nu H} \exp \left( -\frac{\nu}{M+1} x^{M+1} \right) \nu, \quad x \to \infty,
\]

where \( C \) is a constant. \( \nu \) is the eigenvalue of generator \( A_+ \) with the largest real value and \( \nu \) the associated eigenvector. The Symanzik rotation of the solution \( \Psi(x, E, l) (k \in \mathbb{Z}) \) becomes the subdominant solution in the sector \( S_k \), which is defined by

\[
S_k : \left| \arg x + \frac{2\pi k}{h(M+1)} \right| < \frac{\pi}{h(M+1)}.
\]

We next discuss the solution of the linear problem around \( x = 0 \). We find a basis of power series solutions \( \chi_i(x, E, l) (i = 1, \ldots, \dim V) \) around \( x = 0 \):

\[
\chi_i(x, E, l) = x^{-h_i} e_i + \cdots, \quad x \to 0.
\]

\( \chi_i(x, E, l) \) has a monodromy \( e^{-2\pi h_i} \) around the origin. Here \( \chi_i(x, E, l) \) transforms as

\[
\chi_i(x, E, l) = \omega^{-h_i} (\rho^{\nu} \cdot g) \chi_i(x, E, l).
\]

Using this basis, the subdominant solution \( \Psi(x, E, l) \) can be expanded as

\[
\Psi(x, E, l) = \sum_{i=1}^{\dim V} Q_i(E, l) \chi_i(x, E, l),
\]

which is a generalization of the definition of the \( Q \)-function [2]. We will identify the coefficients \( Q_i(E, l) \) as the \( Q \)-functions of the integrable model characterized by the BAEs. For this purpose, we focus on the coefficient \( Q_1(E, l) \) which corresponds to the highest weight state in \( V \). We define

\[
Q(E, l) := Q_1(E, l).
\]

The condition \( Q(E, l) = 0 \) for \( E \) will determine the Bethe roots of the integrable model. This condition corresponds to the special boundary condition for the solution: near the origin, the solution \( \Psi \) does not depend on the basis \( \chi_1 \) and decays fastest along the positive real axis.

Let us now consider the linear problem (2.12) for a simple Lie algebra \( g \), on the fundamental representations \( V^{(a)} (a = 1, \ldots, r) \) with the highest weight \( \omega_\alpha \). We denote the subdominant solution as \( \Psi^{(a)} \) and the basis around the origin as \( \chi^{(a)}_i \). We also denote \( Q(E, l) \) as \( Q^{(a)}(E, l) \) in (2.31). These \( Q \)-functions are not independent, whose relations are discussed in the following.

We begin with the \( \mathcal{A}_1^{(1)} \)-type linear problem. The \( a \)-th fundamental representation \( V^{(a)} \) is isomorphic to the \( a \)-anti-symmetric tensor product of \( V^{(1)} \), \( V^{(a)} \simeq \wedge^a V^{(1)} \). The subdominant
solution \( \Psi^{(a)} \) in \( V^{(a)} \) and the Symanzik rotation of \( \Psi^{(1)}' \)'s in \( V^{(1)} \) are related by

\[
\Psi^{(a)} = \bigwedge_{b=1}^{a} \Psi^{(1)}_{[b \rightarrow a]}, \quad a = 1, \ldots, r.
\]  

(2.32)

Here the Symanzik rotation is necessary to ensure that the both hand sides satisfy the same linear differential equation and have the same asymptotic behaviour. Substituting the expansion (2.30) into (2.32) and identifying the highest weight vector \( \lambda^{(a)}_1 \) with \( \lambda^{(1)}_1 \land \cdots \land \lambda^{(1)}_{r-1} \), one obtains

\[
Q^{(a)}(E, l) = \sum_{j_0, \ldots, j_{r-1}=1}^{a} \epsilon_{j_0 \ldots j_{r-1}} \prod_{k=0}^{a-1} \omega^{-k} \lambda^{(1)}(E, l),
\]

(2.33)

where \( \lambda^{(a)}_j = \rho^{(a)} \cdot (\omega^{-j} - \delta^{(a)}_j - \delta^{(a)}_{j-1} g \cdot \epsilon_{j_0 \ldots j_{r-1}} \) is the totally anti-symmetric symbol normalized as \( \epsilon_{0\ldots a-1} = 1 \). This is nothing but the Wronskian formula which relates \( Q \)-function \( Q^{(a)} \) to \( Q^{(1)} \) [7].

Since \( V^{(r+1-a)} \) is dual to \( V^{(a)} \), we have also the relation:

\[
\Psi^{(r+1-a)} = \bigwedge_{b=1}^{a} \Psi^{(r)}_{[b \rightarrow a]}, \quad a = 2, \ldots, r.
\]  

(2.34)

From this relation, one can get a formula to calculate \( Q \)-function \( Q^{(a)} \) from \( Q^{(r)} \). We can study similar Wronskian type formulas of \( Q^{(a)} \) for other affine Lie algebras, which are summarized in appendix C.

The solutions \( \Psi^{(a)} \) satisfy another type of relations which is called the \( \psi \)-system [13, 14, 22]. For the linear problem associated with an affine Lie algebra \( \hat{g} \), the \( \psi \)-system leads to the \( \hat{g} \)-type BAEs of the quantum integrable model, where \( \hat{g} \) is an untwisted affine Lie algebra. For the representations \( V^{(a)} \) of a simply-laced Lie algebra \( g \), we have the inclusion map \( \iota : V^{(a)} \land V^{(a)} \rightarrow \otimes_{b=1}^{r} (V^{(b)})^{\lambda_{ab} - \delta_{ab}} \). Then, the \( \psi \)-system [13, 15] for a simply-laced affine Lie algebra \( \hat{g} \) takes the form\(^6\)

\[
\iota \left( \Psi^{(a)}_{[-1/2]} \land \Psi^{(a)}_{[1/2]} \right) = \bigotimes_{b=1}^{r} \left( \Psi^{(b)} \right)^{2 \lambda_{ab} - \delta_{ab}}.
\]  

(2.35)

Substituting (2.30) into the \( \psi \)-system (2.35) and comparing the coefficient of the highest weight state, one finds the relations:

\[
\omega \cdot \frac{2}{2} (\lambda^{(a)}_1 - \lambda^{(a)}_2) Q^{(a)}_{[1-1/2]} Q^{(a)}_{[2-1/2]} - \omega \cdot \frac{2}{2} (\lambda^{(a)}_1 - \lambda^{(a)}_2) Q^{(a)}_{[1/2]} Q^{(a)}_{[1-1/2]} = \prod_{b=1}^{r} \left[ Q^{(b)} \right]^{2 \lambda_{ab} - \delta_{ab}}.
\]  

(2.36)

\(^6\)In [14, 15], the \( \psi \)-system has been proposed in a different form from the present one. However, it is shown to be equivalent to the present one.
Evaluating the $1/2$ and $-1/2$ Symanzik rotations of (2.36) at the zeros $E^{i(0)}_i$ ($i = 0, 1, \ldots$) of $Q^{(a)} = Q^{(0)}_i$ and taking the ratio of them, the authors of [14] find the BAEs [20, 21]:

$$\prod_{b=1}^r \Omega^{\gamma_{ab}/2} \frac{Q^{(b)}_{c_{ab}/2}}{Q^{(b)}_{-c_{ab}/2}} = -1, \quad i = 0, 1, \ldots, \quad (2.37)$$

where

$$\gamma_{ab} := \frac{2}{M}(l_a - \omega_a \cdot \rho)$$

is regarded as the twist parameter in the integrable models (see section 4).

### 2.3. Linear problem for non-simply-laced Lie algebras and folding

We can study the linear problem and the $\psi$-system for a non-simply-laced affine Lie algebra defined by (2.12) [24, 35]. The ODE is also obtained by the folding procedure of simply-laced Lie algebras, which is useful to understand the folding structure of the BAEs and the NLIEs.

Let us discuss the Lie algebra $\mathfrak{c}_r$, which is obtained by the folding of $\mathfrak{a}_{2r-1}$. The fundamental representation $V^{(a)}_{\mathfrak{a}_{2r-1}}$ ($a = 1, \ldots, r$) of $\mathfrak{a}_{2r-1}$ is isomorphic to $V^{(a)}_{\mathfrak{c}_r}$ of $\mathfrak{c}_r$. We find the linear problem for $\mathfrak{a}_{2r-1}$ is reduced to that of $\mathfrak{c}_r$ by setting the monodromy parameter $t^{2r-1}_{a}$ of $\mathfrak{a}_{2r-1}$ as $t^{2r-1}_{a} = t^{2r-1}_{a}$. The monodromy parameter $t^{2r-1}_{a}$ of $\mathfrak{c}_r$ is given by

$$t^{2r-1}_{a} = t^{2r-1}_{a}, \quad t^{2r-1}_{a} = t^{2r-1}_{a} - t^{2r-1}_{a}, \quad a = 2, \ldots, r. \quad (2.39)$$

Note that setting $t^{2r-1}_{a} = t^{2r-1}_{a}$, the linear problems on $V^{(a)}_{\mathfrak{a}_{2r-1}}$ and $V^{(2r-a)}_{\mathfrak{a}_{2r-1}}$ reduce to the same differential system. The subdominant solution and the basis of the solutions around the origin defined for $\mathfrak{a}_{2r-1}$ also reduce to those of $\mathfrak{c}_r$ by this folding procedure. Then the $Q$-functions of $\mathfrak{a}_{2r-1}$ are identified as $Q^{(a)}_{\mathfrak{a}_{2r-1}} = Q^{(2r-a)}_{\mathfrak{a}_{2r-1}}$ and the $Q$-functions of $\mathfrak{c}_r$ satisfy

$$Q^{(a)}_{\mathfrak{c}_r} = Q^{(a)}_{\mathfrak{a}_{2r-1}} = Q^{(2r-a)}_{\mathfrak{a}_{2r-1}}, \quad a = 1, \ldots, r. \quad (2.40)$$

Here we denote $Q$-functions for $\mathfrak{g}$ as $Q^{(a)}_{\mathfrak{g}}$. Applying (2.40) to (2.37), the BAEs corresponding to $\mathfrak{c}_r$ type linear problem are given by

$$\prod_{b=1}^r \Omega^{\gamma_{ab}/2} \frac{Q^{(b)}_{c_{ab}/2}}{Q^{(b)}_{-c_{ab}/2}} = -1, \quad a = 1, \ldots, r - 1, \quad \Omega^{\gamma_{ab} - \gamma_{ab}/2} \frac{Q^{(r-1)}_{c_{ab}/2}}{Q^{(r-1)}_{-c_{ab}/2}} = -1. \quad (2.41)$$

Here $C_{ab}$ is the Cartan matrix of $\mathfrak{c}_r$ and $\gamma_{ab}$ is defined by (2.38).

In a similar way, the BAEs for $\mathfrak{b}_{1}$, $\mathfrak{f}_{4}$ and $\mathfrak{g}_{2}$ types can be obtained from $D_{r+1}^{(1)}$, $\mathfrak{b}_{0}$ and $\mathfrak{d}_{4}$, respectively, which are explained in appendix C. Here we summarize the BAEs for these algebras:
In the previous section, we derived the BAEs for the linear problems in the non-simply-laced affine Lie algebras \( \hat{g} \) differ from the BAEs for \( \hat{g} \), which are related to the linear problem for the Langlands dual \( \hat{g}^\vee \) [36]. For a non-simply-laced affine Lie algebra \( \hat{g} \), \( \hat{g}^\vee \) becomes the twisted affine Lie algebra.

### 3. \( Q \)-function and the dual linear problem

In the previous section, we derived the BAEs for the \( Q \)-functions. An approach to solve them numerically is to convert them into the NLIE, which will be discussed in the next section. In this section we explore a method to find the zeros of the \( Q \)-function directly from the viewpoint of the linear problem.

For the \( ABCD \) type (pseudo-)ODEs, which correspond to \( A_r^{(1)} \), \((B_r^{(1)})^\vee \), \((C_r^{(1)})^\vee \), and \( D_r^{(1)} \) type linear problems, the \( Q \)-functions for the anti-symmetric tensor products of the first fundamental representation are represented as the Wronskians [7, 10]. However, for \( D_r^{(1)} \) type, the \( Q \)-function corresponding to spinor and conjugate spinor representations, which cannot be expressed in the anti-symmetric tensor product of the first fundamental representation, were missed. To study the \( Q \)-function numerically in an efficient way, it is convenient to introduce the ‘adjoint ODE’ [10], which is satisfied by the dominant cofactor in the Wronskian. However, these ‘adjoint ODEs’ were only known for the \( Q \)-function of the first fundamental representation of \( A_r^{(1)} \), \((B_r^{(1)})^\vee \), \((C_r^{(1)})^\vee \), and \( D_r^{(1)} \).
We will find a general expression of $Q$-functions for any fundamental representation of untwisted affine Lie algebras by using the asymptotic solution and the solution of the dual linear problems in section 3.1. The dual linear problems are defined based on the dual representations. They reduce to the ‘adjoint ODEs’ for the first fundamental representations. In section 3.2, we will study the asymptotics of the $Q$-functions by the WKB approximation. In section 3.3, we show that Cheng’s algorithm, which was applied in [9,10] to obtain the power series solution of the ODE near the origin, can be also applied to the linear problems. In the last subsection, we explain how the zeros of $Q$-functions can be obtained by using our new expression.

3.1. Dual linear problem and $Q$-functions

Let us consider the linear problem for an affine Lie algebra $\hat{\mathfrak{g}}$ on a representation $V$. The subdominant solution is expanded in the basis of the solutions around the origin as in (2.30). The coefficient $Q_i(E)$ can be obtained as the ratio of the Wronskians:

$$Q_i(E,l) = \frac{\det[\psi_{i1}, \ldots, \psi_{in}] / \det[\chi_{i1}, \ldots, \chi_{in}]}{\psi_{i1}, \ldots, \psi_{in}}.$$  \hfill (3.1)

Substituting the WKB expansion (2.24) to $\Psi$ and the power series solutions (2.28) to (3.1), one obtains the formula for $Q_i(E,l)$. Practically, we need to use finite series approximation of $\chi_i$, which allows $x$-dependence on $Q_i(E,l)$. For Lie algebras with lower rank, it is found that $Q_i(E,l) = 0$ reproduces the Bethe roots for sufficiently large $x$, where $x$ belongs to both the domains of convergence of $\Psi$ and $\chi_i$. However, for Lie algebras with higher rank, this formula is difficult to treat numerically due to the large size of the determinant. In [10], where (3.1) is represented as the Wronskians of the solutions of the (pseudo-)ODE, it is expanded by the sub-determinants along the column of $\Psi$. The leading term is shown to be a single sub-determinant which is expressed in terms of $\chi_i$. Moreover, the sub-determinant is shown to obey the adjoint differential equation to the original ODE. One can use Cheng’s algorithm to make a power series expansion of the sub-determinant. This approach reproduces precise numerical values of the Bethe roots of $Q^{(1)}$, calculated by the NLIEs.

In this paper, we study the matrix version of the adjoint differential equation and a generalization of Cheng’s algorithm to the linear differential system. Consider the dual space $V^*$ of $V$. There is an inner product $\langle \cdot, \cdot \rangle : V^* \times V \to \mathbb{C}$, where the action of $g$ on $V^*$ is defined by

$$\langle X^* \psi^*, \chi \rangle = \langle \psi^*, X \chi \rangle, \quad \chi \in V, \quad \psi^* \in V^*, \quad X \in \mathfrak{g}.$$ \hfill (3.2)

Then $-X^*$ satisfy the Lie algebra $\mathfrak{g}$, which defines the dual representation of $\mathfrak{g}$ [37]. When $V$ has an $\mathfrak{g}$-invariant quadratic form $\langle \psi, J \chi \rangle = \langle J \psi, \chi \rangle$, where $J$ is an invertible symmetric matrix, then identifying $V^*$ with $V$ via this quadratic form, the dual representation is given by $-J^{-1} \chi X J$. Here $X^T$ denotes the transpose of $X$. We denote $\psi$ for the vector in $V$ corresponding to $\psi^* \in V^*$ by this identification. Typically, $J$ is the identity matrix, but one can also choose $J$ as the matrix which corresponds to change of the basis due to an automorphism of the Lie algebra.

For the linear differential system (2.12) and the quadratic form given above, we define the dual linear differential equations by

$$L^\text{dual}_\mathfrak{g} \Psi(x, E, l) = \left[ \frac{d}{dx} + \hat{A}_g \right] \Psi(x, E, l) = 0, \quad \hat{A}_g = -J^{-1} \imath \hat{A}_g J.$$ \hfill (3.3)

We follow the same procedure in section 2 to introduce the subdominant solution $\bar{\Psi}$ and the basis $\bar{\chi}_i$. For a solution $\Psi$ to the linear problem and a solution $\bar{\Psi}$ to the dual linear problem,
the inner product $\langle \Psi^*, \Psi \rangle$ is independent of $x$. In particular, for a basis $\mathcal{X}_r$ of solutions around the origin, we define dual basis $\mathcal{X}_r^*$ satisfying

$$\langle \mathcal{X}_r^*, \mathcal{X}_r \rangle = \delta_{ij}. \quad (3.4)$$

Then $\mathcal{X}_r^*$ behaves around the origin as:

$$\mathcal{X}_r^*(x, E, l) = x^h e^J l^{-1} e_i + \cdots, \quad x \to 0. \quad (3.5)$$

Using (3.4), $Q_r(E, l)$ in (2.30) is found to be

$$Q_r(E, l) = \langle \mathcal{X}_r^*, \Psi \rangle. \quad (3.6)$$

From this formula, we can see that the $Q$-function in the tensor product of two representations becomes the product of two $Q$-functions. Applying this rule to the anti-symmetric product representation, we obtain the Wronskian formula for the $Q$-functions as in (2.33). Note that for $A_1^{(1)}$ and $B_1^{(1)}$ in the fundamental representation $V^{(1)}$, the dual linear problem is equivalent to the adjoint ODE for the bottom component of $\Psi$ [10].

Let us check equivalence of two definitions (3.1) and (3.16) explicitly by taking $A_1^{(1)}$ as an example. For the representation $V^{(1)}$ of $A_1$ with the weight vectors $e_{1,2} \in \mathbb{R}^2$, let $\mathcal{X}_1 = \chi_{1,1}e_1 + \chi_{1,2}e_2$ ($i = 1, 2$) be the basis solution of the linear problem (2.17) and $\bar{\mathcal{X}}_1 = \bar{\chi}_{1,1}e_1 + \bar{\chi}_{1,2}e_2$ ($i = 1, 2$) be the basis solution of the dual linear problem which is given by

$$\begin{bmatrix}
\frac{d}{dx} + \frac{l_1}{x} & 0 \\
0 & \frac{d}{dx} - \frac{l_1}{x}
\end{bmatrix}
\begin{bmatrix}
\psi_1 \\
\psi_2
\end{bmatrix} = 0. \quad (3.7)
$$

Near origin, the behaviours of the basis and dual basis are

$$\begin{align*}
\mathcal{X}_1 & \sim x^i e_1 + \cdots, \\
\bar{\mathcal{X}}_1 & \sim x^{-i} e_2 + \cdots,
\end{align*} \quad \mathcal{X}_1 \sim x^i e_1 + \cdots, \quad \bar{\mathcal{X}}_1 \sim x^{-i} e_2 + \cdots, \quad x \to 0. \quad (3.8)$$

Since the function $\mathcal{X}_1^* := \chi_{2,2}e_1 - \chi_{2,1}e_2$ has the same asymptotic behaviour of $\bar{\mathcal{X}}_1$ and satisfies the dual linear problem, one finds $\mathcal{X}_1^* = \bar{\mathcal{X}}_1$. Similarly, the function $\bar{\mathcal{X}}_2^* := -\chi_{1,2}e_1 + \chi_{1,1}e_2$ is equal to $\bar{\mathcal{X}}_2$. Then, one finds the relations:

$$\begin{align*}
\bar{\chi}_{1,1} &= \chi_{2,2}, \\
\bar{\chi}_{1,2} &= -\chi_{2,1}, \\
\bar{\chi}_{2,1} &= -\chi_{1,2}, \\
\bar{\chi}_{2,2} &= \chi_{1,1}.
\end{align*} \quad (3.9)$$

Noting that $\det[\mathcal{X}_1, \mathcal{X}_2] = 1$, one can see the definition (3.6) is equivalent to the definition of $Q_r$ in (3.1):

$$\begin{align*}
\langle \mathcal{X}_r^*, \Psi \rangle &= \bar{\chi}_{1,1}\psi_1 + \bar{\chi}_{1,2}\psi_2 \\
&= (-1)^i (\chi_{1,1}\psi_1 - \chi_{1,2}\psi_2) = (-1)^i \det[\mathcal{X}_r, \Psi].
\end{align*}$$

### 3.2. Asymptotic behaviour of $Q$-function

We now discuss the asymptotic behaviour of $Q(E)$ for $|E| \gg 1$ with $\arg(-E) < \pi$. Setting the initial point of the integration to infinity in (2.25), the subdominant solution $\Psi$ is given by

$$\Psi(x, E) \sim C \exp \left(\nu \int_x^\infty (p(x', E) - x^M)dx' - \nu \frac{x^{M+1}}{M+1} \right) e^{-\nu \frac{x^M}{M+1}}. \quad (3.10)$$
Table 1. The first component of the PF vector $ν^{(1)}$ for simply-laced Lie algebras.

| $g$ | $A_r$ | $D_r$ | $E_6$ | $E_7$ | $E_8$ |
|-----|-------|-------|-------|-------|-------|
| $ν^{(1)}$ | 1 | $\sqrt{2}$ | $\sqrt{2} \sqrt{5} \cos \left( \frac{\pi}{12} \right)$ | $2 \sqrt{2} \cos \left( \frac{\pi}{12} \right)$ | $\sqrt{512 \sqrt{3} \sin \left( \frac{\pi}{12} \right) \sin \left( \frac{\pi}{24} \right) \cos \left( \frac{\pi}{12} \right) \cos^4 \left( \frac{\pi}{12} \right)}$ |

where $C$ is a constant. Choosing $x = 0$, the logarithm of the inner product (3.6) becomes

$$\log \langle \lambda_1^* (0, E, l), \Psi(0, E) \rangle = \nu \int_0^\infty (p(x, E)^{1/h} - x^M)dx + \cdots .$$  (3.11)

The integral can be evaluated by using the formula

$$\kappa(a, b) := \int_0^\infty \left( (x^a + 1)^{1/b} - x^{a/b} \right)dx = \frac{\Gamma(1 + 1/a) \Gamma(1 + 1/b) \sin \frac{\pi}{a} \Gamma(1 + 1/a + 1/b) \sin \frac{\pi}{a + b}}{\Gamma(1 + 1/a + 1/b) \sin \frac{\pi}{a + b}}.$$  (3.12)

Then one finds that the asymptotic behaviour of $Q(E, l)$ is given by

$$\log Q(E, l) = \nu \kappa(hM, h)(-E)^{M+1} \cdots , \quad |E| \to \infty, \quad \arg(-E) < \pi.$$  (3.13)

Under the assumption of the analyticity of $Q(E, l)$ in the complex $E$-plane and the fact that the exponent of $E$ is less than 1 for $M > 1/(h - 1)$, the Hadamard factorization theorem says that $Q(E, l)$ factorizes as [2]

$$Q(E, l) = Q(0, l) \prod_{i=0}^\infty \left( 1 - \frac{E}{E_i} \right),$$  (3.14)

where $Q(0, l)$ is a constant and $E_i$ is zeros of $Q(E, l)$.

For the representation $V^{(a)}$, the large $(-E)$ behaviour of the $Q$-function $Q^{(a)}(E)$ is characterized by the eigenvalue $ν^{(a)}$ of $\Lambda_+$. For the linear problems of simply-laced affine Lie algebra [14], $ν^{(a)}$ obey the relation

$$2ν^{(a)} \cos \frac{\pi}{h} = \sum_{i=1}^r (2\delta_{ab} - C_{ab})\nu^{(b)},$$  (3.15)

The vector $(ν^{(1)}, \ldots, ν^{(r)})$ satisfying (3.15) is the Perron–Frobenius (PF) eigenvector of the Cartan matrix [10, 25, 26, 38]. Table 1 shows the eigenvalue $ν^{(1)}$ for simply-laced Lie algebras in the representation $V^{(1)}$. Table 2 shows the ratio $M_a := ν^{(a)}/ν^{(1)}$. These data will be also used in section 4.

3.3. Cheng’s algorithm for linear problems

We have seen that the $Q_s(E, l)$ can be determined by the solution of the dual linear problem (3.3) around the origin and the subdominant solution. Here we discuss the method to obtain the solution of the linear problem around the origin. According to [10], we call this approach Cheng’s algorithm [12], which has been used to obtain power series solutions of the Schrödinger equation by iteration.

Let us consider $n$-dimensional linear problem of the form:

$$\mathcal{L} \Psi(x) = 0, \quad \mathcal{L} = \mathcal{D}[q] + \mathcal{P},$$  (3.16)
where
\[ D[q] := \sum_{i=1}^{n} \frac{\partial q_i}{\partial x} = L[q] \quad q = \text{diag}(q_1, \ldots, q_n), \quad (3.17) \]

with \( q \) is an off-diagonal matrix whose elements are a polynomial in \( x \). We want to find the power series solution of the linear problem \((3.16)\) around \( x = 0 \). We introduce the operator \( L[q] \) which acts on the vector \( v = \{x^{0_1}, \ldots, x^{0_n}\} \), whose components are power functions of \( x \), as
\[ L[q] \quad v = \left( \frac{x^{0_1 + 1}}{p_1 + 1 - q_1}, \ldots, \frac{x^{0_n + 1}}{p_1 + 1 - q_n} \right). \quad (3.18) \]

\( L[q] \) is the inverse operator of \( D[q] \) on \( v \):
\[ L[q] \quad D[q] \quad v = D[q] \quad L[q] \quad v = v. \quad (3.19) \]

Using \( L[q] \), we construct the following series of the functions of \( x \) iteratively:
\[ \chi_{t}^{\text{m+1}}(x) = \chi_{i}^{0}(x) - L[q] \quad (\mathcal{P} \chi_{m}^{i}(x)) , \quad m = 0, 1, 2, \ldots , \quad (3.20) \]

where
\[ \chi_{i}^{0}(x) = \{0, \ldots, x^{0_i}, \ldots, 0\}, \quad (3.21) \]

Then the \( m \to \infty \) limit
\[ \chi_{i}(x) := \lim_{m \to \infty} \chi_{i}^{m}(x) \quad (3.22) \]

satisfy the linear problem \((3.16)\). This is proved as follows:
\[ \mathcal{L} \chi_{i}(x) = (D[q] + \mathcal{P}) \chi_{i}^{0}(x) - L[q] \chi_{i}(x)) = 0, \quad (3.23) \]

where we have used \( D[q] \chi_{i}^{0}(x) = 0 \) and \((3.19)\). We can also check the linear independence of \( \{\chi_{1}(x), \ldots, \chi_{n}(x)\} \), which provides the basis of the solution of the linear problem \((3.16)\) around the origin. Applying this algorithm, we can construct the power series solutions of the linear problem \((2.12)\) and its dual linear problem \((3.3)\) by iteration.
As an example, we demonstrate this procedure for \( A_i^{(1)} \). The matrix form of the linear problem is given by (2.17). The first term of (2.17) in the bracket is \( D[q] \) with \( q = (l_i, -l_i) \) and the second term corresponds to \( P \). The formal series expansion of the basis \( X_i^{(1)}, X_2^{(1)} \) with the initial condition \( X_i^{(1),0} = t(x^{l_i}, 0) \) and \( X_2^{(1),0} = t(0, x^{-l}) \) are obtained. If we set \( l_i = 0, p(x, E) = x^4 - E \), we obtain

\[
A_i^{(1)} = t(\chi_{1,1}, \chi_{1,2}), \quad A_2^{(1)} = t(\chi_{2,1}, \chi_{1,1}),
\]

where \( \chi_{1,1}, \chi_{1,2}, \chi_{2,1} \) are given by

\[
\chi_{1,1} = 1 - E(x^2 + E^2x^4 + \frac{(24 - E^3)x^6}{720} + \cdots), \\
\chi_{1,2} = E(x - x^3) + E^2x^4 + \frac{(24 + E^3)x^6}{120} + \cdots, \\
\chi_{2,1} = -x + E^2x^3 - \frac{120 - E^3}{5040}x^7 + \cdots.
\]

The dual linear problem is given by (3.7), where the first term in the bracket is \( D[q] \) with \( q = (-l_i, l_i) \) and the second term is \( P \). Setting the initial conditions \( \chi_i^{(1),0} = t(x^l), 0) \) and \( \chi_2^{(1),0} = t(0, x^l) \), one obtains the formal series solution

\[
\chi_1^{(1)} = t(\chi_{1,1}, -\chi_{2,1}), \quad \chi_2^{(1)} = t(-\chi_{1,2}, \chi_{1,1}).
\]

We can also check the normalization (3.4). As a non-trivial example, in appendix D, we will demonstrate Cheng’s algorithm for the \( E_6^{(1)} \) linear problem in \( V^{(1)} \).

### 3.4. Zeros of the Q-function

We now explain a procedure to find the zeros of \( Q_i(E, l) \). For the linear problem (2.12) based on \( \tilde{g} \) and the representation \( V \) of \( g \), one can construct \( Q_i(E, l) \) by (3.6). Expanding the dual solution and the subdominant solution in terms of orthonormal weight vectors of \( V \) as \( \chi_i = \sum_1^n \bar{\chi}_{i,j} e_j \) and \( \Psi = \sum_{j=1}^n \psi_j e_j \), then \( Q_i(E, l) \) becomes

\[
Q_i(E, l) = (\chi_i^*, \Psi) = \sum_{j=1}^n \bar{\chi}_{i,j} \psi_j.
\]

As shown previously, this is independent of \( x \). In order to evaluate the roots of the \( Q \)-function numerically, one needs to use the truncated power series solutions. In this case, it depends on \( x \). We evaluate \( Q_i(E, l) \) approximately at finite but sufficiently large \( x \).

To look for the zeros of the \( Q \)-function represented by (3.27) at finite \( x \), we need to consider only the most dominant contribution in the sum. Among the components of \( \Psi \) given by (2.25), the lowest weight component \( \psi_n \) corresponds to such a term. Then, for large but finite \( x \), \( Q_i(E, l) \) can be approximated by

\[
Q_i(E, l) \sim \bar{\chi}_{i,n}(x_{\text{fixed}}, E, l) \psi_n(x_{\text{fixed}}) \quad \text{for } x_{\text{fixed}} \gg 1.
\]

From the solution of the dual linear problems obtained by using Cheng’s algorithm, we can determine the zeros of \( Q_i(E, l) \) numerically, which are actually given by the solutions of \( \bar{\chi}_{i,n}(x_{\text{fixed}}, E, l) = 0 \). We are particularly interested in the roots of \( Q_i(E, l) \), which are expected to give the solutions of the BAES.
Let us explain the above procedure by taking an example of $A_1^{(1)}$ with the potential $p(x, E) = x^4 - E$ and the monodromy $l_1 = 0$. The dual linear basis $\{\tilde{x}_1^{(1)}, \tilde{x}_2^{(1)}\}$ has the component as in (3.26) and the $Q$-function is evaluated by the bottom component of $\tilde{x}_1^{(1)}$. Since we can regard $\psi_1^{(1)}(x_{\text{fixed}})$ as a constant at the reference point $x_{\text{fixed}}, \Omega_1$ can be evaluated by using (3.28).

Setting the iteration number of the Cheng’s algorithm to be 160, the series solutions can be obtained from the linear problem (2.12) for other higher-rank affine Lie algebras, and compare the spectra with those obtained from the NLIEs. We also show the spectra calculated from thermodynamic Bethe ansatz (TBA) equations in [1] for comparison.

4. Non-linear integral equations

In this section, we first derive a set of NLIEs from the BAEs for simply-laced Lie algebras, and then discuss the folding of the NLIEs of simply-laced affine Lie algebras and obtain the NLIEs associated with the folded Dynkin diagrams. This is equivalent to imposing a condition that makes the solution of BAE symmetric in the simply-laced case.

We start with the Bethe ansatz equation (2.37) for a simply-laced Lie algebra $\mathfrak{g}$ with rank $r$, which is obtained from the linear problem. In the context of quantum integrable model [20, 25, 26, 41–44], the $Q$-function is the vacuum expectation value of Baxter’s $Q$-operator, $E^{(a)}_g$ of $Q$-function $Q^{(a)}(E)$, called the Bethe roots and $\gamma_a$ the twist parameters. The constant $\Omega$ is defined by $\Omega = \exp \left( \frac{2\pi i}{\nu} \right)$, where $\mu = \frac{1 + \nu a}{\nu \theta}$ is the anisotropy parameter.

We introduce the counting functions by

$$a^{(a)}(E) := \prod_{b=1}^{r} \Omega^{-C_{ab}\gamma_b/2} \frac{Q^{(b)}(E)_{C_{ab}/2}}{Q^{(b)}(E)_{C_{ab}/2}}, \quad a = 1, \ldots, r. \quad (4.1)$$

The BAEs (2.37) are equivalent to $a^{(a)}(E^{(a)}_g) = -1$. We regard $a^{(a)}(E)$ as a function of $\theta = \mu \log E$, which is denoted as $a^{(a)}(\theta)$.

When the $Q$-function is factorized as in (3.14), we use the residue theorem in the $\theta$-plane to translate the infinite product in $a^{(a)}(\theta)$ to a contour integral encircling all the zeros. On the assumption that all of the Bethe roots are real and positive, it is straightforward to transform the BAEs into the non-linear integral equations:

$$\ln a^{(a)}(\theta) = i\pi \hat{\alpha}_a - ib_0 M_e e^\theta + \sum_{b=1}^{r} \int_{C_1} d\theta' \varphi_{ab}(\theta - \theta') \ln(1 + a^{(b)}(\theta'))$$

$$- \sum_{b=1}^{r} \int_{C_2} d\theta' \varphi_{ab}(\theta - \theta') \ln \left( 1 + \frac{1}{a^{(b)}(\theta')} \right), \quad (4.2)$$

| Table 3. Spectra from the ODE and the TBA [1] for $A_1^{(1)}$. |
|---|---|---|
| $i$ | $E_i$ (ODE) | $E_i$ (TBA) |
| 0 | 1.060 362 090 484 18 | 1.060 362 090 484 18 |
| 1 | 3.799 673 029 801 40 | 3.799 673 029 801 39 |
| 2 | 7.455 697 937 986 35 | 7.455 697 937 986 72 |
| 3 | 11.644 745 511 375 1 | 11.644 745 511 378 1 |
where \( b_0 \) is a constant. The contour \( C_1 \) run from \(-\infty\) to \( +\infty\), just below (above) the real \( \theta \)-axis. The kernel function is defined by

\[
\varphi_{ab}(\theta) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{ik\theta} \left( \delta_{ab} - \frac{\sinh(\mu \pi k)}{\sinh((\mu - 1)\pi k/h)} \frac{C_{ab}(k)}{\cosh(\pi k/h)} C_{ab}^{-1}(k) \right),
\]

(4.3)

where \( C_{ab}(k) \) is the deformed Cartan matrix:

\[
C_{ab}(k) := \begin{cases} 2, & a = b, \\ \frac{C_{ab}}{\cosh(\pi k/h)}, & a \neq b, \end{cases}
\]

(4.4)

and \( C_{ab} \) the Cartan matrix of \( g \). The constant \( \hat{\alpha}_a \) arises from the phase factors \( \Omega^{-C_{ab} \gamma_b} \) in the BAEs and is related to \( \gamma_a \) by

\[
\hat{\alpha}_a = (1 - h\mu)^{-1} \gamma_a,
\]

(4.5)

where \( \gamma_a \) is defined in (2.38). The constant \( M_a \) is derived from the zero modes of the kernel and becomes the PF vector satisfying (3.15), which is given in table 2. Here \( M_a \) are normalized such that \( M_1 = 1 \).

In the large \( E \) (or large \( \theta \)) limit, setting \( l_a \) to be zero, the driving term \( -ib_0M_a e^{\theta} \) is dominant and the integration part in the NLIE can be ignored. Then the BAEs can be solved approximately as

\[
E_n^{(a)} \sim \left( \frac{\pi}{bhM_a} (\omega_a \cdot \rho + 2n + 1) \right)^{1/\mu}, \quad n = 0, 1, 2, \ldots,
\]

(4.6)

which is valid for large \( n \). We can also recover this asymptotic formula from the WKB solution [5]. The WKB solution (2.26) in \( V^{(a)} \) defined for large \( x \) is analytically continued to the region \( x < x_0 \) around the turning point \( x_0 = E_1^{(a)} [45] \):

\[
\Psi^{(a)} \sim \exp \left( \mu^{(a)} \cos \frac{\pi}{h} \int_{x_0}^{x} |p(x)|^{1/\hbar} dx - \frac{1}{\hbar} \log |p(x)| \rho^{1/\hbar} \cdot H \right)
\times \cos \left( \mu^{(a)} \sin \frac{\pi}{h} \int_{x_0}^{x} |p(x)|^{1/\hbar} dx - \frac{\pi}{\hbar} \rho^{1/\hbar} \cdot H \right) \nu^{(a)}.
\]

(4.7)

At \( x = 0 \), we impose the boundary condition such that \( \Psi = 0 \). Focusing on the first component \( \nu_1^{(a)} = \omega_a \), which is the dominant term, we get the quantization condition:

\[
\mu^{(a)} \sin \frac{\pi}{h} \int_{0}^{x_0} |p(x)|^{1/\hbar} dx = \frac{\pi}{2} \left( \frac{2}{\hbar} \rho^{1/\hbar} \cdot \omega_a + 2n + 1 \right), \quad n = 0, 1, 2, \ldots
\]

(4.8)

Here the integral can be evaluated by using the formula

\[
\int_{0}^{1} (1 - x^a)^{1/\hbar} dx = \frac{\sin(\pi /a + \pi /b)}{\sin(\pi /b)} \kappa(a, b),
\]

(4.9)

where \( \kappa(a, b) \) is defined in (3.12). Identifying

\[
b_0 = 2 \sin(\pi \mu) \kappa(hM, h) \nu^{(1)},
\]

(4.10)
the condition (4.8) exactly reproduces the asymptotic behaviour (4.6) of the Bethe roots at large $\theta$. The effective central charge can be calculated using the solution of the NLIEs as [5, 26]

$$
\begin{align*}
\text{ceff} &= 2 \times \frac{3}{\pi} \sum_{a}^{r} \int_{c_{1}} d\theta \ e^{\theta} \ \log(1 + a^{(a)}(\theta)) \\
&\quad - \int_{c_{2}} d\theta \ e^{\theta} \ \log \left(1 + \frac{1}{a^{(a)}(\theta)}\right).
\end{align*}
$$

(4.11)

Note that this is given by the UV limit of the massive NLIEs [25] and the factor 2 comes from the kink and anti-kink profiles of the counting function. Evaluating (4.11) by using the $\theta \to -\infty$ limit of $a^{(a)}$:

$$
i \ln a^{(a)}(-\infty) = -\frac{\pi}{M + 1} \sum_{b=1}^{r} C_{ab} \hat{\alpha}_{b}.
$$

(4.12)

we find [25, 26]

$$
\text{ceff}^{\text{UV}} = r - \frac{3}{M + 1} \sum_{a,b=1}^{r} \hat{\alpha}_{a} C_{ab} \hat{\alpha}_{b}.
$$

(4.13)

We have also confirmed the formula (4.13) numerically.

In the following, we derive the NLIEs for the non-simply-laced affine Lie algebra $C^{(1)}_{r}$, $B^{(1)}_{r}$, $F^{(1)}_{4}$ and $G^{(1)}_{2}$ by using the folding procedure of $A_{2r-1}^{(1)}$, $D_{r+1}^{(1)}$, $E_{6}^{(1)}$ and $D_{1}^{(1)}$, respectively.

$C^{(1)}_{r}$. By the folding procedure of $A_{2r-1}$, we obtain $C_{r}$-type Lie algebra. The Perron–Frobenius vector satisfies $M_{a} = M_{2r-a}$ ($a = 1, \ldots, r - 1$). If we put the conditions $\hat{\alpha}_{a} = \hat{\alpha}_{2r-a}$ ($a = 1, \ldots, r - 1$) in the NLIEs (4.2), we find that the equations for $\tilde{d}^{(a)}$ and $\tilde{d}^{(2r-a)}$ are the same. Then by identifying $d^{(a)}$ and $d^{(2r-a)}$ in (4.2), we get the set of $r$ integral equations:

$$
\begin{align*}
\ln \tilde{a}^{(a)}(\theta) &= i \pi \hat{\alpha}_{a} - i b_{0} \bar{M}_{a} e^{\theta} + \sum_{b=1}^{r} \int_{c_{1}} d\theta' \tilde{\varphi}_{ab}(\theta - \theta') \ln(1 + \tilde{a}^{(b)}(\theta')) \\
&\quad - \sum_{b=1}^{r} \int_{c_{2}} d\theta' \tilde{\varphi}_{ab}(\theta - \theta') \ln(1 + \frac{1}{\tilde{a}^{(b)}(\theta')}),
\end{align*}
$$

(4.14)

where

$$
\tilde{\alpha}_{a} = \hat{\alpha}_{a}, \quad \bar{M}_{a} = M_{a}, \quad \tilde{a}^{(a)} = a^{(a)} \quad a = 1, \ldots, r.
$$

(4.15)

Here the kernel functions are defined by

$$
\tilde{\varphi}_{ab}(\theta) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} \ e^{ik\theta} \left[ \delta_{ab} - \frac{\sinh(\pi \mu k)}{\sinh((h_{C_{r}} - 1)\pi k/h_{C_{r}}) \cosh(\pi k/h_{C_{r}})} \left( C^{-1}_{C_{r}} \right)_{ab}(k) \right],
$$

(4.16)

which is obtained by the folding of the deformed Cartan matrix. The effective central charge (4.13) becomes

$$
\text{ceff} = 2 \left( \frac{2r - 1}{2} - \frac{3}{M + 1} \sum_{a,b=1}^{r} \hat{\alpha}_{a} (K_{C_{r}})_{ab} \tilde{\alpha}_{b} \right),
$$

(4.17)

where $(K_{C_{r}})_{ab} := (\beta_{a}^{\vee} \cdot \beta_{b}^{\vee})$ is the symmetrized Cartan matrix of $C_{r}$, where $\beta_{a}^{\vee}$ are the co-simple roots.
\( B_r^{(1)} \). The Perron–Frobenius eigenvector of \( D_r \) satisfies \( M_r = M_{r+1} \), Imposing \( \hat{\alpha}_r = \hat{\alpha}_{r+1} \) in the NLIEs (4.2), we find that the equations for \( a^{(r)} \) and \( a^{(r+1)} \) are identical. Then we get the reduced NLIEs (4.14) with (4.15). The kernel function \( \tilde{\varphi}_{ab} \) is given by
\[
\tilde{\varphi}_{ab}(\theta) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{i\theta k} \left[ \delta_{ab} - \frac{\sinh(\pi \mu k)}{\sinh(\mu h_{F,\alpha} - 1) \pi k / h_{F,\alpha}} C_{-1}^{(4)}(k) \right]. \tag{4.18}
\]
The effective central charge becomes
\[
c_{\text{eff}} = 2 \left( \frac{r + 1}{2} - \frac{3}{1 + M} \sum_{a,b=1}^{r} \hat{\alpha}_a (K_{F,\alpha})_{ab} \hat{\alpha}_b \right), \tag{4.19}
\]
where \((K_{F,\alpha})_{ab} := (\beta_{a}^{(r)}, \beta_{b}^{(r)})\) and \(\beta_{a}^{(r)}\) are the co-simpleroots of \(B_r \) type Lie algebra.

\( F_4^{(1)} \). The Perron–Frobenius eigenvector of \( E_6 \) satisfies \( M_1 = M_5 \) and \( M_2 = M_4 \). Imposing \( \hat{\alpha}_1 = \hat{\alpha}_3 \) and \( \hat{\alpha}_2 = \hat{\alpha}_4 \) in the NLIE (4.2), we find that the equations for \( a^{(1)} \) and \( a^{(3)} \), \( a^{(2)} \) and \( a^{(4)} \) are identical. Then we get the reduced NLIEs (4.14), where
\[
\hat{\alpha}_a = \hat{\alpha}_a, \quad \hat{M}_a = \hat{M}_a, \quad \hat{\alpha}^{(a)} = \hat{\alpha}^{(a)}, \quad a = 1, 2, 3, \tag{4.20}
\]
\[
\hat{\alpha}_4 = \hat{\alpha}_6, \quad \hat{M}_4 = \hat{M}_6, \quad \hat{\alpha}^{(4)} = \hat{\alpha}^{(6)}.
\]
The kernel function \( \tilde{\varphi}_{ab} \) is defined by
\[
\tilde{\varphi}_{ab}(\theta) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{i\theta k} \left[ \delta_{ab} - \frac{\sinh(\pi \mu k)}{\sinh(\mu h_{F,\alpha} - 1) \pi k / h_{F,\alpha}} C_{-1}^{(4)}(k) \right], \tag{4.21}
\]
where \( a, b = 1, \ldots, 4 \). The effective central charge becomes
\[
c_{\text{eff}} = 2 \left( 3 - \frac{3}{1 + M} \sum_{a,b=1}^{4} \hat{\alpha}_a (K_{F,\alpha})_{ab} \hat{\alpha}_b \right), \tag{4.22}
\]
where \((K_{F,\alpha})_{ab} := (\beta_{a}^{(r)}, \beta_{b}^{(r)})\) and \(\beta_{a}^{(r)}\) are the co-simpleroots of \(F_4 \) type Lie algebra.

\( G_2^{(2)} \). The Perron–Frobenius eigenvector of \( D_4 \) satisfies \( M_1 = M_3 = M_4 \). Restricting \( \hat{\alpha}_1 = \hat{\alpha}_3 = \hat{\alpha}_4 \) in the NLIEs (4.2), we find that the equations for \( a^{(1)} \), \( a^{(3)} \) and \( a^{(4)} \) are the same one. Then we get the NLIEs (4.14) with (4.15). The kernel function \( \tilde{\varphi}_{ab} \) is defined by
\[
\tilde{\varphi}_{ab}(\theta) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{i\theta k} \left[ \delta_{ab} - \frac{\sinh(\pi \mu k)}{\sinh(\mu h_{G,\alpha} - 1) \pi k / h_{G,\alpha}} C_{-1}^{(4)}(k) \right], \tag{4.23}
\]
where \( a, b = 1, 2 \). The effective central charge becomes
\[
c_{\text{eff}} = 3 \left( \frac{4}{3} - \frac{3}{1 + M} \sum_{a,b=1}^{2} \hat{\alpha}_a (K_{G,\alpha})_{ab} \hat{\alpha}_b \right), \tag{4.24}
\]
where \((K_{G,\alpha})_{ab} := (\beta_{a}^{(r)}, \beta_{b}^{(r)})\) and \(\beta_{a}^{(r)}\) are the co-simpleroots of \(G_2 \) type Lie algebra.

5. Zeros of the Q-functions

In this section, we compare the zeros of the \( Q \)-functions derived from the linear problem with the Bethe roots obtained from the NLIEs numerically for a simply-laced affine Lie algebra.
Table 4. Spectra of $A_5^{(1)}$ with $p(x; E) = x^2 - E$, $l = (5/12, 1/3, 0, -1/3, -5/12)$. We have set the iteration number to be 180 and the reference point $x_{\text{fixed}} = 32$.

| i  | $E_{i}^{(1)}$ | $E_{i}^{(2)}$ | $E_{i}^{(3)}$ | $E_{i}^{(4)}$ | $E_{i}^{(5)}$ |
|-----|---------------|---------------|---------------|---------------|---------------|
| 0   | 14.24310      | 10.01615      | 9.48092       | 11.33599      | 17.93235      |
| 1   | 45.54930      | 24.40178      | 21.85322      | 26.44404      | 50.82952      |
| 2   | 87.09862      | 43.73395      | 37.66599      | 46.11654      | 93.58282      |
| 3   | 136.7745      | 66.32806      | 56.23095      | 69.05999      | 144.2729      |

We also compare the spectra from the linear problem for a non-simply-laced affine Lie algebra with those of the NLIEs, which are obtained by folding procedure. To solve the NLIEs, we use the fast Fourier transformation with $2^{20}$ discrete points and the cutoff 16.

5.1. $A_5^{(1)}$

We begin with $A_5^{(1)}$ type affine Lie algebras. In section 2, we have seen that our approach of finding the zeros of the $Q$-function is in good agreement with those of the integrable model for $A_1^{(1)}$. As an example, we present the comparison of the zeros of the $Q$-functions and the spectra from the NLIEs for $A_5^{(1)}$ in table 4. $Q^{(1)}$, $Q^{(2)}$ and $Q^{(3)}$ are calculated for the fundamental representation $V^{(1)}$ and its anti-symmetric products, while $Q^{(4)}$ and $Q^{(5)}$ are from $V^{(5)}$ and $\wedge^2 V^{(5)}$. For the computation of $Q^{(4)}$, we observe that the results from the $\wedge^4 V^{(1)}$ show better agreement compared with those of $\wedge^4 V^{(1)}$. In general, higher anti-symmetric products contain more errors than lower ones, which can be seen also in other affine Lie algebras.

In figure 1, we show the $hM$-dependence of the first four spectra of the Bethe roots. From table 4 and figure 1, we can see that the ODE result is in good agreement with that of the NLIEs.

We can also compare the spectra for $C_5^{(1)}$ with those of the NLIEs, which is obtained by folding procedure of $A_5^{(1)}$. We have confirmed its correspondence numerically for $r = 2$ and 3. Based on observation of the numerical agreement between the ODE and the NLIEs, we plot the $l$-dependence of the ground state of the Bethe roots for $A_5^{(1)}$ in figure 2. We change the monodromy parameters along some fixed directions $\hat{l}$: $l = t \hat{l}$, where $t$ is a real parameter. For the direction $\hat{l}$ with $l_1 = l_3$, the spectrum reduces to that of $C_2^{(1)}$. At $t = 0$, some spectra coincide due to the symmetry of the Dynkin diagram.

5.2. $D_5^{(1)}$

Next we show some numerical results for $D_5^{(1)}$. In contrast to the analysis based on the pseudo-ODE [10], we can calculate zeros of the $Q$-functions $Q^{(a)}$ ($a = 1, \ldots, r$) for all the fundamental representations including the vector, spinor and conjugate-spinor representations. Here we
Figure 1. The $hM$-dependence of the spectra $E^{(1)}_{n}(n=0,\ldots,3)$ for $A_{4}^{(1)}$ with $l=(0,0,0,0)$. Solid lines show the spectra from the NLIEs, points the spectra from the ODE, and dashed lines the asymptotic formula (4.8).

Figure 2. The monodromy dependence of the spectra $E^{(1)}_{\alpha}(\alpha=1,2,3)$ for $A_{3}^{(1)}$. Solid lines show the spectra with $\hat{l}=(1,0,-1)$. Dashed lines show the spectra with $\hat{l}=(-1,0,-1)$, which corresponds to those of $C_{2}^{(1)}$ with $\hat{l}=(-1,0)$.

compare two spectra for the linear problem for $D_{4}^{(1)}$ with $l=(1/6,0,1/4,-1/4)$ in table 5, where the ODE results are in good agreement with those of the NLIEs (figure 3).

In figure 4, we plot the $l$-dependence of the ground state spectra $E^{(1)}_{0}$ of $D_{4}^{(1)}$ for various $l=\hat{t}l$. Here $\hat{l}$ with $\hat{l}_{3}=\hat{l}_{4}$ corresponds to the spectra for $B_{2}^{(1)}$ and $\hat{l}$ with $\hat{l}_{1}=\hat{l}_{3}=\hat{l}_{4}$ corresponds to $C_{2}^{(1)}$. 
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Table 5. Spectra of $D_4^{(1)}$ with $p(x, E) = x^2 - E$ and $l = (1/6, 0, 1/4, -1/4)$. We set the iteration number to be 240 and the reference point to be 31.

| $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ |
|-----|-------------|-------------|-------------|-------------|
| 0   | 10.56678    | 8.077763    | 10.33052    | 11.77689    |
| 1   | 29.94890    | 16.91405    | 29.62878    | 31.57108    |
| 2   | 55.28678    | 28.92213    | 54.89724    | 57.25113    |
| 3   | 85.36180    | 42.73555    | 84.91285    | 87.62041    |

| $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ |
|-----|-------------|-------------|-------------|-------------|
| 0   | 10.56674    | 8.077795    | 10.33047    | 11.77681    |
| 1   | 29.94883    | 16.91423    | 29.62906    | 31.57127    |
| 2   | 55.28642    | 28.92151    | 54.89679    | 57.25155    |
| 3   | 85.36186    | 42.73573    | 84.91172    | 87.62048    |

Figure 3. The $hM$-dependence of the spectra $E_i^{(a)}(a = 0, \ldots, 3)$ for $D_4^{(1)}$ with $l = (0, 0, 0, 0)$. Solid lines show the spectra from the NLIEs, points the spectra from the ODE, and dashed lines the asymptotic formula (4.8).

5.3. $E_i^{(1)}, E_i^{(3)},$ and $E_i^{(8)}$

We now compare the spectra for $E_i^{(r)}$ ($r = 6, 7, 8$) that provide a new and non-trivial test of the ODE/IM correspondence.

Table 6 shows the spectra for the $E_i^{(1)}$ linear problem with the potential $p(x, E) = x^2 - E$ and the monodromy $l = (5/12, 1/3, 0, -1/3, -5/12, 1/10)$. $Q^{(1)}$ and $Q^{(2)}$ are calculated from the fundamental representation $V^{(1)}$ and $\wedge^2 V^{(1)}$, while $Q^{(3)}$ and $Q^{(5)}$ are from $V^{(5)}$ and $\wedge^2 V^{(5)}$, and $Q^{(3)}$ and $Q^{(6)}$ are from $V^{(6)}$ and $\wedge^2 V^{(6)}$. We can see that data of $E_i^{(a)}$ ($a = 2, 3, 4$) show less agreements with the results of the ODE compared with those of $E_i^{(a)}$ ($a = 1, 5, 6$). This is because
Figure 4. The monodromy dependence of the spectra $E^{(a)}_0$ ($a = 1, \ldots, 4$) for $D_4^{(1)}$. Solid lines show the spectra with $\hat{l} = (1, 0, 2/3, -2/3)$. Dashed lines show the spectra with $\hat{l} = (-1, 0, -1/3, -1/3)$, which corresponds to those of $B_3^{(1)}$ with $\hat{l} = (-1, 0, -1/3)$. Dotted lines show the spectra with $\hat{l} = (1, 0, 1, 1)$, which corresponds to those of $G_2^{(1)}$ with $\hat{l} = (1, 0)$.

Table 6. Spectra of $E^{(1)}_6$ with $P = x^2 - E$, $l = (5/12, 1/3, 0, -1/3, -5/12, 1/10)$. We set the iteration number to be 1000, the reference point to be $x_{\text{fixed}} = 58$ for $V^{(1)}, V^{(5)}$ and $x_{\text{fixed}} = 46$ for $V^{(6)}$.

| ODE | $E^{(1)}_i$ | $E^{(2)}_i$ | $E^{(3)}_i$ | $E^{(4)}_i$ | $E^{(5)}_i$ | $E^{(6)}_i$ |
|-----|------------|------------|------------|------------|------------|------------|
| 0   | 26.16492   | 19.04286   | 16.95324   | 19.98072   | 29.04567   | 21.54848   |
| 1   | 76.14709   | 37.06396   | 28.48668   | 38.50821   | 80.49209   | 52.00437   |
| 2   | 146.8766   | 64.52501   | 44.61201   | 66.15524   | 152.5322   | 93.90413   |
| 3   | 236.0037   | 95.98720   | 63.83908   | 97.97408   | 242.8648   | 145.7213   |

| IM  | $E^{(1)}_i$ | $E^{(2)}_i$ | $E^{(3)}_i$ | $E^{(4)}_i$ | $E^{(5)}_i$ | $E^{(6)}_i$ |
|-----|------------|------------|------------|------------|------------|------------|
| 0   | 26.16452   | 19.04232   | 16.95299   | 19.98020   | 29.04519   | 21.54848   |
| 1   | 76.14709   | 37.06297   | 28.48688   | 38.50782   | 80.49209   | 52.00347   |
| 2   | 146.8773   | 64.52301   | 44.61186   | 66.15433   | 152.5313   | 93.90137   |
| 3   | 236.0021   | 95.98496   | 63.83727   | 97.97372   | 242.8597   | 145.7216   |

These $Q$-functions are constructed from anti-symmetric tensor products of large dimensional representations.

In figure 5, we show the $hM$-dependence of the spectra $E^{(1)}_n$. We observe that the ODE results agree with those of the NLIEs numerically.

In figure 6, we plot the $l$-dependence of $E^{(a)}_0$ for various monodromy parameters $l = \hat{t}l$. Here for $\hat{l}$, with $\hat{l}_1 = \hat{l}_5$ and $\hat{l}_2 = \hat{l}_4$, the spectra reduce to those of $F_4^{(1)}$.
Figure 5. The $hM$-dependence of the spectra $E^{(1)}_n(n = 0, \ldots, 3)$ for $E^{(1)}_6$. Solid lines show the spectra from the NLIEs, points the spectra from the ODE, and dashed lines the asymptotic formula (4.8).

Figure 6. The monodromy dependence of the spectra $E^{(a)}_0(a = 1, \ldots, 6)$ for $E^{(1)}_6$. Solid lines show the spectra with $\hat{l} = (3/2, 2, -1/2, 2, 3/2, 1/2)$. Dashed lines show the spectra with $\hat{l} = (-1, -1/3, 0, -1/3, -1, -1/2)$, which corresponds to those of $E^{(1)}_4$ with $\hat{l} = (-1, -1/3, 0, -1/2)$.

Table 7 shows the spectra for $E^{(1)}_7$ with the potential $p(x, E) = x^2 - E$ and the monodromy $l = 0$. $Q^{(a)}_a (a = 1, 2, 3)$ are calculated from the fundamental representation $V^{(1)}$ and its anti-symmetric products, while $Q^{(a)}_a (a = 4, 5, 6)$ are from $V^{(6)}$. We did not calculate zeros of $Q^{(7)}_a$ because of our limitation of computational resources.

Finally, table 8 shows the spectra for $E^{(1)}_8$ with potential $p(x, E) = x^2 - E$ and the monodromy $l = 0$. We calculated $Q^{(a)}_a (a = 1, 2, 3, 4, 5)$ from the fundamental representation $V^{(1)}$ and its anti-symmetric products. $Q^{(a)}_a (a = 6, 7, 8)$ could not be calculated because of our limitation of computational resources.
Table 7. Spectra of $E_8^{(1)}$ with $P = x^2 - E$, $l = (0,0,0,0,0,0,0)$. We set the iteration number to be 1000, reference point to be $x_{\text{fixed}} = 64$ for $V^{(1)}$ and $x_{\text{fixed}} = 55$ for $V^{(6)}$.  

| ODE | $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ | $E_i^{(5)}$ | $E_i^{(6)}$ |
|-----|-----|-------------|-------------|-------------|-------------|-------------|-------------|
| 0   | 46.88833 | 34.06543 | 28.51571 | 26.53575 | 29.83398 | 39.17977 |
| 1   | 133.0989 | 61.91322 | 46.84773 | 39.36328 | 50.29978 | 98.54030 |
| 2   | 257.3902 | 109.7830 | 71.10383 | 57.00889 | 82.59928 | 182.0167 |
| 3   | 416.8349 | 160.7729 | 102.4082 | 77.68440 | 117.6790 | 287.6200 |

| IM | $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ | $E_i^{(5)}$ | $E_i^{(6)}$ |
|-----|-----|-------------|-------------|-------------|-------------|-------------|-------------|
| 0   | 46.88577 | 34.06368 | 28.51386 | 26.53481 | 29.83252 | 39.17691 |
| 1   | 133.0943 | 61.91087 | 46.84458 | 39.36135 | 50.29832 | 98.53555 |
| 2   | 257.3906 | 109.7788 | 71.10062 | 57.00469 | 82.58823 | 182.0144 |
| 3   | 416.8400 | 160.7689 | 102.4038 | 77.68159 | 117.6720 | 287.6197 |

Table 8. Spectra of $E_8^{(1)}$ with $P = x^2 - E$, $l = (0,0,0,0,0,0,0,0)$. We set the iteration number 800 and reference point $x_{\text{fixed}} = 67$.  

| ODE | $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ | $E_i^{(5)}$ |
|-----|-----|-------------|-------------|-------------|-------------|-------------|
| 0   | 79.11456 | 61.55086 | 52.70845 | 48.00023 | 46.30476 |
| 1   | 206.8568 | 98.86243 | 78.43953 | 67.37008 | 60.39086 |
| 2   | 390.6975 | 174.0779 | 111.3530 | 90.99633 | 79.34707 |
| 3   | 627.7404 | 242.8390 | 159.3855 | 119.2882 | 100.8886 |

| IM | $i$ | $E_i^{(1)}$ | $E_i^{(2)}$ | $E_i^{(3)}$ | $E_i^{(4)}$ | $E_i^{(5)}$ |
|-----|-----|-------------|-------------|-------------|-------------|-------------|
| 0   | 79.09889 | 61.53558 | 52.71002 | 48.02433 | 46.35178 |
| 1   | 206.7926 | 98.84128 | 78.38027 | 67.33502 | 60.42081 |
| 2   | 390.4583 | 174.0345 | 111.3402 | 90.82841 | 79.20079 |
| 3   | 627.4773 | 242.7122 | 159.5877 | 119.2778 | 100.4175 |

We can also check the coincidence of the results from the ODE and the NLIEs for various parameter sets. To summarize, we have confirmed that the linear problem (2.12) for an affine Lie algebra provides the solutions of the BAEs of the corresponding affine Lie algebra.

6. Conclusions and discussions

In this paper we have studied the ODE/IM correspondence for untwisted affine Lie algebras. The ODE is defined by the massless limit of the linear system associated with the modified affine Toda field equation. It is the first-order linear differential system which has two singularities at infinity and the origin. The $Q$-function is defined by the inner product of the solutions to the dual linear problem around the origin and the subdominant solution at infinity. The periodicity of the $Q$-function can be characterized by the solution around the origin, while the
asymptotic behaviour at a large spectral parameter is determined by the subdominant function. It is interesting to study the present construction of the $Q$-function in operator formalism and its relation to the CFT approach [39].

We also used Cheng’s algorithm to obtain the power series solution around the origin. Together with the behaviour of the subdominant solutions, we have calculated the spectrum of the ODE by finding the zeros of the $Q$-functions numerically. These are found to agree with the Bethe roots obtained by the NLIEs. In particular, we have calculated the Bethe roots for spinor representations of $D^{(1)}$. Moreover, the Bethe roots for $E$-type Lie algebras are calculated. For non-simply-laced Lie algebras, where the corresponding ODEs are obtained by folding simply-laced Lie algebras, the NLIEs are also derived from the folding procedure. The effective central charges of the integrable models have been evaluated.

It is interesting to generalize $p(x, E)$, which is a monomial in $x$ in the present paper, to general polynomial [46, 47]. In particular, for $p(x, E) = (x^{bM/K} - E)^K$, which is expected to correspond to the Goddard–Kent–Olive (GKO) coset model with level $K$, the BAEs are found in [10] for classical Lie algebras. Moreover, for twisted affine Lie algebras, the corresponding BAEs have been constructed [10, 13, 14, 22]. However, these cases include the complex Bethe roots, which require further numerical analysis. It is also interesting to find the inner product representation of the $Q$-function for massive ODE/IM correspondence [17–19, 32, 33], where we need to consider holomorphic and anti-holomorphic equations simultaneously.

It is interesting to find other types of functional relations and integral equations, such as $T$-$Y$-system and TBA equations. In particular, the free energy of the TBA system is related to the minimal surface area and the gluon scattering amplitudes/light-like polygonal Wilson loops via the AdS/CFT correspondence [48–51]. The monodromy parameters introduce non-trivial mixing between $T$- and $Y$-functions [52, 53]. The free energy is expected to the form factors of four-dimensional $\mathcal{N} = 4$ gauge theories. For $B^{(1)}_2$, the corresponding $Y$-system is found to be $A_3/\mathbb{Z}_2$-type [24], which gives the same result as the ODE/IM correspondence.

These are applications to strong coupling physics of four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theories through the TBA system [54, 55] and the quantum SW curve [56, 57]. The NLIEs would provide a new understanding of the exact WKB method of the higher-order ODE [58] and its resurgence structure [46, 47].

Acknowledgments

We would like to thank Simon Ekhammar, Davide Fioravanti, Marco Rossi, Junji Suzuki and Dmytro Volin for useful discussions. The work of KI is supported in part by Grant-in-Aid for Scientific Research 18K03643 and 17H06463 from Japan Society for the Promotion of Science (JSPS). The work of HS is supported by the grant ‘Exact Results in Gauge and String Theories’ from the Knut and Alice Wallenberg foundation.

Appendix A. Dynkin diagrams, Cartan matrices and representations

In this appendix, we summarize basic data of simple Lie algebras and their representations which are used in this paper.

Dynkin diagram. The Dynkin diagrams of simple Lie algebras are listed as follows:
Table A.1. Coxeter number \( h \) and the co-highest root \( \theta^\vee \) for simple Lie algebras.

| \( g \) | \( h \) | \( \theta^\vee \) |
|---|---|---|
| \( A_r \) | \( r + 1 \) | \( \alpha_1^\vee + \cdots + \alpha_r^\vee \) |
| \( B_r \) | \( 2r \) | \( \alpha_1^\vee + 2\alpha_2^\vee + \cdots + 2\alpha_{r-1}^\vee + \alpha_r^\vee \) |
| \( C_r \) | \( 2r \) | \( \alpha_1^\vee + \cdots + \alpha_r^\vee \) |
| \( D_r \) | \( 2r - 2 \) | \( \alpha_1^\vee + 2\alpha_2^\vee + \cdots + 2\alpha_{r-2}^\vee + \alpha_{r-1}^\vee + \alpha_r^\vee \) |
| \( E_6 \) | 12 | \( \alpha_1^\vee + 2\alpha_2^\vee + 3\alpha_3^\vee + 2\alpha_4^\vee + \alpha_5^\vee \) |
| \( E_7 \) | 18 | \( \alpha_1^\vee + 2\alpha_2^\vee + 3\alpha_3^\vee + 4\alpha_4^\vee + 3\alpha_5^\vee + 2\alpha_6^\vee + \alpha_7^\vee \) |
| \( E_8 \) | 30 | \( 2\alpha_1^\vee + 3\alpha_2^\vee + 4\alpha_3^\vee + 5\alpha_4^\vee + 6\alpha_5^\vee + 4\alpha_6^\vee + 2\alpha_7^\vee + 3\alpha_8^\vee \) |
| \( F_4 \) | 12 | \( \alpha_1^\vee + 2\alpha_2^\vee + 3\alpha_3^\vee + 2\alpha_4^\vee \) |
| \( G_2 \) | 6 | \( \alpha_1^\vee + 2\alpha_2^\vee \) |

Cartan matrices. The Cartan matrices for simple Lie algebras are given by

\[
A_{r \geq 2}: \begin{pmatrix}
2 & -1 \\
-1 & 2 & \ddots & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & 2 & -1 \\
& & & -1 & 2 & -1 \\
& & & & -1 & 2 & -1 \\
& & & & & -1 & 2 & -1 \\
\end{pmatrix}, \quad B_{r \geq 2}: \begin{pmatrix}
2 & -1 \\
-1 & 2 & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & 2 & -1 \\
& & & -1 & 2 & -1 \\
& & & & -1 & 2 & -1 \\
& & & & & -1 & 2 & -1 \\
\end{pmatrix}
\]

\[
C_{r \geq 2}: \begin{pmatrix}
2 & -1 \\
-1 & 2 & \ddots & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & 2 & -1 \\
& & & -1 & 2 & -1 \\
& & & & -1 & 2 & -1 \\
& & & & & -1 & 2 & -1 \\
\end{pmatrix}, \quad D_{r \geq 3}: \begin{pmatrix}
2 & -1 \\
-1 & 2 & \ddots & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & 2 & -1 & -1 \\
& & & -1 & 2 & -1 & -1 \\
& & & & -1 & 2 & -1 & -1 \\
& & & & & -1 & 2 & -1 \\
\end{pmatrix}
\]
E₆: \[
\begin{pmatrix}
2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & 2
\end{pmatrix}
\],
E₇: \[
\begin{pmatrix}
2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & 2
\end{pmatrix}
\],
E₈: \[
\begin{pmatrix}
2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & 2
\end{pmatrix}
\],
F₄: \[
\begin{pmatrix}
2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & 2
\end{pmatrix}
\],
G₂: \[
\begin{pmatrix}
2 & -1 \\
-3 & 1
\end{pmatrix}
\].

Coxeter numbers and the highest roots. The Coxeter numbers and the highest roots are summarized in table A.1.

### A.1. Folding of simply-laced Lie algebras

Here we describe the folding of Dynkin diagrams of simply-laced Lie algebras of $A^{(1)}_{2r-1}$, $D^{(1)}_{r+1}$, $E^{(1)}_6$ and $D^{(1)}_4$.

#### $A^{(1)}_{2r-1} \rightarrow C^{(1)}_r$

\[
\begin{align*}
\alpha_0 \\
\alpha_1 & \cdots \\
\alpha_{2r-2} & \alpha_{2r-1}
\end{align*}
\quad \Rightarrow \quad
\begin{align*}
\beta_0 \\
\beta_1 & \cdots \\
\beta_{r-2} & \beta_{r-1} & \beta_r
\end{align*}
\]

#### $D^{(1)}_{r+1} \rightarrow B^{(1)}_r$

\[
\begin{align*}
\alpha_0 \\
\alpha_1 & \cdots \\
\alpha_{r-1} & \alpha_{r+1}
\end{align*}
\quad \Rightarrow \quad
\begin{align*}
\beta_0 \\
\beta_1 & \cdots \\
\beta_{r-2} & \beta_{r-1} & \beta_r
\end{align*}
\]
A.2. Representations

Here we summarize the matrices for the fundamental representation \((\rho^{(a)}, V^{(a)})\) of a simple Lie algebra \(g\), which is used in this paper. In the following, we show the generators \(E_{\alpha_a}\) for the positive simple roots \(\alpha_a\) and the extended root \(\alpha_0\). For negative simple roots, the corresponding generators are obtained by taking their transpose and similarity transformation \(S\):

\[
E_{-\alpha_a} = S E_{\alpha_a} S^{-1}. \tag{A.1}
\]

The matrix \(S\) is an identity matrix except adjoint representation. The Cartan generators are defined by \(\alpha_a^\vee \cdot H = [E_{\alpha_a}, E_{-\alpha_a}]\). \(e_{ab}\) denotes the matrix whose \((i, j)\) element is \(\delta_{ia} \delta_{bj}\).

**A.2.1. \(A_r\)**  
\((\rho^{(1)}, V^{(1)})\) has dimension \((r + 1)\). The generators are given by

\[
\rho^{(1)}(E_{0_0}) = e_{r+1,1}, \quad \rho^{(1)}(E_{a_0}) = e_{a,a+1}, \quad a = 1, \ldots, r. \tag{A.2}
\]

\((\rho^{(r)}, V^{(r)})\) is dual to \((\rho^{(1)}, V^{(1)})\) and has dimension \((r + 1)\). The generators are given by

\[
\rho^{(r)}(E_{0_0}) = e_{r+1,1}, \quad \rho^{(r)}(E_{a_0}) = e_{r+1-a,r+2-a}, \quad a = 1, \ldots, r. \tag{A.3}
\]

**A.2.2. \(B_r\)**  
The fundamental representation \((\rho^{(1)}, V^{(1)})\) has dimension \(2r + 1\). The generators are given by

\[
\rho^{(1)}(E_{0_0}) = e_{2r+1,1} + e_{2r+1,2}, \quad \rho^{(1)}(E_{a_0}) = \sqrt{2} (e_{r,r+1} + e_{r+1,r+2}), \quad a = 1, \ldots, r. \tag{A.4}
\]

The fundamental representations \(V^{(r)}\) had dimension \(2^r\). Here we show the representation \(V^{(r)}\) for \(B_r\), for \(r = 2\) and 3:
For $r = 2$
\[
\rho^{(2)}(E_{a1}) = e_{2,3}, \quad \rho^{(2)}(E_{a2}) = e_{1,2} + e_{3,4}, \quad \rho^{(2)}(E_{a0}) = e_{4,1}. \tag{A.5}
\]

For $r = 3$
\[
\rho^{(3)}(E_{a1}) = e_{3,4} + e_{5,6}, \quad \rho^{(3)}(E_{a2}) = e_{2,3} + e_{6,7},
\rho^{(3)}(E_{a3}) = e_{1,2} + e_{3,5} + e_{4,6} + e_{7,8}, \quad \rho^{(3)}(E_{a0}) = e_{7,1} + e_{8,2}. \tag{A.6}
\]

A.2.3. $G_r$. The representation $(\rho^{(1)}, V^{(1)})$ has dimension $2r$. The generators are given by
\[
\rho^{(1)}(E_{a0}) = e_{2r,1}, \quad \rho^{(1)}(E_{ar}) = e_{rr+1}, \quad \rho^{(1)}(E_{a0}) = e_{2r+1}, \tag{A.7}
\]
\[
\rho^{(1)}(E_{a0}) = e_{(r-a)2r+1-a}, \quad a = 1, \ldots, r-1.
\]

A.2.4. $D_r$. The representation $(\rho^{(1)}, V^{(1)})$ has dimension $2r$. The generators are
\[
\rho^{(1)}(E_{a0}) = e_{2r-1,1} + e_{2r-2,2}, \quad \rho^{(1)}(E_{ar}) = e_{r-1,r+1} + e_{rr+2},
\rho^{(1)}(E_{a0}) = e_{2r+1,1} + e_{2r-a,2r+1-a}, \quad a = 1, \ldots, r-1. \tag{A.8}
\]

The fundamental representations $(\rho^{(r-1)}, V^{(r-1)})$ and $(\rho^{(r)}, V^{(r)})$ have dimension $2^{r-1}$. Here we show the representation $V^{(r-1)}$ of $D_r$ for $r = 3$ and 4.

For $r = 3$
\[
\rho^{(2)}(E_{a1}) = e_{2,3}, \quad \rho^{(2)}(E_{a2}) = e_{1,2}, \quad \rho^{(2)}(E_{a3}) = e_{3,4}, \quad \rho^{(2)}(E_{a0}) = e_{4,1}. \tag{A.9}
\]

For $r = 4$
\[
\rho^{(3)}(E_{a1}) = e_{3,4} + e_{5,6}, \quad \rho^{(3)}(E_{a2}) = e_{2,3} + e_{6,7},
\rho^{(3)}(E_{a3}) = e_{1,2} + e_{7,8}, \quad \rho^{(3)}(E_{a4}) = e_{3,5} + e_{4,6}, \quad \rho^{(3)}(E_{a0}) = e_{7,1} + e_{8,2}.
\tag{A.10}
\]

Swapping the generators $E_{ar-1} \leftrightarrow E_{ar}$, we obtain the representation $(\rho^{(r)}, V^{(r)})$.

A.2.5. $E_6$. The fundamental representation $(\rho^{(1)}, V^{(1)})$ has dimension 27. The generators are given by
\[
\rho^{(1)}(E_{a1}) = e_{1,2} + e_{12,15} + e_{14,17} + e_{16,19} + e_{18,21} + e_{20,22},
\rho^{(1)}(E_{a2}) = e_{2,3} + e_{10,12} + e_{11,14} + e_{13,16} + e_{21,23} + e_{22,24},
\rho^{(1)}(E_{a3}) = e_{3,4} + e_{8,10} + e_{9,11} + e_{16,18} + e_{19,21} + e_{24,25},
\rho^{(1)}(E_{a4}) = e_{4,5} + e_{6,8} + e_{11,13} + e_{14,16} + e_{17,19} + e_{25,26},
\rho^{(1)}(E_{a5}) = e_{5,7} + e_{8,9} + e_{10,11} + e_{12,14} + e_{15,17} + e_{26,27},
\rho^{(1)}(E_{a6}) = e_{6,6} + e_{3,8} + e_{7,9} + e_{18,20} + e_{21,22} + e_{23,24},
\rho^{(1)}(E_{a0}) = e_{20,1} + e_{22,2} + e_{24,3} + e_{25,4} + e_{26,5} + e_{27,7}. \tag{A.11}
\]
The representation \((\rho^{(5)}, \rho^{(6)})\) is obtained from \(V^{(1)}\) by swapping the generators \(E_{\alpha_1} \leftrightarrow E_{\alpha_5}\) and \(E_{\alpha_2} \leftrightarrow E_{\alpha_4}\). The representation \((\rho^{(6)}, \rho^{(5)})\) is the adjoint representation with dimension 78, which is given by

\[
\rho^{(6)}(E_{\alpha_1}) = e_{4,7} + e_{6,9} + e_{10,12} + e_{11,13} + e_{14,17} + e_{15,19} + e_{18,22} + e_{20,24} + e_{25,29} + e_{30,35} - e_{36,37} + 2e_{37,43} - e_{38,43} + e_{44,49} - e_{50,54} - e_{55,59} - e_{57,61} - e_{60,64} - e_{62,65} - e_{66,68} - e_{67,69} - e_{70,73} - e_{72,75},
\]

\[
\rho^{(6)}(E_{\alpha_2}) = e_{3,4} + e_{5,6} + e_{8,11} + e_{12,16} + e_{17,21} + e_{19,23} + e_{22,26} + e_{24,28} + e_{29,34} - e_{30,36} - e_{35,38} + e_{37,44} + 2e_{38,44} - e_{39,44} + e_{43,49} - e_{45,50} - e_{51,55} - e_{53,57} - e_{56,60} - e_{58,62} - e_{63,67} - e_{68,71} - e_{73,74} - e_{75,76},
\]

\[
\rho^{(6)}(E_{\alpha_3}) = e_{2,3} + e_{6,10} + e_{9,12} + e_{11,14} + e_{13,17} + e_{23,27} - e_{25,30} + e_{26,31} + e_{28,33} - e_{29,35} - e_{34,39} - e_{38,45} + 2e_{39,45} - e_{40,45} - e_{42,45} + e_{44,50} - e_{46,51} - e_{48,53} + e_{49,54} - e_{52,56} - e_{62,66} - e_{65,68} - e_{67,70} - e_{69,73} - e_{76,77},
\]

\[
\rho^{(6)}(E_{\alpha_4}) = e_{3,5} + e_{4,6} + e_{7,9} + e_{14,18} + e_{17,22} - e_{20,25} + e_{21,26} - e_{24,29} + e_{27,32} - e_{28,34} - e_{33,40} - e_{39,46} + 2e_{40,46} - e_{41,46} + e_{45,51} - e_{47,52} + e_{50,55} - e_{53,58} + e_{54,59} - e_{57,62} - e_{61,65} - e_{70,72} - e_{73,75} - e_{74,76},
\]

\[
\rho^{(6)}(E_{\alpha_5}) = e_{5,8} + e_{6,11} + e_{9,13} + e_{10,14} + e_{12,17} - e_{15,20} + e_{16,21} - e_{19,24} - e_{23,28} - e_{27,33} - e_{32,34} - e_{40,47} + 2e_{41,47} + e_{46,52} + e_{51,56} + e_{55,60} - e_{58,63} + e_{59,64} - e_{62,67} - e_{65,69} - e_{66,70} - e_{68,73} - e_{71,74},
\]

\[
\rho^{(6)}(E_{\alpha_6}) = e_{1,2} - e_{10,15} - e_{12,19} + e_{14,20} - e_{16,23} + e_{17,24} - e_{18,25} + e_{21,28} - e_{22,29} - e_{26,34} - e_{31,42} - e_{39,48} + e_{42,48} + e_{43,49} + e_{50,57} - e_{51,58} + e_{54,61} - e_{55,62} + e_{56,63} - e_{59,65} + e_{60,67} + e_{64,69} - e_{77,78},
\]

\[
\rho^{(6)}(E_{\alpha_7}) = e_{42,48} + e_{48,53} - e_{59,53} + e_{60,64} + e_{62,55} - e_{63,56} - e_{64,62} + e_{64,69} + e_{65,69} - e_{66,70} + e_{68,71} - e_{69,73} - e_{70,75} + e_{72,78} - e_{75,79} - e_{76,77},
\]

\[S = I_{36} \oplus C_{E_6} \oplus I_{36}, \] (A.13)

where \(C_{E_6}\) is the Cartan matrix of \(E_6\).

**A.2.6. E7.** The fundamental representation \((\rho^{(1)}, \rho^{(1)})\) has dimension 56. The generators are

\[
\rho^{(1)}(E_{\alpha_1}) = e_{1,2} + e_{16,19} + e_{18,22} + e_{21,25} + e_{23,28} + e_{26,31} + e_{27,30} + e_{29,33} + e_{32,36} + e_{35,39} + e_{38,42} + e_{55,56},
\]

\[
\rho^{(1)}(E_{\alpha_2}) = e_{2,3} + e_{13,16} + e_{15,18} + e_{17,21} + e_{20,23} + e_{24,27} + e_{31,34} + e_{33,37} + e_{36,40} + e_{39,43} + e_{42,45} + e_{54,55},
\]

\[
\rho^{(1)}(E_{\alpha_3}) = e_{3,4} + e_{11,13} + e_{12,15} + e_{14,17} + e_{23,26} + e_{27,29} + e_{28,31} + e_{30,33} + e_{40,41} + e_{43,44} + e_{45,47} + e_{53,54},
\]

\[
\rho^{(1)}(E_{\alpha_4}) = e_{4,5} + e_{9,11} + e_{10,12} + e_{17,20} + e_{21,23} + e_{25,28} + e_{29,32} + e_{33,36} + e_{37,40} + e_{44,46} + e_{47,49} + e_{52,53}.
\]
\[ \rho^{(1)}(E_{\alpha}) = e_{5,6} + e_{7,9} + e_{12,14} + e_{15,17} + e_{18,21} + e_{22,25} + e_{32,35} + e_{36,39} + e_{40,43} + e_{41,44} + e_{49,51} + e_{50,52}, \]
\[ \rho^{(1)}(E_{\beta}) = e_{6,8} + e_{9,10} + e_{11,12} + e_{13,15} + e_{16,18} + e_{19,22} + e_{35,38} + e_{39,42} + e_{43,45} + e_{44,47} + e_{46,49} + e_{48,50}, \]
\[ \rho^{(1)}(E_{\gamma}) = e_{5,7} + e_{6,9} + e_{8,10} + e_{20,24} + e_{23,27} + e_{28,30} + e_{26,29} + e_{31,33} + e_{34,37} + e_{46,48} + e_{49,50} + e_{51,52}, \]
\[ \rho^{(1)}(E_{\delta}) = e_{38,1} + e_{42,2} + e_{45,3} + e_{47,4} + e_{49,5} + e_{51,6} + e_{50,7} + e_{52,9} + e_{53,11} + e_{54,13} + e_{55,16} + e_{56,19}. \]  
(A.14)

For adjoint representation \( \rho^{(6)}, V^{(6)} \), which has dimension 133, the generators are given by

\[ \rho^{(6)}(E_{\alpha}) = e_{7,9} + e_{10,12} + e_{14,16} + e_{17,20} + e_{18,21} + e_{19,24} + e_{22,26} + e_{23,28} + e_{27,31} + e_{30,34} + e_{33,36} - e_{42,44} - e_{43,46} - e_{45,49} - e_{48,53} - e_{52,59} - e_{58,69} - e_{68,76} + 2e_{69,76} + e_{75,82} + e_{81,86} + e_{83,89} + e_{88,91} + e_{90,92} - e_{98,101} - e_{100,104} - e_{103,107} - e_{106,111} - e_{108,112} - e_{110,115} - e_{113,116} - e_{114,117} - e_{118,120} - e_{122,124} - e_{125,127}, \]
\[ \rho^{(6)}(E_{\alpha}) = e_{5,7} + e_{6,10} + e_{11,14} + e_{13,17} + e_{15,19} + e_{21,25} + e_{26,29} + e_{28,32} + e_{31,35} + e_{34,37} + e_{36,39} - e_{44,47} - e_{46,50} - e_{49,54} + e_{52,58} - e_{53,60} - e_{59,68} - e_{67,75} + 2e_{68,75} + e_{69,75} + e_{74,81} - e_{76,82} + e_{80,85} + e_{84,88} + e_{87,90} - e_{95,98} - e_{97,100} - e_{99,103} - e_{102,106} - e_{105,108} - e_{109,113} - e_{115,119} - e_{117,121} - e_{120,123} - e_{124,126} - e_{127,129}, \]
\[ \rho^{(6)}(E_{\alpha}) = e_{4,5} + e_{6,8} + e_{14,18} + e_{16,21} + e_{17,22} + e_{19,23} + e_{20,26} + e_{24,28} + e_{35,38} + e_{37,40} + e_{39,41} - e_{47,51} + e_{48,52} - e_{50,55} + e_{53,59} - e_{54,61} - e_{60,67} - e_{66,74} + 2e_{67,74} - e_{68,74} + e_{73,80} - e_{75,81} + e_{79,84} - e_{82,86} + e_{83,87} - e_{93,95} - e_{94,97} - e_{96,99} - e_{106,110} - e_{108,114} - e_{111,115} - e_{112,117} - e_{113,118} - e_{116,120} - e_{126,128} - e_{129,130}, \]
\[ \rho^{(6)}(E_{\alpha}) = e_{3,4} + e_{8,11} + e_{10,14} + e_{12,16} + e_{22,27} + e_{23,30} + e_{26,31} + e_{28,34} + e_{29,35} + e_{32,37} + e_{41,51} + e_{45,48} + e_{49,53} - e_{51,56} + e_{54,60} - e_{55,62} - e_{61,66} - e_{65,73} + 2e_{66,73} - e_{67,73} - e_{70,73} + e_{72,79} - e_{74,80} - e_{77,93} + e_{78,83} - e_{81,85} - e_{86,89} - e_{97,102} - e_{99,105} - e_{100,106} - e_{103,108} - e_{104,111} - e_{107,112} - e_{118,122} - e_{120,124} - e_{123,126} - e_{130,131}, \]
\[ \rho^{(6)}(E_{\alpha}) = e_{2,3} + e_{11,13} + e_{14,17} + e_{16,20} + e_{18,22} + e_{21,26} + e_{25,29} + e_{30,33} + e_{34,36} + e_{37,39} + e_{40,41} + e_{43,45} + e_{46,49} + e_{50,54} + e_{55,61} - e_{56,63} - e_{62,65} + e_{64,72} + 2e_{65,72} - e_{66,72} + e_{71,78} - e_{73,79} - e_{80,84} + e_{85,88} - e_{89,91} - e_{93,94} - e_{95,97} - e_{98,100} - e_{101,104} - e_{105,109} - e_{108,113} - e_{112,116} - e_{114,118} - e_{117,120} - e_{121,123} - e_{131,132}, \]
\[ \rho^{(6)}(E_{\alpha}) = e_{1,2} + e_{13,15} + e_{17,19} + e_{20,24} + e_{22,23} + e_{26,28} + e_{27,30} + e_{29,32} + e_{31,34} + e_{35,37} + e_{38,40} + e_{42,43} + e_{44,46} + e_{47,50} + e_{51,55} + e_{56,62} - e_{63,64} + 2e_{64,71} - e_{65,71} - e_{72,78} - e_{79,83} - e_{84,87} - e_{88,90} - e_{91,92} - e_{94,96} - e_{97,99} - e_{100,103} - e_{102,105} - e_{104,107} - e_{106,108} - e_{109,114} - e_{111,112} - e_{115,117} - e_{119,121} - e_{132,133}, \]
\[ \rho^{(1)} (E_{\text{or}}) = e_{4,6} + e_{5,8} + e_{7,10} + e_{9,12} + e_{27,42} + e_{30,43} - e_{31,44} + e_{33,45} - e_{34,46} \\
+ e_{35,47} - e_{36,49} + e_{37,50} - e_{38,51} + e_{39,54} - e_{40,55} - e_{41,61} - e_{57,70} \\
- e_{66,77} + 2e_{70,77} + e_{73,93} + e_{79,94} - e_{80,95} + e_{83,96} - e_{84,97} + e_{85,98} \\
- e_{87,99} + e_{88,100} - e_{89,101} + e_{90,103} - e_{91,104} - e_{92,107} - e_{122,125} \\
- e_{124,127} - e_{126,129} - e_{128,130}. \]

\[ \rho^{(6)} (E_{\text{or}}) = -e_{64,1} - e_{71,2} - e_{78,3} - e_{83,4} - e_{87,5} - e_{90,7} - e_{92,9} - e_{96,6} \\
+ e_{99,8} - e_{103,10} - e_{105,11} + e_{107,12} + e_{108,14} + e_{109,13} - e_{112,16} \\
- e_{113,17} - e_{114,18} + e_{116,20} + e_{117,21} + e_{118,22} - e_{120,26} - e_{121,25} \\
- e_{122,27} + e_{123,29} + e_{124,31} + e_{125,42} - e_{126,35} + e_{127,44} + e_{128,38} \\
+ e_{129,47} + e_{130,51} + e_{131,56} + e_{132,63} + 2e_{133,64} + 3e_{133,65} \\
+ 4e_{133,66} + 3e_{133,67} + 2e_{133,68} + e_{133,69} + 2e_{133,70}. \quad (A.15) \]

\[ S \text{ in (A.1) is given by} \]
\[ S = I_{63} \oplus J C_{E_7} J^{-1} \oplus I_{63}. \quad (A.16) \]

Here $C_{E_7}$ is the Cartan matrix of $E_7$ and $J$ is defined by
\[ J = \sum_{i=1}^{7} e_{i,8-i}. \quad (A.17) \]

### A.2.7 $E_8$

The fundamental representation $(\rho^{(1)}, V^{(1)})$ is the adjoint representation with dimension 248, which is given by
\[ \rho^{(1)} (E_{v_1}) = e_{1,2} + e_{18,21} + e_{22,25} + e_{26,29} + e_{30,33} + e_{34,37} + e_{35,38} + e_{39,42} + e_{40,43} \\
+ e_{44,46} + e_{45,49} + e_{50,54} + e_{51,55} + e_{56,60} + e_{57,61} + e_{58,62} + e_{63,67} \\
+ e_{64,68} + e_{69,74} + e_{70,75} + e_{76,81} + e_{77,82} + e_{83,89} + e_{84,90} + e_{91,97} \\
+ e_{98,104} + e_{105,111} + e_{112,119} - e_{120,121} + 2e_{121,129} - e_{122,129} - e_{130,137} \\
- e_{138,144} - e_{145,151} - e_{152,158} - e_{159,165} - e_{160,166} - e_{167,172} - e_{168,173} \\
- e_{174,179} - e_{175,180} - e_{181,185} - e_{182,186} - e_{187,191} - e_{188,192} - e_{189,193} \\
- e_{194,198} - e_{195,199} - e_{200,204} - e_{201,205} - e_{206,209} - e_{207,210} - e_{211,214} \\
- e_{212,215} - e_{216,219} - e_{220,223} - e_{224,227} - e_{228,231} - e_{247,248}. \]

\[ \rho^{(1)} (E_{v_2}) = e_{2,3} + e_{15,18} + e_{19,22} + e_{23,26} + e_{27,30} + e_{31,34} + e_{32,35} + e_{36,40} + e_{41,45} \\
+ e_{42,47} + e_{46,51} + e_{48,53} + e_{52,58} + e_{54,59} + e_{60,65} + e_{61,66} + e_{67,72} \\
+ e_{68,73} + e_{74,79} + e_{75,80} + e_{81,87} + e_{82,88} + e_{89,95} + e_{90,96} + e_{97,103} \\
+ e_{104,110} + e_{111,118} - e_{112,120} - e_{119,122} - e_{121,130} + 2e_{122,130} - e_{123,130} \\
+ e_{129,137} - e_{131,138} - e_{139,145} - e_{146,152} - e_{153,159} - e_{154,160} - e_{161,167}. \]
\( \rho^{(1)}(E_{\alpha}) = e_{3,4} + e_{13,15} + e_{16,19} + e_{20,23} + e_{24,27} + e_{28,32} + e_{34,39} + e_{37,42} + e_{40,44} 
+ e_{43,48} + e_{45,50} + e_{49,54} + e_{51,57} + e_{55,61} + e_{58,64} + e_{62,68} + e_{65,71} 
+ e_{72,78} + e_{79,83} + e_{80,86} + e_{87,93} + e_{88,94} + e_{95,101} + e_{96,102} + e_{103,109} 
+ e_{105,112} + e_{110,117} - e_{111,119} - e_{118,123} - e_{122,131} + e_{103,109} - e_{105,112} 
+ e_{110,117} - e_{111,119} - e_{118,123} + e_{122,131} + 2e_{123,131} - e_{124,131} + e_{130,138} 
- e_{132,139} + e_{137,144} - e_{140,146} - e_{147,153} - e_{148,154} - e_{155,161} - e_{156,162} 
- e_{163,169} - e_{164,170} - e_{171,177} - e_{178,184} - e_{181,187} - e_{185,191} - e_{188,194} 
- e_{192,198} - e_{195,200} - e_{199,204} - e_{201,206} - e_{205,209} - e_{207,212} - e_{210,215} 
- e_{217,221} - e_{222,225} - e_{226,229} - e_{230,233} - e_{234,236} - e_{245,246}, 
\)

\( \rho^{(1)}(E_{\alpha}) = e_{4,5} + e_{11,13} + e_{14,16} + e_{17,20} + e_{27,31} + e_{30,34} + e_{32,36} + e_{33,37} + e_{35,40} 
+ e_{38,43} + e_{50,56} + e_{53,60} + e_{57,63} + e_{59,65} + e_{61,67} + e_{64,70} + e_{66,72} + e_{68,75} 
+ e_{73,80} + e_{82,92} + e_{93,100} + e_{94,101} + e_{98,105} + e_{101,107} + e_{102,108} + e_{104,111} 
+ e_{109,116} - e_{110,118} - e_{117,124} - e_{123,132} + 2e_{124,132} - e_{125,132} + e_{131,139} 
- e_{133,140} + e_{138,145} - e_{141,147} - e_{142,148} + e_{144,151} - e_{149,155} - e_{150,156} 
- e_{157,164} - e_{169,176} - e_{174,181} - e_{177,183} - e_{179,185} - e_{182,188} - e_{184,190} 
- e_{186,192} - e_{189,195} - e_{193,199} - e_{206,211} - e_{209,214} - e_{212,216} - e_{213,217} 
- e_{215,219} - e_{218,222} - e_{229,232} - e_{233,235} - e_{236,238} - e_{244,245}, 
\)

\( \rho^{(1)}(E_{\alpha}) = e_{5,6} + e_{10,11} + e_{12,14} + e_{20,24} + e_{23,27} + e_{26,30} + e_{29,33} + e_{36,41} + e_{40,45} 
+ e_{43,49} + e_{44,50} + e_{48,54} + e_{53,59} + e_{63,69} + e_{67,74} + e_{70,76} + e_{72,79} + e_{75,81} 
+ e_{78,85} + e_{80,87} + e_{86,93} - e_{91,98} - e_{97,104} + e_{100,106} - e_{103,110} + e_{107,113} 
+ e_{108,115} - e_{109,117} - e_{116,125} - e_{124,133} + 2e_{125,133} - e_{126,133} - e_{128,133} 
+ e_{132,140} - e_{134,141} - e_{136,142} + e_{139,146} - e_{143,149} + e_{145,152} + e_{151,158} 
- e_{156,163} - e_{162,169} - e_{164,171} - e_{168,174} - e_{170,177} - e_{173,179} - e_{175,182} 
- e_{180,186} - e_{190,196} - e_{195,201} - e_{199,205} - e_{200,206} - e_{204,209} - e_{208,213} 
- e_{216,220} - e_{219,223} - e_{222,226} - e_{225,229} - e_{235,237} - e_{238,239} - e_{243,244}, 
\)

\( \rho^{(1)}(E_{\alpha}) = e_{6,7} + e_{8,10} + e_{14,17} + e_{16,20} + e_{19,23} + e_{22,26} + e_{25,29} + e_{41,46} + e_{45,51} 
+ e_{49,55} + e_{50,57} + e_{54,61} + e_{58,63} + e_{59,66} + e_{60,67} + e_{65,72} + e_{71,78} + e_{76,83} 
+ e_{81,89} + e_{84,91} + e_{87,95} + e_{90,97} + e_{93,101} + e_{96,103} + e_{99,107} + e_{102,109} 
+ e_{106,114} - e_{108,116} - e_{115,126} - e_{125,134} + 2e_{126,134} - e_{127,134} + e_{133,141} 
- e_{135,143} + e_{140,147} - e_{142,150} + e_{146,153} - e_{148,156} + e_{152,159} - e_{154,162} 
\)
\[ S \text{ in (A.1) is given by} \]
\[ S = \mathbf{1}_{120} \oplus C_{E_7} \oplus \mathbf{1}_{120}, \]  
\[ \text{(A.19)} \]

where \( C_{E_7} \) is the Cartan matrix of \( E_7 \).
A.2.8. $F_4^{(1)}$. The fundamental representation $\rho^{(1)}$, which has dimension 26, is

$$\rho^{(1)}(E_{\alpha}) = e_{1,2} + e_{5,7} + e_{8,9} + e_{10,11} + 2^{-1/2}e_{12,13}$$
$$+ (3/2)^{1/2}e_{12,14} + 2^{-1/2}e_{13,16} - (3/2)^{1/2}e_{14,16}$$
$$+ e_{15,18} + e_{17,20} + e_{19,21} + e_{25,26},$$

$$\rho^{(1)}(E_{\alpha_2}) = e_{2,3} + e_{4,5} + e_{6,8} + e_{10,12} + 2^{1/2}e_{11,13}$$
$$+ 2^{-1/2}e_{13,15} + e_{16,18} + e_{20,22} + e_{21,23} + e_{24,25},$$

$$\rho^{(1)}(E_{\alpha_3}) = e_{3,4} + e_{8,10} + e_{9,11} + e_{15,17} + e_{18,20} + e_{21,24},$$

$$\rho^{(1)}(E_{\alpha_4}) = e_{4,6} + e_{5,8} + e_{7,9} + e_{17,19} + e_{20,21} + e_{22,23},$$

$$\rho^{(1)}(E_{\alpha_0}) = e_{19,1} + e_{21,2} + e_{23,3} + e_{24,4} + e_{25,5} + e_{26,7}. \quad (A.20)$$

The representation $\rho^{(4)}$, which is the adjoint representation with dimension 56, is given by

$$\rho^{(4)}(E_{\alpha_1}) = -e_{4,5} - e_{6,7} - 2e_{9,9} - e_{8,10} - 2e_{10,12} - e_{11,14} - e_{13,17} - 2e_{14,15}$$
$$- e_{16,19} - e_{18,22} - 2e_{21,28} - 2^{1}e_{27,32} + e_{28,32} + e_{31,35} + e_{34,37} + e_{36,40}$$
$$+ e_{38,39} + 2e_{39,42} + e_{41,43} + 2e_{43,45} + e_{44,46} + 2e_{46,47} + e_{48,49},$$

$$\rho^{(4)}(E_{\alpha_2}) = -e_{3,4} - 2e_{4,6} - e_{5,7} - e_{10,13} - e_{12,17} - e_{14,16} - e_{15,19} - 2e_{17,20}$$
$$+ e_{18,21} - 2e_{19,23} - 2e_{22,27} - 2e_{26,31} + e_{27,31} - 2^{1}e_{28,31} + e_{30,34} - e_{32,35}$$
$$+ e_{33,36} + 2e_{34,38} + 2e_{36,41} + e_{37,39} + e_{40,43} + e_{46,48} + e_{47,49} + 2e_{49,50},$$

$$\rho^{(4)}(E_{\alpha_3}) = -e_{2,3} - e_{6,8} - e_{7,10} - e_{9,12} + e_{16,18} + e_{19,22} - e_{20,24} - e_{23,26}$$
$$- e_{25,30} + 2e_{26,30} - e_{27,30} + e_{29,33} - e_{31,34} - e_{35,37} + e_{41,44}$$
$$+ e_{43,46} + e_{45,47} + e_{50,51},$$

$$\rho^{(4)}(E_{\alpha_4}) = -e_{1,2} + e_{8,11} + e_{10,14} + e_{12,15} + e_{13,16} + e_{17,19} + e_{20,23} - e_{24,25} + 2e_{25,29}$$
$$- e_{26,29} - e_{30,33} - e_{34,36} - e_{37,41} - e_{38,41} - e_{39,43} - e_{42,45} + e_{51,52},$$

$$\rho^{(4)}(E_{\alpha_0}) = 2e_{25,1} + 3e_{26,1} + 4e_{27,1} + 2e_{28,1} - e_{29,2} + e_{33,3} - e_{36,4} + e_{40,5} + e_{41,6}$$
$$- e_{43,7} - e_{44,8} + e_{55,9} + e_{46,10} - e_{47,12} - e_{48,13} + e_{49,17} - e_{50,20} + e_{51,24} - e_{52,25}. \quad (A.21)$$

$S$ in (A.1) is given by

$$S = P_{24} \oplus JK_{F_4}J^{-1} \oplus P'_{24}. \quad (A.22)$$

Here $(K_{F_4})_{ij} = \alpha_{ij}^{\gamma} \cdot \alpha_{ij}^{\gamma}$ is the symmetrized Cartan matrix. $P_{24}$ and $P'_{24}$ are 24 dimensional diagonal matrices, which have the components $P_{24} = \text{diag}(p_1, \ldots, p_{24})$ and
\[ P'_{24} = \text{diag}(p_{24}, \ldots, p_1) \text{ with} \]
\[ p_i = \begin{cases} 
2, & i \in \{4, 5, 7, 10, 13, 14, 16, 17, 18, 19, 21, 22\}, \\
1, & \text{otherwise}. 
\end{cases} \]  
(A.23)

\[ J \text{ is defined by} \]
\[ J = \sum_{i=1}^{4} e_{i,5-i}. \]  
(A.24)

A.2.9. G₂

The fundamental representation \((\rho^{(1)}, V^{(1)})\), which has dimension 7, is given by
\[ \rho^{(1)}(E_{\alpha_0}) = e_{6,1} + e_{7,2}, \]
\[ \rho^{(1)}(E_{\alpha_1}) = e_{1,2} + e_{6,7} + \sqrt{2}(e_{3,4} + e_{4,5}). \]  
(A.25)

### Appendix B. \( \mathcal{L}_g \) and \( \mathcal{L}_g^{\text{dual}} \) for affine Lie algebras

In this appendix, we summarize the differential operators for the (dual) linear problems associated with affine Lie algebras, which are used in this work. We also explain the folding structure of the linear operators for non-simply-laced Lie algebras.

#### B.1. simply-laced affine Lie algebras

We begin with simply-laced affine Lie algebras.

B.1.1. \( A^{(1)}_r \)

The differential operator \( \mathcal{L}_{\alpha^{(1)}_r} \) for the representation \( (\rho^{(a)}, V^{(a)}) \) is defined by
\[ \mathcal{L}_{\alpha^{(1)}_r} = \frac{d}{dx} - \frac{1}{x} \sum_{a=1}^{r} l_a \rho^{(a)}(\alpha_a^{\vee} \cdot H) + \sum_{a=1}^{r} \rho^{(a)}(E_{\alpha_a}) + p(x, E) \zeta \rho^{(a)}(E_{\alpha_0}). \]  
(B.1)

Here \( \zeta = 1 \) for \( V^{(1)} \) and \( V^{(r)} \). The differential operator \( \mathcal{L}_{A^{(1)}_r}^{\text{dual}} \) for the dual representation is given by
\[ \mathcal{L}_{A^{(1)}_r}^{\text{dual}} = 1_{r+1} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^{r} l_a \rho^{(1)}(\alpha_a^{\vee} \cdot H) - \sum_{a=1}^{r} \rho^{(1)}(E_{-\alpha_a}) - p(x, E) \rho^{(1)}(E_{-\alpha_0}). \]  
(B.2)

\( \mathcal{L}_{A^{(1)}_r}^{\text{dual}} \) for \( V^{(r)} \) is obtained by swapping the generators \( E_{\alpha_a} \leftrightarrow E_{\alpha_{r+1-a}} (a = 1, \ldots, r) \) and \( \alpha_a^{\vee} \).

B.1.2. \( D^{(1)}_r \)

The differential operator \( \mathcal{L}_{D^{(1)}_r}^{\rho^{(1)}} \) is
\[ \mathcal{L}_{\beta_1^{(1)}} = \frac{d}{dx} - \frac{1}{4r} \sum_{a=1}^{r} l_a \alpha_a \cdot H + E_{a_1} + \sum_{a=2}^{r-2} \sqrt{2} E_{a_a} + E_{a_{r-1}} + E_{a_r} + p(x, E) \zeta E_{a_0}, \] (B.3)

where \( \zeta = 1 \) for \( \mathcal{V}^{(1)} \) and \( \zeta = (-1)^{(r)} \) for \( \mathcal{V}^{(a)} \) \( (a = r - 1, r) \) for the representations \((A.9)\) and \((A.10)\). The operator \( \mathcal{L}_{\beta_1^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(1)} \) is given by

\[ \mathcal{L}_{\beta_1^{(1)}}^{\text{dual}} = \frac{d}{dx} - \frac{1}{4r} \sum_{a=1}^{r} l_a \rho^{(1)} (\alpha_a \cdot H) - \rho^{(1)} (E_{a_1}) - \sum_{a=1}^{r} \sqrt{2} \rho^{(1)} (E_{a_a}) \]
\[ - \rho^{(1)} (E_{a_{r-1}}) - \rho^{(1)} (E_{a_r}) - p(x, E) \zeta^{(1)} (E_{a_0}). \] (B.4)

\( \mathcal{L}_{\beta_1^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(r-1)} \) for \((A.9)\) and \((A.10)\) is

\[ \mathcal{L}_{\beta_1^{(1)}}^{\text{dual}} = \frac{d}{dx} - \frac{1}{4r} \sum_{a=1}^{r} l_a \rho^{(r-1)} (\alpha_a \cdot H) - \rho^{(r-1)} (E_{a_1}) - \sum_{a=1}^{r} \sqrt{2} \rho^{(r-1)} (E_{a_a}) \]
\[ - \rho^{(r-1)} (E_{a_{r-1}}) - \rho^{(r-1)} (E_{a_r}) - (-1)^{(r)} p(x, E) \rho^{(r-1)} (E_{a_0}). \] (B.5)

\( \mathcal{L}_{\beta_1^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(r)} \) is obtained by swapping the generators \( E_{a_{r-1}} \leftrightarrow E_{a_r} \) and \( \alpha_a \cdot H \leftrightarrow \alpha_a \cdot H \) in \((B.5)\).

**B.13.** \( E_6^{(1)} \). The differential operator \( \mathcal{L}_{E_6^{(1)}}^{(1)} \) is

\[ \mathcal{L}_{E_6^{(1)}}^{(1)} = \frac{d}{dx} - \frac{1}{4} \sum_{a=1}^{6} l_a \alpha_a \cdot H + E_{a_1} + \sqrt{2} E_{a_2} + \sqrt{3} E_{a_3} + \sqrt{2} E_{a_4} + E_{a_5} + \sqrt{2} E_{a_6} + p(x, E) \zeta E_{a_0}, \] (B.6)

where \( \zeta = 1 \) for \( \mathcal{V}^{(1)} \), \( \mathcal{V}^{(5)} \) and \( \zeta = -1 \) for \( \mathcal{V}^{(6)} \). The operator \( \mathcal{L}_{E_6^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(1)} \) is given by

\[ \mathcal{L}_{E_6^{(1)}}^{\text{dual}} = \frac{d}{dx} - \frac{1}{4} \sum_{a=1}^{6} l_a \rho^{(b)} (-\alpha_a \cdot H) - \rho^{(b)} (E_{a_1}) \]
\[ - \sqrt{2} \rho^{(b)} (E_{a_2}) - \rho^{(b)} (E_{a_3}) \]
\[ - \sqrt{2} \rho^{(b)} (E_{a_4}) + \rho^{(b)} (E_{a_5}) - \sqrt{2} \rho^{(b)} (E_{a_6}) \]
\[ - p(x, E) \rho^{(b)} (E_{a_0}). \] (B.7)

\( \mathcal{L}_{E_6^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(5)} \) is obtained by swapping the generators \( E_{a_1} \leftrightarrow E_{a_3}, E_{a_2} \leftrightarrow E_{a_4}, \alpha_1 \cdot H \leftrightarrow \alpha_1 \cdot H \)
and \( \alpha_2 \cdot H \leftrightarrow \alpha_4 \cdot H \) in \((B.7)\). The operator \( \mathcal{L}_{E_6^{(1)}}^{\text{dual}} \) in \( \mathcal{V}^{(6)} \) is
\[ \mathcal{L}^{\text{dual}}_{E_7^{(1)}} = 1 \frac{d}{dx} + \sum_{a=1}^{7} \lambda_a S^{-1} \phi(\phi^* H, -1) S - \sqrt{2} \phi(\phi^* H, -1) S - \sqrt{3} \phi(\phi^* H, -1) S + \sqrt{4} \phi(\phi^* H, -1) S + \sqrt{5} \phi(\phi^* H, -1) S, \]

where \( S \) is defined in (A.13).

### B.14. \( E_7^{(1)} \)

The differential operator \( \mathcal{L}_{E_7^{(1)}}^{(1)} \) is

\[ \mathcal{L}_{E_7^{(1)}}^{(1)} = \frac{d}{dx} - \sum_{a=1}^{7} \alpha_a^* H + \sqrt{2} E_{a_1} + \sqrt{3} E_{a_2} + \sqrt{4} E_{a_3} + \sqrt{5} E_{a_4} + \sqrt{6} E_{a_5} + \sqrt{7} E_{a_6} + \sqrt{8} E_{a_7} + p(x, E) \zeta E_{a_0}, \]

where \( \zeta = -1 \) for \( V^{(1)} \) and \( \zeta = 1 \) for \( V^{(6)} \).

The differential operator \( \mathcal{L}_{E_7^{(1)}}^{\text{dual}} \) in \( V^{(1)} \) is given by

\[ \mathcal{L}^{\text{dual}}_{E_7^{(1)}} = 1 \frac{d}{dx} + \sum_{a=1}^{7} \lambda_a \phi(\phi^* H, -1) S - \sqrt{2} \phi(\phi^* H, -1) S - \sqrt{3} \phi(\phi^* H, -1) S - \sqrt{4} \phi(\phi^* H, -1) S + \sqrt{5} \phi(\phi^* H, -1) S + \sqrt{6} \phi(\phi^* H, -1) S + \sqrt{7} \phi(\phi^* H, -1) S + \sqrt{8} \phi(\phi^* H, -1) S, \]

where \( S \) is defined in (A.16).

### B.15. \( E_8^{(1)} \)

The differential operator \( \mathcal{L}_{E_8^{(1)}}^{(1)} \) is

\[ \mathcal{L}_{E_8^{(1)}}^{(1)} = \frac{d}{dx} + \sum_{a=1}^{8} \lambda_a S^{-1} \phi(\phi^* H, -1) S - \sqrt{2} S^{-1} \phi(\phi^* H, -1) S - \sqrt{3} S^{-1} \phi(\phi^* H, -1) S + \sqrt{4} S^{-1} \phi(\phi^* H, -1) S + \sqrt{5} S^{-1} \phi(\phi^* H, -1) S + \sqrt{6} S^{-1} \phi(\phi^* H, -1) S + \sqrt{7} S^{-1} \phi(\phi^* H, -1) S + \sqrt{8} S^{-1} \phi(\phi^* H, -1) S, \]

(11)
where $\zeta = -1$ for $V^{(1)}$. $\mathcal{L}_B^{\text{dual}}$ in $V^{(1)}$ is given by

$$\mathcal{L}_B^{\text{dual}} = L_{248} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^8 l_a S^{-1} \rho^{(1)} (\alpha_a^\vee \cdot H) S$$

$$- \sqrt{2} S^{-1} \rho^{(1)} (E_{\alpha_1}) S - \sqrt{3} S^{-1} \rho^{(1)} (E_{\alpha_2}) S - \sqrt{4} S^{-1} \rho^{(1)} (E_{\alpha_3}) S$$

$$- \sqrt{5} S^{-1} \rho^{(1)} (E_{\alpha_4}) S - \sqrt{6} S^{-1} \rho^{(1)} (E_{\alpha_5}) S - \sqrt{7} S^{-1} \rho^{(1)} (E_{\alpha_6}) S$$

$$- \sqrt{8} S^{-1} \rho^{(1)} (E_{\alpha_7}) S - \sqrt{3} S^{-1} \rho^{(1)} (E_{\alpha_8}) S + p(x, E) S^{-1} \rho^{(1)} (E_{\alpha_0}) S,$$

(B.13)

where $S$ is defined in (A.19).

### B.2. Non-simply-laced affine Lie algebras

#### B.2.1. $B_1^{[1]}$

The differential operator $\mathcal{L}_{B_1^{[1]}}$ is

$$\mathcal{L}_{B_1^{[1]}} = \frac{d}{dx} - \frac{1}{x} \sum_{a=1}^r l_a \alpha_a^\vee \cdot H + E_{\alpha_1} + \sum_{a=2}^{r-1} \sqrt{2} E_{\alpha_a} + E_{\alpha_r} + p(x, E) \zeta E_{\alpha_0},$$

(B.14)

where $\zeta = 1$ for $V^{(1)}$ and $\zeta = (-1)^{r+1}$ for $V^{(r)}$ for the representations $(A.5)$ and $(A.6)$. The differential operator $\mathcal{L}_B^{\text{dual}}$ in $V^{(1)}$ is given by

$$\mathcal{L}_B^{\text{dual}} = L_{2^{r+1}} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^r l_a \rho^{(1)} (\alpha_a^\vee \cdot H)$$

$$- \rho^{(1)} (E_{-\alpha_1}) - \sum_{a=2}^{r-1} \sqrt{2} \rho^{(1)} (E_{-\alpha_a}) - \rho^{(1)} (E_{-\alpha_r}) - p(x, E) \rho^{(1)} (E_{-\alpha_0}).$$

(B.15)

$\mathcal{L}_B^{\text{dual}}$ in $V^{(r)}$ for $(A.5)$ and $(A.6)$ is

$$\mathcal{L}_B^{\text{dual}} = L_{2^r} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^r l_a \rho^{(r)} (\alpha_a^\vee \cdot H) - \rho^{(r)} (E_{-\alpha_1})$$

$$- \sum_{a=2}^{r-1} \sqrt{2} \rho^{(r)} (E_{-\alpha_a}) - \rho^{(r)} (E_{-\alpha_r}) - (-1)^{r+1} p(x, E) \rho^{(r)} (E_{-\alpha_0}).$$

(B.16)

#### B.2.2. $C_1^{[1]}$

The differential operator $\mathcal{L}_{C_1^{[1]}}$ is

$$\mathcal{L}_{C_1^{[1]}} = \frac{d}{dx} \left( \frac{1}{x} \sum_{a=1}^r l_a \alpha_a^\vee \cdot H + \sum_{a=1}^r E_{\alpha_a} + p(x, E) \zeta E_{\alpha_0}, \right)$$

(B.17)
where $\zeta = 1$ for $V^{(1)}$. The differential operator $L_{\xi_{1}}^{\text{dual}}$ in $V^{(1)}$ is

$$
L_{\xi_{1}}^{\text{dual}} = 1_{2\gamma} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^{r} l_{a} \rho^{(1)} \left( \alpha_{a}^{\gamma} \cdot H \right) - \rho^{(1)} (E_{-\alpha_{a}}) - p(x, E) \rho^{(1)} (E_{-\alpha_{a}}). 
$$

(B.18)

B.2.3. $F_{d}^{(1)}$. The differential operator $L_{F_{d}^{(1)}}^{\text{dual}}$ is

$$
L_{F_{d}^{(1)}}^{\text{dual}} = \frac{d}{dx} - \frac{1}{x} \sum_{a=1}^{d} l_{a} \alpha_{a}^{\gamma} \cdot H + E_{\alpha_{a}} + \sqrt{2} E_{\alpha_{a}} + \sqrt{3} E_{\alpha_{a}} + p(x, E) \zeta E_{\alpha_{a}},
$$

(B.19)

where $\zeta = 1$ for $V^{(1)}$ and $\zeta = -1$ for $V^{(4)}$. The differential operator $L_{F_{d}^{(1)}}^{\text{dual}}$ in $V^{(1)}$ is

$$
L_{F_{d}^{(1)}}^{\text{dual}} = 1_{2\gamma} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^{d} l_{a} \rho^{(1)} \left( \alpha_{a}^{\gamma} \cdot H \right) + \rho^{(1)} (E_{-\alpha_{a}}) + \sqrt{2} \rho^{(1)} (E_{-\alpha_{a}})
$$

$$
+ \sqrt{3} \rho^{(1)} (E_{-\alpha_{a}}) + \sqrt{3} \rho^{(1)} (E_{-\alpha_{a}}) + p(x, E) \rho^{(1)} (E_{-\alpha_{a}}).
$$

(B.20)

The differential operator $L_{F_{d}^{(1)}}^{\text{dual}}$ in $V^{(4)}$ is given by

$$
L_{F_{d}^{(1)}}^{\text{dual}} = 1_{2\gamma} \frac{d}{dx} + \frac{1}{x} \sum_{a=1}^{d} l_{a} S^{-1} \rho^{(4)} \left( \alpha_{a}^{\gamma} \cdot H \right) S
$$

$$
+ S^{-1} \rho^{(4)} (E_{-\alpha_{a}}) S + \sqrt{2} S^{-1} \rho^{(4)} (E_{-\alpha_{a}}) S + \sqrt{3} S^{-1} \rho^{(4)} (E_{-\alpha_{a}}) S
$$

$$
+ \sqrt{3} S^{-1} \rho^{(4)} (E_{-\alpha_{a}}) S + p(x, E) S^{-1} \rho^{(4)} (E_{-\alpha_{a}}) S,
$$

(B.21)

where $S$ is defined in (A.22).

B.2.4. $G_{d}^{(1)}$. The differential operator $L_{G_{d}^{(1)}}^{\text{dual}}$ is

$$
L_{G_{d}^{(1)}}^{\text{dual}} = \frac{d}{dx} - \frac{1}{x} \sum_{a=1}^{d} l_{a} \left( \alpha_{a}^{\gamma} \cdot H \right) + E_{\alpha_{a}} + \sqrt{2} E_{\alpha_{a}} + p(x, E) \zeta E_{\alpha_{a}},
$$

(B.22)

where $\zeta = 1$ for $V^{(1)}$. The differential operator $L_{G_{d}^{(1)}}^{\text{dual}}$ in $V^{(1)}$ is given by

$$
L_{G_{d}^{(1)}}^{\text{dual}} = 1_{2\gamma} \frac{d}{dx} - \frac{1}{x} \sum_{a=1}^{d} l_{a} \left( \alpha_{a}^{\gamma} \cdot H \right)
$$

$$
- \rho^{(1)} (E_{-\alpha_{a}}) - \sqrt{2} \rho^{(1)} (E_{-\alpha_{a}}) - p(x, E) \rho^{(1)} (E_{-\alpha_{a}}).
$$

(B.23)
B.3. Folding and the linear problems for non-simply-laced affine Lie algebras

In this part of the appendix, we discuss the relation between the linear problem for non-simply-laced Lie algebra and the linear problem obtained by folding of a simply-laced affine Lie algebra based on the matrix representations $V^{(a)}$. Here we focus on the foldings: $E_r^{(1)} \rightarrow B_r^{(1)}$, $E_6^{(1)} \rightarrow F_4^{(1)}$ and $D_4^{(3)} \rightarrow G_2^{(1)}$, where the dimension of the representation changes.

B.3.1. $D_r^{(1)} \rightarrow B_r^{(1)}$. We discuss the folding of the representation $V_{D_{r+1}}^{(1)}$ of $D_{r+1}$, which has dimension $2r + 2$. Let $e_1, \ldots, e_{2r+2} \in \mathbb{R}^{2r+2}$ be the weight vectors of $V_{D_{r+1}}^{(1)}$. Folding $D_{r+1}$ to $B_r$ by identifying the simple roots as in (2.6), $V_{D_{r+1}}^{(1)}$ is decomposed into the representations of $B_r$ as

$$V_{D_{r+1}}^{(1)} = V_{B_r}^{(1)} \oplus C,$$

where $V_{B_r}^{(1)}$ is spanned by $\{e_1, \ldots, e_r, 2^{-1/2} (e_{r+1} + e_{r+2}), e_{r+3}, \ldots, e_{2r+2}\}$ and $C$ is spanned by $2^{-1/2} (e_{r+1} - e_{r+2})$.

Now we apply this decomposition to linear problems. Let the solution of the linear problem on $V_{D_{r+1}}^{(1)}$ be $\Psi = \sum_{i=1}^{2r+2} \psi_i e_i$. Choosing the monodromy parameters $l$ of $D_{r+1}$ as $l_r = l_{r+1}$, one can see that the linear combination $\psi_{r+1} - \psi_{r+2}$, which corresponds to the basis $2^{-1/2} (e_{r+1} - e_{r+2})$, satisfies

$$\frac{d}{dt} (\psi_{r+1} - \psi_{r+2}) = 0.$$  \hspace{1cm} (B.25)

Hence $\psi_{r+1} - \psi_{r+2}$ becomes constant. Then, let us define a vector-valued function

$$\tilde{\Psi} = \sum_{i=1}^{2r+1} \tilde{\psi}_i \tilde{e}_i$$

where $\tilde{e}_i$ are the orthonormal basis of $\mathbb{R}^{2r+1}$ and $\tilde{\psi}_i$ is defined as

$$\tilde{\psi}_i = \begin{cases} 
\psi_i, & \text{i = 1, \ldots, r}, \\
\frac{1}{\sqrt{2}} (\psi_{r+1} + \psi_{r+2}), & \text{i = r + 1}, \\
\psi_{r+1}, & \text{i = r + 2, \ldots, 2r + 1}.
\end{cases}$$  \hspace{1cm} (B.26)

Introducing the monodromy parameters $\tilde{l}_i$ of $B_r^{(1)}$ as

$$\tilde{l}_i := l_i, \quad i = 1, \ldots, r - 1, \quad \tilde{l}_r := l_r = l_{r+1},$$

one finds that $\tilde{\Psi}$ solves the linear problem on $V_{B_r}^{(1)}$. For other representations of $D_{r+1}$, one can see

$$V_{D_{r+1}}^{(r)} = V_{D_{r+1}}^{(r+1)} = V_{B_r}^{(r)}$$

after the folding procedure. Therefore the linear problems on $V_{D_{r+1}}^{(r)}$ and $V_{D_{r+1}}^{(r+1)}$ are equivalent to that on $V_{B_r}^{(r)}$ under the condition $l_r = l_{r+1}$.

B.3.2. $E_6^{(1)} \rightarrow F_4^{(1)}$. We next discuss the folding of the representation $V_{E_6}^{(1)}$ of $E_6$, whose matrix representation is given in appendix A. Let $e_1, \ldots, e_{27} \in \mathbb{R}^{27}$ be the weight vectors in $V_{E_6}^{(1)}$. Folding the $E_6$ to $F_4$ by identifying the roots as in (2.10), the weight vectors decompose into the weight vectors of $F_4$ in $V_{F_4}^{(1)}$ and that of the singlet representation $C$ of $F_4$:

$$V_{E_6}^{(1)} = V_{F_4}^{(1)} \oplus C,$$  \hspace{1cm} (B.29)
where $V_{F_4}^{(i)}$ is spanned by

$$\{ \tilde{e}_i \}_{i=1}^{26} = \{ e_1, \ldots, e_{12}, 2^{-1/2}(e_{13} + e_{14}), 6^{-1/2}(e_{13} - e_{14} - 2e_{15}), e_{16}, \ldots, e_{27} \}$$

(B.30)

and C is spanned by $3^{-1/2} (e_{13} - e_{14} + e_{15})$. Let the solution of the linear problem for $E_6^{(1)}$ in $V_{E_6}^{(1)}$ be $\Psi = \sum_{i=1}^{27} \psi_i e_i$. Choosing the monodromy parameters in $l$ of $E_6^{(1)}$ as $l_1 = l_5, l_2 = l_4$, one can see that the linear combination $\tilde{\psi}_{13} - \tilde{\psi}_{14} + \tilde{\psi}_{15}$, which corresponds to the singlet representation, becomes constant. Let us define a vector-valued function $\tilde{\Psi} = \sum_{i=1}^{26} \tilde{\psi}_i e_i$ with

$$\tilde{\psi}_i = \begin{cases} 
\psi_i, & i = 1, \ldots, 12, \\
\frac{1}{\sqrt{2}} (\psi_{13} + \psi_{14}), & i = 13, \\
\frac{1}{\sqrt{6}} (\psi_{13} - \psi_{14} - 2\psi_{15}), & i = 14, \\
\psi_{i+1}, & i = 15, \ldots, 26.
\end{cases}$$

(B.31)

Denoting the monodromy parameters $\tilde{l}_i$ as

$$\tilde{l}_1 := l_1 = l_5, \quad \tilde{l}_2 := l_2 = l_4, \quad \tilde{l}_3 := l_3, \quad \tilde{l}_4 := l_6,$$

(B.32)

one can see $\tilde{\Psi}$ solves the linear problem for $E_6^{(1)}$ in $V_{E_6}^{(1)}$. For the representation $V_{E_6}^{(6)}$, it is decomposed by $F_4$ as

$$V_{E_6}^{(6)} = V_{F_4}^{(4)} \oplus V_{F_4}^{(1)}.$$  

(B.33)

In this decomposition, the weight vectors $e_1, e_2$ of $V_{E_6}^{(1)}$ belong to $V_{F_4}^{(4)}$. Then, the linear problem in $V_{E_6}^{(6)}$ including the weight vector $e_1$ reduces to that in $V_{F_4}^{(4)}$ under (B.32).

**B.3.3. $D_4^{(1)} \rightarrow G_2^{(1)}$.** We discuss the folding of the representation $V_{D_4}^{(1)}$ of $D_4$. Let $e_1, \ldots, e_8 \in \mathbb{R}^8$ be the weight vectors of $V_{D_4}^{(1)}$. Folding the $D_4$ to $G_2$ by identifying the roots as in (2.8), $V_{D_4}^{(1)}$ decomposes into $V_{G_2}^{(1)}$ and the singlet representation:

$$V_{D_4}^{(1)} = V_{G_2}^{(1)} \oplus C,$$

(B.34)

where $V_{G_2}^{(1)}$ is spanned by $\{ \tilde{e}_i \}_{i=1}^{7} = \{ e_1, e_2, e_3, 2^{-1/2} (e_4 + e_5), e_6, e_7, e_8 \}$ and C is spanned by $2^{-1/2} (e_4 - e_5)$.

Let the solution of the linear problem in $V_{D_4}^{(1)}$ be $\Psi = \sum_{i=1}^{8} \psi_i e_i$. Choosing the monodromy parameter $l$ of $D_4^{(1)}$ as $l_3 = l_4$, one can see that the linear combination $\psi_{14} - \psi_{15}$, which corresponds to the weight vectors $2^{-1/2} (e_4 - e_5)$, becomes constant. Then, we introduce a vector-valued function $\tilde{\Psi} = \sum_{i=1}^{7} \tilde{\psi}_i \tilde{e}_i$, where $\tilde{\psi}_i$ is defined by

$$\tilde{\psi}_i = \begin{cases} 
\psi_i, & i = 1, 2, 3, \\
\frac{1}{\sqrt{2}} (\psi_4 + \psi_5), & i = 4, \\
\psi_{i+1}, & i = 5, 6, 7.
\end{cases}$$

(B.35)
Setting the monodromy parameters $\tilde{t}_i$ as

$$\tilde{t}_1 := t_1 = t_3 = t_4, \quad \tilde{t}_2 := t_2,$$

one can see $\tilde{V}$ solves the linear problem for $G^{(1)}_2$ in $V^{(1)}_{G_2}$.

### Appendix C. Wronskian type formulas for the $Q$-functions

In this appendix, we summarize the Wronskian type formulas of the $Q$-functions obtained from the anti-symmetric products of a fundamental representation, which are used to compute the Bethe roots in the section 5.

$A_1^{(1)}$. From $V^{(a)} = \wedge^a V^{(1)}$, we have obtained (2.33). In a similar way, from $V^{(a)} = \wedge^{r+1-a} V^{(r)}$, we find

$$Q^{(a)} = \sum_{\lambda_{j_0\ldots j_r} = 1}^{a-r} \epsilon_{j_0\ldots j_r} \prod_{k=0}^{r-a} \Omega^{-k\lambda_{j_0\ldots j_r}/2M^{(r)}} Q^{(r)}_{h\lambda_{j_0\ldots j_r}}(E), \quad a = 2, \ldots, r. \quad (C.1)$$

$D_1^{(1)}$. From $V^{(a)} = \wedge^a V^{(1)}(a = 1, \ldots, r - 2)$, we obtain

$$Q^{(a)}(E) = \sum_{\lambda_{j_0\ldots j_a} = 1}^{a} \epsilon_{j_0\ldots j_a} \prod_{k=0}^{a-1} \Omega^{-k\lambda_{j_0\ldots j_a}/2M^{(1)}} Q^{(1)}_{h\lambda_{j_0\ldots j_a}}(E), \quad a = 2, \ldots, r - 2. \quad (C.2)$$

$E_6^{(1)}$. From $\wedge^2 V^{(1)} = V^{(2)}$, $\wedge^2 V^{(5)} = V^{(4)}$ and $\wedge^2 V^{(6)} = V^{(3)} \oplus V^{(6)}$, one finds

$$Q^{(2)}(E) = \sum_{j_0, j_1 = 1}^{2} \epsilon_{j_0 j_1} \prod_{k=0}^{1} \Omega^{-k\lambda_{j_0 j_1}/2M^{(1)}} Q^{(1)}_{h\lambda_{j_0 j_1}}(E),$$

$$Q^{(4)}(E) = \sum_{j_0, j_2 = 1}^{2} \epsilon_{j_0 j_2} \prod_{k=0}^{1} \Omega^{-k\lambda_{j_0 j_2}/2M^{(2)}} Q^{(2)}_{h\lambda_{j_0 j_2}}(E), \quad (C.3)$$

$$Q^{(3)}(E) = \sum_{j_0, j_2 = 1}^{2} \epsilon_{j_0 j_2} \prod_{k=0}^{1} \Omega^{-k\lambda_{j_0 j_2}/2M^{(3)}} Q^{(3)}_{h\lambda_{j_0 j_2}}(E).$$

$E_7^{(1)}$. We have the following relations for anti-symmetric products:

$$\wedge^2 V^{(1)} = V^{(2)} \oplus C, \quad \wedge^3 V^{(1)} = V^{(3)} \oplus V^{(1)}, \quad \wedge^4 V^{(1)} = V^{(4)} \oplus \ldots,$$

$$\wedge^2 V^{(6)} = V^{(5)} \oplus V^{(6)}, \quad \wedge^3 V^{(6)} = V^{(4)} \oplus \ldots,$$

where $\ldots$ means other representations. We then find

$$Q^{(a)}(E) = \begin{cases} \sum_{\lambda_{j_0\ldots j_a} = 1}^{a} \epsilon_{j_0\ldots j_a} \prod_{k=0}^{a-1} \Omega^{-k\lambda_{j_0\ldots j_a}/2M^{(1)}} Q^{(1)}_{h\lambda_{j_0\ldots j_a}}(E), & a = 2, 3, \\ \sum_{\lambda_{j_0\ldots j_a} = 1}^{a} \epsilon_{j_0\ldots j_a} \prod_{k=0}^{a-1} \Omega^{-k\lambda_{j_0\ldots j_a}/2M^{(2)}} Q^{(2)}_{h\lambda_{j_0\ldots j_a}}(E), & a = 5, 6. \end{cases} \quad (C.5)$$
\( E_8^{(1)} \). We have the following relations for anti-symmetric products:

\[
\bigwedge^2 V^{(1)} = V^{(2)}, \quad \bigwedge^d V^{(1)} = V^{(d)} \oplus \ldots, \quad a = 3, 4, 5, \quad (C.6)
\]

where \( \cdots \) means other representations. Then we have

\[
Q^{(d)}(E) = \sum_{j_0, \ldots, j_{a-1} = 1}^a \epsilon_{j_0 \ldots j_{a-1}} \prod_{k=0}^{a-1} \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 \ldots j_{a-1} - k}(E), \quad (C.7)
\]

\( a = 2, \ldots, 5. \)

\( B_r^{(1)} \). From \( \bigwedge^d V^{(1)} = V^{(a)}(a = 1, \ldots, r - 1) \), we find

\[
Q^{(a)}(E) = \sum_{j_0, \ldots, j_{a-1} = 1}^a \epsilon_{j_0 \ldots j_{a-1}} \prod_{k=0}^{a-1} \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 \ldots j_{a-1} - k}(E), \quad (C.8)
\]

\( a = 2, \ldots, r - 1. \)

\( C_r^{(1)} \). From \( \bigwedge^a V^{(1)} = V^{(a)} \oplus C \bigwedge^{(a-2)} V^{(1)} \), we obtain

\[
Q^{(a)}(E) = \sum_{j_0, \ldots, j_{a-1} = 1}^a \epsilon_{j_0 \ldots j_{a-1}} \prod_{k=0}^{a-1} \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 \ldots j_{a-1} - k}(E), \quad (C.9)
\]

\( a = 2, \ldots, r. \)

\( F_4^{(1)} \). From \( \bigwedge^2 V^{(1)} = V^{(2)} \oplus V^{(4)} \) and \( \bigwedge^2 V^{(4)} = V^{(3)} \oplus V^{(4)} \), we get

\[
Q^{(2)}(E) = \sum_{j_0, j_1 = 1}^2 \epsilon_{j_0 j_1} \prod_{k=0}^1 \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 j_1 - k}(E), \quad (C.10)
\]

\[
Q^{(3)}(E) = \sum_{j_0, j_1 = 1}^2 \epsilon_{j_0 j_1} \prod_{k=0}^1 \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 j_1 - k}(E). \quad (C.11)
\]

\( G_2^{(1)} \). From \( \bigwedge^2 V^{(1)} = V^{(2)} \oplus V^{(1)} \), we get

\[
Q^{(2)}(E) = \sum_{j_0, j_1 = 1}^2 \epsilon_{j_0 j_1} \prod_{k=0}^1 \Omega^{-k\chi^{(1)}h^{12}M}_{h^{12}k} Q^{(1)}_{j_0 j_1 - k}(E). \quad (C.11)
\]

\[ C.1. \text{Folding and Q-functions} \]

In the appendix B, we have shown that the linear problem for non-simply-laced affine Lie algebra follows from that of simply-laced Lie algebra with specific monodromy parameters. The subdominant solutions and the solutions around the origin can be also obtained from the folding procedure. We then find the relation between the Q-functions. Since we have explained the relations between \( C_r^{(1)} \) and \( A_{2r-1}^{(1)} \) in section 2, we summarize the results in the cases of \( B_r^{(1)}, F_4^{(1)}, \) and \( G_2^{(1)} \):

\[
Q^{(a)}_{B_r^{(1)}} = Q^{(a)}_{A_{2r-1}^{(1)}}, \quad a = 1, \ldots, r - 1, \quad Q^{(r)}_{F_4^{(1)}} = Q^{(r)}_{A_{2r-1}^{(1)}}, \quad Q^{(r+1)}_{G_2^{(1)}} = Q^{(r+1)}_{B_r^{(1)}}, \quad (C.12)
\]
\[ F^{(1)}_4 \]

\[ Q^{(2)}_{E_6^{(1)}} = Q^{(2)}_{E_6^{(1)}}, \quad Q^{(4)}_{E_6^{(1)}} = Q^{(4)}_{E_6^{(1)}}, \quad \] (C.13)

\[ G^{(1)}_2 \]

\[ Q^{(1)}_{D_4^{(1)}} = Q^{(1)}_{D_4^{(1)}}, \quad Q^{(3)}_{D_4^{(1)}} = Q^{(3)}_{D_4^{(1)}}, \quad Q^{(4)}_{D_4^{(1)}} = Q^{(4)}_{D_4^{(1)}}, \quad \] (C.14)

These relations can be also checked numerically in section 5.

**Appendix D. Cheng's algorithm for \( E_6^{(1)} \)**

In this section, we demonstrate the Cheng's algorithm for the \( E_6^{(1)} \) linear problem in \( V^{(1)} \). The linear operators \( \mathcal{D}[q] \) and \( \mathcal{P} \) become:

\[
\mathcal{D}[q] = 1_{27} \frac{d}{dx} - \frac{q}{x}, \quad q = \sum_{a=1}^{6} l_e \rho^{(1)} (\alpha_a \cdot H), \quad \text{(D.1)}
\]

\[
\mathcal{P} = \rho^{(1)} (E_{\alpha_1}) + \sqrt{2} \rho^{(1)} (E_{\alpha_2}) + \sqrt{3} \rho^{(1)} (E_{\alpha_3}) + \sqrt{2} \rho^{(1)} (E_{\alpha_4}) + \rho^{(1)} (E_{\alpha_5}) + \sqrt{2} \rho^{(1)} (E_{\alpha_6}) + p(x, E) \rho^{(1)} (E_{\alpha_0}). \quad \text{(D.2)}
\]

Then, using the inverse operator \( \mathcal{L}[q] \), one can calculate power series solutions \( X_i (i = 1, \ldots, 27) \). As an example, for the potential \( p(x, E) = x^2 - E \) and the monodromy parameters \( l = (5/12, 1/3, 0, -1/3, -5/12, 1/10) \) as in the section 5, the top component of \( X_1 \) is

\[
\chi_{1,1} = x^{5/12} - \frac{160451840000E}{137931559732275309\sqrt{3}}x^{149/12} + \frac{437678816000}{30622269497100143943}x^{173/12} + \frac{54927641304141824000000000E^2}{123250309506115212061179209340093456769103x^{293/12}} + \cdots. \quad \text{(D.3)}
\]

On the other hand, the bottom component of \( \tilde{X}_1 \) becomes

\[
\tilde{\chi}_{1,2} = x^{187/12} - \frac{9697109248000E}{5766433072467466952630259\sqrt{3}}x^{311/12} + \frac{514273492000000}{1209303229962779542892824383\sqrt{3}}x^{355/12} + \cdots. \quad \text{(D.4)}
\]
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