GRUBERT: A GRU-Based Method to Fuse BERT Hidden Layers for Twitter Sentiment Analysis
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Abstract

In this work, we introduce a GRU-based architecture called GRUBERT that learns to map the different BERT hidden layers to fused embeddings with the aim of achieving high accuracy on the Twitter sentiment analysis task. Tweets are known for their highly diverse language, and by exploiting different linguistic information present across BERT hidden layers, we can capture the full extent of this language at the embedding level. Our method can be easily adapted to other embeddings capturing different linguistic information. We show that our method outperforms well-known heuristics of using BERT (e.g., using only the last layer) and other embeddings such as ELMo. We observe potential label noise resulting from the data acquisition process and employ early stopping as well as a voting classifier to overcome it.

Tweets also make extensive use of hashtags. This high volatility results in approaches well-suited to the analysis of formal texts giving sub-par performance on Twitter sentiment analysis.

The success of word embeddings such as Word2Vec and GloVe (Mikolov et al., 2013; Pennington et al., 2014) is based on their effectiveness in encoding semantic relationships between words. These were the first instances of word embeddings pre-trained on large corpora of text in an unsupervised fashion. However, one major drawback of these representations is that they do not account for the fact that a word can have different meanings based on its context, i.e., polysemy is not modeled. Additionally, words not in the dictionary cannot be easily taken into account in such models, which is a problem for tweets because of their frequent use of abbreviations, misspellings, and hashtags not present in the dictionary.

Following the idea of ELMo, more recent works expand unsupervised language models to a much larger scale by training them on large corpora of free text (Devlin et al., 2019; Radford, 2018; Radford et al., 2019; Brown et al., 2020). Unlike ELMo, which uses a multi-layer bi-LSTM (Hochreiter and Schmidhuber, 1997), these models are based on a multi-layer transformer architecture (Vaswani et al., 2017). Similarly to recurrent neural networks (RNNs) and LSTMs, transformers are designed to handle sequential data. However, they are entirely based on attention mechanisms (Bahdanau et al., 2014), which allow to train more powerful language models more efficiently. Transformer-based models have reached state-of-the-art performance in many NLP tasks (Liu et al., 2019b; Devlin et al., 2019; Lan et al., 2019; Radford, 2018; Radford et al., 2019; Brown et al., 2020). It has been shown that fine-tuning such pre-trained models is effective for many downstream tasks. (Howard and Ruder, 2018; Radford, 2018).

1 Introduction

With the rise of social media, Twitter has become an important and oft-used platform for sharing opinions and even doing politics. Furthermore, Twitter is a rich source of data collection since tweets are often closer to everyday spoken language than formally written texts. This has caused Twitter sentiment analysis (Kouloumpis et al., 2011) to become a well-established benchmark in the scientific community with practical applications such as predicting political preferences (Ansari et al., 2020). Moreover, it has piqued scientific interest in the field of natural language processing (NLP) as a source of learning informal languages. Colloquial language has many unique features as opposed to formal language, such as the use of slang words, misspellings, abbreviations, metaphors, sarcasm and context-dependent changes in meaning.

*All authors contributed equally to this work.
A recent major breakthrough in the realm of NLP was the advent of BERT (Devlin et al., 2019), which leveraged bi-directional transformers for language representations. One of the main advantages of using BERT for Twitter sentiment analysis is that it uses sub-tokens instead of a fixed per-word token. This makes it highly suitable for the Twitter dataset that often includes misspellings and slang words. Moreover, contextualized word representations can be extracted from hidden layers of the BERT model (Devlin et al., 2019). However, one of the main challenges is the question of how and which layers to use in order to fully optimize the performance for the downstream task (Kovaleva et al., 2019; Devlin et al., 2019). Different layers of the model have been shown to capture different linguistic information (Liu et al., 2019a). While earlier layers capture more low level information such as character-based features, the middle layers tend to capture syntactic information and later layers more semantic features (Jawahar et al., 2019). Hence, finding a good way to leverage the relevant information for a specific language task becomes an important problem.

Another research problem involving microblogging is the limitations rooted in automatic data collection. Various ways of automatically labelling twitter data have been developed, such as (Pak and Paroubek, 2010; Bifet and Frank, 2010) which use emoticons to label tweets. These processes inevitably introduce label noise in the training dataset, as is also stated in (Barbosa and Feng, 2010).

Problem setup Our training dataset\(^1\) consists of 2.5 million labeled tweets, of which one half used to contain a positive smiley “;)” and the other half a negative smiley “:(”. Those which previously contained a positive smiley are labeled as positive, and those which previously contained a negative smiley are considered to be negative. Since emoticons are not a perfect indicator for positivity or negativity of a tweet (especially due to phenomena like sarcasm and irony), we suspect that the dataset potentially contains label noise.

Given a tweet, our task is to predict its sentiment as either positive or negative. We split the dataset into a 70% training dataset and a 30% validation dataset. Furthermore, we use a separate test dataset consisting of 10 thousand unlabeled tweets (excluded from the aforementioned 2.5 million tweets) to report test accuracy.

**Contributions** We make the following contributions:

- We propose a novel architecture to create contextualized word representations from the hidden layers of the BERT model. Our architecture learns a combination of the hidden layers using gated recurrent units (GRUs) (Cho et al., 2014).
- We show that our method outperforms well-known heuristics for this task, e.g. concatenating the last four layers or using only the last hidden layer.
- We demonstrate that our proposed method is also applicable to other BERT-based models such as RoBERTa (Liu et al., 2019b).
- Using early stopping and a voting classifier, we prevent overfitting to possible label noise (which may result from many automatic data acquisition processes) and improve generalization of the model.

2 Models and Methods

In this section, we describe our pipeline for Twitter sentiment analysis.\(^2\)

2.1 Pre-processing

In Section 1, we mention that tweets deviate from standard written texts in that they contain many abbreviations, slang, misspellings etc. not typically found in formal written text. Since most embeddings are trained on formal texts, we preprocess the datasets in an effort to make them conform more to the type of text the embeddings were trained on. The following data pre-processing steps are performed on the training set, validation set, and test set. We delete duplicate tweets to remove biases, remove excessive whitespaces from tweets and replace `<user>` (resulting from Twitter @mentions) and `<url>` (resulting from hyperlinks) by `xxuser` and `xxurl` respectively to avoid misinterpretations due to punctuation. Moreover, we use pyspellchecker (Barros, 2018) to correct misspelled words in each tweet.

2.2 Architectures

Our architecture aims at finding a way of combining different hidden layers of BERT such that the

\(^1\)The dataset can be accessed at https://www.kaggle.com/ ZuowenWang0000/GRUBERT-A-GRU-Based-Method-to-Fuse-BERT-Hidden-Layers

\(^2\)The code can be found at https://github.com/ ZuowenWang0000/GRUBERT-A-GRU-Based-Method-to-Fuse-BERT-Hidden-Layers
Figure 1: Illustration of the proposed architecture. The shaded part of the model indicates the combination of embeddings from hidden layers of the BERT model. The specific example shows the model BERT-cat-3, see Table 1. The symbol ⊗ represents the concatenation of tensors.

accuracy on the Twitter sentiment analysis task is increased compared to commonly used heuristics. Taking the average of the last four layers is a common heuristic which corresponds to a linear combination. Since the language used in tweets is very diverse, having a fixed way to combine the layers such as a linear combination may not leverage the full capabilities of BERT. For example, tweets including uncommon words might benefit more from information which is present in the earlier layers of BERT (character-based embeddings) whereas more formal tweets might benefit from the later layers. One possibility to overcome this challenge is to take the sequential information flow between subsequent layers into account via a recurrent unit. Hence, we opt for learning the combination of embeddings by utilizing gated recurrent units (GRUs) to capture the information flow from low level to high level features better. Moreover, we opt to first combine the BERT hidden layers in groups using a first layer of GRUs, then combine the output of the first layer of GRUs using another GRU. We hypothesize that grouping different layers together could be beneficial since the capacity of one bi-GRU could hinder its ability to capture the full information of the 12 layers. Thus, we divide the job by utilizing several bi-GRUs and assigning them grouped embeddings. We experiment with different number of bi-GRUs in order to find the best balance between incorporating information across layers and the capacity of one single bi-GRU.

An example of our model architecture is depicted in Figure 1. A tweet is first run through the BERT tokenizer, which prepares the inputs for the BERT model, i.e. tokenizes the input into sub-tokens, then embeds those sub-tokens. We heuristically clip tweets at 40 sub-tokens, since the 0.95-quantile of the number of words is 28. Shorter tweets are padded to the same length.

The tokenized tweet is then run through the BERT-base-uncased language model (Devlin et al., 2019; Wolf et al., 2019), which outputs 12 hidden layers of dimension $40 \times 768$. Each hidden layer can be interpreted as a sequence of 40 contextualized sub-token embeddings of dimension $1 \times 768$. Using a variable number of bi-GRUs, we combine multiple hidden layers into intermediate group embeddings. Each bi-GRU has a hidden state size of 100 for the forward and backward layer and creates a length $2 \times 100$-unit length embedding. We call these bi-GRUs embedding bi-GRUs. By concatenating the embeddings produced by embedding bi-GRUs, we obtain sub-token embeddings which contain information of all 12 layers, see the shaded area in Figure 1.

A further downstream bi-GRU—again with a hidden state size of 100 for both directions—is then run on the obtained embeddings. Its output is fed into a 200-unit fully-connected layer with rectified linear unit (ReLU) activation and dropout. A fully connected layer with 2 units followed by a softmax layer is added before the output is classified to either positive or negative. A cross-entropy loss is used for training the network.

Grouping hidden layers To determine the effect of group size on performance, we vary the combination of BERT hidden layers assigned to the embedding bi-GRUs. To keep the number of combinations of groups within reasonable limits, we assign the layers in uniformly sized groups to one embedding bi-GRU each, where the group size is a divisor of 12 (i.e., 1, 2, 3, 4 or 6). We further avoid shuffling the layers and only combine consecutive
layers within groups.

| Model         | Hidden layer groups       |
|---------------|---------------------------|
| BERT-cat-1    | 1-12                      |
| BERT-cat-2    | 1-6, 7-12                 |
| BERT-cat-3    | 1-4, 5-8, 9-12            |
| BERT-cat-4    | 1-3, 4-6, 7-9, 10-12      |
| BERT-cat-6    | 1-2, 3-4, 5-6, 7-8, 9-10, 11-12 |
| BERT-share-c  | see BERT-cat-c             |

Table 1: Listing of different models, which differ in the number of embedding bi-GRUs used to combine hidden layers. Each group of hidden layers is assigned to one GRU. BERT-cat-c has $c$ embedding bi-GRUs ($c \in \{1, 2, 3, 4, 6\}$) while BERT-share-c has one embedding bi-GRU shared among different groups. For BERT-share-c we use the same grouping as in the BERT-cat-c models, with the difference that the lone GRU is shared among different embedding groups. Notice that BERT-cat-1 is equivalent to BERT-share-1.

Weight sharing We observe that some of our models benefit from sharing the weights of the embedding bi-GRUs. One possible reason for this could be that different groups of BERT hidden layers contain some of the same information. Indeed, the transformer architecture has skip connections, so some information from previous layers is passed onto the next layer. We further observe that weight sharing can prevent overfitting to some extent, as it implicitly induces regularization due to the fact that the degrees of freedom are more restricted, allowing the model to be trained for more iterations.

2.3 Training and implementation details

All models are implemented with PyTorch (Paszke et al., 2019). We use pre-trained BERT models and corresponding tokenizers from huggingface’s transformers (Wolf et al., 2019) library.

Dense layers are initialized with Glorot initialization (Glorot and Bengio, 2010) and a dropout rate of 0.5 is used (Srivastava et al., 2014). We use the Adam optimizer (Kingma and Ba, 2015) with an initial learning rate of $1 \cdot 10^{-6}$, which is multiplied by 0.9 after each epoch. We further perform fine-tuning on the whole BERT model in every iteration in order to calibrate the embeddings with our dataset. For all experiments we use a batch size of 64 and train for 15 epochs in total. The hyperparameters are picked by a coarse grid search but due to computational resource constraint it is not exhaustive.

We train the models with one single GPU on a node equipped with an NVIDIA GeForce GTX 1080Ti and two 10-core Xeon E5-2630v4 processors. Each epoch takes approximately 1.5 hours for all models using BERT.

2.4 Preventing overfitting to label noise

Since the dataset is collected in an automated manner, there will inevitably be incorrectly labeled samples. Sarcasm and other rhetorics broadly exist in the tweets. Thus, :) and :( do not perfectly indicate the sentiment of the text. For example, "grr.. ready for school.. i hate uniforms! ! ugh we need our real clothes!" is a picked sample from the training set where the label is positive but the ground truth is clearly negative.

Furthermore, the progression of the training also suggests the existence of noisy labels. In Figure 2 we show a typical training record when using a model trained exclusively on the last layer of BERT. The validation loss decreases when the validation accuracy increases at the beginning phase. However, after a turning point, the validation loss starts to rise while the validation accuracy keeps on going upwards, indicating that the classifier is less and less confident about its decisions as training progresses. This suggests that the classifier is overly considering data points with an incorrect label as opposed to correctly labeled data, making the model less confident on the latter. Notice that this phenomenon is most likely not due to a generalization problem, since the validation loss and accuracy are rising at the same time.

We train the models with one single GPU on a node equipped with an NVIDIA GeForce GTX 1080Ti and two 10-core Xeon E5-2630v4 processors. Each epoch takes approximately 1.5 hours for all models using BERT.

2.4 Preventing overfitting to label noise

Since the dataset is collected in an automated manner, there will inevitably be incorrectly labeled samples. Sarcasm and other rhetorics broadly exist in the tweets. Thus, :) and :( do not perfectly indicate the sentiment of the text. For example, “grr.. ready for school.. i hate uniforms! ! ugh we need our real clothes!” is a picked sample from the training set where the label is positive but the ground truth is clearly negative.

Furthermore, the progression of the training also suggests the existence of noisy labels. In Figure 2 we show a typical training record when using a model trained exclusively on the last layer of BERT. The validation loss decreases when the validation accuracy increases at the beginning phase. However, after a turning point, the validation loss starts to rise while the validation accuracy keeps on going upwards, indicating that the classifier is less and less confident about its decisions as training progresses. This suggests that the classifier is overly considering data points with an incorrect label as opposed to correctly labeled data, making the model less confident on the latter. Notice that this phenomenon is most likely not due to a generalization problem, since the validation loss and accuracy are rising at the same time.

Figure 2: Validation loss and accuracy at different epochs for the model trained with the last layer of BERT with fine tuning. The validation loss reaches the lowest at the 4th epoch then starts increasing, while the validation accuracy is constantly rising until plateau. This indicates the existence of label noise in the training dataset.

In order to combat this problem, we apply early stopping and majority voting to ensure better ro-
bustness to label noise and generalization ability of the model. We assume that for the majority of the collected data samples, the sentiment corresponds to the label. Thus we aim to train the model to perform well on the data points in the test set whose labels match the actual sentiment.

**Early stopping** We split 30% from the preprocessed training set as a validation set, and we select the checkpoint with the lowest validation loss at the corresponding epoch, which is equivalent to early stopping on the criteria of the lowest validation loss. Li et al. (2019) suggest that overparameterized deep neural networks optimized by first-order gradient descent with early stopping are provably robust to label noise or corruption.

**Majority voting** Furthermore, a natural approach, which is also pointed out in (Frénay and Kabán, 2014), to alleviating this issue, and to make the model generalize better, is the use of voting classifiers. We ensemble several trained models and apply majority voting for the final prediction.

Our code framework can be easily extended to other multi-layer embeddings such as RoBERTa (Liu et al., 2019b). Therefore, we implement a voting classifier with BERT-base-uncased, RoBERTa and a multilingual BERT due to the presence of multilingual tweets in the dataset.

### 3 Results

In this section we first discuss the baselines we compare our models to and report in Tables 2 and 3 mean accuracies of three runs for each experiment, as well as the standard deviation. We report the accuracies of the method based on the test split of the dataset.

**Major Baselines** To assess the usefulness of the learned contextualized representations of our models, we implement a baseline architecture similar to the GRUBERT architecture as follows: after the embedding layer, there is a single bi-GRU (analogous to the embedding bi-GRUs from GRUBERT), followed by another bi-GRU (analogous to the downstream bi-GRU from GRUBERT), followed by a dense layer with ReLU activation, dropout, and dense layer with a softmax over the logits as in the GRUBERT architecture.

We also chose to compare the intermediate embeddings of our models with two BERT hidden layer combination heuristics used in (Devlin et al., 2019).

- **GloVe:** We use GloVe trained on Wikipedia 2014 and Gigaword 5 from Pennington et al. (2014).
- **ELMo:** We use ELMo embeddings (Peters et al., 2018) provided by the Flair NLP library (Akbik et al., 2019) (using AllenNLP (Gardner et al., 2017)).
- **BERT-last-layer:** This baseline uses the last hidden layer, i.e. layer 12.
- **BERT-last-four:** This baseline uses the concatenation of the last four hidden layers.

All baseline models are trained using the same hyperparameters as in Section 2.3, except for ELMo, which is trained with a learning rate of $1 \cdot 10^{-3}$. All baselines use one embedding bi-GRU followed by the rest of the downstream architecture, i.e. one embedding bi-GRU and a classifier.

**BERT-cat and BERT-share** Table 2 presents our results for the Twitter sentiment classification task using the models mentioned in Section 2. The **BERT-cat-2** and **BERT-cat-4** models outperform the equivalent parameter-sharing models, although **BERT-share-3** outperforms **BERT-cat-3**. It remains an open question why this is the case, although we suspect that it may be due to consecutive groups of four layers containing similar information to each other, while other consecutive groupings diverge more in the type of information contained in each grouping. Furthermore, we suspect that **BERT-cat-2** outperforms the other **BERT-cat** models because **BERT-cat** models send different groups of layers through different bi-GRUs, thereby cutting the flow of information between layers. **BERT-cat-2** only has two groups, so this cutting of information flow between layers is minimal. This hypothesis also explains why accuracy shows a downward trend as the number of groups in **BERT-cat** models is increased.

We also observe that certain configurations of GRUBERT outperform other commonly used embeddings such as GloVe, ELMo, as well as other common ways of using BERT embeddings, such as using only the last layer or concatenating the last four layers.

Table 3 validates our idea of using a GRU to capture the fact that different tweets may each benefit from different BERT layers by replacing the first layer of GRUs with fully connected linear layers. A linear layer always combines layers in the same way, so different tweets are always associated with the same combination of the embedding
Table 2: Experiment results for baselines, BERT-cat models and BERT-share models. The mean accuracy is computed over several runs of the model and evaluated on the test set. Note that BERT-cat-1 is equivalent to BERT-share-1, hence it is omitted from the table. The GloVe and ELMo baselines are presented without standard deviation due to computational resource constraints and since they are significantly worse than BERT-based approaches.

| Model               | Mean Accuracy (Std. Dev.) |
|---------------------|---------------------------|
| **GloVe**           | 83.52                     |
| **ELMo**            | 86.44                     |
| **BERT-last-layer** | 89.06 (0.05)              |
| **BERT-last-four**  | 89.27 (0.15)              |
| **BERT-cat-2**      | 89.43 (0.02)              |
| **BERT-cat-3**      | 89.21 (0.13)              |
| **BERT-cat-4**      | 89.22 (0.26)              |
| **BERT-cat-6**      | 89.05 (0.21)              |
| **BERT-share-1**    | 89.37 (0.19)              |
| **BERT-share-2**    | 89.04 (0.20)              |
| **BERT-share-3**    | 89.66 (0.18)              |
| **BERT-share-4**    | 89.14 (0.35)              |
| **BERT-share-6**    | 89.02 (0.24)              |

Table 3: Comparison between linear layers for layer group combining vs GRUs. BERT-share-3-linear is equivalent to BERT-share-3, but with the first layer of GRUs replaced by fully connected linear layers.

| Model               | Mean Acc. (Std. Dev.) |
|---------------------|-----------------------|
| **BERT-share-3-linear** | 89.43 (0.17)          |
| **BERT-share-3**    | 89.66 (0.18)          |

Our method can be easily extended to other multi-layer embeddings such as RoBERTa (Liu et al., 2019b), leaving possibilities of adapting ensemble methods. We evaluate the final model by implementing our technique on top of a RoBERTa model and doing an ensemble with various BERT-share-3 models trained: (1) as described in Section 2, (2) on the full dataset, (3) using multilingual BERT embeddings, (4) with a weight decay of $1 \cdot 10^{-5}$, (5) using RoBERTa embeddings, as well as (6) a BERT-share-4 and (7) a BERT-share-6 model, both trained with RoBERTa embeddings. Using this technique we reach a final test score of 90.94%.

4 Discussion

We show empirically that GRUBERT is superior to standard embeddings for the task of Twitter sentiment analysis. However, our model is not easily interpretable and does not allow deeper insights into the BERT hidden layers, as is made apparent by the fact that we cannot draw concrete conclusion about why weight sharing gives a boost to certain groupings but not to others. In future work we would like to find interpretable combinations of the BERT layers for different task, to better understand the linguistic features present in each hidden layer.

As another item of future work, the effect of each component on the overall architecture should be examined more closely.

Furthermore, the effectiveness of our approach for other NLP tasks remains to be tested. However, our architecture can easily be used as a plug-in module for other multi-layer embeddings and downstream models, allowing the effectiveness to be easily examined by future work.

5 Conclusion

We have shown that a dynamic way of combining the BERT hidden layers using GRUs can lead to performance benefits in the case of irregular and plastic language found in tweets. We further experimented with different ways of combining the embeddings and observed that weight sharing can benefit the training process by implicitly inducing regularization and restricting the model complexity. We used early stopping as well as voting classifiers to address the label noise problem inherent in the automatic data collection process. Using these findings, we develop a framework for the problem of machine-labeled Twitter sentiment analysis which makes use of an ensemble of different GRUBERT models to combat label noise.
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A Appendices

A.1 Number of Words per Tweet

Figure 3 illustrates histograms of the number of words in the original data sets with positive and negative tweets.

![Number of Words in Positive Tweets Histogram](image1)

![Number of Words in Negative Tweets Histogram](image2)

Table 4: Statistics about number of words in tweets.

| Dataset        | Positive Tweets | Negative Tweets |
|----------------|-----------------|-----------------|
| #Tweets        | 1.25mio         | 1.25mio         |
| Mean           | 14.34           | 17.14           |
| Std. Dev.      | 7.18            | 7.31            |
| Max            | 128             | 104             |
| Min            | 1               | 1               |
| Quantiles      |                 |                 |
| 0.05           | 5               | 6               |
| 0.25           | 5               | 6               |
| 0.5            | 13              | 18              |
| 0.75           | 19              | 23              |
| 0.95           | 28              | 28              |

A.2 Additional Baselines

In this section, we present additional baselines using context-sensitive word embeddings such as ELMo (Peters et al., 2018), Flair (Akbik et al., 2018) and a graph convolution network based embedding SynGCN (Vashishth et al., 2018). We also try different stackings of these embeddings then feed them into the embedding bi-GRU followed by the downstream architecture. The training schedule is the same as mentioned in section 2.3. The following embeddings are used (Suffix -ft indicates with fine-tuning):

- SynGCN: We the pretrained SynGCN embedding from (Vashishth et al., 2018).
- GloVe-SynGCN: We stack the GloVe embedding used in 2 with the SynGCN embedding.
- ELMo-mix: On top of GloVe-SynGCN, we stack the ELMo embedding same as used in table 2. We use starting learning rate $1 \cdot 10^{-4}$ (choosed by grid search) with decay by multiplying 0.9 after every epoch.
- Flair-mix: On top of GloVe-SynGCN, we stack the Flair embedding same as used in table 2. For Flair-mix-ft fine-tuning was used.

| Model         | Accuracy |
|---------------|----------|
| SynGCN        | 83.48    |
| GloVe-SynGCN  | 85.44    |
| ELMo-mix      | 86.30    |
| Flair-mix     | 86.44    |
| Flair-mix-ft  | 87.16    |

Table 5: Results from additional baselines.