Correlators of Mixed Symmetry Operators in Defect CFTs
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ABSTRACT: We use the embedding formalism to study correlation functions of a $d$-dimensional Euclidean CFT in the presence of a $q$ co-dimensional defect. The defect breaks the global conformal group $SO(d+1,1)$ into $SO(d-q+1,1) \times SO(q)$. We calculate all possible invariant structures that can appear in one-point, two-point and three-point correlation functions of bulk and defect operators in mixed symmetry representation. Their generalization to $n$-point correlation functions are also worked out. Correlation functions in the presence of a defect, in arbitrary representation of $SO(q)$, are also calculated.
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1 Introduction

A study of Conformal Field Theories (CFT) is essential for a better understanding of various phenomena that involve phase transitions, critical points, AdS/CFT duality etc. CFTs are also important from the point of view that all Quantum Field Theories flow under renormalization towards scale invariant fixed points, where the scale invariance is often enhanced to a larger conformal symmetry. Thus a classification of CFTs is vital for our understanding of Quantum Field Theories. The local data of a unitary CFT are specified by the spectrum of operators together with the three-point coefficients. Solving a CFT generally refers to finding this data. Due to the richness of the Virasoro algebra (extension of global conformal group) in 2-dimensions, some CFT models (e.g. Minimal models) have been solved exactly. The most efficient way to extract information about the CFT data in higher dimensions is to use the crossing relations. This has given rise to the bootstrap program [7–10].

Conformal theories with defects have a range of applications from condensed-matter physics to particle physics. Experimental systems inherently contain a boundary (a type of defect) making the study of defects essential. The simplest example of a defect is a co-dimension one defect; a boundary. Boundary defects (within the context of CFT) in 2 dimensions have been thoroughly studied in [1, 2]. Boundary defects in general dimensions were first studied beginning in [14] and an embedding formalism was set up for co-dimension one defects in [17]. The extension to general co-dimension defects was studied in [19, 21].

A Euclidean CFT with defects has both bulk operators and defect local operators (which reside on the defect). The defect local operators transform under the broken conformal group $SO(p+1,1) \times SO(q)$ where $p+q = d$ ($q$ is the co-dimension of the defect). In
addition to the CFT data of the bulk sector, there is also the CFT data of the defect sector and the couplings between the two sectors. In this work we will refer to the entire theory with both the sectors as a defect CFT. The presence of a defect induces a rich structure in the bulk sector. For example, a bulk local operator \( O \) near a defect can be expanded in terms of defect local operators \( \hat{O} \),

\[
O(x^\mu) \sim \sum_k b_{\mu \nu} \hat{O}_k(x^\nu) + \ldots
\]  

(1.1)

where \( x^a \) and \( x^i \) are coordinates parallel and perpendicular to the defect respectively. The decomposition (1.1) leads to bulk local operators having non-zero vacuum expectation values. We can also expand two defect operators in terms of other defect operators (regular Operator Product Expansion(OPE)).

\[
\hat{O}_1(x^a)\hat{O}_2(y^a) \sim \sum_k \hat{f}_{12k} \frac{\hat{O}_k(y^a)}{|x^a - y^a|^\Delta_1 + \Delta_2 - \Delta_k} + \ldots
\]  

(1.2)

The defect sector behaves like an ordinary \( p \)-dimensional CFT with \( SO(p + 1, 1) \) as its conformal group and an additional \( SO(q) \) global symmetry. Since the defect sector is exchanging energy with the bulk there is no conserved stress-energy tensor for the theory living on the defect [13].

Crossing symmetry relations constrain the data of a CFT. These equations can be solved numerically (e.g. [7, 9]) or analytically (e.g. [12]). An ordinary CFT gives rise to a crossing relation at the four-point correlator level. However a defect CFT gives rise to crossing relations starting at the two-point correlator level. The knowledge of correlation functions (tensor structures) is essential in the study of crossing relations. In [19] tensor structures for symmetric traceless operators were found for two-point correlators. In this work we build upon those results and extend it to \( n \)-point correlators of operators in arbitrary mixed symmetry representations. In particular, we compute all possible invariants and tensor structures that could arise in a one-point, two-point and three-point correlator of various bulk and defect operators. We also indicate the invariants that could arise in an \( n \)-point correlator. One and two-point correlators for defects in arbitrary representations of \( SO(q) \) are also computed.

The structure of this paper is as follows: In section 2, we lay out the mechanics of encoding mixed symmetry tensors of CFTs involving defects in terms of polynomials in embedding space. We briefly discuss the two possible types of conformal defects in section 3. In section 4, we consider the one-point functions of bulk operators and comment on some non-zero cases. We consider several examples and illustrate the duality between co-dimension \( q \) defect and co-dimension \( d + 2 - q \) defect. In section 5 and 6, we analyze all possible two and three-point correlator types and also comment on the kind of defect operators that can appear in a bulk-to-defect expansion of a given bulk operator. Having constructed all possible invariant structures, in the next two sections we discuss \( n \)-point correlators involving \( n_1 \) bulk and \( n_2 \) defect operators and also parity-odd operators. To make the analysis complete we also add a brief discussion on how to get physical space
components from the result in embedding space. In section 10, we extend the formalism to defects transforming in arbitrary representations of \(SO(q)\). We discuss the implementation of the bootstrap program in section 11. We finally end with a discussion of our results and outlook in section 13.

**Note:** During the final stages of this manuscript, [30] appeared on the arxiv which has an overlap with our work for the case of non-singlet defects.

2 Formalism

2.1 Encoding Tensors as Polynomials

We present a very quick review of the process of encoding tensors as polynomials in this section. For a detailed analysis the reader may refer to [22]. The encoding of tensors as polynomials makes computation much easier to handle. Consider a generic mixed symmetry representation of the \(SO(d+1,1)\) group given by a Young diagram:

\[
\lambda = \begin{array}{ccc}
& & \\
& & \\
& & \\
\vdots & \vdots & \\
\end{array}.
\]

The Young diagram can be parametrized in two ways. The first way is to provide the heights of columns \(h \equiv (h^{(1)}, h^{(2)}, \ldots, h^{(n_C)})\), where \(h^{(i)}\) is the height of the \(i^{th}\) column and \(n_C\) is the total number of columns. The second way is to provide the lengths of rows \(l \equiv (l^{(1)}, l^{(2)}, \ldots, l^{(n_R)})\), where \(l^{(i)}\) is the length of the \(i^{th}\) row and \(n_R\) is the total number of rows. Given these parametrizations, the total number of boxes is given by,

\[
|\lambda| = \sum_{i=1}^{n_C} h^{(i)} = \sum_{i=1}^{n_R} l^{(i)}. \tag{2.1}
\]

A mixed symmetric tensor can be encoded as a polynomial by contracting its indices using one of the two sets of auxiliary vectors \(\theta = (\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(n_C)})\) and \(z = (z^{(1)}, z^{(2)}, \ldots, z^{(n_R)})\). The vectors \(\theta\) are anti-commuting and encode the polynomial in an anti-symmetric basis, while the vectors \(z\) are commuting and encode the polynomial in a symmetric basis. Across a row \(z\) vector remains the same and down a column \(\theta\) remains the same. As an example for both bases,

\[
\begin{bmatrix}
z_1 & z_1 & z_1 \\
z_2 & z_2 & z_2 \\
\theta_1 & \theta_2 & \theta_3 \\
\theta_1 & \theta_2 & \theta_3
\end{bmatrix}
\]

A given Young representation is symmetric along the rows and anti-symmetric along the columns. Separate columns (rows) are symmetric (anti-symmetric) among themselves. The grassmanian nature of \(\theta\)-vectors is the following,

\[
\theta^{(i)}_m \theta^{(j)}_n = (-1)^{\delta_{ij}} \theta^{(j)}_n \theta^{(i)}_m, \tag{2.2}
\]
where indices \(m\) and \(n\) label the components of the auxiliary vectors. This relation encodes the anti-symmetry of \(\theta\)-vectors only within the same column. We choose to do anti-symmetrization first using \(\theta\)-vectors and then impose symmetrization by the action of \((z \cdot \partial_\theta)\) derivatives. Therefore, a mixed symmetry tensor can be encoded as:

\[
\tilde{f}(z) = \prod_{i=1}^{n_R} \prod_{j=1}^{\min(l(i), n_C)} \left( z^{(i)} \cdot \partial_{\theta^{(j)}} \right) f(\theta), \tag{2.3}
\]

where,

\[
f(\theta) = \theta^{(1)}_{m_1} \ldots \theta^{(1)}_{m_{h_1}} \theta^{(2)}_{m_{h_1+1}} \ldots \theta^{(2)}_{m_{h_1+h_2}} \ldots \theta^{(n_C)}_{m_{h_1+\ldots+h_{n_{C-1}+1}}} \ldots \theta^{(n_C)}_{m_{|\lambda|}} f_{m_1 \ldots m_{|\lambda|}}. \tag{2.4}
\]

The tracelessness condition can be imposed by demanding that certain dot products vanish:

\[
f_{m_1 \ldots m_{|\lambda|}} \text{ traceless} \iff f(\theta)|_{\theta^{(i)} = \theta^{(j)} = 0} \iff \tilde{f}(z)|_{z^{(i)} = z^{(j)} = 0}. \tag{2.5}
\]

To explicitly see the procedure of encoding tensors as polynomials, we consider two examples involving a symmetric two-tensor \(S^{(mn)}\) and an anti-symmetric two-form \(B^{[mn]}\). The two representations are,

\[
A^{(mn)} = \begin{vmatrix} \theta^{(1)}_m & \theta^{(2)}_n \end{vmatrix} \quad B^{[mn]} = \begin{vmatrix} \theta^{(1)}_m \\ \theta^{(1)}_n \end{vmatrix}. \tag{2.6}
\]

We first convert the tensors into polynomial by contracting them with appropriate \(\theta\)-vectors,

\[
A^{mn} \rightarrow A(\theta) = A^{mn} \theta^{(1)}_m \theta^{(2)}_n, \quad B^{mn} \rightarrow B(\theta) = B^{mn} \theta^{(1)}_m \theta^{(1)}_n. \tag{2.6}
\]

Once the polynomials have been constructed in \(\theta\)-basis, symmetrization can be applied (2.3),

\[
\left( z^{(1)} \cdot \partial_{\theta^{(1)}} \right) \left( z^{(1)} \cdot \partial_{\theta^{(2)}} \right) A(\theta), \quad \left( z^{(1)} \cdot \partial_{\theta^{(1)}} \right) \left( z^{(2)} \cdot \partial_{\theta^{(1)}} \right) B(\theta). \tag{2.7}
\]

Evaluating them we obtain the following result,

\[
A^{mn} z^{(1)}_m z^{(1)}_n, \quad B^{mn} (z^{(1)}_m z^{(2)}_n - z^{(1)}_n z^{(2)}_m). \tag{2.8}
\]

Both the symmetric and anti-symmetric properties of the tensors have been captured.

So far, we have encoded a mixed symmetric tensor in the \(d\)-dimensional physical space where the CFT lives. In the next section, we will encode the tensor in a higher dimensional space-time where the action of the conformal group becomes linear.
2.2 Embedding Formalism

We will briefly review the embedding space formalism and the procedure to encode mixed symmetric operators as polynomials in this space. For a detailed description of embedding space formalism, we refer the reader to [5, 22]. The conformal group of a \(d\)-dimensional Euclidean CFT is \(SO(d + 1, 1)\). This is also the Lorentz group in a \((d + 2)\)-dimensional Minkowski space. The \((d + 2)\)-dimensional space-time which we refer to as embedding space is the natural space associated with conformal transformations [3]. The non-linear action of a conformal transformation in \(d\)-dimensional space becomes a linear Lorentz transformation in the embedding space. Let \(P\) denote the coordinates of the embedding space. Points in the physical space are indentified with null rays in the embedding space,\n
\[
P^2 = 0, \quad P \sim \alpha P \quad \text{where} \quad \alpha \in \mathbb{R}^+.
\]

The first relation implies that everything in the theory lives on the light cone. We adopt lightcone coordinates to represent points on the cone. The second relation implies a gauge freedom in the identification of \(P\) up to re-scaling. We can fix this gauge by setting \(P^+ = 1\). This slice of the null cone is known as the Poincaŕe section. Physical points in \(x \in \mathbb{R}^d\) are mapped to null points in this Poincaŕe section:

\[
x \to P^M|_x = (P^+, P^-, P^m) = (1, x^2, x^m).
\]

The metric of the embedding space is the Lorentzian metric of \((d + 1, 1)\) space-time.

\[
P \cdot P = \eta_{MN} P^M P^N = -P^+ P^- + \delta_{mn} P^m P^n
\]

Operators in the physical space can be lifted to the embedding space. Consider a mixed symmetry tensor \(f_{m_1...m_\lambda}(x)\) of dimension \(\Delta\) in the physical space. This tensor can be uplifted to \(F_{M_1...M_\lambda}(P)\) in the embedding space and satisfies the following conditions:

- Homogeneity: \(F_{M_1...M_\lambda}(\alpha P) = \alpha^{-\Delta} F_{M_1...M_\lambda}(P)\),

- Transversality: \(P^{M_i} F_{M_1...M_i...M_\lambda} = 0\).

Operators in embedding space can once again be encoded as polynomials. We will use the auxiliary vectors \(\Theta = (\Theta^{(1)}, \Theta^{(2)}, \ldots, \Theta^{(n_C)})\) to encode anti-symmetry and \(Z = (Z^{(1)}, Z^{(2)}, \ldots, Z^{(n^R)})\) to encode symmetry of the indices. We choose to write polynomials in the anti-symmetric basis (or \(\Theta\)-basis) first and impose symmetrization via derivatives.

\[
\tilde{F}(P, Z) = \prod_{i=1}^{n_R} \min(l^{(i)}, n_C) \left( Z^{(i)} \partial_{\Theta^{(j)}} \right) F(P, \Theta),
\]

where,

\[
F(P, \Theta) = \Theta_{M_1}^{(1)} \cdots \Theta_{M_{n_1}}^{(1)} \Theta_{M_{n_1+1}}^{(2)} \cdots \Theta_{M_{n_1+n_2}}^{(2)} \cdots \Theta_{M_{n_1+n_2+\cdots+n_C-1+1}}^{(n_C)} \cdots \Theta_{M_\lambda}^{(n_C)} F_{M_1...M_\lambda}(P).
\]
Once again the tracelessness condition can be encoded by demanding that certain dot products vanish.

\[
F^{M_1 \cdots M_N}(P) \text{ traceless/ transverse } \iff F(\Theta)|_{\Theta(q) \cdot \Theta(q) = 0, P, \Theta(q) = 0} \iff F(\tilde{Z})|_{Z^{(q)} \cdot Z^{(p)} = 0, P, Z^{(p)} = 0}.
\]  

(2.14)

The \( \Theta \) and \( Z \) vectors satisfy the following properties,

\[
\Theta^{(i)}_a \cdot \Theta^{(j)}_a = 0, \quad Z^{(i)}_a \cdot \Theta^{(j)}_a = 0, \quad Z^{(i)}_a \cdot Z^{(j)}_a = 0.
\]  

(2.15)

The subscript refers to the operator the auxiliary vectors are associated with while the superscript on the auxiliary vectors indicates the column(row) for the \( \Theta(Z) \)-vectors. In a given Young representation, one \( Z \)-vector is used for contractions across a row while one \( \Theta \)-vector is used for contractions along a column. The transversality condition also means that any polynomial constructed out of \( \Theta \) and \( Z \)-vectors should be invariant under the following shift,

\[
\Theta^{(i)}_a \rightarrow \Theta^{(i)}_a + \alpha^{(i)}_a P_a, \quad Z^{(i)}_a \rightarrow Z^{(i)}_a + P_a.
\]  

(2.16)

Here \( \alpha^{(i)}_a \) carries the same Grassmanian signature as \( \Theta^{(i)}_a \). Any quantity constructed out of \( \Theta \) and \( Z \) must be invariant under this symmetry as well. In the rest of the paper we will construct invariant objects out of \( \Theta \) that satisfy the transversality and tracelessness condition. Transversality implies that the product of the auxiliary vectors with their respective \( P \) also vanish:

\[
P_a \cdot \Theta^{(i)}_a = 0, \quad P_a \cdot Z^{(i)}_a = 0.
\]  

(2.17)

It is convenient to build all the invariant structures using \( C_{MN} \) (C-tensor) which is transverse by construction,

\[
C^{(i)MN}_a = P^M_a \Theta^{(i)N} - P^N_a \Theta^{(i)M}.
\]  

(2.18)

\( C^{(i)MN} \) is also the smallest unit of \( \Theta^{(i)}_a \) that satisfies transversality. A similar C-tensor can be constructed out of \( Z \)-vectors. All other invariant structures will be constructed by contractions of C-tensor with various position vectors \( (P_a) \) and C-tensors. Contractions of more than two \( C^{(i)MN} \) can be written in terms of contractions of two \( C^{(i)MN} \),

\[
C^{MP}_1 C^{PR}_2 C^{RN}_3 = -\frac{1}{2} (C^{PR}_1 C^{2PR}_2) C^{MN}_1.
\]  

(2.19)

Therefore, we do not need to go beyond two C-tensor terms. To recover the uncontracted notation of tensors from a polynomial, we act on them with the following Todorov differential operator,

\[
D_M = \frac{d - 2}{2} \frac{\partial}{\partial \Theta^M} + \Theta \cdot \frac{\partial}{\partial \Theta} \frac{\partial}{\partial \Theta^M}.
\]  

(2.20)

To recover free-indices for a spin-\( l \) operator we apply the derivative \( l \) times.

\[
O_{M_1 \cdots M_l}(P) = \frac{1}{l!(d/2 - 1)_l} D_{M_1} \cdots D_{M_l} O^I(P, \Theta^1 \cdots \Theta^l)
\]  

(2.21)

Here \( (a)_l \) is the Polchhammer symbol. As discussed earlier, while constructing polynomials we first use an anti-symmetric basis and then apply derivatives to impose the symmetrizations. An equally valid approach would be to first write everything in a symmetric basis.
and then apply the anti-symmetrization via derivatives. We will commit to using the former approach for the rest of the paper. Owing to its inherent anti-symmetry, the $\Theta$ basis usually has a lower number of tensor structures compared to $Z$-basis. We reiterate that after taking the derivatives and projecting the results back to $d$-dimensions, the final result is basis-independent.

To encode conserved operators we need an additional constraint. Conserved operators in physical space satisfy,

$$\partial_m S^{mn...} = 0.$$  \hspace{1cm} (2.22)

To implement this in embedding space, first we need to free an index from the polynomial expression. This is implemented by acting with the Todorov derivative operator ($2.20$). Once an index has been freed, it can be contracted with a regular partial derivative to impose the conservation. Schematically it looks like:

$$\partial^M D_M S(\Theta) = 0.$$  \hspace{1cm} (2.23)

A detailed discussion of conserved tensors with its subtleties is given in [5].

3 Embedding Formalism with a Defect

3.1 Defect

A defect is an extended object (operator) living in an ambient space. A $q$ co-dimension defect breaks the full $d$-dimensional conformal group $SO(d+1,1)$ into $SO(p+1,1) \times SO(q)$ where $p + q = d$. Following [19, 21], such a defect is naturally identified in the embedding space as a $q$-dimensional time-like hyperplane intersecting the null cone. Projecting the intersection onto the Poincaré section results in defect in the physical space. Orientation of a hyperplane in the embedding space can be specified by providing a set of $q$ vectors $(P_\alpha, \alpha = 1, \ldots, q)$ that are orthogonal to it. The vectors $P_\alpha$ satisfy the following properties,

$$P_\alpha \cdot X = 0, \quad X \cdot X = 0, \quad P_\alpha \cdot P_\beta = \delta_{\alpha\beta},$$  \hspace{1cm} (3.1)

where $X$ is a point on the null cone. The inner product between two vectors $X$ and $Y$ in the embedding space naturally splits into two separate inner products of the $SO(p+1,1)$ and $SO(q)$ group:

$$X \cdot Y = (\eta_{MN} - P_{\alpha M}P_{\alpha N}) X^M Y^N + P_{\alpha M} P_{\alpha N} X^M Y^N.$$  \hspace{1cm} (3.2)

It is convenient to split the coordinates into two sets: the first $p + 2$ coordinates that are parallel to the defect and the last $q$ coordinates that are transverse to the defect. We will use letters $A, B, \ldots$ to label the former and $I, J, \ldots$ to label the latter.

$$M = (A, I) \quad A = 1, 2, \ldots, p + 2 \quad I = 1, 2, \ldots, q$$  \hspace{1cm} (3.3)

The inner product (3.2) can be denoted as,

$$X \cdot Y = (\eta_{MN} - P_{\alpha M}P_{\alpha N}) X^M Y^N + P_{\alpha M} P_{\alpha N} X^M Y^N,$$

$$= X \bullet Y + X \circ Y,$$  \hspace{1cm} (3.4)
where we have defined

\[ X \cdot Y \equiv (\eta_{MN} - P_{\alpha M} P_{\alpha N}) X^M Y^N \]
\[ X \circ Y \equiv P_{\alpha M} P_{\alpha N} X^M Y^N. \]  
(3.5)

The above definitions allow us to make contact with the split representation used in [19] to study defects. In the physical space, \( X \cdot Y \rightarrow -(1/2)(x - y)^2 \). Therefore equation (3.4) is merely stating that the square of the distance between two points is equal to sum of the squares of parallel and orthogonal distance to the flat defect. The perpendicular distance of a point \( (X) \) from a defect is given by,

\[ P_{\alpha M} P_{\alpha N} X^M X^N = (P_\alpha \cdot X)(P_\alpha \cdot X) = X \circ X \]  
(3.6)

Formally we denote a \( q \) co-dimension defect as \( D^q(P_\alpha) \). Projecting the intersection of the hyperplane and the null cone onto the Poincaré section yields either a flat or a spherical defect depending on the orientation of the hyperplane. We will briefly discuss the two types below.

### 3.1.1 Flat Defect

![Figure 1](image)

**Figure 1.** The intersection of a defect hyperplane (containing the \( P^+ \)-direction) with the Poincaré section (denoted here by point A) of the null-cone in embedding space leads to flat defect in the physical space.

A flat defect arises when the \( P^+ \)-axis lies on the defect hyperplane. The intersection of the hyperplane with the Poincaré section results in only one point of intersection. Examples of flat defects include lines, planes and boundaries. Since \( P^+ \)-axis lies on the hyperplane, we can conveniently choose the \( P_\alpha \) vectors to be:

\[ P_\alpha = (0, \ldots, 0, 0, \ldots, 1, \ldots, 0) \quad \alpha = 1, 2, \ldots, q. \]  
(3.7)
With the choice (3.7) for $P_\alpha$ vectors, we get
\begin{align*}
X \cdot Y &\equiv (\eta_{MN} - P_{\alpha M}P_{\alpha N}) X^M Y^N = \eta_{AB} X^A Y^B \\
X \circ Y &\equiv P_{\alpha M}P_{\alpha N} X^M Y^N = \delta_{IJ} X^I Y^J.
\end{align*}
(3.8)

A bulk operator near a flat defect can be decomposed in terms of local operators living on the defect. This expansion is known as a bulk-to-defect expansion and in the embedding space looks like:

$$
\Phi(P)|_D = \frac{b_{\Phi_1}}{(P \circ P)^{\Delta/2}} + \sum_O b_{\Phi O} \hat{O}(P)|_D (P \circ P)^{\Delta - \Delta O} + \text{descendants.}
$$
(3.9)

Each defect local operator ($\hat{O}$) in (3.9) appears with a coupling-strength $b_{\Phi O}$. This expansion is brought about by constructing a quantizing sphere centered on the defect and enclosing the bulk operator. The state on the sphere can then be shrunk to the center using scaling transformation resulting in defect local operators. Evaluating non-vanishing $\langle \hat{O} \hat{O} \rangle$ is essential for enumerating the representations that occur in this expansion.

### 3.1.2 Spherical Defect

![Figure 2](image)

**Figure 2.** The intersection of a hyperplane (not containing $P^+ - axis$) with the Poincaré section (denoted here by a pair of points A and B) of the null-cone in embedding space leads to spherical defect in the physical space.

We obtain a spherical defect when the defect hyperplane does not contain the $P^+$-axis. Spherical defects are characterized by their radius and center $^1$ [21]. In addition to the

---

$^1$ Since all lengths are relative in a conformal theory, the point at infinity (which is normalized as $\Omega = (0, 1, 0)$) as a reference point for the calculation of radius of the defect.
bulk-to-defect expansion, there is an additional expansion channel known as the defect-to-
bulk channel [21]. A spherical defect can be written in terms of bulk primaries placed at
the center of the defect. This channel is defined by enclosing the defect, and any operators
on it, by a quantizing sphere. The projected state on this sphere can be shrunk down to
a point (at the center of the defect) using scaling transformation. Schematically this is
represented by,
\[ D^q(P_\alpha) = \sum_\Phi c_{\Phi 1} \Phi(C) + \text{descendants}. \] (3.10)

In [18], it was shown that in the limit where radius of the defect is very small \((R \rightarrow 0)\),
\[ D^q(P_\alpha) = \sum_\Phi c_{\Phi 1} R^{\Delta} \Phi(C) + O(R^2). \] (3.11)

Following a similar procedure, it can be shown that including a defect local operator \(\hat{O}\),
sitting on the defect, in the defect-to-bulk expansion gives a similar result with a different
coefficient,
\[ \hat{O}(Y) D^q(P_\alpha) = \sum_\Phi c_{\Phi \hat{O}} R^{\Delta} \Phi(C) + O(R^2). \] (3.12)

If multiple defect local operators are present, then the OPE of defect local operators can
be used multiple times to reduce all of them in terms of a single defect operator.

### 3.2 Formalism

Having seen how to incorporate a defect in embedding space, let us now concentrate on
defining operators and fields in presence of a defect. Throughout this work, our main focus
will be on the flat defect case. However the results we present in this section are equally
applicable to the case with spherical defects. The difference between the two defects arises
when projecting the embedding space result back to physical space. We now have to deal
with two kinds of operators: bulk operators and defect operators. Bulk operators transform
under the complete group \(SO(d+1,1)\) while the defect operators transform under the broken
group \(SO(d - q + 1,1) \times SO(q)\). The uplift of a bulk operator to the (broken) embedding
space will once again have to satisfy homogeneity, transversality and tracelessness conditions
defined in the previous section. All the inner products split into two invariants (3.4). This
implies,
\[ P_a \cdot \Theta^{(i)}_a = -P_a \circ \Theta^{(i)}_a, \quad \Theta^{(i)}_a \cdot \Theta^{(j)}_a = -\Theta^{(i)}_a \circ \Theta^{(j)}_a. \] (3.13)

Once again, we will use subscript in the embedding space vectors to identify different
operators that might be under consideration. A similar relation holds for the \(Z\)-vectors,
\[ Z^{(i)}_a \cdot Z^{(i)}_a = -Z^{(i)}_a \circ Z^{(i)}_a. \] (3.14)

Owing to the grassmanian nature of the \(\Theta\)-vectors, in the split representation both of the
products of \(\Theta\)-vectors vanish individually for \((i = j)\):
\[ \Theta^{(i)}_a \cdot \Theta^{(i)}_a = 0, \quad \Theta^{(i)}_a \circ \Theta^{(i)}_a = 0. \] (3.15)
Since all the operators are on the null cone,
\[ P_a \bullet P_a = -P_a \circ P_a. \]  \hfill (3.16)

The C-tensor \( C^{MN} \) introduced in the previous section breaks into three units \([19]\) - \( C^{AB} \), \( C^{AI} \) and \( C^{IJ} \). Fortunately not all of them are independent and these units follow the relation:
\[ \begin{align*}
C_{AB}^{(i)} R^B &= \frac{P \bullet R}{P \circ G} C_{AB}^{(i)} G^A C_{AB}^{(i)} G^I - \frac{P \circ Q}{P \bullet R} C_{AB}^{(i)} G^A C_{AB}^{(i)} G^I, \\
C_{IJ}^{(i)} R^J &= \frac{P \circ Q}{P \bullet G} C_{IJ}^{(i)} G^A C_{IJ}^{(i)} G^I - \frac{P \circ Q}{P \bullet G} C_{IJ}^{(i)} G^A C_{IJ}^{(i)} G^I.
\end{align*} \]  \hfill (3.17)

The above relations imply that all invariant-structures can be built out of just \( C_{AI}^{(i)} \). To make a polynomial in embedding space, we contract its indices with \( \Theta \)-vectors.

Defect local operators transform under the broken group \( SO(p + 1, 1) \times SO(q) \). This implies that they carry separate quantum numbers corresponding to the parallel conformal group \( SO(p + 1, 1) \) and the orthogonal group \( SO(q) \). We will use auxiliary vectors \( \{ \Theta_a^{(i)}, \Phi_a^{(i)}, Z_a^{(i)}, W_a^{(i)} \} \) corresponding to each broken group respectively. Position and auxiliary vectors associated with a defect operator are represented with a hat symbol(e.g. \( P_\hat{a} \)). Enumerating all possible bulk and defect position and auxiliary vectors:
\[ P_a, P_\hat{a}, \Theta_a^{(i)}, \Phi_a^{(i)}, Z_a^{(i)}, W_a^{(i)}. \]  \hfill (3.18)

Since a defect local operator lies on the defect hyperplane, the vectors associated to it have the following properties:
\[ P_{\hat{a}I} = 0, \quad \Theta_{\hat{a}I} = 0, \quad \Phi_{\hat{a}I} = 0, \quad Z_{\hat{a}I} = 0, \quad W_{\hat{a}I} = 0. \]  \hfill (3.19)

The independent C-tensors for defect local operators are \( C^{AB} \) and \( C^{AI} \).
\[ \begin{align*}
C_{\hat{a}A}^{(i)AB} &= P_{\hat{a}} \Theta_{\hat{a}}^{(i)B} - P_{\hat{a}} \Phi_{\hat{a}}^{(i)A} \\
C_{\hat{a}A}^{(i)AI} &= P_{\hat{a}} \Phi_{\hat{a}}^{(i)B}
\end{align*} \]  \hfill (3.20)

There would be C-tensor for the \( Z \)-basis as well, however they only amount to replacing the \( \Theta \)-vectors with \( Z \)-vectors. In this work, we call transverse objects constructed out of C-tensors as invariants. Invariants will serve as building blocks for tensor structures, which are the final structures appearing in correlators.

The number of independent invariants in \( \Theta \)-basis can be obtained by considering all possible contractions between the position and auxiliary vectors that are under consideration (e.g. \( P_a \bullet \Theta_b^{(i)} \)) minus the constraints imposed by demanding transversality of the auxiliary vector. Demanding transversality imposes a constraint for each \( \Theta \)-vector (bulk or defect) however \( \Phi \)-vectors impose no constraint as they are transverse by construction. If we ignore the fact that each auxiliary vector also has an \( i \) index (labelling the column number for \( \Phi \) vector), then given \( n_1 \) bulk operators and \( n_2 \) defect operators, the number of independent invariants is:
\[ 3n_1^2 - 2n_1 + 2n_2^2 - 3n_2 + 5n_1 n_2. \]  \hfill (3.21)
We will provide another more rigorous derivation of the above relation in section (7) by listing down all possible independent invariants. It is essential to keep in mind that this relation only gives the number of independent invariants in the $\Theta$-basis. The action of derivatives (to impose symmetrization) will reduce this number.

Unless otherwise stated we will work with parity-even invariants and tensor structures. Finally, we introduce a compact notation for position contractions involving bulk-bulk, bulk-defect and defect-defect operators.

\[ P_{ab} = (P_a \circ P_b) \quad P_{ab} = (-2P_a \bullet P_b) \quad P_{\hat{a}\hat{b}} = (-2P_{\hat{a}} \bullet P_{\hat{b}}). \]  

(3.22)

An additional benefit of using the $\Theta$-basis is that the dependence on the co-dimension of the defect is made manifest due to anti-symmetry. The maximum number of a given $\Theta^{(i)}$ that can appear in a tensor structure is limited by the co-dimension of the defect ($q$). This limits the height of the Young representation.

4 One-Point Correlators

A distinguishing feature of a defect CFT is the non-vanishing nature of one-point correlators involving bulk local operators. Any bulk operator (near the defect) can be expanded in terms of defect operators (1.1,3.9). Since a one-point correlator of identity operator is non-zero in a CFT, (3.9) implies that a one-point correlator of a bulk operator is non-zero. Consider a bulk operator in an arbitrary representation $\lambda$.

\[ \langle O_{\Delta,\lambda}(P_1, \Theta_1) \rangle \]  

(4.1)

Only one invariant can be constructed with a single bulk operator,

\[ H_{i,j}^{(i,j)} = \frac{C_{1}^{(i)Al} C_{1}^{(j)Al}}{(P_1 \circ P_1)} \quad \text{where } i \neq j. \]  

(4.2)

The parenthesis in $(i,j)$ does not imply symmetrization. If the number of columns of the operator representation is $l$, then taking into account the $i$-index in the above equation we find that there are $l(l-1)/2$ possible invariants. The tensor structures appearing in the correlation function must be constructed out of $H_{1}^{(i,j)}$ and should satisfy the homogeneity and transversality constraints:

\[ \langle O_{\Delta,\lambda}(P_1, \beta_1^{(i)}(\Theta_1^{(i)})) \rangle = (\beta_1^{(1)})^{k^{(1)}} \cdots (\beta_1^{(l)})^{k^{(l)}} \langle O_{\Delta,\lambda}(P_1, \Theta_1) \rangle, \]  

(4.3)

\[ \langle O_{\Delta,\lambda}(\alpha P_1, \Theta_1) \rangle = \alpha^{-\Delta_1} \langle O_{\Delta,\lambda}(P_1, \Theta_1) \rangle. \]  

(4.4)

The final form of a one-point correlator is obtained after taking appropriate derivatives (to impose symmetrization),

\[ \langle O_{\Delta,\lambda}(P_1, Z_1) \rangle = (Z_1^{\lambda_1} \cdot \partial_{\Theta_1}^{\lambda_1}) \frac{T_B(\Theta_1)}{(P_1 \circ P_1)^{\Delta/2}}. \]  

(4.5)

$T_B(\Theta_1)$ is an appropriate tensor structure satisfying homogeneity and transversality. Let us consider some specific cases.
4.1 Symmetric Traceless

We begin by considering spin-$l$ fields. The Young diagram for them is given as,

\[
\begin{array}{c|c|c|c|c}
\Theta_1^{(1)} & \Theta_1^{(2)} & \cdots & \Theta_1^{(l)} \\
\end{array}
\]

One-point correlator has to be constructed out of (4.2). For a spin-$l$ operator we obtain,

\[
\langle O_{\Delta,l}(P_1, Z_1^{(1)}) \rangle = \left( Z_1^{(1)} \cdot \partial_{\Theta_1^{(i)}} \right) \cdots \left( Z_1^{(1)} \cdot \partial_{\Theta_1^{(l)}} \right) \frac{T_B(\Theta_1, \Theta_2, \cdots, \Theta_l)}{(P \cdot P)^{\Delta/2}}. \tag{4.6}
\]

$T_B$ is a function of $H_i^{ij}$. As an example, $T_B$ for spin 2 field is,

\[
T_B(\Theta_1, \Theta_2) = H_1^{1,2}. \tag{4.7}
\]

For an odd-spin operator, it is not possible to write down any function that has the right homogeneity. Owing to this fact, a one-point correlator of an odd-spin operator is zero. Upon the application of the $Z\partial_{\Theta}$-derivatives on (4.7), we obtain the following result,

\[
\langle O_{\Delta,l}(P_1, Z_1^{(1)}) \rangle = \frac{(H_{Z_1 Z_1})^{l/2}}{(P \circ P)^{\Delta/2}}. \tag{4.8}
\]

$l$ is even in the above case and $H_{Z_1 Z_1}$ is (4.2) with $\Theta_1$ replaced by $Z_1$. When $q = 1$ (boundary defect) we observe that $H_{Z_1 Z_1} = 0$ and only the scalar operator has a non-zero one point correlator. This has been pointed out in multiple references (e.g. [17]). The $Z$-derivatives are particularly simple for the traceless symmetric case and they only amount to replacing all the $\Theta$-vectors with a single $Z$-vectors. We will utilize this trick in all the symmetric traceless cases that we encounter.

4.2 Forms

We find that the one-point correlator of any $m$-form vanishes when considering parity-even invariants. However, this is not true if we consider parity-odd invariants. We will discuss parity-odd cases later in section (8). With just one $\Theta$, it is impossible to construct an invariant for a $m$-form.

4.3 Two Column Operator

Finally, we consider mixed symmetric operators in a two-column representation.

\[
\begin{array}{c|c|c|c|c}
\Theta_1^{(1)} & \Theta_1^{(2)} & \cdots & \Theta_1^{(l)} \\
\Theta_1 & \Theta_1 & \cdots & \Theta_1 \\
\Theta_1^{(1)} & \Theta_1^{(2)} \\
\end{array}
\]

Both the columns have to be of equal height to obtain a non-zero correlator. For a two-column operator of height $h_1^{(1)} = h_1^{(2)} = h$ we obtain the following tensor structure,

\[
\frac{(H_1^{12})^h}{(P \circ P)^{\Delta/2}}. \tag{4.9}
\]
The symmetrization will be imposed by the following derivative,
\[
\left( Z_1^{(1)} \cdot \partial_{\Theta_1^{(1)}} \right) \left( Z_1^{(2)} \cdot \partial_{\Theta_1^{(2)}} \right) \cdots \left( Z_h^{(1)} \cdot \partial_{\Theta_1^{(1)}} \right) \left( Z_1^{(2)} \cdot \partial_{\Theta_1^{(2)}} \right). \tag{4.10}
\]
An operator with \( h = 2 \) (windows operator) gives the following result after the action of symmetrization,
\[
H_{Z_1 Z_1} H_{Z_2 Z_2} - H_{Z_1 Z_2} H_{Z_2 Z_1}. \tag{4.11}
\]
It is interesting to note that the maximum value that \( h \) can have is \( \max(q, p + 2) \). This can be attributed to the properties of \( \Theta \) vectors (3.15). We find that a \( q \) co-dimension defect can give a non-zero vacuum expectation value to a mixed symmetry operator of maximum height \( \min(q, d + 2 - q) \). In [18], a duality between defects of different co-dimensions was pointed out:
\[
q \iff d + 2 - q. \tag{4.12}
\]

We perform a check of this duality in terms of the height of an operator that can get a non-zero correlator.

| Dimension | Codimension | Height \( h \) |
|-----------|-------------|----------------|
| \( d + 2 - q \) | \( q \) | \( \min(q, d + 2 - q) \) |
| \( q \) | \( d + 2 - q \) | \( \min(q, d + 2 - q) \) |

5 Two-Point Correlators

Two and three-point correlators capture all the data of a defect CFT. In a defect CFT cross-ratios start appearing at the two-point (bulk) correlator level. This is the reason why bootstrap methods can be applied at this level. In this section we will list down two-point correlators.

5.1 Bulk-Defect

We will first consider two-point correlators involving a bulk operator and a defect operator. These correlators are important as they contain information about the bulk and defect couplings. The defect operators that can appear in the bulk-to-defect expansion of a bulk operator (1.1) can be identified by considering all non-zero bulk-defect two-point correlators. In fact, all possible operators appearing in the defect channel expansion can be found using the procedure given here. Consider the two point correlator,
\[
\langle O_{\Delta_1, \lambda_1} (P_1, \Theta_1) \tilde{O}_{\Delta_2, \lambda_2} (P_2, \tilde{\Theta}_2, \Phi_2) \rangle. \tag{5.1}
\]
The defect local operator has two representations corresponding to the two groups (parallel \( \lambda \) and transverse \( \tilde{\lambda} \)). For the defect operator, its vectors obey the following constraints:
\[
P_2^I = 0 \quad \Theta_2^{(i)} = 0 \quad \Phi_2^{(i,A)} = 0.
\]

We obtain the number of invariants to be 5 from (3.21). One of them was already present at one-point correlator level,
\[
H_a^{(i,j)} \quad i \neq j. \tag{5.2}
\]
We encounter 4 additional invariants,

\[ H^{(i,j)}_{a\hat{a}} = \frac{C^{(i)AB}C_{\hat{a}\hat{a}}^{(j)}}{P_a \cdot P_{\hat{a}}} , \quad G^{(i)}_{a\hat{a}} = \frac{P_a \circ \Phi^{(i)}_{\hat{a}}}{(P_a \circ P_{\hat{a}})^{1/2}} , \]

\[ \tilde{G}^{(i,j)}_{a\hat{a}} = \frac{C^{(i)AI}P_a \Phi^{(j)}_{\hat{a}I}}{(P_a \circ P_{\hat{a}})^{1/2}(P_a \cdot P_{\hat{a}})} , \quad K^{(i)}_{a\hat{a}} = \frac{C^{(i)AI}P_a P_{\hat{a}I}}{(P_a \circ P_{\hat{a}})^{1/2}(P_a \cdot P_{\hat{a}})} . \] (5.3)

Putting everything together we get the following invariants:

\[ H^{(i,j)}_{1\hat{2}} H^{(i,j)}_{1\hat{2}} G^{(i)}_{1\hat{2}} \tilde{G}^{(i,j)}_{1\hat{2}} K^{(i)}_{1\hat{2}} . \] (5.4)

With one bulk and one defect operator it is impossible to construct a cross-ratio. The final form of the correlator is,

\[ (Z^{\lambda_1} \cdot \partial_{\Phi_1})(Z^{\lambda_2} \cdot \partial_{\Phi_2})(W^{\tilde{\lambda}_1} \cdot \partial_{\tilde{\Phi}_2}) \frac{T_{BD}^b b_a}{(2P_1 \cdot P_2)\Delta(P_1 \circ P_1)(\Delta-\Delta)^{1/2}} , \] (5.5)

where,

\[ T_{BD}^b = (H_{1\hat{2}}^{(i,j)})^{a_{ij}}(H_{1\hat{2}}^{i,j})^{b_{ij}}(G_{1\hat{2}}^{(i)})^{c_i}(\tilde{G}_{1\hat{2}}^{(i,j)})^{d_{ij}}(K_{1\hat{2}}^{(i)})^{e_i} . \] (5.6)

\( T_{BD}^b \) refers to tensor structures and \( b_a \) are the coefficients (bulk-to-defect) associated with each tensor structure. The derivatives are present to impose symmetrization on the tensor structures. Each invariant has a power associated with it,

\[ H_{1\hat{2}}^{(i,j)} \to a_{ij} , \quad H_{1\hat{2}}^{i,j} \to b_{ij} , \quad G_{1\hat{2}}^{(i)} \to c_i , \quad \tilde{G}_{1\hat{2}}^{(i,j)} \to d_{ij} , \quad K_{1\hat{2}}^{(i)} \to e_i . \] (5.7)

We will set up some quick notations,

\[ n_C^1 = \text{number of columns of } O \quad h_1^{(i)} = \text{length of i-th column of } O \]

\[ n_C^2 = \text{number of columns of } \hat{O} \text{ (parallel)} \quad h_2^{(i)} = \text{length of i-th column of } \hat{O} \text{ (parallel)} \]

\[ n_C^\perp = \text{number of columns of } \hat{O} \text{ (transverse)} \quad \tilde{h}_2^{(i)} = \text{length of i-th column of } \hat{O} \text{ (transverse)} . \] (5.8)

The powers are subject to following conditions :

\[ h_1^{(i)} = \sum_j a_{ij} + \sum_j b_{ij} + \sum_j d_{ij} + e_i , \]

\[ h_2^{(i)} = \sum_j a_{ji} , \]

\[ \tilde{h}_2^{(i)} = c_i + \sum_j d_{ji} . \] (5.9)

These equations have been determined by matching homogeneity of the invariants with that of the operators in the correlator. The solution for each variable has to be a non-negative
integer and can be worked out easily. Mathematica has a Reduce command which solves for integer solutions. We list down the relevant systems of equations for other correlators in the appendix. The system of equations can have multiple solutions. Each solution corresponds to a different tensor structure which can appear with a different coefficient. Once the tensor structures have been computed, they need to be acted on by the appropriate symmetrization derivatives.

Let us consider a concrete example:

\[
\langle O_{\Delta_1, \lambda_1}(P_1, \Theta_1) \hat{O}_{\Delta_2, \hat{\lambda}_2}(P_2, \Phi_2) \rangle.
\]

(5.10)

We consider a two-point correlator between a bulk vector and a defect operator with spin-1 orthogonal to the defect,

\[
\lambda_1 = \begin{array}{c}
\end{array} \quad \lambda_2 = \bullet \quad \hat{\lambda}_2 = \begin{array}{c}
\end{array}.
\]

Plugging \( h^{(1)}_1 = 1, h^{(1)}_2 = 0 \) and \( \bar{h}^{(1)}_2 = 1 \) in (5.9) we obtain two tensor structures,

\[
\langle O_{\lambda_1}(P_1, \Theta_1) \hat{O}_{\lambda_2, \hat{\lambda}_2}(P_2, \Phi_2) \rangle = \frac{b_1 \tilde{G}_{1\hat{2}} + b_2 K_{1\hat{2}} G_{1\hat{2}}}{(-2P_1 \bullet P_2) \Delta(P_1 \circ P_1)(\Delta - \hat{\Delta})/2}.
\]

(5.11)

We can further demand that the bulk operator is a conserved spin-1 current with dimension \( \Delta_1 = d - 1 \). Conservation condition implies,

\[
\partial^M D_M \langle O_{\lambda_1}(P_1, \Theta_1) \hat{O}_{\lambda_2, \hat{\lambda}_2}(P_2, \Phi_2) \rangle = 0.
\]

(5.12)

This results in a relation between the coefficients \( b_1 \) and \( b_2 \):

\[
b_1(q - 1) + b_2(q - d + \hat{\Delta}) = 0.
\]

(5.13)

We will now list down the representations that can occur in the decomposition of different bulk operators.

**Scalar Bulk Operator**

We consider all possible two-point correlators with a bulk scalar. The correlator is non-zero in the following case only,

\[
\langle O_\Delta(P_1) \hat{O}_{\Delta,0,s}(P_2, W_2) \rangle.
\]

(5.14)

where \( s \) is a symmetric traceless quantum number of the \( SO(q) \) representation. This indicates that a bulk scalar decomposes into defect local operators transforming as symmetric traceless tensors under \( SO(q) \) while being scalars under the \( SO(p + 1, 1) \) group. Schematically this can be represented as,

\[
O \sim \hat{O} + \hat{O}^i + \hat{O}^{(ij)} + \ldots
\]

(5.15)

**Spin-\( \ell \) Bulk Operator**

The defect decomposition of a spin-\( \ell \) bulk operator yields defect operators in the following representations.
Spin-J represents the spin of the bulk operator, spin-j represents the spin of the defect operator parallel to the defect and last column represents the maximum height of the SO(q) representation of the defect operator. For a spin-ℓ bulk primary, we find that the defect operators appearing in the defect expansion are spinning fields under the SO(ℓ+1,1) group while the maximum height of the representation under SO(q) is restricted by ℓ. The height of the SO(q) representation is also limited by the co-dimension of the defect. It can have a maximum height of q (irrespective of ℓ). If the co-dimension of the defect is 1, then the only operators occurring would transform in the traceless symmetric representation of SO(q).

5.2 Bulk-Bulk

We will now consider bulk-bulk two-point correlators. The conformal symmetry does not completely fix the position dependence of the correlator. The following two conformal cross-ratios \([19]\) can be constructed:

\[
\xi_1 = \frac{2 P_1 \cdot P_2}{(P_1 \circ P_1)^{1/2}(P_2 \circ P_2)^{1/2}}, \quad \xi_2 = \frac{2 P_1 \circ P_2}{(P_1 \circ P_1)^{1/2}(P_2 \circ P_2)^{1/2}}.
\]

With these two cross-ratios, the bulk-bulk two-point correlator can be written as:

\[
\langle O_{\Delta_1,\lambda_1}(P_1, \Theta_1)O_{\Delta_2,\lambda_2}(P_2, \Theta_2) \rangle = \sum_n \frac{T^{(n)}_{BB}f_n(\xi_1, \xi_2)}{(P_1 \circ P_1)^{\Delta_1/2}(P_2 \circ P_2)^{\Delta_2/2}},
\]

where \(T^{(n)}_{BB}\) are the different tensor structures compatible with the representation of the operators and the functions \(f_n(\xi_1, \xi_2)\) can be expanded in terms of bulk-channel conformal blocks. In case of only bulk operators in a correlation function, the invariants that can appear are of the form:

\[
H_{(i,j)}^{(a)} = \frac{C_a^{(i)AI} C_b^{(j)AJ}}{(P_a \circ P_a)}, \quad S_{ab}^{(i,j)} = \frac{C_a^{(i)AI} C_b^{(j)AJ} P_{aA} P_{bB}}{(P_a \circ P_a)(P_b \circ P_b)}, \quad K_{ab}^{(i)} = \frac{C_a^{(i)AI} P_{aA} P_{bI}}{(P_a \circ P_a)(P_b \circ P_b)^{1/2}},
\]

with \(a \neq b\) in all the above invariants. The above invariants have the following properties:

\[
H_{ab}^{(i,j)} = H_{ab}^{(j,i)}, \quad S_{(ab)}^{(i,j)} = S_{(ba)}^{(j,i)}.
\]
It is also possible to construct additional invariants like,

\[
C_{a}^{(i)AI} P_{bA} P_{cl} \quad \text{where} \quad (a \neq b \neq c).
\]

(5.20)

However, the above invariant can be shown to be a linear combination of the invariants already defined in (5.18) using identities listed in (C). The list of independent invariants is:

\[
H_{1}^{(i,j)}, H_{2}^{(i,j)}, S_{12}^{(i,j)}, \tilde{S}_{12}^{(i,j)}, K_{12}^{i}, \bar{K}_{12}^{i}, \bar{K}_{21}^{i}, \tilde{K}_{21}^{i}.
\]

(5.21)

Depending on the representation of bulk operators (including the i-index in the above equation), the total number of invariants is,

\[
\frac{1}{2}(l_{1}^{(1)} + l_{2}^{(1)})(l_{1}^{(1)} + l_{2}^{(1)} + 3) + l_{1}^{(1)} l_{2}^{(1)}.
\]

(5.22)

The two-point correlator is non-zero only for identical operators in an ordinary CFT. This is no longer true in a defect CFT and two-point correlators between arbitrary operators can be non-zero. We will discuss two examples for the bulk-bulk two-point correlators. The system of equations to evaluate the tensor structures for a given two-point correlator is listed in the appendix (D.1). We first consider a two-point correlator between a two-form and a vector.

\[
\lambda_{1} = \begin{array}{c} \square \\ \square \end{array} \quad \lambda_{2} = \begin{array}{c} \square \\ \square \end{array}
\]

Using the invariants (5.18), and applying the equations of (D.1) with \(h_{1}^{(1)} = 2\) and \(h_{2}^{(1)} = 1\) we get the following tensor structures:

\[
\sum_{n} T_{BB}^{(n)} f_{n}(\xi_{1}, \xi_{2}) = K_{12}^{(1)} K_{21}^{(1)} f_{1}(\xi_{1}, \xi_{2}) + K_{12}^{(1)} \bar{K}_{12}^{(1)} \bar{K}_{21}^{(1)} f_{2}(\xi_{1}, \xi_{2}) + S_{12}^{(1,1)} K_{12}^{(1)} f_{3}(\xi_{1}, \xi_{2})
\]

\[
+ S_{12}^{(1,1)} \bar{K}_{12}^{(1)} f_{4}(\xi_{1}, \xi_{2}) + S_{12}^{(1,1)} K_{12}^{(1)} f_{5}(\xi_{1}, \xi_{2}) + S_{12}^{(1,1)} \bar{K}_{12}^{(1)} f_{6}(\xi_{1}, \xi_{2}).
\]

(5.23)

The next step is to apply derivatives to complete the symmetrization,

\[
\left(Z_{1}^{(1)} \partial_{\Theta_{1}^{(1)}} \right) \left(Z_{2}^{(2)} \partial_{\Theta_{1}^{(1)}} \right) \sum_{n} T_{BB}^{(n)} f_{n}(\xi_{1}, \xi_{2}) = \left(K_{12}^{(2z)} K_{12}^{(1z)} K_{21}^{(1)} - K_{12}^{(1z)} K_{12}^{(2z)} K_{21}^{(1)} \right) f_{1}(\xi_{1}, \xi_{2})
\]

\[
+ \left(K_{12}^{(2z)} K_{12}^{(1z)} K_{21}^{(1)} - K_{12}^{(1z)} K_{12}^{(2z)} K_{21}^{(1)} \right) f_{2}(\xi_{1}, \xi_{2})
\]

\[
+ \left(S_{12}^{(2z,1)} K_{12}^{(1z)} - S_{12}^{(1z,1)} K_{12}^{(2z)} \right) f_{3}(\xi_{1}, \xi_{2})
\]

\[
+ \left(S_{12}^{(2z,1)} K_{12}^{(1z)} - S_{12}^{(1z,1)} K_{12}^{(2z)} \right) f_{4}(\xi_{1}, \xi_{2})
\]

\[
+ \left(S_{12}^{(2z,1)} K_{12}^{(1z)} - S_{12}^{(1z,1)} K_{12}^{(2z)} \right) f_{5}(\xi_{1}, \xi_{2})
\]

\[
+ \left(S_{12}^{(2z,1)} K_{12}^{(1z)} - S_{12}^{(1z,1)} K_{12}^{(2z)} \right) f_{6}(\xi_{1}, \xi_{2}).
\]

(5.24)
We again use \( (D.1) \) with \( h_1^{(1)} = 2, h_1^{(2)} = 1 \) and \( h_2^{(1)} = 0 \) to find the tensor structures,

\[
\sum_n T_{BB}^{(n)} f_n(\xi_1, \xi_2) = H_1^{(1,2)} K_{12}^{(1)} f_1(\xi_1, \xi_2) + H_1^{(1,2)} K_{12}^{(1)} f_2(\xi_1, \xi_2) + K_{12}^{(1)} K_{12}^{(2)} f_3(\xi_1, \xi_2) + K_{12}^{(1)} K_{12}^{(2)} f_4(\xi_1, \xi_2).
\]  

(5.25)

We apply the derivatives to symmetrize the tensor structures,

\[
\left(Z_1^{(2)} \partial_{\Theta_1^{(i)}}\right) \left(Z_1^{(1)} \partial_{\Theta_1^{(i)}}\right) \left(Z_1^{(1)} \partial_{\Theta_1^{(i)}}\right) \sum_n T_{BB}^{(n)} f_n(\xi_1, \xi_2)
\]

\[
= \left(H_1^{(1,z,1z)} K_{12}^{(1,z)} - H_1^{(2z,1z)} K_{12}^{(1,z)}\right) f_1(\xi_1, \xi_2)
\]

\[
+ \left(H_1^{(1,z,1z)} K_{12}^{(2z)} - H_1^{(2z,1z)} K_{12}^{(2z)}\right) f_2(\xi_1, \xi_2)
\]

\[
+ \left(K_{12}^{(1,z)} K_{12}^{(2z)} - K_{12}^{(2z)} K_{12}^{(1,z)}\right) f_3(\xi_1, \xi_2)
\]

\[
+ \left(K_{12}^{(1,z)} K_{12}^{(2z)} - K_{12}^{(2z)} K_{12}^{(1,z)}\right) f_4(\xi_1, \xi_2).
\]

(5.26)

This is the final result for a two-point correlator involving a hook and a scalar operator. All the symmetries and anti-symmetries of the hook operator are made explicit after the action of derivative.

### 5.3 Defect-Defect

We finally study two-point correlators of defect local operators,

\[
\langle \hat{O}_{\lambda_1, \bar{\lambda}_1}(P_1, \Theta_1, \Phi_1) \hat{O}_{\lambda_2, \bar{\lambda}_2}(P_2, \Theta_2, \Phi_2) \rangle.
\]

(5.27)

We find new invariants constructed by the contraction of \( \Theta \) and \( \Phi \) among themselves:

\[
H_{\hat{a} \hat{b}}^{(i,j)} = C_{\hat{a}}^{(i)AB} C_{\hat{b}}^{(j)AB} P_{\hat{a}} \cdot P_{\hat{b}},
\]

(5.28)

\[
\hat{H}_{\hat{a} \hat{b}}^{(i,j)} = \Phi_{\hat{a}}^{(i)} \circ \Phi_{\hat{b}}^{(j)}.
\]

Since we are considering defect operators, the condition \( \hat{a} \neq \hat{b} \) is automatically implied. The possible invariants are \( H_{12}^{(i,j)} \) and \( \hat{H}_{12}^{(i,j)} \) and this implies that the defect operators should have the same representation for both sectors.

\[
\lambda_1 = \lambda_2, \quad \bar{\lambda}_1 = \bar{\lambda}_2.
\]

(5.29)
This has to be true since defect local operators behave like operators of an ordinary CFT. There is no cross-ratio in this case as the conformal symmetry completely fixes the form of the correlator.

6 Three-Point Correlators

Crossing equations involving three-point correlators constrain the data-set of a defect CFT. These are analogous to four-point crossings in an ordinary CFT.

6.1 Bulk-Bulk-Bulk

No additional invariants appear for bulk three-point correlators and the ones listed in (5.18) are sufficient. The total number of invariants in this case is 21 from (3.21) and we list them below:

\[
\begin{align*}
H_1^{(i,j)}, H_2^{(i,j)}, H_3^{(i,j)}, \\
S_1^{(i,j)}, S_2^{(i,j)}, S_3^{(i,j)}, \\
\tilde{S}_1^{(i,j)}, \tilde{S}_2^{(i,j)}, \tilde{S}_3^{(i,j)}, \\
K_1^{(i)}, K_2^{(i)}, K_3^{(i)}, K_4^{(i)}, K_5^{(i)}, K_6^{(i)}, \\
\tilde{K}_1^{(i)}, \tilde{K}_2^{(i)}, \tilde{K}_3^{(i)}, \tilde{K}_4^{(i)}, \tilde{K}_5^{(i)}, \tilde{K}_6^{(i)}.
\end{align*}
\]

Depending on the representation of the bulk operators we determine the number of invariants (taking into account \(i\)-index) to be:

\[
\frac{1}{2}(l_1^{(1)} + l_2^{(1)} + l_3^{(1)})(l_1^{(1)} + l_2^{(1)} + l_3^{(1)} + 7) + l_1^{(1)}l_2^{(1)} + l_2^{(1)}l_3^{(1)} + l_3^{(1)}l_1^{(1)}.
\]

Consider a three-point correlator,

\[
\langle O_{\lambda_1}(P_1, \Theta_1)O_{\lambda_2}(P_2, \Theta_2)O_{\lambda_3}(P_3, \Theta_3) \rangle = \sum_n \frac{f_n^{(n)}T_{BBB}^{(n)}f_n(\xi_1, ..., \xi_6)}{(P_{11})^{3/2}(P_{22})^{3/2}(P_{33})^{3/2}}.
\]

Here \(T_{BBB}^{(n)}\) are three-point tensor structures and functions \(f_n(\xi_1, ..., \xi_6)\) can be expanded in terms of three-point conformal blocks. The conformal blocks are functions of the cross-ratios. Six cross-ratios can be constructed out of three bulk operators:

\[
\begin{align*}
\xi_1 &= \frac{2P_1 \bullet P_2}{(P_{11})^{1/2}(P_{22})^{1/2}}, & \xi_2 &= \frac{2P_1 \circ P_2}{(P_{11})^{1/2}(P_{22})^{1/2}}, \\
\xi_3 &= \frac{2P_2 \bullet P_3}{(P_{22})^{1/2}(P_{33})^{1/2}}, & \xi_4 &= \frac{2P_2 \circ P_3}{(P_{22})^{1/2}(P_{33})^{1/2}}, \\
\xi_5 &= \frac{2P_3 \bullet P_1}{(P_{33})^{1/2}(P_{11})^{1/2}}, & \xi_6 &= \frac{2P_3 \circ P_1}{(P_{33})^{1/2}(P_{11})^{1/2}}.
\end{align*}
\]

As an example, let us consider three-point correlator of a 2-form and two scalars.

\[
\lambda_1 = \begin{array}{c}
\lambda_2 = \bullet \\
\lambda_3 = \bullet
\end{array}
\]
We use the system of equations (obtained from homogeneity constraints) in (D.2) with $h_1^{(1)} = 2$ and $h_2^{(1)} = h_3^{(1)} = 0$ to obtain the tensor structures,

\[
\sum_n f_{123}^{(n)} T_{BBB} f_n(\xi) = f_{123}^{(1)} K_{12} K_{13} f_1(\xi) + f_{123}^{(2)} K_{12} K_{12} f_2(\xi) + f_{123}^{(3)} K_{12} K_{13} f_3(\xi) + f_{123}^{(4)} K_{13} K_{12} f_4(\xi) + f_{123}^{(5)} K_{13} K_{13} f_5(\xi) + f_{123}^{(6)} K_{13} K_{13} f_6(\xi). \tag{6.5}
\]

$f_{123}^{(n)}$ are three-pint coefficients associated to each tensor structure.

### 6.2 Bulk-Bulk-Defect

Three-point correlators involving two bulk and one defect operators are important for bootstrap as pointed out in [16]. We encounter one new invariant in this case,

\[
\mathcal{N}^{(i)}_{c,1b} = \frac{C^{(i)}_{c} P_1 P_B P_{b}}{(P_c \cdot P_1)^{1/2} (P_1 \cdot P_b)^{1/2} (P_B \cdot P_b)^{1/2}} \quad (1 \neq b). \tag{6.6}
\]

We determine the number of invariants to be 17 by plugging in $(n_1 = 2$ and $n_2 = 1$) in (3.21). We list them below,

\[
\begin{align*}
    &C_{13}^{(i)}, C_{23}^{(i)}, \\
    &H_{1}^{(i,j)}, H_{2}^{(i,j)}, \\
    &K_{12}^{(i)}, K_{12}^{(i)}, K_{21}^{(i)}, K_{21}^{(i)}, \\
    &G_{13}^{(i,j)}, G_{23}^{(i,j)}, H_{13}^{(i,j)}, H_{23}^{(i,j)}, \\
    &S_{12}^{(i,j)}, S_{12}^{(i,j)}, \\
    &K_{13}^{(i)}, K_{23}^{(i)}, \\
    &\mathcal{N}_{3,12}^{(i)}.
\end{align*}
\]

There are three independent cross-ratios in this case. The two bulk operators yield two cross-ratios which we already encountered before $\xi_1$ and $\xi_2$. Including the defect operator yields an additional cross-ratio,

\[
\chi = \frac{(P_3 \cdot P_1)(P_2 \cdot P_2)^{1/2}}{(P_3 \cdot P_2)(P_1 \cdot P_1)^{1/2}}. \tag{6.8}
\]

A three-point correlator involving two bulk and one defect operator has the following structure:

\[
\langle O_1 O_2 O_3 \rangle = \sum_n \frac{T_{BBB}^{(n)} f_n(\xi_1, \xi_2, \chi)}{(P_{12})^{\Delta_1+\Delta_2-\Delta_3} (P_{13})^{\Delta_1+\Delta_2-\Delta_2} (P_{23})^{\Delta_2+\Delta_3-\Delta_1}}. \tag{6.9}
\]

As an example, let us consider a three-point correlator involving a vector, a scalar and a defect operator which is a 2-form along the defect and a scalar orthogonal to the defect.

\[
\begin{array}{c}
\lambda_1 =
\end{array} \quad \begin{array}{c}
\lambda_2 = \bullet
\end{array} \quad \begin{array}{c}
\lambda_3 =
\end{array} \quad \begin{array}{c}
\bar{\lambda}_3 = \bullet
\end{array}
\]
Using the system of equations listed in (D.3) and taking \( h_1^{(1)} = 1, h_2^{(1)} = 0, h_3^{(1)} = 2 \) and \( \bar{h}_3^{(1)} = 0 \), we obtain only one possible tensor structure:

\[
\langle O_1(P_1, \Theta_1)O_2(P_2)\bar{O}_3(P_3, \Theta_3) \rangle = \frac{H_{13}^{11} N_{3,12}^{1}}{(P_{12})^{\Delta_1+\Delta_2-\Delta_3}(P_{13})^{\Delta_1+\Delta_3-\Delta_2}(P_{23})^{\Delta_2+\Delta_3-\Delta_1}}.
\] (6.10)

### 6.3 Defect-Defect-Bulk

The three-point correlator involving two defect and one bulk operator is not interesting by itself as it does not yield a crossing relation. However, we encounter an additional invariant in this case,

\[
\tilde{N}_{\hat{a}a}^{(i)} = \frac{C_{\hat{a}AB} P_{(\hat{a}+1)} A P_{\hat{a}B}}{(P_{\hat{a}a})^{1/2}(P_{\hat{a}(\hat{a}+1)})^{1/2}(P_{\hat{a}(\hat{a}+1)})^{1/2}}.
\] (6.11)

Combining this new invariant with the previously known ones we obtain the following list of invariants:

- \( H_{ij}^{(i,j)} \),
- \( H_{31}^{(i,j)}, P_{32}^{(i,j)} \),
- \( C_{31}^{(i,j)}, G_{32}^{(i,j)}, \tilde{G}_{31}^{(i,j)}, \tilde{G}_{32}^{(i,j)} \),
- \( H_{12}^{(i,j)}, \tilde{H}_{12}^{(i,j)} \),
- \( K_{31}^{i}, K_{32}^{i} \),
- \( \tilde{N}_{13}^{(i)}, \tilde{N}_{23}^{(i)} \),

Only one cross-ratio can be constructed out of two defect and one bulk operators,

\[
\zeta = \frac{(P_1 \bullet P_2)(P_3 \bullet P_3)}{(P_1 \bullet P_3)(P_2 \bullet P_3)}.
\] (6.13)

### 6.4 Defect-Defect-Defect

The last ingredients for implementing three-point bootstrap are three-point correlators of defect local operators. For three defect operators it is impossible to construct a cross-ratio. In addition to invariants appearing in (5.28), an additional invariant can be constructed,

\[
\tilde{K}_{\hat{a}b}^{(i)} = \frac{C_{\hat{a}AB} P_{(\hat{a}+1)} A P_{\hat{b}B}}{(P_{\hat{a}(\hat{a}+1)})^{1/2}(P_{(\hat{a}+1)\hat{b}})^{1/2}(P_{\hat{a}b})^{1/2}} \quad \hat{b} \neq \hat{a}, \hat{a} + 1.
\] (6.14)

Using \( n_2 = 3 \) in (3.21), we determine the total number of invariants to be 9:

- \( H_{12}^{(i,j)}, H_{31}^{(i,j)}, H_{23}^{(i,j)}, \tilde{H}_{12}^{(i,j)}, \tilde{H}_{23}^{(i,j)}, \tilde{H}_{31}^{(i,j)}, K_{13}^{(i)}, K_{21}^{(i)}, K_{32}^{(i)} \).

(6.15)

We will consider an example of a three-point correlator with a 2-form, a vector, and a scalar.

\[
\begin{align*}
\lambda_1 &= \begin{array}{c}
\end{array} \\
\lambda_2 &= \begin{array}{c}
\end{array} \\
\lambda_3 &= \bullet
\end{align*}
\]
When all the quantum numbers of the defect operators are parallel to the defect, it acts like a correlator in an ordinary CFT. We list the result below,

\[
\langle \hat{O}_{\Delta_1}(P_1, \Theta_1) \hat{O}_{\Delta_2}(P_2, \Theta_2) \hat{O}_{\Delta_3}(P_3) \rangle = \hat{f}_{\Delta_1, \Delta_2, \Delta_3} \frac{H^{(1,1)}_{12} \tilde{K}^{(1)}_{13}}{P_1^{12} P_2^{23} P_3^{31}} \tag{6.16}
\]

We can impose symmetrization by applying \(Z \partial \Theta\) derivatives (2.12) to the above expression. However, it is redundant in this case as there is no symmetry in any of the operator representations and \(\Theta\)-basis serves us fine. Since parallel quantum numbers behave as a regular CFT, our result matches with that of [22]. If all the spins and forms are in the direction orthogonal to the defect, only one invariant is possible: \(\tilde{H}^{(i,j)}_{12}\). However with just this invariant it is impossible to construct a tensor structure for the given operators.

\[
\langle \hat{O}_{\Delta_1}(P_1, \Phi_1) \hat{O}_{\Delta_2}(P_2, \Phi_2) \hat{O}_{\Delta_3}(P_3) \rangle = 0 \tag{6.17}
\]

We obtain different results depending on whether the spin and forms are aligned parallel or orthogonal to the defects. Mixed symmetric correlator between operators carrying both (parallel and orthogonal) quantum numbers can be computed in a similar manner.

### 7 n-Point Correlators

In this section, we will briefly comment on \(n\)-point \((n = n_1 + n_2)\) correlators involving \(n_1\) bulk and \(n_2\) defect operators. The three-point correlators exhausted all possible invariants. No additional invariant can appear for higher point correlators and all the tensor structures have to be constructed out of the previously known invariants. We list all the invariants down together with their number,

\[
\begin{align*}
H^{(i,j)}_a &\rightarrow n_1 \quad \text{where } i \neq j \quad \| \quad H^{(i,j)}_{aa} &\rightarrow n_1 n_2 \\
G^{(i)} &\rightarrow n_1 n_2 \quad \| \quad G^{(i,j)}_{aa} &\rightarrow n_1 n_2 \quad \| \quad K^{(i)}_{aa} &\rightarrow n_1 n_2 \\
S^{(i,j)}_{ab} &\rightarrow \frac{n_1(n_1 - 1)}{2} \text{ where } a \neq b \quad \| \quad S^{(i,j)}_{ab} &\rightarrow \frac{n_1(n_1 - 1)}{2} \text{ where } a \neq b \\
\tilde{S}^{(i,j)}_{ab} &\rightarrow \frac{n_1(n_1 - 1)}{2} \text{ where } a \neq b \quad \| \quad \tilde{S}^{(i,j)}_{ab} &\rightarrow \frac{n_1(n_1 - 1)}{2} \text{ where } a \neq b \\
K^{(i)}_{ab} &\rightarrow n_2 - n_1 \text{ where } a \neq b \quad \| \quad \tilde{K}^{(i)}_{ab} &\rightarrow n_2 - n_1 \text{ where } a \neq b \\
H^{(i,j)}_{ab} &\rightarrow \frac{n_2(n_2 - 1)}{2} \text{ where } \hat{a} \neq \hat{b} \quad \| \quad \tilde{H}^{(i,j)}_{ab} &\rightarrow \frac{n_2(n_2 - 1)}{2} \text{ where } \hat{a} \neq \hat{b} \\
N^{(i)}_{k,1b} &\rightarrow n_2(n_1 - 1) \text{ where } b \neq 1 \\
\tilde{K}^{(i)}_{ab} &\rightarrow n_2(n_2 - 2) \text{ where } \hat{b} \neq \hat{a}, \hat{a} + 1 \\
\tilde{N}^{(i)}_{aa} &\rightarrow n_1 n_2.
\end{align*}
\]  

(7.1)

Tensor structures for \(n\)-point correlators have to be constructed out of these invariants while respecting the homogeneity constraints. There is a slight subtlety involved with the last three invariants. \(N_{c1b}, \tilde{N}_{aa}\) and \(\tilde{K}_{ab}\) are all independent at the three-point level. However,
they are not all independent for a higher-point correlator as $N_{c1b}$ can be generated from $\tilde{N}_{aa}$ (C). Depending on $n_1$ and $n_2$, the independence of $N_{c1b}$, $\tilde{N}_{aa}$ and $\tilde{K}_{ab}$ varies. We list down the different cases and the independent invariants associated to those cases:

\[
\begin{align*}
    n_1 &\geq 2 & n_2 &= 1 & \rightarrow N_{c1b} \\
    n_1 &\geq 1 & n_2 &= 2 & \rightarrow \tilde{N}_{aa} \\
    n_1 &= 0 & n_2 &\geq 3 & \rightarrow \tilde{K}_{ab} \\
    n_1 &\geq 1 & n_2 &\geq 3 & \rightarrow \tilde{N}_{aa}, \tilde{K}_{ab}.
\end{align*}
\]  

In all other cases, $N_{c1b}$, $\tilde{N}_{aa}$ and $\tilde{K}_{ab}$ do not appear. We quote the equation for the total number of invariants (3.21) again for convenience,

\[
3n_1^2 - 2n_1 + 2n_2^2 - 3n_2 + 5n_1n_2. \tag{7.3}
\]

Taking into account (7.2), the sum of all invariants listed in (7.1) becomes,

\[
\begin{align*}
    n_1 &\geq 2 & n_2 &= 1 & \rightarrow 3n_1^2 - 2n_1 + n_2^2 - 2n_2 + 5n_1n_2 \\
    n_1 &\geq 1 & n_2 &= 2 & \rightarrow 3n_1^2 - 2n_1 + n_2^2 - n_2 + 5n_1n_2 \\
    n_1 &= 0 & n_2 &\geq 3 & \rightarrow 3n_1^2 - 2n_1 + 2n_2^2 - 3n_2 + 4n_1n_2 \\
    n_1 &\geq 1 & n_2 &\geq 3 & \rightarrow 3n_1^2 - 2n_1 + 2n_2^2 - 3n_2 + 5n_1n_2.
\end{align*}
\]  

Except for the last case, this result does not seem to match with (7.3). The deviation from (7.3) can be calculated by subtracting our result from (7.3),

\[
\begin{align*}
    n_1 &\geq 2 & n_2 &= 1 & \rightarrow n_2^2 - n_2 = 0 & \implies n_2 = 1 \\
    n_1 &\geq 1 & n_2 &= 2 & \rightarrow n_2^2 - 2n_2 = 0 & \implies n_2 = 2, 0 \\
    n_1 &= 0 & n_2 &\geq 3 & \rightarrow n_1n_2 = 0 & \implies n_1 = 0 \\
    n_1 &\geq 1 & n_2 &\geq 3 & \rightarrow 0.
\end{align*}
\]  

We see that all the polynomials in (7.4) yield the same result as (7.3) as they are various limits of the same equation (7.3) at different $n_1$ and $n_2$.

The number of independent cross-ratios for $n_1$ bulk and $n_2$ defect operators were calculated in [26] and the number is,

\[
    n_1(n_1 + 1) + n_2(n_1 + 1) + \frac{n_2(n_2 + 1)}{2}. \tag{7.6}
\]

For the purpose of bootstrap in a defect CFT, higher (greater than three)-point correlators provide no new information. All of the defect CFT data is already accounted at three-point crossing level.

For a purely bulk $n$-point correlator, tensor structures can be constructed out of the invariants in (5.18). When we count the total number of independent invariants keeping in mind each invariant has $i, j, ...$ indices labelling the columns of Young representation as well, we get

\[
\frac{1}{2} \left( \sum_{a} \ell_1^{(i)} \right) \left( \sum_{a} \ell_1^{(j)} + 2n - \frac{3}{2} \right) + \sum_{a>b} \ell_1^{(a)} \ell_1^{(b)}. \tag{7.7}
\]
8 Parity Analysis

In our analysis so far, we have restricted to parity-even structures. In this section, we will consider parity-odd tensor structures. Parity entails a flip in one of the spatial directions. This implies that any Lorentz contraction would always be parity invariant. The Levi-Civita tensor \( \epsilon \) is required to construct a tensor structure that is parity-odd. The \( \epsilon \)-tensor with all its indices contracted gives a contribution from each direction. Hence, the structures made out of \( \epsilon \) are always parity odd. For the bulk operators which transforms under \( O(d + 1, 1) \) representation, the epsilon tensor is the full \( d+2 \) dimensional one. Let us consider a spin-1 operator in the presence of a co-dimension 2 defect:

\[
\langle O_\Delta(P, Z) \rangle = a_O \frac{\epsilon_{01...p+2IJ} P^I Z^J}{(P \circ P)^{\Delta+2}/2}.
\]

The spin-1 correlator was zero in the parity-even case while it is non-zero here with parity-odd structure. In a similar manner, one-point correlators of completely anti-symmetric tensors (or forms) which were previously vanishing are non-zero using parity-odd structures. The following one-point correlators are possible for forms in the presence of a \( q \) co-dimension defect:

\[
\langle O_{(q-1)}\text{-form}(P, \Theta) \rangle = \frac{\epsilon_{01...p+2IJ1\ldots I_q} P^I \Theta^J \ldots \Theta^{I_q}}{(P \circ P)^{\Delta+2}/2},
\]

\[
\langle O_{(p+1)}\text{-form}(P, \Theta) \rangle = \frac{\epsilon_{A_1\ldots A_p+212\ldots q} P^{A_1} \Theta^{A_2} \ldots \Theta^{A_{p+2}}}{(P \circ P)^{\Delta+2}/2},
\]

\[
\langle O_{q\text{-form}}(P, \Theta) \rangle = \frac{\epsilon_{A_1\ldots A_p+212\ldots q} P^{A_1} \Theta^{A_2} \ldots \Theta^{A_{p+2}} (P \circ P)^{(\Delta+2)/2} - q(P \circ \Theta)(\epsilon_{01...p+2IJ1\ldots I_q} P^I \Theta^J \ldots \Theta^{I_q})}{(P \circ P)^{(\Delta+2)/2}}.
\]

We find that \((q-1), (q), (p+1)\) and \((p)\)-forms can have a non-zero one-point correlator in the presence of a \( q \) co-dimension defect. Once again we get a check of the defect duality (4.12). A defect of co-dimension \( d + 2 - q \) gives a non-zero value to the same forms as a \( q \) co-dimension defect. The structure of the above one-point correlators imply,

\[
\partial^M D_M \langle O_{n\text{-form}}(P, \Theta) \rangle = 0,
\]

trivially. We do not obtain any constraints on the scaling dimension of the bulk operator from the above equation. The case for a non-zero expectation value of \((q-1)\)-form and \((p+1)\)-form has a clear physical picture. A defect CFT could have a \( p \)-form gauge potential \( A_p \) sitting on the defect:

\[
S_{CFT} = S' + \int_{M_p} A_p.
\]
Here $S'$ refers to other terms in the CFT action and the gauge potential $A_p$ is integrated over the entire defect. In such cases, the $(p+1)$-form field strength $dA_p$ can have a non-zero expectation value. The Hodge dual of the field strength $*dA_p$ is a $(m-1)$-form and it would also have a non-zero expectation value. Equation (8.6) can be explained by the fact that $d^2A_p$ and $d*dA_p$ vanish trivially.

Similarly, it is possible to construct parity-odd tensor structures for defect local operators. Defect operators have two quantum numbers, one for the parallel group and one for the transverse. This implies the defect operators can be parity-odd with respect to either. This is implemented by considering two separate $\epsilon$-tensors.

$$\epsilon_{AB\ldots p+2} \quad \text{and} \quad \epsilon_{IJ\ldots q} \quad (8.8)$$

Tensor structures constructed out of these two $\epsilon$-tensors will be parity-odd.

9 Components

Embedding space also simplifies the computation of conformal blocks. We would like to be able to carry out the conformal bootstrap program for defects directly in embedding space following the program initiated in [24, 25]. For completeness, we briefly mention the strategy to project down to physical space ($d$-dimensions) the results of previous sections. Only projections in the presence of flat defects are considered in this section. For a detailed review of component calculations for both spherical and flat cases we point the reader to [19]. To recover indices from a polynomial expression, the expression needs to be acted on by component derivatives. These derivatives are constructed to remove the auxiliary vectors while maintaining the required symmetry or anti-symmetry. It is important to note that the form of these derivatives is operator-representation dependent. The derivatives listed below only work with symmetric traceless operators and forms.

$$D^a = \left( p - \frac{2}{2} + b \frac{\partial}{\partial z^b} \right) \frac{\partial}{\partial z^a} - \frac{1}{2} z^a \frac{\partial^2}{\partial z^b \partial z^b}$$

$$D^i = \left( q - \frac{2}{2} + w^j \frac{\partial}{\partial w^j} \right) \frac{\partial}{\partial w^i} - \frac{1}{2} w^i \frac{\partial^2}{\partial w^j \partial w^j}$$

$$D^a = \frac{p - \frac{2}{2}}{2} \frac{\partial}{\partial \theta^a} + \theta^b \frac{\partial}{\partial \theta^b} \frac{\partial}{\partial \phi^a}$$

$$D^i = \frac{q - \frac{2}{2}}{2} \frac{\partial}{\partial \phi^i} + \phi^j \frac{\partial}{\partial \phi^j} \frac{\partial}{\partial \phi^i}$$

(9.1)

We have used $(a, i)$ to label physical space directions parallel and orthogonal to the defect. Projections to the Poincare section for bulk operator in the presence of a flat defect are:

$$Z^{A(i)}|_x = (0, 2x^m z^{(i)}_m, x^a), \quad Z^{I(i)}|_x = z^{(i)i}, \quad \Theta^{A(i)}|_x = (0, 2x^m \theta^{(i)}_m, x^a), \quad \Theta^{I(i)}|_x = \theta^{(i)i}$$

$$P^{A}|_x = (1, x^m x_m, x^a), \quad P^{I}|_x = x^i.$$  

(9.2)
While the projections to Poincaŕe section for a defect operator are:

\[
Z^{(i)}|_{x} = (0, 2x^a z^{(i)}_a, x^a), \quad Z^I|_{x} = 0, \quad W^A|_{x} = 0, \quad W^I(i)|_{x} = w^{(i)i},
\]

\[
\Theta^{(i)}|_{x} = (0, 2x^a \theta^{(i)}_a, x^a), \quad \Theta^I|_{x} = 0, \quad \Phi^{A}|_{x} = 0, \quad \Phi^{I(i)}|_{x} = \phi^{(i)i}, \quad \Phi^I|_{x} = 0.
\]

(9.3)

Using these results, we can project the contractions between different vectors in physical space:

\[
Z^{(i)}_1 \bullet Z^{(j)}_2 \rightarrow z^{(i)a}_1 z^{(j)b}_2 \eta_{ab}, \quad P_m \bullet Z^{(j)}_m = x^a_{mn} z^{(j)}_m - x^i_{n} z^{(j)}_i
\]

\[
-2P_m \bullet P_n = |x^m_{mn}|^2 + |x^i_{m}|^2 + |x^a_{i}|^2,
\]

(9.4)

where \(x^{mn} = x^m - x^n\). We are now in a position to list down the steps to implement component calculation:

1. For a correlator in embedding space, all the coordinates must be projected to the Poincaŕe patch and dot products evaluated via (9.4).

2. Depending on the correlator required component derivatives (9.1) must be acted accordingly.

As an example, we will obtain the physical space result for a bulk two-point correlator involving a 2-form and a vector. Our goal is to compute \( \langle O^{(ab)}_1(x_1)O^{(c)}_2(x_2) \rangle \) from (5.23). We will directly work in \( \theta \)-basis for components as there is no symmetry in the correlator indices. To obtain the correct correlator, the terms in (5.23) containing \( \theta^a_i \theta^b_j \theta^c_k \) are required. Only one tensor structure contains the required terms.

\[
S^{(1,1)}_{12} K^{(1)}_{12} = -\frac{(\Theta_1 \bullet \Theta_2)(P_1 \circ P_1)(P_1 \circ P_2)(P_2 \circ P_2)(P_2 \bullet \Theta_1)}{(P_1 \circ P_1)^{3/2}(P_2 \circ P_2)^2}. (9.5)
\]

Projecting down to \( d \)-dimensions we obtain,

\[
S^{(1,1)}_{12} K^{(1)}_{12} | = \frac{(\theta^a_i \theta^b_j \eta_{ef})(x^a_{21} \theta^b_j \eta_{gh} - \theta^a_i x^i_2)(x^i_1 x^j_2)}{|x^i_1||x^i_2|^2}. (9.6)
\]

The structure of the required correlator suggests the form of the derivatives to be \( D^a_{\theta_2} D^b_{\theta_1} D^c_{\theta_1} \). The antisymmetry in the indices \( a, b \) is manifest due to anti-commutation among \( \theta_1 \)s.

\[
D^a_{\theta_2} D^b_{\theta_1} D^c_{\theta_1}(\theta^a_i \theta^b_j \eta_{ef})(x^a_{21} \theta^b_j \eta_{gh} - \theta^a_i x^i_2) \frac{x^i_1 x^j_2}{|x^i_1||x^i_2|^2} = (\alpha^3 - \alpha^2)(\eta^{ac}_{21} - \eta^{bc}_{21}) \frac{x^i_1 x^j_2}{|x^i_1||x^i_2|^2} \quad \text{where} \quad \alpha = \left( p - \frac{2}{2} \right).
\]

(9.7)

This result has the desired antisymmetry in \( a \) and \( b \). The full correlator in physical space is,

\[
\langle O^{(ab)}_1(x_1)O^{(c)}_2(x_2) \rangle = (\alpha^3 - \alpha^2)(\eta^{ac}_{21} - \eta^{bc}_{21}) \frac{x^i_1 x^j_2}{|x^i_1||x^i_2|^2} f_b(\xi_1, \xi_2). (9.8)
\]
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Even though this procedure for obtaining components is universal and works for arbitrary representations, the form of the derivative operators (9.1) is quite complicated for representations involving multiple $Z$s or $\Theta$s per operator. In those complicated cases, the procedure for calculating components has been given in [23]. Our goal is to work in embedding space itself so we will not follow this path.

10 Defects in Arbitrary Representation of $SO(q)$

In previous sections, we had considered defects transforming as singlets under the global $SO(q)$ group. In this section, we will consider correlators of operators in the presence of a defect transforming in arbitrary representations of $SO(q)$. The defect will also have indices (symmetric, anti-symmetric, or mixed symmetric). We will contract defect indices with a $\Theta$-basis anti-symmetric auxiliary vector $\chi^I$ while demanding that $\chi^I$ is transverse. Schematically this looks like:

$$D^q(P_\alpha)_{I_1\cdots I_n} \chi^{I_1} \cdots \chi^{I_n}. \quad (10.1)$$

We have defined $\chi$s to be transverse by construction. $\chi$s have the following property,

$$\chi^{(i)} \circ \chi^{(j)} = 0. \quad (10.2)$$

For defects indices we use $Y$ as a $Z$-basis vector of the orthogonal group. We will only consider parity-even tensor structures of one and two-point correlators. We give an analogous formula (3.21) to count the number of invariants (ignoring the $i$ – index of defect and operators):

$$3n_1^2 + 2n_2^2 - 2n_2 + 5n_1n_2. \quad (10.3)$$

Dipole moments can be considered as vector-defects in a quantum field theory. In a conformal theory, defect in arbitrary representations under $SO(q)$ can be constructed by integrating an operator in the same representation of $SO(q)$ over the entire hyperplane of the defect. Schematically this looks like:

$$D^q(P_\alpha, \chi_1) = \int_Y O(Y, \Theta)|_Y \ d^qY, \quad (10.4)$$

where $O(Y, \Theta)$ has support only on the hyperplane.

10.1 One-Point Correlator

The new invariants that can appear in a one-point correlator of a bulk operator are the following,

$$P_a^{(i)} = \frac{P_a \circ \chi^{(i)}}{(P_{aa})^{1/2}},$$

$$R_a^{(i,j)} = \frac{P^A \lambda^{(j)}}{(P_{aa})^{1/2}}. \quad (10.5)$$

We obtain the following invariants (including the previously known invariants),

$$H_1^{(i,j)}, R_1^{(i,j)}, P_1^{(i)}. \quad (10.6)$$
The singlet defect case had only one invariant (4.2), whereas now there are three. As an example, let us consider a vector in the presence of a one-form (or vector) defect. Only one tensor structure can be constructed,
$$\langle O(\Theta) \rangle_D(\chi) = \frac{R^1_1}{(X \circ X)^{\Delta/2}}.$$  (10.7)

It is interesting to find that the vector operator has a non-zero one-point correlator. In the singlet defect case the one-point correlator of the vector vanishes.

### 10.2 Two-Point Correlators

#### 10.2.1 Bulk-Bulk

In addition to the invariants listed in (5.18) and (10.5), it might also be possible to construct the following invariant:
$$\mathcal{T}^{(i,j,k)}_{ab} = \frac{C_a^{(i)A} C_b^{(j)A} P_a \chi^{(k)}}{P_{aa}(P_{bb})^{1/2}}.$$  (10.8)

However this is not independent and it can be related to previously known invariants:
$$(P_1 \circ P_1)(P_2 \circ P_2)^{1/2}(P_1 \bullet P_2) T_{12} = (C_2^{AI} P_1^A \chi^J)(C_1^{AI} P_2^A P_1^I) + \frac{C_1^{AB} C_2^{AB}}{2} (P_1 \circ P_1)(P_2 \circ \chi).$$  (10.9)

Combining all the invariants together, any tensor structure has to be constructed out of the following invariants:
$$H^{(i,j)}_1, H^{(i,j)}_2, S^{(i,j)}_{12}, \bar{S}^{(i,j)}_{12}, K^{(i)}_{12}, \bar{K}^{(i)}_{12}, \bar{K}^{(i)}_{21}, \bar{K}^{(i)}_{21}, \mathcal{P}^{(i)}, \mathcal{P}^{(i)}_2, \mathcal{R}^{(i,j)}_1, \mathcal{R}^{(i,j)}_2.$$  (10.10)

For a defect in symmetric traceless representation, we can again use the trick of replacing all $\chi^i$-vector with a single $Y$-auxiliary vector. Tensor structures can be constructed out of these invariants for two-point correlators by equating homogeneity of the bulk operators with that of the product of invariants.

#### 10.2.2 Defect-Defect

Only one new invariant appears in this case,
$$\mathcal{R}^{(i,j)}_a = \Phi^{(i)}_a \circ \chi^{(j)}.$$  (10.11)

Including the previously known invariants, the list of invariants in this case is:
$$H^{(i,j)}_{12}, \bar{H}^{(i,j)}_{12}, \bar{R}^{(i,j)}_1, \bar{R}^{(i,j)}_2.$$  (10.12)

If the defect operators only carry parallel quantum numbers, all correlators vanish. This is because the defect index is in the orthogonal direction and it needs another orthogonal index to contract with. The defect CFT becomes trivial in this case. It is necessary for defect local operators to carry orthogonal quantum numbers to have non-zero correlation functions in the case of defects with spin.
No new invariants can be constructed at this level. The possible invariants for a two-point correlator involving a bulk operators and a defect operator are,

$$R^{(i,j)}_1, P^i_1, \bar{R}^{(i,j)}_i, H^{(i,j)}_1, H^i_1, G^i_1, \tilde{G}^{(i,j)}_1, K^i_1.$$  (10.13)

As an example, we would like to know the bulk scalar decomposition in the presence of a defect transforming as a $m$-form under $SO(q)$. In this case the only invariants that we can use are $P^i_1, G^i_1, \bar{R}_i$. We find that only defect operators whose representation (under $SO(q)$) has a height less or equal to $m + 1$ appear in the decomposition. When the $m$-form defect is a 0-form (singlet) the maximum height of defect operator-representation is one, the same as shown in (5.15).

### 11 Implementing Bootstrap

#### 11.1 CFT Data

A defect CFT (dCFT) has two sets of CFT data in addition to couplings between the bulk and the defect sector. The total data-set of a dCFT is:

$$\{\Delta, \hat{\Delta}, f_{ijk}, \hat{f}_{ijk}, b_{ij}\}.$$  (11.1)

We have represented both the bulk-to-defect and defect-to-bulk couplings by $b_{ij}$. Depending on whether the defect is flat or spherical the couplings will be bulk-to-defect or defect-to-bulk respectively. It was pointed out in [16] that the data-set in (11.1) is redundant as all the bulk operators can be decomposed in terms of defect operators. The four-point crossing equation for the theory living on the defect (in principle) fixes all the data of the defect sector. The remaining information about the bulk and the bulk-to-defect couplings are captured by crossing equations of the $\langle O_1O_2 \rangle$ and $\langle O_1O_2\hat{O}_3 \rangle$ correlators. We will begin by considering a two-point correlator of two bulk scalars. A bulk two point function has two expansion channels (Figure 3) 2. They yield a crossing equation in terms of $\{b_{ij}, f_{ijk}\}$,

$$\sum_{\hat{O}} b_{\hat{O}}^2 F(\hat{\Delta}_\hat{O}, \eta) = \sum_{O} f_{\Phi O} b_{O1} \hat{F}(\Delta_O, \eta).$$  (11.2)

$F$ and $\hat{F}$ are conformal blocks which are functions of scaling dimensions and relevant cross ratios. Their explicit form was calculated in [14, 19]. The crossing equation has been studied both analytically [19, 20] and numerically [16, 17]. This problem is challenging to solve numerically as the right-side (11.2) does not have positive coefficients. This crossing relation does not provide us with the complete information of the dCFT data as we are missing $\hat{f}_{ijk}$. We move on to three point correlators involving two bulk operators and one defect operator to find a relation involving the missing dCFT data.

---

2 We thank Daniel for the terminology.
\[ \langle \Phi_1 \Phi_2 \hat{O}_3 \rangle = \frac{F(\eta)}{(P_{11})^{\frac{\Delta_1 - \hat{\Delta}_1}{2}} (P_{22})^{\frac{\Delta_2 - \hat{\Delta}_2}{2}} (P_{13})^{\frac{\hat{\Delta}_3}{2}} (P_{23})^{\frac{\Delta_3}{2}}} \] (11.3)

We use \( \eta \) to collectively refer to all cross ratios. Just like the two point case we have two channels here as well.

\[ F(\eta) = \sum_{\hat{O}_1} \sum_{\hat{O}_2} b_{\phi_1 \hat{O}_1} b_{\phi_2 \hat{O}_2} \hat{f}_{\hat{O}_1 \hat{O}_2 \hat{O}_3} \check{G}(\eta, \hat{\Delta}_1, \hat{\Delta}_2) \] (11.4)

In the other channel we have,

\[ F(\eta) = \sum_{\phi} f_{\phi_1 \phi_2 \phi} b_{\phi \hat{O}_3} \check{G}(\Delta_\phi, \eta). \] (11.5)

\( \Delta \) and \( \hat{\Delta} \) stand for scaling dimensions of operators appearing in the intermediate channels. \( \check{G} \) and \( \check{G} \) are the conformal blocks, which are functions of cross-ratios. These functions can be determined by acting with the Casimir operator as was done in [19]. We leave the determination of these functions to a future work.

### 11.2 Large \( b_{\Phi \hat{\chi}} \) Limit

Starting with the seminal work of [7], the bootstrap program has been highly successful in obtaining bounds on scalar operators for a variety of cases. The crossing equation (11.2) was considered numerically in [17] for arbitrary values of \( b_{ij} \) and bound on boundary scalar was found under the assumption of positivity of right side constants. We would like to study this equation in a different limit where one of the couplings between a bulk scalar and a boundary scalar (\( b_{\Phi \hat{\chi}} \)) is taken to be very large compared to all other couplings. We will find that such a limit is not physical.
We assume that the dCFT data \{\hat{\Delta}, \hat{f}_{ijk}\} is fixed and known. The scalar \(\Phi\) decomposes almost entirely into the defect operator \(\hat{\chi}\) in the large \(b_{\Phi}\hat{\chi}\) limit (described earlier). Equating (11.4) and (11.5) we get,

\[ f_{\Phi\Phi\Phi} \approx b_{\Phi\hat{\chi}}\hat{f}_{\hat{\chi}\hat{\chi}\hat{\chi}} \frac{\hat{G}(\eta, \hat{\Delta}_\chi)}{\hat{G}(\eta, \Delta_\Phi)}. \] (11.6)

Three-point OPE coefficients cannot be arbitrarily large [9, 11] hence, \(\hat{G}(\eta, \Delta_\Phi)\) in the denominator has to be large. Being linear in \(b_{\Phi\hat{\chi}}\), \(f_{\Phi\Phi\Phi}\) will dominate over all other bulk 3 point coefficients. In the large \(b_{\Phi\hat{\chi}}\) limit (11.2) becomes:

\[ b_{\Phi\hat{\chi}}^2 F(\hat{\Delta}_\chi, \eta) = \sum_O f_{\Phi\Phi\Phi} O_{\Phi\Phi\Phi} \hat{F}(\Delta_O, \eta). \] (11.7)

Since the dominating contribution on the right hand side comes entirely from \(f_{\Phi\Phi\Phi}\) we obtain,

\[ b_{\Phi\hat{\chi}} F(\hat{\Delta}_\chi, \eta) \approx b_{\Phi\hat{\chi}} \hat{f}_{\hat{\chi}\hat{\chi}\hat{\chi}} \frac{\hat{G}(\eta, \hat{\Delta}_\chi) \hat{F}(\Delta_\Phi, \eta)}{\hat{G}(\eta, \Delta_\Phi)}. \] (11.8)

Due to our assumption we know either the bounds or values of \(\Delta_\chi\) and \(\hat{f}_{\hat{\chi}\hat{\chi}\hat{\chi}}\) appearing in the equation. The left side grows linearly in \(b_{\Phi\hat{\chi}}\), while \(b_{\Phi\hat{\chi}}, \hat{f}_{\hat{\chi}\hat{\chi}\hat{\chi}}\) and \(\hat{G}(\eta, \hat{\Delta}_\chi)\) are finite and fixed. The only way for the right-side to match the the growth of \(b_{\Phi\hat{\chi}}\) is if \(\hat{G}(\eta, \Delta_\Phi)\) in the denominator is small. However this is contradictory to the conclusion drawn from (11.6). We thus rule out theories where one bulk-boundary coupling is arbitrarily large.

12 Brief Aside on Multiple Defects

We will briefly discuss the case of multiple defects in this section. The vacuum expectation value in the presence of two defects was first calculated in [21]. Even in this simple case with no operator insertion, the result involves a conformal block as conformal symmetry is inadequate to fix the correlator completely. Let us consider a one-point correlator in the presence of two defects,

\[ \langle D_{q_1}(P_\alpha)D_{q_2}(Q_\rho)\Phi(X) \rangle = \sum_{(a,b)} k_{(a,b)} f^{(a,b)}(\eta, \beta) \frac{\hat{G}(\eta, \hat{\Delta}_\chi)^2}{\hat{G}(\eta, \Delta_\Phi)^2}. \] (12.1)

with \(2a + 2b = \Delta\). This equation has infinite solutions. Different sets constructed out of these solutions would result in different dCFTs. Bulk-to-defect coefficients are denoted by \(k_{(a,b)}\). \(f^{(a,b)}(\eta, \beta)\) is the conformal block which is a function of cross-ratios, denoted collectively by \(\eta\) and \(\beta\).

\[ \eta_\gamma = \text{Tr}(M^\gamma) \quad \text{where} \quad M_{\alpha\beta} = (P_\alpha \cdot Q_\rho)(P_\beta \cdot Q_\rho). \] (12.2)

The index \(\gamma\) runs over the number of cross-ratios. In [21] the number of cross-ratio was calculated to be \(\text{min}(q_1, q_2, d - q_1 + 2, d - q_2 + 2)\). In addition to \(\eta_\alpha\) there is an additional cross-ratio involving the bulk operator:

\[ \beta = \frac{(P_\alpha \cdot X)(P_\alpha \cdot X)}{(Q_\rho \cdot X)(Q_\rho \cdot X)}. \] (12.3)
Figure 4. Two flat defects of same co-dimension are placed parallel to each other. In this case the symmetry is broken into $SO(d+1,1) \rightarrow SO(p+1,1) \times SO(q-1)$. The reduction from $SO(q)$ to $SO(q-1)$ occurs because the perpendicular direction between the defects is not a symmetry anymore. The red circle represents the quantizing sphere for each defect. For an operator placed between the defects can have bulk-to-defect decomposition with respect to either of the defects. The yellow region is the region of convergence for the expansion.

No matter which flat defect we choose to expand the bulk operator about, the expectation value of a bulk operator should be the same. We parametrize the one-point correlator in the following manner:

$$
\sum_{\{a\}} \lambda^a k_a f^{(a)}(\eta, \beta) \frac{(Q_\beta \cdot X)^\Delta}{(P_\alpha \cdot X)^2}, \quad \text{where } \lambda = \frac{(Q_\alpha \cdot X)^2}{(P_\alpha \cdot X)^2}.
$$

This is the natural basis of expansion about $D^m(Q_\alpha)$. We can similarly have another basis for expansion about $D^n(P_\alpha)$. $\{a\}$ is an arbitrary set of numbers which correspond to different tensor structures and $k_a$s are the coefficients associated with these tensor structures. Two similar co-dimension defects placed parallel to each other are considered in [Figure 4]. The one-point correlator should be the same irrespective of the bulk-to-defect channel used. For this to happen the bulk-to-defect couplings of both the defects should be the same.

In case of a single defect, the bulk-to-defect couplings were $b_{ij}$. With multiple defects, this set is enlarged by an additional index $\{a\}$, which parametrizes the new tensor structures.

$$
dCFT data: \{\Delta, \tilde{\Delta}, f_{ijk}, \tilde{f}_{ijk}, b^a_{ij}\}.
$$

13 Concluding Remarks

We have constructed correlators of operators in a theory where the symmetry group is broken into $SO(p+1,1) \times SO(q)$. We were able to identify the different representations of defect operators that can appear in the bulk-to-defect expansion of a given bulk operator. We have also computed all the invariants that can appear at the level of one-point, two-point and three-point correlators. Their generalizations to $n$-point correlators are also
discussed. We also discuss one and two-point correlators for defects transforming in arbitrary representations of the orthogonal $SO(q)$ group.

A study of the affect that varying bulk-to-defect coupling has on the bulk operators would be interesting, but unfortunately it can only be studied using numerical techniques [15]. Fusion of two or more defects should also be an interesting problem to tackle in higher dimensions. In a future work we would like to calculate the conformal blocks for three-point correlators listed in section (11). These blocks are essential for bootstrap calculations. It would also be interesting to apply the shadow formalism of conformal block calculation [27] in the defect case.

Analytic continuation of defect CFTs to the Lorentzian signature is also interesting. In this case, it would be interesting to study the expectation value of light-ray operators [31] and consequently the average null energy condition (ANEC). It has recently been shown [28, 29] that the ANEC can be used to place a lower bound on operator dimensions. It would be interesting to apply this method to the case of a defect CFT. In a future work our goal is to report progress in these directions.
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A Notations

We will summarize the notation used throughout the paper in this section. Notations for directions are,

\[ \begin{align*}
M, N, & \cdots \rightarrow \text{Directions of the embedding space.} \\
A, B, & \cdots \rightarrow \text{Directions parallel to the defect in the embedding space.} \\
I, J, & \cdots \rightarrow \text{Directions orthogonal to the defect in the embedding space.} \\
m, n, & \cdots \rightarrow \text{Directions in physical space.} \\
a, b, & \cdots \rightarrow \text{Direction parallel to defect in physical space.} \\
i, j, & \cdots \rightarrow \text{Directions orthogonal to the defect in physical space.}
\end{align*} \]

(A.1)

Notation for position and auxiliary vectors:

\[ \begin{align*}
P_a & \rightarrow \text{Position of bulk local operator } a. \\
P_{\hat{a}} & \rightarrow \text{Position of defect local operator } \hat{a}. \\
\Theta^{(i)}_a/Z^{(i)}_a & \rightarrow \text{Auxiliary vector associated with } i\text{-th column/row of bulk operator.} \\
\Theta^{(i)}_{\hat{a}}/Z^{(i)}_{\hat{a}} & \rightarrow \text{Auxiliary vector associated with } i\text{-th column/row of defect operator } (SO(p+1,1)). \\
\bar{\Theta}^{(i)}_{\hat{a}}/\bar{Z}^{(i)}_{\hat{a}} & \rightarrow \text{Auxiliary vector associated with } i\text{-th column/row of defect operator } (SO(q)).
\end{align*} \]

(A.2)
Notation for representation:
\[ n^C_{a/R} \rightarrow \text{Number of columns/rows in bulk-operator } a. \]
\[ n^C_{\hat{a}/R} \rightarrow \text{Number of columns/rows in defect-operator } \hat{a}. \]
\[ \lambda_a \rightarrow \text{Representation of a bulk operator under } SO(d + 1, 1). \]
\[ \lambda_{\hat{a}} \rightarrow \text{Representation of a defect operator under } SO(1 + p, 1). \]
\[ \bar{\lambda}_{\hat{a}} \rightarrow \text{Representation of a defect operator under } SO(q). \]
\[ l^{(i)}_a / h^{(i)}_a \rightarrow \text{Length/height of } i\text{-th row/column of bulk operator.} \]
\[ l^{(i)}_{\hat{a}} / h^{(i)}_{\hat{a}} \rightarrow \text{Length/height of } i\text{-th row/column of defect operator under } SO(p + 1, 1). \]
\[ \bar{l}^{(i)}_{\hat{a}} / \bar{h}^{(i)}_{\hat{a}} \rightarrow \text{Length/height of } i\text{-th row/column of defect operator under } SO(q). \]

Notation of operators and couplings:
\[ O \rightarrow \text{Bulk operator.} \]
\[ \hat{O} \rightarrow \text{Defect operator.} \]
\[ b_{O\hat{O}} \rightarrow \text{Bulk-to-defect coupling between bulk } O \text{ and defect } \hat{O}. \]
\[ f_{OOO} \rightarrow \text{Three-point coupling of Bulk sector.} \]
\[ \hat{f}_{O\hat{O}O} \rightarrow \text{Three-point coupling of defect sector.} \]
\[ \Delta \rightarrow \text{Scaling dimension of bulk operator.} \]
\[ \hat{\Delta} \rightarrow \text{Scaling dimension of defect operator.} \]

B Invariants

We will list down all invariants schematically (and suppressing the \( i\)-indices) beginning with no C-tensor case. Hats on vectors means that they are associated with defect local operators. We consider both \( SO(1 + p, 1) \) and \( SO(q) \) contractions together:
\[ P\Phi \rightarrow G_{a\hat{a}}, \]
\[ \Phi\Phi \rightarrow H_{\hat{a}\hat{b}}. \]  
(B.1)

Moving on to single C-tensor case:
\[ CPP \rightarrow K_{ab}, \hat{K}_{ab}, \]
\[ CP\hat{P} \rightarrow K_{a\hat{a}}, \]
\[ C\hat{P}\hat{P} \rightarrow \text{can be reduced using } K_{a\hat{a}}, \]
\[ CP\Phi \rightarrow \hat{G}_{a\hat{a}}, \quad C\hat{P}\Phi \rightarrow \text{can be reduced using } \hat{G}_{a\hat{a}} \text{ and } K_{a\hat{a}}. \]
\[ \hat{C}PP \rightarrow N_{kab}, \]
\[ \hat{C}P\hat{P} \rightarrow \hat{N}_{\hat{a}\hat{a}}, \]
\[ \hat{C}P\hat{P} \rightarrow K_{\hat{a}\hat{b}}, \]
\[ \hat{C}P\Phi \rightarrow \text{not possible}, \quad C\hat{P}\Phi \rightarrow \text{not possible}. \]  
(B.2)
Moving on to two bulk C-tensor contractions:

\[ CC \rightarrow H_a, \]
\[ CCPP \rightarrow S_{ab}, \bar{S}_{ab}, \]
\[ CCP\hat{P} \rightarrow \text{can be reduced using } S_{ab}, \bar{S}_{ab}, \]
\[ CC\hat{P}\hat{P} \rightarrow \text{can be reduced using } S_{ab}, \bar{S}_{ab}, \]
\[ CCP\Phi \rightarrow \text{can be reduced using } CP\Phi \text{ and } H_{ab}, \quad CC\hat{P}\Phi \rightarrow \text{can be reduced.} \]

Two defect C-tensor contractions:

\[ \hat{C}\hat{C} \rightarrow H_{\bar{a}b}, \]
\[ \hat{C}\hat{C}PP \rightarrow \text{can be reduced using } H_{\bar{a}b}, \]
\[ \hat{C}\hat{C}P\hat{P} \rightarrow \text{can be reduced,} \quad (B.3) \]
\[ \hat{C}\hat{C}\hat{P}\hat{P} \rightarrow \text{can be reduced,} \quad (B.4) \]
\[ \hat{C}\hat{C}\Phi \rightarrow \text{not possible,} \quad \hat{C}\hat{C}\hat{P}\Phi \rightarrow \text{not possible.} \]

Lastly we consider one defect C-tensor and one bulk C-tensor contractions,

\[ \hat{C}C \rightarrow H_{a\bar{a}}, \]
\[ \hat{C}CPP \rightarrow \text{can be reduced using } H_{a\bar{a}}, \]
\[ \hat{C}CPP \rightarrow \text{can be reduced,} \quad \hat{C}\hat{C}\Phi \rightarrow \text{can be reduced,} \quad (B.5) \]
\[ \hat{C}\hat{C}\Phi \rightarrow \text{can be reduced,} \quad \hat{C}\hat{C}\hat{P}\Phi \rightarrow \text{can be reduced.} \]

C Useful Identities

In this section we will list down some important identities involving C-tensors. We will first begin with single C-tensor case:

\[ (P_1 \circ P_2)C_1^{AI}P_1AP_2I = (P_1 \bullet P_2)C_2^{AI}P_2AP_1I + (P_2 \circ P_2)C_2^{AI}P_1AP_2I, \quad (C.1) \]
\[ C_1^{AI}P_2AP_3I = \frac{(P_1 \bullet P_3)}{(P_1 \bullet P_1)}C_1^{AI}P_1AP_3I + \frac{(P_1 \circ P_3)}{(P_1 \circ P_2)}C_1^{AI}P_2AP_3I \]
\[ - \frac{(P_1 \circ P_3)(P_1 \bullet P_2)}{(P_1 \circ P_2)(P_1 \bullet P_1)}C_1^{AI}P_1AP_2I. \quad (C.2) \]

Moving on to two C-tensor identities,

\[ (P_1 \circ P_2)C_1^{AI}C_2^{AJ}P_3IP_3J = (P_1 \circ P_3)C_1^{AI}C_2^{AJ}P_1IP_2J - (C_1^{AI}P_1AP_3I)(C_2^{AJ}P_1AP_3J), \quad (C.3) \]
\[ C_1^{AI}C_2^{AJ}P_2IP_3J = \frac{(P_1 \circ P_2)^2}{(P_1 \circ P_1)(P_2 \circ P_2)}C_1^{AI}C_2^{AJ}P_1IP_2J - \frac{(P_1 \bullet P_2)}{(P_1 \circ P_1)(P_2 \circ P_2)}C_1^{AI}P_1AP_2IP_1J \]
\[ - \frac{1}{(P_1 \circ P_1)}C_1^{AI}P_1AP_2IP_1P_1J - \frac{1}{(P_2 \circ P_2)}C_2^{BJ}P_1AP_2IP_1J, \quad (C.4) \]
\[ (P_2 \bullet P_2)C_1^{AI}C_2^{BJ}P_1IP_3J = (P_2 \bullet P_3)C_1^{AI}C_2^{BJ}P_1AP_2BP_2 + (C_1^{AI}P_1AP_2J)(C_2^{AB}P_3AP_2B). \quad (C.5) \]
D  Equation for Tensor Structures

In this section we will list down the non-negative integer equations for different correlators.

D.1  \langle OO \rangle

We list down the powers of different invariants in a tensor structure,

\begin{align*}
H_1^{(i,j)} &\to a_{ij}, & H_2^{(i,j)} &\to b_{ij}, & H_3^{(i,j)} &\to c_{ij}, \\
S_{12}^{(i,j)} &\to e_{ij}, & S_{23}^{(i,j)} &\to f_{ij}, & S_{31}^{(i,j)} &\to g_{ij},
\end{align*}

\[ K_{12}^{(i)} &\to j_{i}, & K_{21}^{(i)} &\to k_{i}, & K_{23}^{(i)} &\to l_{i}, & K_{32}^{(i)} &\to m_{i}, & K_{31}^{(i)} &\to n_{i}, & K_{13}^{(i)} &\to o_{i},
\]

\[ \tilde{K}_{12}^{(i)} &\to p_{i}, & \tilde{K}_{21}^{(i)} &\to q_{i}, & \tilde{K}_{23}^{(i)} &\to r_{i}, & \tilde{K}_{32}^{(i)} &\to s_{i}, & \tilde{K}_{31}^{(i)} &\to t_{i}, & \tilde{K}_{13}^{(i)} &\to u_{i}.
\]

Using a similar notation listed in (5.9) we have:

\begin{align*}
 h_1^{(i)} &= \sum_j a_{ij} + \sum_j c_{ij} + \sum_j d_{ij} + e_i + g_i, \\
 h_2^{(i)} &= \sum_j b_{ij} + \sum_j c_{ij} + \sum_j d_{ij} + f_i + h_i,
\end{align*}

\begin{align*}
 h_3^{(i)} &= \sum_j c_{ij} + \sum_j e_{ij} + \sum_j f_{ij} + \sum_j h_{ij} + m_i + n_i + s_i + t_i.
\end{align*}

D.2  \langle OOO \rangle

Powers of each invarinat are denoted as,

\begin{align*}
H_1^{(i,j)} &\to a_{ij}, & H_2^{(i,j)} &\to b_{ij}, & H_3^{(i,j)} &\to c_{ij}, \\
S_{12}^{(i,j)} &\to d_{ij}, & S_{23}^{(i,j)} &\to e_{ij}, & S_{31}^{(i,j)} &\to f_{ij},
\end{align*}

\[ S_{23}^{(i,j)} \to g_{ij}, & S_{31}^{(i,j)} \to h_{ij}, & K_{23}^{(i)} \to l_{i}, & K_{32}^{(i)} \to m_{i}, & K_{13}^{(i)} \to o_{i},
\]

\[ K_{12}^{(i)} \to j_{i}, & K_{21}^{(i)} \to k_{i}, & K_{31}^{(i)} \to n_{i}, & \tilde{K}_{12}^{(i)} \to p_{i}, & \tilde{K}_{21}^{(i)} \to q_{i}, & \tilde{K}_{31}^{(i)} \to s_{i}, & \tilde{K}_{13}^{(i)} \to t_{i}, & \tilde{K}_{23}^{(i)} \to u_{i}.
\]

We get the following system of equation:

\begin{align*}
 h_1^{(i)} &= \sum_j a_{ij} + \sum_j d_{ij} + \sum_j e_{ij} + \sum_j f_{ij} + \sum_j g_{ij} + \sum j i_i + j_i + o_i + p_i + u_i, \\
 h_2^{(i)} &= \sum_j b_{ij} + \sum_j d_{ij} + \sum_j e_{ij} + \sum_j f_{ij} + \sum j i_j + l_i + q_i + r_i, \\
 h_3^{(i)} &= \sum_j c_{ij} + \sum_j e_{ij} + \sum_j f_{ij} + \sum j h_{ij} + m_i + n_i + s_i + t_i.
\end{align*}

D.3  \langle OO\tilde{O} \rangle

Let us denote the power of each invariant by the following symbols,

\begin{align*}
 G_{13}^{(i)} &\to a_{i}, & G_{23}^{(i)} &\to b_{i}, & H_1^{(i,j)} &\to c_{ij}, & H_2^{(i,j)} &\to d_{ij}, & \tilde{K}_{12}^{(i)} &\to e_i, & K_{12}^{(i)} &\to f_i
\]

\[ K_{12}^{(i)} \to j_i, & K_{21}^{(i)} \to k_i, & G_{13}^{(i,j)} \to i_j, & G_{23}^{(i,j)} \to j_i, & H_{13}^{(i,j)} \to k_{ij}, & H_{23}^{(i,j)} \to l_{ij},
\]

\[ S_{12}^{(i,j)} \to m_{ij}, & S_{12}^{(i,j)} \to n_{ij}, & K_{13}^{(i)} \to o_i, & K_{23}^{(i)} \to p_i, & N_{3,12}^{(i)} \to q_i.
\]
Let the number of $\Theta$-rows of the bulk operators be $n^C_1$ and $n^C_1$. For the defect operator we have two quantum number whose $\Theta$ and $\Phi$ rows are $\hat{n}^C_3$ and $\bar{n}^C_3$.

\[
\begin{align*}
  h_1^{(i)} &= \sum_j c_{ij} + c_i + f_i + \sum_j i_{ij} + \sum_j k_{ij} + \sum_j m_{ij} + \sum_j n_{ij} + o_i, \\
  h_2^{(i)} &= \sum_j d_{ij} + g_i + h_i + \sum_j j_{ij} + \sum_j l_{ij} + \sum_j m_{ji} + \sum_j n_{ji} + p_i, \\
  h_3^{(i)} &= \sum_j k_{ji} + \sum_j l_{ji} + q_i, \\
  \bar{h}_3^{(i)} &= a_i + b_i + \sum_j i_{ji} + \sum_j j_{ji}.
\end{align*}
\]

(D.6)
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