Continuous Data Assimilation for Displacement in a Porous Medium
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Abstract In this paper we propose the use of a continuous data assimilation algorithm for miscible flow models in a porous medium. In the absence of initial conditions for the model, observed sparse measurements are used to generate an approximation to the true solution. Under certain assumption of the sparse measurements and their incorporation into the algorithm it can be shown that the resulting approximate solution converges to the true solution at an exponential rate as time progresses. Various numerical examples are considered in order to validate the suitability of the algorithm.
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1 Introduction

Computational and mathematical modeling is strongly motivated by the desire to predict future states of dynamical systems. However, the use of mathematical models to describe a system of interest becomes impractical if the initial state of the system can not be accurately described. For example, the construction of an accurate model for the spread of a contaminant as it infiltrates a porous subsurface is unrealistic if its concentration profile can not be measured at a sufficiently fine resolution. In contrast, it is reasonable to assume that a series of observational measurements at sparse spatial locations and times can be obtained. By properly handling this data, the current state of the dynamical system can be predicted.
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The idea of feedback control can arguably be traced back to the notion of Luenberger observer (see for example [29,15,37]). Utilization of this feedback control in combination with a Bayesian probabilistic method to weather prediction is seen in [28]. Applications to data assimilation for problems modeled by Navier-Stokes equations were investigated, for example, in [11,8,4]. The data assimilation is performed by introducing a set of sparse measurements as a feedback control term in the governing model. The resulting model problem then generates an approximate solution that tends toward the reference solution. Furthermore, under certain assumptions of regularity of the data it can be shown that this convergence will occur at an exponential rate. This approach provides a very practical and efficient way to find reasonable estimates of the current and future states of a dynamical system when sparse set of data measurements are available. A numerical validation study of this method for the 2D Navier-Stokes equations with periodic boundary conditions has previously been performed in [24]. In that study, a finite set of Fourier modes of the true solution are used to determine the feedback control term. Numerical experiments in this reference demonstrate that an exponential rate of convergence is achieved only when the value of the relaxation parameter for the feedback control term is chosen within an appropriate interval. This feature is consistent with theoretical results about the existence upper and lower bounds for this relaxation parameter.

In this work we incorporate the data assimilation algorithm introduced by Azouani, Olson, and Titi [4] with a model for miscible flow and transport to predict the spread of a contaminated fluid through a porous domain in the absence of information about initial condition. The underlying assumption is that sparse measurements of the contaminant concentration are available. In practice such measurements can be obtained in a relatively inexpensive fashion using direct current resistivity or frequency and time domain electromagnetic methods [6]. The proposed procedure gives a viable alternative to the reconstruction of the initial state of an aquifer from these measurements. Rather, the measurements can immediately be inserted into existing numerical schemes for computing the spread of the contaminant. Furthermore, since the initial condition for the data assimilation algorithm can be chosen arbitrarily, it permits the use of smooth initial conditions in its simulation.

The flow and transport model with which the data assimilation is integrated is in the form of a coupled system of elliptic-parabolic equations that governs the pressure and concentration of the contaminated fluid. The investigation combines theoretical and computational approaches to study this system. Although similar models have been considered (see for example [22]), it is to the best of the authors knowledge that an application of a data assimilation technique to this particular model has not been previously made. The manner in which the system in coupled is highly nonlinear and presents many unique challenges in its analysis. In this paper, we prove the existence of a weak solution of the data assimilation algorithm and carry out several estimates in appropriate functional spaces. When the relative permeability $\kappa$ is assumed to be Lipschitz continuous, we obtain better estimates on the pressure term, see Lemma 3.2. Moreover, under this assumption, good bounds on the data assimilation approximation $\theta$ are obtained and the uniqueness of weak solutions for the data assimilation algorithm as well. We then use these estimates to establish the convergence in time of the assimilated solution to the true solution.

A numerical validation study the convergence is conducted using a first order-time marching scheme. The scheme utilizes a nodal polynomial interpolant at the sparse spatial scale to define the feedback control term. Theoretical results gathered from the analysis suggest that the convergence of the data assimilation solution depends on both the length of the sparse spatial scale and the chosen value of the relaxation parameter. Through numerical experiments, we examine the effects of these parameters on the convergence rates of data assimilation algorithm. The applicability of the proposed methodology is further demonstrated in a prediction of a salt-water intrusion into a fresh water aquifer.
This paper is organized as follows. In Section 2, we present the model problem of interest, define the notation and functional settings, and discuss the existence and properties of weak solutions to the model problem. In Section 3, we describe and analyze the proposed data assimilation algorithm for the model problem of interest. In Section 3.1, existence of weak solutions to the data assimilation model are provided. In Section 3.2, estimates for the convergence behavior of the assimilated solution towards the true model solution are established. In Section 3.3, we establish further bounds on the data assimilation approximation $\hat{\theta}$ and the uniqueness of the data assimilation approximation. In Section 4, we develop a numerical scheme to approximate solutions to the data assimilation algorithm. A numerical validation study of the proposed methodology is performed in Section 5. In Sections 5.1 and 5.2, the dependence of the convergence rates of the data assimilation algorithm on the relaxation parameter of the proposed method are explored by simulating synthetic model problems with known solutions. In Sections 5.3 and 5.4, the effect of the sparse data approximation scale on the resulting convergence rates is analyzed. Required $L^\infty$ estimates for the true concentration are proven in Appendix A using a maximum principle argument.

2 Preliminaries

The foundation for the present investigation is laid out in this section. Section 2.1 discusses the model problem of interest followed by a description of functional spaces and notational conventions in Section 2.2. The notion of weak solutions to the model problem is established in Section 2.3.

2.1 Model Problem

The model problem under consideration is that of the miscible displacement of one incompressible fluid by another in a porous medium. The model which we adopt, developed by Peaceman and Rachford [5,36], is described by the coupled elliptic-parabolic system

\[
\begin{align*}
\phi \partial_t \theta - \nabla \cdot (D \nabla \theta - v \theta) + q_{\text{out}} \theta &= q_{\text{in}} \text{ in } \Omega \times [0, T], \\
- \nabla \cdot (\kappa(\theta) \nabla p) &= q_{\text{in}} - q_{\text{out}} \text{ in } \Omega \times [0, T], \\
\theta(x, 0) &= \theta_0(x) \text{ in } \Omega,
\end{align*}
\]

(2.1)

where $\Omega$ that represents the aquifer is a bounded open domain in $\mathbb{R}^2$ with a Lipschitz boundary, $\partial \Omega$. The interval $[0, T] \subset \mathbb{R}$ is a time span of interest. The differential system (2.1) is closed by imposing a set of boundary conditions on the boundary of $\Omega$, which is denoted by $\partial \Omega$. This model dictates the behavior of two variables: the concentration of contaminated fluid, $\theta$, the porosity of the medium, $D$ the diffusion coefficient, and $\kappa$ the relative permeability of the medium. Relevant parameters for this system include $\phi$ the porosity of the medium, $D$ the diffusion coefficient, and $\kappa$ the relative permeability of the medium. Note that the system (2.1) is coupled through the Darcy velocity of the fluid $v = -\kappa(\theta) \nabla p$. The sums of the source terms for the contaminant and production well (sink) terms are given by the positive terms $q_{\text{in}}$ and $q_{\text{out}}$, respectively. The concentration of contaminated fluid entering the medium at the source terms is denoted by $\theta_0$. The concentration profile $\theta_0$ is the associated initial condition for this model problem.
Description of the proposed methodology is applied to the more general system

\[
\begin{aligned}
\partial_t \theta - \nabla \cdot (D \nabla \theta + \theta \kappa(\theta) \nabla p) + q \theta &= f \text{ in } \Omega \times [0,T], \\
-\nabla \cdot (\kappa(\theta) \nabla p) &= g \text{ in } \Omega \times [0,T], \\
\theta(x,0) &= \theta_0(x) \text{ in } \Omega, \\
\nabla \theta \cdot n &= 0, \ n_p \cdot n = 0, \text{ on } \Gamma_N \times [0,T], \\
\theta = 0, \ p = 0, &\text{ on } \Gamma_D \times [0,T],
\end{aligned}
\]

(2.2)

where \(g : \Omega \to \mathbb{R}\) and \(f : \Omega \times [0,T] \to \mathbb{R}\). Specifically, this system is exactly (2.1) when \(q = q_{out}\), \(f = q_{in} \theta\), \(g = q_{in} - q_{out}\), and the spatially dependent porosity function \(\phi\) is ignored. The notation \(n\) is the unit normal vector pointing outward from \(\partial \Omega\) and \(\partial \Omega = \Gamma_N \cup \Gamma_D, \Gamma_N \cap \Gamma_D = \emptyset\) and \(\Gamma_D \neq \emptyset\). While the proposed data assimilation algorithm is applicable for more realistic boundary conditions, the choice in the above system is to simplify presentation of the mathematical analysis.

To give a brief overview (see Section 3 for a detailed exposition), the data assimilation for the above problem relies on solving

\[
\begin{aligned}
\partial_t \hat{\theta} - \nabla \cdot (D \nabla \hat{\theta} + \hat{\theta} \kappa(\hat{\theta}) \nabla \hat{p}) + q \hat{\theta} + \mu P_h(\hat{\theta}) &= f + \mu P_h(\theta) \text{ in } \Omega \times [0,T], \\
-\nabla \cdot (\kappa(\hat{\theta}) \nabla \hat{p}) &= g \text{ in } \Omega \times [0,T], \\
\text{same boundary conditions for } \hat{\theta} \text{ and } \hat{p}, \\
\text{a predetermined initial condition for } \hat{\theta}.
\end{aligned}
\]

(2.3)

As elaborated earlier, the missing information is the initial condition of the concentration (denoted by \(\theta_0\) in (2.2)), so as prescribed in (2.3), the data assimilation imposes a pretty arbitrary initial condition for \(\theta\). To compensate for this missing information, the above procedure utilizes a feedback that comes in the form of sparse measurement in space and time of the true concentration, which is represented by \(P_h(\theta)\). The operator \(P_h\) models the spatially sparse measurement of the concentration, which is assumed to be available at a scale of \(h\) in the porous medium \(\Omega\). The relaxation parameter, \(\mu > 0\), serves as a built-in tool to orient \(\hat{\theta}\) to agree with the measured \(\theta\) at the spatial locations and time level. Intuitively, as more available measurement information is fed to the above model, which is materialized by having increasingly smaller \(h\), it is expected that the produced \(\hat{\theta}\) is increasingly similar to \(\theta\). Achieving this behavior is dependent on the choice of \(P_h\) that exhibits a desirable approximation property (see (3.2)). As expounded later, the interplay between \(h\) and \(\mu\) and a certain regularity condition for \(\hat{p}\) will be crucial in establishing the convergence of \(\hat{\theta}\) to \(\theta\) as time progresses (see Theorem 3.3).

2.2 Functional Settings and Notations

We employ the standard notations for the Sobolev space \(W^k_p(\Omega)\), where \(k \in \{0, 1, \cdots\}\) and \(p \in [1, \infty]\), whose norm is denoted by \(\| \cdot \|_{k,p}\). Here \(W^0_p(\Omega)\) is understood as the usual Lebesgue spaces over \(\Omega\), \(L^p(\Omega)\). In addition, we set \(H^k(\Omega) = W^k_2(\Omega)\) and the corresponding norm to be \(\| \cdot \|_k\). In the case of \(k = 0\), i.e., for \(L^2(\Omega)\), we set \(\| \cdot \|_0 = \| \cdot \|\). The seminorms of all these spaces are defined similarly. We express the \(L^2\) inner product of \(u, v \in L^2(\Omega)\) with \(\langle u, v \rangle := \int_{\Omega} uv \, dx\). For the most part, we use the letter \(C\) to denote constants which depend only on the domain \(\Omega\). In cases where a precise bound is required, we drop this convention and specifically label the constant. For
Furthermore, for a Banach space inequality of Gagliardo-Nirenberg (see [35] and p. 313 of [12]): given \( \Omega \subset \mathbb{R}^2 \) and \( u \in H^1(\Omega) \), then
\[
\|u\|_{0,a} \leq C_{gn}\|u\|_{0,c}^{\frac{a}{b}} \|u\|_1^{1-\frac{a}{b}}, \quad 1 \leq c \leq a < \infty, \quad \zeta = \frac{c}{a},
\]  
(2.4)
where \( C_{gn} \) depends on \( \Omega \). On the special case that \( a = 4 \) and \( c = 2 \), then we recover from it the Ladyzhenskaya’s inequality [31]. Since \( \Omega \subset \mathbb{R}^2 \), we will use a Sobolev embedding \( H^1(\Omega) \hookrightarrow L^2(\Omega) \) for \( \sigma > 2 \) and \( \|u\|_{0,a} \leq C_{emb}\|u\|_1 \) (see for example p. 85 of [1]). Moreover, if a constant depends on some parameter that is not directly related to the domain \( \Omega \) we emphasize this dependency with the functional notation \( C(\cdot) \).

We denote by \( H_0^1(\Omega) := \{w \in H^1(\Omega) : w = 0 \text{ on } \Gamma_0\} \) with the usual norm for \( H^1(\Omega) \). Note that the \( H^1 \) norm and semi-norm are equivalent for elements of \( H_0^1(\Omega) \): there exists a constant \( b_0 > 0 \) such that \( b_0\|u\|_1 \leq \|\nabla u\| \leq \|u\|_1 \) for \( u \in H_0^1(\Omega) \). Let \( \{e_k\}_{k=1}^\infty \subset H_0^1(\Omega) \) be an orthonormal basis of \( L^2(\Omega) \) that is also orthogonal in \( H^1(\Omega) \). The construction of such a basis can be attained from normalizing eigenpairs of the Laplace differential operator over \( \Omega \). Throughout this paper we use this basis to construct Galerkin approximations of relevant functions. To this end, for a fixed integer \( m \), we denote by \( W^m \subset H_0^1(\Omega) \) the span \( \{e_k\}_{k=0}^m \), and define \( H_m \) to be the orthogonal projection of \( H_0^1(\Omega) \) onto \( W^m \).

For a Sobolev space \( X \) over \( \Omega \) we define \( L^p_T(X) \) to be the space of measurable functions \( u : [0, T] \to X \) such that for \( 0 < p < \infty \),
\[
\|u\|_{L^p_T(X)} = \left( \int_0^T \|u(t)\|_X^p \, dt \right)^{\frac{1}{p}} < \infty \quad \text{and} \quad \|u\|_{L^\infty_T(X)} = \text{ess sup}_{0 \leq t \leq T} \|u(t)\|_X < \infty.
\]
(2.5)
Furthermore, for a Banach space \( Y \) we define \( C^\gamma_T(Y) \) to be the space of Hölder continuous functions \( u : [0, T] \to Y \) equipped with norm
\[
\|u\|_{C^\gamma_T(Y)} = \sup_{s \in [0, T]} \|u(s)\|_Y + \sup_{s, t \in [0, T], s \neq t} \frac{\|u(s) - u(t)\|_Y}{(s-t)^\gamma}.
\]
(2.6)

2.3 Weak Solution

A description of weak solution of (2.1) is as follows.

**Definition 2.1.** The pair \((\theta, p) \in L^\infty_T(L^2(\Omega)) \times L^2_T(H_0^1) \) is a weak solution of the model problem (2.2) if \( \partial_t \theta \in L^2_T(H^{-1}(\Omega)) \), \( 0 \leq \theta(x, t) \leq 1 \) for almost every \((x, t) \in \Omega \times [0, T] \), and
\[
\begin{cases}
\langle \partial_t \theta, \psi \rangle + A(\theta, p; \psi; \theta) = \langle f, \psi \rangle \quad \forall \psi \in H_0^1, \\
B(p, \varphi; \theta) = \langle g, \varphi \rangle \quad \forall \varphi \in H_0^1, \\
\langle \theta(\cdot, 0), \psi \rangle = \langle \theta_0, \psi \rangle, \quad \forall \psi \in H_0^1,
\end{cases}
\]
(2.7a)
(2.7b)
(2.7c)
where
\[
A(v, u, w; z) = \langle D\nabla v, \nabla w \rangle + \langle \kappa(z)\nabla u \cdot \nabla w \rangle + \langle qv, w \rangle, \\
B(u, w; z) = \langle \kappa(z)\nabla u, \nabla w \rangle
\]
(2.8a)
(2.8b)

The following assumptions on the input data are imposed to guarantee the existence of a solution according to Definition 2.1.
**A1** $\theta_0 \in L^2(\Omega)$ with $0 \leq \theta_0(x) \leq 1$ for almost every $x \in \Omega$,

**A2** $D \in L^\infty(\Omega)$ with $0 < D_* < D(x) \leq D^*$ for almost every $x \in \Omega$,

**A3** $\kappa \in C^\infty(\mathbb{R}) \cap L^\infty(\mathbb{R})$ with $0 < \kappa_* \leq \kappa(\zeta) \leq \kappa^*$ for almost every $\zeta \in \mathbb{R}$,

**A4** $g \in L^2(\Omega)$,

**A5** $f \in L^2_\ast(\Omega)$,

**A6** $f \in L^2_\ast(\Omega)$,

**A7** $g(x) + 2q(x) \geq 0$ and $g(x) + q(x) \geq f(x,t) \geq 0$ for almost every $(x,t) \in \Omega \times [0,T]$.

**Theorem 2.1** Under assumptions **A1** to **A7** there exists a weak solution $(\theta,p)$ in the sense of Definition 2.1. Furthermore

$$\|p\|_{L^\infty_p(H^1_H)} \leq (\kappa_0 b_0^2)^{-1} \|g\| \quad (2.9)$$

$$\|\theta\|_{L^2_p(L^2(\Omega))} \leq \left( \|\theta_0\|^2 + \|f\|^2_{L^2_p(L^2(\Omega))} \right)^{1/2} \quad (2.10)$$

$$\|\theta\|_{L^2(H^1_H)} \leq (D_* b_0^2)^{-1} \left( \|\theta_0\|^2 + \|f\|^2_{L^2_p(L^2(\Omega))} \right)^{1/2} \quad (2.11)$$

In the interest of brevity, formal proof of Theorem 2.1 is omitted, with a note that it can be achieved in a similar manner as analysis presented in Section 3.1. The model problem (2.1) is well studied with extensive literature devoted to establishing the existence of solutions that satisfy Definition 2.1. Let us emphasize an important feature of the model that makes the analysis completely different. When $\kappa = \kappa(x)$, that is a function of $x$ only, then the model is only one way coupled. Model with this setting has been studied by Droniou and Talbot [19]. On the other hand, when $\kappa = \kappa(\theta)$, then the two PDEs are strongly coupled. Strong solutions for such a system have been found to exist for the stationary model (see for example [34]). Chen and Ewing have performed existence studies for both single and two-phase flow models in petroleum reservoirs [13]. In addition, Fabrie and Gallouët have found similar results with more general assumptions on $f$ and $g$ [20]. It is worth noting that under the assumptions that have been utilized in the present investigation, uniqueness of the weak solution to the model remains open. Required regularity estimates are difficult to obtain due to the persistent nonlinear coupling. By using the maximum principle, it was shown (see for example [13]) that $0 \leq \theta \leq 1$ almost everywhere in $\Omega \times [0,T]$ for the general functions $f$ and $g$.

### 3 A Data Assimilation Algorithm

This section devises a methodology that can be used to approximate $\theta$ when $\theta_0(x)$ is entirely unknown. The algorithm crucially relies on a set of collected sparse spatial and temporal measurements of $\theta$, which is incorporated to the governing model problem through a control term. To this end let $\mu$ be a positive relaxation parameter and $P_h : H^1(\Omega) \to L^2(\Omega)$ be a linear operator which interpolates its input function at a length scale $h > 0$. The approximation $(\hat{\theta}, \hat{\rho}) : \Omega \times [0,T] \to (\mathbb{R}, \mathbb{R})$ is set to satisfy the following formulation.

**Definition 3.2** Given an arbitrary $\hat{\theta}_0 \in L^2(\Omega)$, find $(\hat{\theta}, \hat{\rho}) \in L^\infty(\Omega) \cap L^2_H(H^1_H) \times L^\infty(H^1_H)$ that is governed by

$$\begin{align*}
\langle \partial_t \theta, \psi \rangle + A(\theta, \rho, \psi) &= \langle f - \mu P_h(\hat{\theta} - \theta), \psi \rangle \quad \forall \psi \in H^1_H, \\
B(\hat{\rho}, \varphi) &= \langle g, \varphi \rangle \quad \forall \varphi \in H^1_H, \\
(\hat{\theta}(\cdot,0), \psi) &= \langle \hat{\theta}_0, \psi \rangle \quad \forall \psi \in H^1_H, \\
&\text{and for almost every } t \in [0,T], \text{ with } \partial_t \hat{\theta} \in L^2_H(H^{-1}(\Omega)).
\end{align*}
$$


Convergence of \( \hat{\theta} \) towards \( \theta \) as \( t \to \infty \) in the appropriate metric hinges on having some constraints on the quality of the interpolation and the length scale of \( h \). In the present investigation, we employ a nodal-based piecewise polynomial of first degree that is continuous over \( \Omega \). It has been established that under some relatively flexible assumptions (see for example [10]) that

\[
\| P_h(u) - u \| \leq c_0 h^k \| u \|_k, \quad \forall u \in H^k(\Omega), \quad k = 1, 2.
\]

(3.2)

It is also known that piecewise polynomial interpolation of this type preserves the sign of the function that it interpolates, namely,

\[
P_h(u) \geq 0 \quad \text{in} \quad \Omega \quad \text{if} \quad u \geq 0 \quad \text{in} \quad \Omega.
\]

(3.3)

Furthermore, for the purpose of analysis of the data assimilation procedure, we require that

\[
\mu c_0^2 h^2 < D_*.
\]

(3.4)

Other assumptions on \( P_h \) have been used (see e.g., [22]), but approximation properties similar to (3.2) and (3.3) are readily met by a large class of interpolation operators, such as splines (see for example [10] and B-splines (see for example [26]). The well-posedness of Definition 3.2 is stated next, whose proof is laid out in Section 3.1.

**Theorem 3.2** Provided that assumptions [A1] to [A7] and (3.2) and (3.4) are satisfied there exists a \((\hat{\theta}, \hat{\rho})\) in the sense of Definition 3.2. Moreover,

\[
\| \hat{\varphi} \|_{L^2_T(H^1_0)} \leq (\kappa_0 b_0^2)^{-1} \| g \| \quad \text{(3.5)}
\]

\[
\| \hat{\theta} \|_{L^2_T(L^2(\Omega))} \leq \beta e^{\mu T} \quad \text{(3.6)}
\]

\[
\| \hat{\theta} \|_{L^2_T(H^1_0)} \leq b_0^{-2} (D_* - \mu c_0^2 h^2)^{-1} \beta e^{\mu T}, \quad \text{(3.7)}
\]

where

\[
\beta = \| \hat{\theta}_0 \|^2 + \frac{1}{\mu} \| f \|_{L^2(\Omega)}^2 + (1 + 4\beta e^{\mu T} + \mu c_0^2 h^2)^{-1} \left( \| \hat{\theta}_0 \|^2 + \| f \|_{L^2(\Omega)}^2 \right) e^T. \quad \text{(3.8)}
\]

**3.1 Existence of \((\hat{\rho}, \hat{\theta})\)**

This section gives a formal proof of Theorem 3.2 by applying Schauder’s fixed point theorem to the mapping \( S : L^2_T(L^2(\Omega)) \to L^2_T(L^2(\Omega)) \) defined via

\[
\begin{cases}
\langle \partial_t S z, \psi \rangle + A(S z, u, \psi; z) = \langle f - \mu P_h(S z - \theta), \psi \rangle, \\
B(u, \varphi; z) = \langle g, \varphi \rangle, \quad \text{(3.9b)}
\end{cases}
\]

\[
\langle S z(\cdot, 0), \psi \rangle = \langle \hat{\theta}_0, \psi \rangle \quad \text{(3.9c)}
\]

for every \( \psi \in H^1_0, \varphi \in H^1_0 \) and for almost every \( t \in [0, T] \). In fact, we will show that the range of \( S \) is characterized by a subset of \( L^2_T(L^2(\Omega)) \). In particular, it will be shown that the evaluation of each form in (3.9a) is well defined since \( S z \in L^\infty_T(L^2(\Omega)) \cap L^2_T(H^1_0) \). By showing that \( S \) meets the criteria of Schauder’s fixed point theorem, one can conclude that \( S \) has a fixed point. By construction, this fixed point is the function \( \hat{\theta} \) which satisfies (3.1a).

Observe that the map defined by (3.9) depends on the profile of \( u \) through its associated Darcy velocity. Existence of \( u \) satisfying (3.9b) is established in the following lemma.
Lemma 3.1  Given $z \in L^2_T(L^2(\Omega))$ and $g \in L^2(\Omega)$, there is $u \in L^\infty_T(H^1_0)$ satisfying (3.9b) and
\begin{equation}
\|u\| \leq (\kappa_\star b_0^2)^{-1}\|g\|.
\end{equation}
Furthermore, there is a positive number $r_0$ with $2 < r_0 \leq \infty$ such that $u \in L^\infty_T(W^{1,r}_r(\Omega))$ for $r \in [2, r_0)$, and
\begin{equation}
\|u\|_{1,r} \leq C(r)\|g\|,
\end{equation}
where $r_0$ only depends on $\kappa_\star$, $\kappa^*_\star$, and $C(r)$ depends on $\kappa_\star$, $\kappa^*_\star$, $\Omega$, and $r$.

Proof Let $t \in [0, T]$ be arbitrary and the problem is to find $u = u(\cdot, t) \in H^1_D$ that is governed by (3.9b). Indeed, $B(\cdot, \cdot; z)$ is bounded and coercive in $H^1_D$ by $A_3$ and the Poincaré inequality, and $A_5$ guarantees that $(g, \cdot)$ is bounded in $H^1_D$. Since $t$ was chosen arbitrarily, this variational formulation is satisfied almost everywhere in $[0, T]$, and thus the existence and uniqueness of this $u$ is guaranteed by the Lax-Milgram theorem [10]. Furthermore, replacing $\varphi$ in (3.9b) by $u \in H^1_D$, using $A_3$ and applying the Cauchy-Schwarz inequality result in $\kappa_\star\|\nabla u\|^2 \leq \langle g, \varphi \rangle = \|g\|\|u\|$. Noting that the $H^1$ seminorm and $H^1$ norm are equivalent over $H^1_D$, and $\|u\| \leq \|u\|_1$ by definition, it is concluded that
\begin{equation}
\|u\| \leq (\kappa_\star b_0^2)^{-1}\|g\|.
\end{equation}
Furthermore, by Meyers’ type estimate (see for example [33, 25, 23]), there is a positive number $r_0$ with $r_0 > 0$ such that if $u \in H^1_D$ is governed by $B(u, \varphi; z) = F(\varphi)$ for every $\varphi \in H^1_D$, and $F \in W^{-1}_r(\Omega)$ for $r \in [2, r_0)$, then $u \in W^1_2(\Omega)$. In particular, there is a $C(r)$ that depends only on $\kappa_\star$, $\kappa^*_\star$, $\Omega$, and $r$ such that
\begin{equation}
\|u\|_{1,r} \leq C(r)\|F\|_{-1,r}.
\end{equation}
The constant $r_0$ only depends on $\kappa_\star$, $\kappa^*_\star$, $\Omega \cup \Gamma_N$. In our situation, $F(\varphi) = (g, \varphi)$ where $g \in L^2(\Omega)$. By Cauchy-Schwarz and Hölder’s inequalities
\begin{equation}
|F(\varphi)| \leq \|g\|\|\varphi\| \leq \|g\|\|\Omega\|^{\frac{1}{2} \frac{2}{s}}\|\varphi\|_{0,r},
\end{equation}
which implies that $\|F\|_{-1,r} \leq \|g\|\|\Omega\|^{\frac{1}{2} \frac{2}{s}}$. Using this in (3.13) gives (3.11). The whole proof is complete. \hfill $\square$

The above bounds are true for any $z \in L^2_T(L^2(\Omega))$ and holds for almost every $t \in [0, T]$. Consequently, the bounds for $p$ and $\bar{p}$ presented in (2.9) can be viewed as a consequence of (3.12).

Also, bounds for $p$ and $\bar{p}$ in the fashion of (3.11) will be used in the forthcoming analysis. We remark that utilization of Meyers’ type estimate in the analysis miscible displacement in a porous medium has been done in [21].

It turns out the Meyers’ type estimate in the preceding lemma in combination with Lipschitz continuity of $\kappa$ can be used to establish a quantification of discrepancy of the pressure in terms of discrepancy in the coupling caused by $\kappa$. The following lemma states this result.

Lemma 3.2 Assume that $\kappa$ is Lipschitz continuous, i.e.,
\begin{equation}
|\kappa(\zeta_1) - \kappa(\zeta_2)| \leq L_\kappa|\zeta_1 - \zeta_2|, \quad \zeta_1, \zeta_2 \in \mathbb{R}.
\end{equation}

Given $z_j \in H^1_D$, $j = 1, 2$, let $u_j \in H^1_D$ be governed by
\begin{equation}
B(u_j, \varphi; z_j) = (g, \varphi), \quad \varphi \in H^1_D.
\end{equation}

Then
\begin{equation}
\|\nabla (u_1 - u_2)\| \leq C_\kappa C(r)\|g\|\|z_1 - z_2\|^{2/s} \|\nabla (z_1 - z_2)\|^{(s/2) - 2/s}.
\end{equation}
The proof is completed by setting
\[ C_w = \max\{\kappa_*^{-1}, 1 + \kappa_*^{-1}\} L\kappa C_{\text{gu}} b_0^{(2-s)/s}. \]

\[ (3.18) \]

where \( \frac{1}{r} + \frac{1}{s} = \frac{1}{2} \), and \( C_w \) depends on \( \kappa_* \), \( L\kappa \), \( b_0 \), \( C_{\text{gu}} \), and \( C(r) \) as in \( (3.11) \) of Lemma 3.1.

**Proof** To simplify the presentation, denote
\[ \varepsilon_v = \kappa(z_1)\nabla u_1 - \kappa(z_2)\nabla u_2, \quad \varepsilon_u = u_1 - u_2, \quad \varepsilon_z = z_1 - z_2. \]

By Hölder equality and applying the Lipschitz continuity of \( \kappa \),
\[ \|((\kappa(z_1) - \kappa(z_2))\nabla u_1\| \leq \|\kappa(z_1) - \kappa(z_2)\|_{0,s} \|\nabla u_1\|_{0,r} \leq L\kappa \|\varepsilon_z\|_{0,s} \|\nabla u_1\|_{0,r}, \quad (3.19) \]

where \( \frac{1}{r} + \frac{1}{s} = \frac{1}{2} \). Furthermore, by Gagliardo-Nirenberg inequality (2.4) and Poincaré inequality (since each \( z_j \in H_1^0 \)),
\[ \|\varepsilon_z\|_{0,s} \leq C_{\text{gu}} \|\varepsilon_z\|^{2/s} \leq C_{\text{gu}} b_0^{(2-s)/s} \|\varepsilon_z\|^2 \|\nabla \varepsilon_z\|^{(s-2)/s}. \quad (3.20) \]

Applying (3.20) and (3.11) to (3.19) gives
\[ \|((\kappa(z_1) - \kappa(z_2))\nabla u_1\| \leq L\kappa C(r) C_{\text{gu}} b_0^{(2-s)/s} \|\varepsilon_z\|^2 \|\nabla \varepsilon_z\|^{(s-2)/s}. \quad (3.21) \]

Since \( B(u_1, \varphi; z_1) = B(u_2, \varphi; z_2) \) for every \( \varphi \in H_1^0 \),
\[ B(\varepsilon_u, \varphi; z_2) = B(u_1, \varphi; z_2) - B(u_2, \varphi; z_2) \]
\[ = B(u_1, \varphi; z_2) - B(u_1, \varphi; z_1) \]
\[ = (\kappa(z_2) - \kappa(z_1))\nabla u_1, \nabla \varphi). \]

Therefore, by choosing \( \varphi = \varepsilon_u \) in the above identity and using (A3), the following estimate can be performed:
\[ \kappa_* \|\nabla \varepsilon_u\|^2 \leq ((\kappa(z_2) - \kappa(z_1))\nabla u_1, \nabla \varepsilon_u) \leq \|((\kappa(z_2) - \kappa(z_1))\nabla u_1\| \|\nabla \varepsilon_u\|, \]

and thus \( \|\nabla \varepsilon_u\| \leq \kappa_*^{-1} \|((\kappa(z_2) - \kappa(z_1))\nabla u_1\| \) so that its combination with (3.21) yields
\[ \|\nabla \varepsilon_u\| \leq \kappa_*^{-1} L\kappa C_{\text{gu}} b_0^{(2-s)/s} C(r) \|\varepsilon_z\|^2 \|\nabla \varepsilon_z\|^{(s-2)/s}. \quad (3.22) \]

Finally, by adding and subtracting \( \kappa(z_2)\nabla u_1 \) in \( \varepsilon_v \), using the triangle inequality and (3.21),
\[ \|\varepsilon_v\| \leq \|((\kappa(z_1) - \kappa(z_2))\nabla u_1\| + \|\kappa(z_2)\nabla \varepsilon_u\| \]
\[ \leq \|((\kappa(z_1) - \kappa(z_2))\nabla u_1\| + \kappa^{**} \|\nabla \varepsilon_u\| \]
\[ \leq (1 + \kappa_*^{**} \kappa_*^{-1}) \|\kappa(z_1) - \kappa(z_2)\nabla u_1\| \]
\[ \leq (1 + \kappa_*^{**} \kappa_*^{-1}) \|\nabla \varepsilon_u\| \]
\[ \leq (1 + \kappa_*^{**} \kappa_*^{-1}) L\kappa C_{\text{gu}} b_0^{(2-s)/s} C(r) \|\varepsilon_z\|^2 \|\nabla \varepsilon_z\|^{(s-2)/s}. \quad (3.23) \]

The proof is completed by setting
\[ C_w = \max\{\kappa_*^{-1}, 1 + \kappa_*^{-1}\} L\kappa C_{\text{gu}} b_0^{(2-s)/s}. \]

\[ \square \]
The next investigation is on the construction of a sequence of Galerkin approximations of $Sz$ in finite-dimensional subspace of $H^1_0$. Set $\theta_0^m = \sum_{k=0}^{m}(\theta_0, e_k)e_k$ and note that it is an element of the space $W^m$ defined in Section 2. For $z \in L^2_T(L^2(\Omega))$ let $S_m : L^2_T(L^2(\Omega)) \to L^2_T(L^2(\Omega))$ be defined via
\[
\begin{align*}
\langle \partial_t S_m z, \psi \rangle + A(S_m z, u, \psi; z) \, ds &= \langle f - \mu P_h (S_m z - \theta), \psi \rangle \\
\langle S_m z(t_0), \psi \rangle &= \langle \theta_0^m, \psi \rangle,
\end{align*}
\] (3.24)
for all $\psi \in W^m$ and for almost every $t \in [0, T]$, where $u$ is the solution of (3.9b). Recall from Section 2.2 that $W^m \subset H^1_0$. The existence of $S_m z$ is established in the following lemma.

**Lemma 3.3** Given $z \in L^2_T(L^2(\Omega))$ there is $S_m z : \Omega \times [0, T] \to \mathbb{R}$ satisfying (3.24).

**Proof** Let $\alpha_k : [0, T] \to \mathbb{R}$, $k = 1 \ldots m$, and set $(S_m z)(x, t) = \sum_{k=0}^{m} \alpha_k(t)e_k(x)$. The intention is to characterize $\alpha_k$ in such a way that $S_m z$ satisfies (3.24) over $W^m$. Using $e_i$ as test functions in (3.24) and applying the orthogonality of this basis yields a system of ODEs for $\alpha = [\alpha_0, \ldots, \alpha_m]^T$:
\[
\alpha'(t) + M\alpha = f, \quad \alpha(0) = \alpha_0,
\] (3.25)
where $\alpha_0 = [(\theta_0, e_0), \cdots, (\theta_0, e_m)]^T$, and the entries of $M$ and $f$ are given by
\[
M_{ik} = A(e_k, u, e_i; z) + \langle \mu P_h(e_k), e_i \rangle \quad \text{and} \quad f_i = \langle f + \mu P_h(\theta), e_i \rangle, \quad i, k = 1, \ldots, m.
\] (3.26)
In accordance with standard existence theory for first order IVPs (see e.g. [32]), there exists a unique continuous $\alpha : [0, T] \to \mathbb{R}^{m+1}$ governed by (3.25).

**Lemma 3.4** $S_m z$ in (3.24) belongs to $L^\infty_T(L^2(\Omega)) \cap L^2_T(H^1_0)$ for $z \in L^2_T(L^2(\Omega))$.

**Proof** Using $\psi = S_m z$ in (3.24) along with A2 and A4 gives
\[
\frac{1}{2} \frac{d}{dt} \|S_m z\|^2 + \frac{D}{2} \|\nabla S_m z\|^2 + J_4 \leq J_1 + J_2 + J_3,
\] (3.27)
with
\[
J_1 = \langle f, S_m z \rangle, \\
J_2 = -\mu \langle P_h(S_m z), S_m z \rangle, \\
J_3 = \mu \langle \theta, S_m z \rangle, \\
J_4 = \langle S_m z \kappa(z)\nabla u, \nabla S_m z \rangle + \langle qS_m z, S_m z \rangle.
\] (3.28)
Here the task is to bound each of these terms.

Cauchy-Schwarz and Young’s inequalities give
\[
J_1 \leq \frac{1}{2\mu} \|f\|^2 + \mu \|S_m z\|^2.
\] (3.29)

Adding and subtracting $\mu(S_m z, S_m z)$ and using (3.2) gives
\[
J_2 = \mu \langle S_m z - P_h(S_m z), S_m z \rangle - \mu \|S_m z\|^2 \\
\leq \mu \|P_h(S_m z) - S_m z\| \|S_m z\| - \mu \|S_m z\|^2 \\
\leq \frac{\mu \alpha^2 h^2}{2} \|\nabla S_m z\|^2 - \mu \|S_m z\|^2.
\] (3.30)

Applying Cauchy-Schwarz and Young’s inequalities gives
\[
J_3 \leq \frac{\mu}{2} \|P_h(\theta)\|^2 + \frac{\mu}{2} \|S_m z\|^2,
\] (3.31)
where in lieu of the stability of $P_0$:

$$
\|P_0(\theta)\| \leq \|P_0(\theta) - \theta\| + \|\theta\| \leq c_0 h \|\nabla \theta\| + \|\theta\| \leq (b_0 c_0 h + 1)\|\theta\|_1, \tag{3.32}
$$

yield

$$
J_3 \leq \frac{\mu}{2}(b_0 c_0 h + 1)^2 \|\theta\|_1^2 + \frac{\mu}{2}\|S_m z\|^2. \tag{3.33}
$$

Since $\nabla (S_m z)^2 = 2S_m z \nabla S_m z$ and $u$ satisfies (3.9b),

$$
J_4 = \frac{1}{2}(\kappa(z) \nabla u, \nabla (S_m z)^2) + \langle qS_m z, S_m z \rangle
= \frac{1}{2}(g, (S_m z)^2) + \langle qS_m z, S_m z \rangle
= \frac{1}{2}(g + 2q, (S_m z)^2) \geq 0,
$$

where we have used [A7] to get the bound.

Putting all these estimates back to (3.27) yields an observation that $S_m z$ satisfies

$$
\frac{d}{dt}\|S_m z\|^2 + (D_\ast - \mu c_0 h^2) \|\nabla S_m z\|^2 \leq \mu \|S_m z\|^2 + \frac{1}{\mu} \|f\|^2 + \mu(b_0 c_0 h + 1)^2 \|\theta\|_1^2, \tag{3.35}
$$

which due to $D_\ast - \mu c_0^2 h^2 > 0$ in (3.4), along with integration over $(0, t)$ further yields

$$
\|S_m z\|^2 \leq \int_0^t \left( \mu \|S_m z\|^2 + \frac{1}{\mu} \|f\|^2 + \mu(b_0 c_0 h + 1)^2 \|\theta\|_1^2 \right) ds + \|\hat{\theta}_{\ast n}\|^2. \tag{3.36}
$$

By the integral form of Grönwall’s inequality [30],

$$
\|S_m z\|^2 \leq \left( \|\hat{\theta}_{\ast n}\|^2 + \int_0^t \left( \frac{1}{\mu} \|f\|^2 + \mu(b_0 c_0 h + 1)^2 \|\theta\|_1^2 \right) ds \right) e^{\mu t}. \tag{3.37}
$$

Taking the supremum over all $t \in [0, T]$ and noting that $\theta$ satisfies (2.11) it follows that

$$
\|S_m z\|^2 \leq \beta e^{\mu T}, \tag{3.38}
$$

where $\beta$ is as defined in (3.8). It then follows that $S_m z \in L_T^\infty (L^2(\Omega))$ as desired.

Furthermore, returning to (3.35) and integrating it over $(0, T)$ and noting that $\|S_m z\|^2$ is a positive quantity one observes that

$$
(D_\ast - \mu c_0^2 h^2) b_0^2 \|S_m z\|_{L^2_t(H_{1,0})}^2 \leq \mu \int_0^T \|S_m z\|^2 \, ds + \beta. \tag{3.39}
$$

Since $D_\ast - \mu c_0^2 h^2 > 0$ and $S_m z \in L_T^\infty (L^2(\Omega))$ satisfies (3.38) we conclude that

$$
\|S_m z\|_{L^2_t(H_{1,0})}^2 \leq b_0^{-2}(2D_\ast - \mu c_0^2 h^2)^{-1} \beta e^{\mu T}. \tag{3.40}
$$

Consequently, $S_m z \in L_T^2(H_{1,0})$ as desired. □
In Lemma 3.5 we turn our attention to establishing a sense of continuity of $S_mz$ with respect to time. It is worth noting that since $S\hat{z}$ and consequently $\hat{\theta}$ are obtained by passing to the limit on $S_mz$ the bounds appearing in (3.38) and (3.40) are an immediate consequence of (3.38) and (3.40). Similarly, it is also the case that $S\hat{z}$ and $\hat{\theta}$ can be shown to be equicontinuous with respect to time using the same process for proving Lemma 3.5.

**Lemma 3.5** Let $z \in L^2_s(L^2(\Omega))$ be fixed and $S_mz$ be the solution of (3.24). Then $\partial_t S_mz \in L^2_s(H^{-1}(\Omega))$ and $S_mz \in C^2_t(H^{-1}(\Omega))$ for $0 \leq \gamma \leq \frac{1}{2}$.

**Proof** Since as a test function $\psi \in H^1_0$, it follows from Lemma 3.4 that $\partial_t S_mz \in L^2_s(H^{-1}(\Omega))$. Integration of (3.24) over $(s, t)$ gives

$$|(S_mz(s, \cdot) - S_mz(\cdot, s), \psi)| \leq L_1 + L_2 + L_3 + L_4,$$

where

$$L_1 = \int_s^t |(D\nabla S_mz, \nabla \psi)| \, d\tau, \quad L_2 = \int_s^t |(S_mz \kappa(z)\nabla u, \nabla \psi)| \, d\tau$$

$$L_3 = \int_s^t |(qS_mz, \psi)| \, d\tau, \quad L_4 = \int_s^t |(f - \mu \psi S_mz - \theta, \psi)| \, d\tau$$

Estimates for each of the above terms are shown next.

Using (3.22) and Cauchy-Schwarz inequality it holds that

$$L_1 \leq D^* \|\nabla \psi\| \|S_mz\|_{L^2_s(H^1_0)}(t - s)^\frac{1}{2}.$$  \hspace{1cm} (3.42)

By Cauchy-Schwarz and Hölder’s inequalities along with Sobolev embedding $H^1(\Omega) \hookrightarrow L^\sigma(\Omega)$ for $\sigma > 2$ (see for example p. 85 of [1]), and (3.11),

$$|(S_mz \kappa(z)\nabla u, \nabla \psi)| \leq \kappa^* \|S_mz\|_{0, \sigma} \|\nabla u\|_{0, r} \|\nabla \psi\|,$$

$$\leq \kappa^* \|S_mz\|_{0, \sigma} \|\nabla u\|_{0, r} \|\nabla \psi\|,$$

$$\leq \kappa^* C_{emb} \|S_mz\|_{1} C(r) \|g\| \|\nabla \psi\|. \hspace{1cm} (3.43)$$

Using this last inequality to estimate $L_2$ gives

$$L_2 \leq \kappa^* C_{emb} C(r) \|g\| \|\nabla \psi\| \int_s^t \|S_mz\|_{1} \, d\tau \leq \kappa^* C_{emb} C(r) \|g\| \|\nabla \psi\| \|S_mz\|_{L^2_s(H^1_0)}(t - s)^\frac{1}{2}. \hspace{1cm} (3.44)$$

Using Cauchy-Schwarz and Hölder’s inequalities and applying Sobolev embedding $H^1(\Omega) \hookrightarrow L^4(\Omega)$, we find that

$$|\langle qS_mz, \psi \rangle| \leq \|q\| \|S_mz\| \leq \|q\| \|S_mz\|_{0, 4} \|\psi\|_{0, 4} \leq C_{emb}^2 \|q\| \|S_mz\|_{1} \|\psi\|_{1}. \hspace{1cm} (3.45)$$

Application of this last estimate to $L_3$ yields

$$L_3 \leq C_{emb}^2 \|q\| \|\psi\|_{1} \int_s^t \|S_mz\|_{1} \, d\tau \leq C_{emb}^2 \|q\| \|\psi\|_{1} \|S_mz\|_{L^2_s(H^1_0)}(t - s)^\frac{1}{2}. \hspace{1cm} (3.46)$$
By Cauchy-Schwarz and triangle inequalities, and (3.2) we find that
\[ L_4 \leq \|\psi\| \int_s^t (\|f\| + \mu \|P_h(S_m z - \theta) - (S_m z - \theta)\| + \mu \|S_m z - \theta\|) \, d\tau \]
\[ \leq \|\psi\| \int_s^t (\|f\| + \mu c_0 h \|\nabla(S_m z - \theta)\| + \mu \|S_m z - \theta\|) \, d\tau \]
\[ \leq C(h, \mu) \|\psi\| \left( \|f\|_{L_2^2(L^2(\Omega))} + \|S_m z - \theta\|_{L_2^2(H_1^D)} \right) (t - s)^{1/2}. \]  
(3.47)

Combining (3.42), (3.44), (3.46), and (3.47) with (3.41) and taking the supremum over all \( s, t \in [0, T] \) yield
\[ \|S_m z\|_{C_T^{\gamma}(H^{-1}(\Omega))} \leq C \left( \|g\| + \|g\|_{L_2^2(L^2(\Omega))} + \|S_m z - \theta\|_{L_2^2(H_1^D)} + \|\theta\|_{L_2^2(H_1^D)} \right), \]
confirming that \( S_m z \in C_T^{\gamma}(H^{-1}(\Omega)) \) for \( 0 \leq \gamma \leq \frac{1}{2} \). \( \square \)

**Proposition 3.1** For a given \( \theta_0 \in L^2(\Omega) \), \( z \in L_T^2(L^2(\Omega)) \) and \( u \) the solution of (3.9b), there exists a unique solution \( S z \in L_T^\infty(L^2(\Omega)) \cap L_T^2(H_1^D) \) of (3.9a).

**Proof** As a consequence of Lemmas 3.4 and 3.5 we find that the sequence of functions \( \{S_m z\} \) is bounded in \( L_T^2(H_1^D) \) and in \( C_T^{\gamma}(H^{-1}(\Omega)) \). Using Theorem 4.1 in Chapter 4 in [38] there exists a subsequence \( \{S_{m_k} z\} \subset \{S_m z\} \) and \( S z \) such that
\[ S_{m_k} z \to S z \text{ in } L_T^2(L^2(\Omega)) \text{ and } S_{m_k} z \to S z \text{ in } C_T(H^{-1}(\Omega)). \]  
(3.48)

Moreover, we also have
\[ S_{m_k} z \to S z \text{ in } L_T^2(H_1^D). \]  
(3.49)

Using an arbitrary \( \psi \in H_1^D \) as a test function in (3.24) and integrating over time we find that
\[ \langle S_{m_k} z, \psi \rangle + \int_0^t A(S_{m_k} z, u, \psi; z) \, ds = \int_0^t \langle f - \mu P_h(S_{m_k} z - \theta), \psi \rangle \, ds + \langle \theta_0^\mu, \psi \rangle. \]  
(3.50)

Upon passing the weak limit to each term of (3.50) we find that
\[ \langle S z, \psi \rangle + \int_0^t A(S z, u, \psi; z) \, ds = \int_0^t \langle f - \mu P_h(S z - \theta), \psi \rangle \, ds + \langle \theta_0, \psi \rangle, \]  
(3.51)

for all \( \psi \in H_1^D \). \( \square \)

In addition to showing that \( S \) satisfying (3.9) is well-posed, we must establish that it is continuous with a relatively compact range to invoke Schauder’s fixed point theorem.

**Lemma 3.6** \( S : L_T^2(L^2(\Omega)) \to L_T^2(L^2(\Omega)) \) in (3.9) is continuous.

**Proof** Let \( \{z_n\} \subset L_T^2(L^2(\Omega)) \) such that \( \|z_n - z\|_{L_T^2(L^2(\Omega))} \to 0 \) as \( n \to \infty \). For each \( z_n \) let \( (S z_n, u_n) \) be the associated solution of (3.9). Note that by definition (3.9b) we have that
\[ \langle \kappa(z_n) \nabla u_n - \kappa(z) \nabla u, \nabla \varphi \rangle = 0 \]  
(3.52)

for any \( \varphi \in L_T^\infty(H_1^D) \). Adding and subtracting the mixed term \( \kappa(z_n) \nabla u \) in (3.52) and using \( \varphi = u_n - u \) as a test function it follows that
\[ \kappa_* \|\nabla(u_n - u)\|^2 \leq \langle (\kappa(z) - \kappa(z_n)) \nabla u, \nabla(u_n - u) \rangle. \]  
(3.53)
Integrating (3.53) over $[0,T]$, and applying the Cauchy-Schwarz inequality in space yields

$$\kappa_\star \| \nabla (u_n - u) \|^2_{L^2_t(L^2(\Omega)^2)} \leq \int_0^T \| (\kappa(z) - \kappa(z_n)) \nabla u \| \| \nabla (u_n - u) \| \, ds. \quad (3.54)$$

Expanding $\| (\kappa(z) - \kappa(z_n)) \nabla u \| \| \nabla (u_n - u) \|$ with Young’s inequality we find that

$$\| \nabla (u_n - u) \|^2_{L^2_t(L^2(\Omega)^2)} \leq C(\kappa_\star) \| (\kappa(z) - \kappa(z_n)) \nabla u \|^2_{L^2_t(L^2(\Omega)^2)}. \quad (3.55)$$

Moreover, by adding and subtracting the mixed term $\kappa(z_n)\nabla u$, using the triangle inequality, and (3.55),

$$\| \kappa(z_n)\nabla u_n - \kappa(z)\nabla u \|_{L^2_t(L^2(\Omega)^2)} \leq \| \kappa(z_n)\nabla (u_n - u) + (\kappa(z_n) - \kappa(z)) \nabla u \|_{L^2_t(L^2(\Omega)^2)} \leq C(\kappa_\star) \| (\kappa(z) - \kappa(z_n)) \nabla u \|_{L^2_t(L^2(\Omega)^2)}.$$

Recall that $z_n \to z$ strongly in $L^2_T(L^2(\Omega))$. Consequently, there exists a subsequence of $\{z_n\}$ for which $z_n(x, t) \to z(x, t)$ for almost every $(x, t)$. Then using model assumption A3, we find that $\kappa(z_n) \to \kappa(z)$ almost everywhere on $\Omega \times [0,T]$. Since $\kappa$ is bounded it follows from the Lebesgue dominated convergence theorem that

$$\lim_{n \to \infty} \| (\kappa(z) - \kappa(z_n)) \nabla u \|_{L^2_t(L^2(\Omega)^2)} = 0. \quad (3.56)$$

It then follows that $\kappa(z_n)\nabla u_n$ converges to $\kappa(z)\nabla u$ strongly in $L^2_T(L^2(\Omega)^2)$. Using classical compactness results it follows from Lemma 3.4 that there exists a function $Y$ such that

$$S z_n \to Y \text{ in } L^2_T(L^2(\Omega)) \cap L^2_T(H^1_0) \text{ and } S z_n \to Y \text{ in } C^0_T(H^{-1}(\Omega)), \text{ for } 0 \leq \gamma \leq \frac{1}{2}.$$ 

Since $S z_n$ satisfies (3.9), passing to the limit in (3.9a) gives

$$\langle Y, \psi \rangle + \int_0^T A(Y, u, \psi; z) \, ds = \int_0^T \langle f - \mu P_h(Y - \bar{\theta}), \psi \rangle \, ds + \langle \bar{\theta}_0, \psi \rangle \quad (3.57)$$

for all $\psi \in H^1_0$. Note that convergence of the advection term in (3.9a) follows from the fact that $\kappa(z_n)\nabla u_n$ converges to $\kappa(z)\nabla u$ strongly in $L^2_T(L^2(\Omega)^2)$. Since solutions to the decoupled system (3.9) are unique we conclude that $Y = S z$ and the whole sequence $S z_n$ converges to $S z$ in $L^2_T(L^2(\Omega))$. Consequently, we find that $S$ is a continuous mapping as desired. \qed

Recall that any function $S z$ satisfying (3.9) is bounded in $L^2_T(H^1_0)$. Furthermore, we have shown that $S z$ is also an element of $C^0_T(H^{-1}(\Omega))$ for $0 \leq \gamma \leq \frac{1}{2}$. As a consequence of Theorem 4.1 in [35] we conclude that the range of $S$ is relatively compact in $L^2_T(L^2(\Omega))$ since $H^1(\Omega) \subset L^2(\Omega) \subset H^{-1}(\Omega)$. By Schauder’s fixed point theorem there exists a fixed point for $S$. Thus, there exists a weak solution $(\bar{\theta}, \bar{p})$ which satisfies Definition 3.2.
3.2 Error Estimates for Data Assimilation Algorithm

The manner in which the approximation \((\hat{\theta}, \hat{p})\) converges to \((\theta, p)\) of Definition 2.1 is disseminated by analysis of discrepancy between the two pairs: \((\eta, w)\), with

\[
\eta = \theta - \hat{\theta} \quad \text{and} \quad w = \kappa(\theta)\nabla p - \kappa(\hat{\theta})\nabla \hat{p}.
\]  
(3.58)

Subtracting (3.1a) from (2.7a) gives

\[
\begin{cases}
\langle \partial_t \eta, \psi \rangle + \langle D\nabla \eta, \nabla \psi \rangle + \langle \theta w, \nabla \psi \rangle + \langle \eta \kappa(\theta)\nabla \hat{p}, \nabla \psi \rangle + \langle q_\eta, \psi \rangle = -\mu(P_\lambda(\eta), \psi), & \\
\langle w, \nabla \varphi \rangle = 0, & \\
\langle \eta(\cdot, 0), \psi \rangle = \langle \eta_0, \psi \rangle,
\end{cases}
\]
(3.59)

for all \(\varphi \in H^1_0\) and \(\psi \in H^1_0\), where identity \(\theta \kappa(\theta)\nabla p - \hat{\theta} \kappa(\hat{\theta})\nabla \hat{p} = \theta w + \eta \kappa(\theta)\nabla \hat{p}\) and \(\eta_0 = \theta_0 - \hat{\theta}_0\) have been used.

**Lemma 3.7** Under the assumptions \(A1\) to \(A7\), (3.15), (3.2), and (3.4), \(\eta\) in (3.59) satisfies

\[
\|\eta(\cdot, t)\|^2 \leq \|\eta_0\|^2 e^{\xi t}, \quad \text{with} \quad \xi = \left(2\tilde{C}_w\|g\|^s - \mu\right),
\]
(3.60)

for every \(t > 0\), where \(\frac{1}{s} + \frac{1}{s} = \frac{1}{2}\), and

\[
\tilde{C}_w = \frac{1}{s} (C_w C(r))^\frac{s}{s-1}, \quad \text{and} \quad \epsilon = \frac{s}{2(s-1)}.
\]
(3.61)

**Proof** We replace \(\psi\) in the first equation of (3.50) by \(\eta\), use \(A2\) and \(A4\) (so that \(D_s\|\nabla \eta\|^2 \leq \langle D\nabla \eta, \nabla \eta \rangle\)) to get

\[
\frac{1}{2} \frac{d}{dt} \|\eta\|^2 + D_s\|\nabla \eta\|^2 + I_3(\eta) \leq I_1(\eta) + I_2(\eta),
\]
(3.62)

where

\[
I_1(\zeta) = \langle -\mu P_\lambda(\zeta), \zeta \rangle, \quad I_2(\zeta) = \langle \theta w, \nabla \zeta \rangle, \quad \text{and} \quad I_3(\zeta) = \langle \zeta \kappa(\theta)\nabla \hat{p}, \nabla \zeta \rangle + \langle q(\zeta, \zeta) \rangle.
\]
(3.63)

Adding and subtracting \(\mu\langle \eta, \eta \rangle\), using (3.2) and Cauchy-Schwarz and Young’s inequalities gives

\[
I_1(\eta) = \mu(\eta - P_\lambda(\eta), \eta) - \mu\|\eta\|^2 \\
\leq \mu\|P_\lambda(\eta) - \eta\|\|\eta\| - \mu\|\eta\|^2 \\
\leq \frac{\mu^2 \epsilon_h^2}{2} \|\nabla \eta\|^2 - \frac{\epsilon}{2}\|\eta\|^2.
\]
(3.64)

Since \(0 \leq \theta \leq 1\) almost everywhere in \(\Omega \times [0, T]\) we conclude by using Cauchy-Schwarz and Young’s inequalities that

\[
I_2(\eta) \leq |\langle \theta w, \nabla \eta \rangle| \leq \|w\| \|\nabla \eta\| \leq \frac{1}{2\epsilon} D_s \|w\|^2 + \frac{\epsilon}{2} \|\nabla \eta\|^2, \quad \text{for some} \ \epsilon > 0.
\]
(3.65)
Recognizing the expression of \( w \) in \((3.58)\), we may use \((3.18)\) in Lemma 3.2 along with Young’s inequality to perform the following estimate:

\[
\|w\|^2 \leq \left( C_w C(r) \|g\| \|\eta\|^{2/s} \|\nabla \eta\|^{(s-2)/s} \right)^2
\]

\[
= \left( \left( C_w C(r) \|g\| \|\eta\|^{2/s} \right)^2 \left( \|\nabla \eta\|^{(s-2)/s} \right) \right)
\]

\[
\leq \frac{2}{s} \left( C_w C(r) \|g\| \right)^s \frac{s}{(\epsilon D_s)^{s-2}} \|\eta\|^2 + \frac{s}{s} \frac{2}{s} \left( \epsilon D_s \|\nabla \eta\| \right)^2.
\]

Combining this last estimate with \((3.65)\) yields

\[
I_2(\eta) \leq \tilde{C}_w \|g\|^s \|\eta\|^2 + \frac{s}{2} \frac{2}{s} \epsilon D_\tau \|\nabla \eta\|^2,
\]

where \( \tilde{C}_w = \frac{1}{s} \left( C_w C(r) \right)^s \) (3.66)

An application of density argument such as done in Appendix A gives

\[
\langle \eta \kappa(\hat{\theta}) \nabla \hat{p}, \nabla \eta \rangle = \frac{1}{2} \langle g, \eta \rangle + \langle q \eta, \eta \rangle = \frac{1}{2} \langle g + 2q, \eta \rangle \geq 0,
\]

(3.68)

where we have used \( A_7 \).

Collecting all the estimates for \( I_j(\eta), j = 1, 2, 3 \) back to \((3.62)\) gives

\[
\frac{d}{dt} \|\eta\|^2 + (c(\epsilon) D_\tau - \mu c_0 h^2) \|\nabla \eta\|^2 \leq \xi \|\eta\|^2.
\]

(3.69)

where

\[
\xi = \left( 2 \tilde{C}_w \|g\|^s - \mu \right) \text{ and } c(\epsilon) = 2 - \frac{2(s-1)\epsilon}{s}.
\]

Choose \( \epsilon = \frac{s}{2(s-1)} \) so that \( c(\epsilon) = 1 \). This choice is well defined since \( s - 1 > 0 \), due to the fact that \( 1/r + 1/s = 1/2 \), i.e., \( r, s > 2 \). Using the bound \((3.4)\) in \((3.69)\) yields

\[
\frac{d}{dt} \|\eta\|^2 \leq \xi \|\eta\|^2,
\]

(3.71)

from which the proof is completed.

Without further specifications on components involved in \( \xi \), the preceding lemma guarantees the boundedness of \( \|\eta\| = \|\theta - \hat{\theta}\| \) in finite time as long as \( \xi \) remains bounded. However, notice that \( \mu \) in the expression of \( \xi \) is a free parameter, so there is a certain degree of flexibility to choose \( \mu \) that renders a negative value for \( \xi \).

**Theorem 3.3** Adopt hypotheses in Lemma 3.2 and Lemma 3.7. Choose \( \mu > 0 \) such that \( \xi < 0 \) in Lemma 3.7. Then

\[
\|\theta(\cdot, t) - \hat{\theta}(\cdot, t)\| \to 0 \text{ as } t \to \infty.
\]

(3.72)

Furthermore,

\[
\|\kappa(\theta) \nabla p - \kappa(\hat{\theta}) \nabla \hat{p}(\cdot, t)\| \to 0 \text{ as } t \to \infty.
\]

(3.73)
Proof Establishing this statement is straightforward from the inequalities in Lemma 3.7. In particular, we choose $\mu > 0$ such that

$$
\mu > 2c_\omega \|q\|_\omega^s.
$$

which gives $\xi < 0$. Inequality in (3.60) of Lemma 3.7 gives (3.72).

Next, with the same choice of $\epsilon$ to give $c(\epsilon) = 1$ in (3.70) and integrating (3.69) over $(0, T)$, one obtains

$$
\|\eta(\cdot, t)\|^2 - \|\eta_0\|^2 + (D_* - \mu c_\omega h^2) \int_0^T \|\nabla \eta(\cdot, t)\|^2 \, dt \leq \xi \int_0^T \|\eta(\cdot, t)\|^2 \, dt,
$$

from which inequality in (3.60) is used to deduce

$$
(D_* - \mu c_\omega h^2) \int_0^T \|\nabla \eta(\cdot, t)\|^2 \, dt \leq \|\eta_0\|^2 \left(1 + \xi \int_0^T \epsilon^\xi t \, dt\right) = \|\eta_0\|^2 e^{\xi T}.
$$

This last inequality implies that $\int_0^T \|\nabla \eta(\cdot, t)\|^2 \, dt \to 0$ as $T \to \infty$, so $\|\nabla \eta(\cdot, t)\|$ remains bounded as $t \to \infty$. This fact together with (3.72) are used in (3.18) of Lemma 3.2 to get (3.73). This completes the proof.

3.3 Physical Relevance of the Data Assimilation Solution

After establishing its convergence, the next task is to look into the physical relevance of $\hat{\theta}$. As seen in Appendix A under appropriate assumptions, the true concentration, $\theta$, maintains its value between 0 and 1 in $\Omega \times [0, T]$. The next lemma and theorem confirms the same behavior for $\hat{\theta}$ as long as $\mu$ is chosen in accordance with the setting in Theorem 3.3, and a correct choice of initial condition $\theta_0$ is used. It is then followed by a theorem that establishes the uniqueness of this $\hat{\theta}$.

**Lemma 3.8** Assume all hypotheses in Theorem 3.3 and choose $\theta_0$ such that $\eta_0 = \theta_0 - \hat{\theta}_0 \geq 0$. Then

$$
(\theta(x, t) - \hat{\theta}(x, t)) \geq 0, \quad \text{for almost every} \quad (x, t) \in \Omega \times [0, T].
$$

**Proof** Set $\eta = \theta - \hat{\theta}$ and write $\eta = \eta^+ - \eta^-$, where $\eta^+ = \max\{0, \eta\}$ and $\eta^- = \max\{0, -\eta\}$ and

$$
\nabla \eta^+ = \begin{cases} \nabla \eta & \text{if } \eta > 0, \\ 0 & \text{if } \eta \leq 0, \end{cases}
$$

and

$$
\nabla \eta^- = \begin{cases} 0 & \text{if } \eta > 0, \\ -\nabla \eta & \text{if } \eta \leq 0. \end{cases}
$$

Using the above definition, it is clear that $-\eta^- = -(\eta^+ - \eta^-)\eta^- = (\eta^-)^2$. By the same token,

$$
\nabla \eta \cdot \nabla \eta^- = |\nabla \eta^-|^2, \quad \text{and} \quad \eta \nabla \eta^- = \eta^- \nabla \eta^-.
$$

Thus, we may use $\psi = -\eta^-$ in the first equation of (3.59) to get

$$
\frac{1}{2} \frac{d}{dt} \|\eta^-\|^2 + D_* \|\nabla \eta^-\|^2 + I_3(\eta^-) \leq I_1(\eta^-) + I_2(\eta^-),
$$

where $I_j(\zeta)$, $j = 1, 2, 3$ are as described in (3.63). Much of the remaining proof are verbatim of shown in the proof of Lemma 3.7. In particular, following the exact estimates of $I_j$, $j = 1, 2, 3$ in the proof of that lemma, we arrive at

$$
\frac{d}{dt} \|\eta^-\|^2 \leq \xi \|\eta^-\|^2 \leq 0,
$$

since $\xi < 0$ has been chosen as stated in Theorem 3.3. Integrating over $(0, s) \subset [0, T]$ gives

$$
\|\eta^-(\cdot, s)\|^2 \leq \|\eta^-(\cdot, 0)\|^2 = \|\eta_0\|^2.
$$

By the stated choice of $\hat{\theta}_0$, $\eta_0 \geq 0$, so this means $\|\eta_0^-\| = 0$. It follows that $\|\eta^-(\cdot, s)\| = 0$, and thus $\eta^-(x, s) = 0$ for almost every $(x, s) \in \Omega \times [0, T]$. This implies that $\eta(x, s) \geq 0$. □
Theorem 3.4 Assume hypotheses in Theorem 3.3 and choose \( \hat{\theta}_0 \geq 0 \) such that \( \eta_0 = \theta_0 - \hat{\theta}_0 \geq 0 \). Then
\[
\hat{\theta}(x,t) \in [0,1], \text{ for almost every } (x,t) \in \Omega \times [0,T].
\] (3.80)

Proof Since \( \eta_0 \geq 0 \), Lemma 3.8 implies \( \hat{\theta}(x,t) \leq \theta(x,t) \). Moreover, because Appendix A shows that \( \hat{\theta}(x,t) \leq 1 \), it follows that \( \hat{\theta}(x,t) \leq 1 \).

Next we show that \( \hat{\theta}(x,t) \geq 0 \). To proceed, we repeat the first part of the proof in Appendix A verbatim. In this case we write \( \hat{\theta} = \hat{\theta}^+ - \hat{\theta}^- \), where \( \hat{\theta}^+ = \max\{0,\hat{\theta}\} \) and \( \hat{\theta}^- = \max\{0,-\hat{\theta}\} \) use \( \psi = -\hat{\theta}^- \) in (3.1a) to get
\[
\frac{1}{2} \frac{d}{dt} \|\hat{\theta}^-\|^2 + A(\hat{\theta}^-, \hat{\psi}^-; \theta) = -(f - \mu \hat{P}_h(\hat{\theta} - \theta), \hat{\theta}^-),
\] (3.81)
and after redoing much of the steps in Appendix A we arrive at
\[
\frac{1}{2} \frac{d}{dt} \|\hat{\theta}^-\|^2 + (f + q\hat{\theta}^- + \frac{1}{2}g\hat{\theta}^-, \hat{\theta}^-) + \langle \mu P_h(\theta - \hat{\theta}), \hat{\theta}^- \rangle \leq 0.
\] (3.82)

As in Appendix A, assumption \( \mathcal{A}' \) implies \( (f + q\hat{\theta}^- + \frac{1}{2}g\hat{\theta}^-, \hat{\theta}^-) \geq 0 \). Furthermore, because Lemma 3.8 guarantees that \( \langle \theta - \hat{\theta} \rangle \geq 0 \), it follows by (3.3) that \( \hat{P}_h(\theta - \hat{\theta}) \geq 0 \), and thus \( \langle \mu \hat{P}_h(\theta - \hat{\theta}), \hat{\theta}^- \rangle \geq 0 \). Integration of (3.82) over \( (0,s) \subseteq [0,T] \) and application of these two inequalities give \( \|\hat{\theta}^-(\cdot,s)\|^2 - \|\hat{\theta}^-(\cdot,0)\|^2 \leq 0 \). By assumption \( \hat{\theta}_0(x) \geq 0 \) for almost every \( x \in \Omega \) so it follows that \( \hat{\theta}^-(x,s) = 0 \) for almost every \( x,s \in \Omega \times [0,T] \). Consequently, \( \hat{\theta}(x,t) \geq 0 \) for almost every \( (x,t) \in \Omega \times [0,T] \). This completes the proof. \( \square \)

At this stage, we are in a position to establish the uniqueness of \( (\hat{\theta}, \hat{\psi}) \).

Theorem 3.5 Under the assumptions in Theorem 3.3 and Theorem 3.4 the solution \( (\hat{\theta}, \hat{\psi}) \) of the data assimilation model (3.1a) is unique in the class \( \mathcal{L}_T^{2^2} (L^2(\Omega)) \cap \mathcal{L}_T^2 (H^1_D) \times \mathcal{L}_T^2 (H^1_D) \).

Proof To the contrary, assume each \( (\hat{\theta}_j, \hat{\psi}_j) \), \( j = 1,2 \) is the solution to (3.1a). Designating \( \hat{\eta} = \hat{\theta}_1 - \hat{\theta}_2 \), and \( \hat{w} = \kappa(\hat{\theta}_1)\nabla \hat{p}_1 - \kappa(\hat{\theta}_2)\nabla \hat{p}_2 \), they are governed by
\[
\begin{cases}
\langle \partial_t \hat{\eta}, \psi \rangle + \langle D \nabla \hat{\eta}, \nabla \psi \rangle + \langle \hat{\theta}_1 \hat{\psi}, \nabla \hat{\psi} \rangle + \langle \mu \kappa(\hat{\theta}_1)\nabla \hat{p}_1, \nabla \psi \rangle + \langle q \hat{\eta}, \psi \rangle = -\mu \langle \hat{P}_h(\hat{\eta}), \psi \rangle,
\langle \hat{w}, \nabla \varphi \rangle = 0,
\langle \hat{\eta}, (\cdot, 0), \psi \rangle = 0,
\end{cases}
\] (3.83)
for every \( \varphi \in H^1_D \) and \( \psi \in H^1_D \). Notice the structural resemblance of (3.83) to (3.59), so the same estimation procedures done Lemma 3.7 can be applied here. With the help of Theorem 3.4 and those procedures, we arrive at
\[
\|\hat{\eta}(\cdot,0)\|^2 \leq \|\hat{\eta}(\cdot,0)\|^2 e^{5t} = 0,
\]
which infers that for almost every \( (x,t) \in \Omega \times (0,T) \), \( \hat{\eta}(x,t) = 0 \), and thus \( \hat{\theta}_1 = \hat{\theta}_2 \) almost everywhere in \( \Omega \times (0,T) \). Also, using (3.17) in Lemma 3.2
\[
\|\nabla(\hat{p}_1 - \hat{p}_2)\| \leq C_H C(r) \|q\| \|\hat{\theta}_1 - \hat{\theta}_2\|^{2/s} \|\nabla(\hat{\theta}_1 - \hat{\theta}_2)\|^{(s-2)/s},
\]
which implies that \( \|\nabla(\hat{p}_1 - \hat{p}_2)\| = 0 \). Since \( p_j(\cdot,t) \in H^1_D \), this means that \( \hat{p}_1 = \hat{p}_2 \) almost everywhere in \( \Omega \times (0,T) \). The proof is complete. \( \square \)
4 A Numerical Implementation of the Data Assimilation

4.1 Setting of the Computational Domain and the Assimilation Data

Description of the numerical implementation is focused on performing the data assimilation methodology on a rectangular domain $\Omega = (0, L_1) \times (0, L_2)$ such as depicted on fig. 4.1a. In this $\Omega$, it is assumed that there is a set $\{x_i\}_{i=0}^{N_{sp}} \subset \Omega$ of spatial measurement locations with a maximum distance $\mathcal{H}$, over which certain functional values of $\theta$ are known. In particular, we assume that for every $x_i$ there exists a bounded linear functional $\gamma_i : H^1_D(\Omega) \to \mathbb{R}$. The set of these functional is the ground for constructing the interpolation operator $P_\mathcal{H} : H^1_D(\Omega) \to \text{span}\{\phi_{\mathcal{H},i} : i = 0, \cdots, N_{sp}\}$:

$$
P_\mathcal{H}(z) = \sum_{i=0}^{N_{sp}} \gamma_i(z) \phi_{\mathcal{H},i},
$$

where $\phi_{\mathcal{H},i} : \overline{\Omega} \to [0, 1]$ is the usual nodal bilinear basis function over the partition of $\Omega$ caused by $\{x_i\}_{i=0}^{N_{sp}}$, such that $\phi_{\mathcal{H},i}(x_j) = \delta_{ij}$. This kind of interpolation operator has been well studied and can be shown to satisfy (3.2) under sufficient regularity of the measured function and the measurement locations [10]. An example of such a $\gamma_i$ is the average value of the function at $x_i$:

$$
\gamma_i(z) = \frac{1}{\omega_i} \int_{\omega_i} z(x) \, dx,
$$

where $\omega_i \subset \Omega$ is a certain region associated with $x_i$.

4.2 Numerical Approximation Strategy

The numerical approximation that is utilized for simulation of the data assimilation adopts a strategy described in [17], which develops an algorithm for simulating a standard two-phase flow and transport model. The domain $\Omega$ is discretized into a collection of nonoverlapping rectangles $\tau \in \mathcal{T}_\mathcal{H}$ such that $\Omega = \bigcup_{\tau \in \mathcal{T}_\mathcal{H}} \tau$ (see fig. 4.1b), where $h = \max_{\tau \in \mathcal{T}_\mathcal{H}} h_\tau$ and $h_\tau$ is the diameter of $\tau$. Let $\mathcal{Z}_\mathcal{H}$ be the set of vertices in $\Omega \setminus I_D$ as a result of the partition $\mathcal{T}_\mathcal{H}$. On this $\mathcal{T}_\mathcal{H}$, the continuous
Fig. 4.2 Construction of a control volume $\omega_\zeta$ (the shaded rectangle) for a vertex $\zeta$ that is shared by four rectangular elements $\tau$. The shaded intersection of a $\tau$ and $\omega_\zeta$ is denoted by $\omega_\zeta \cap \tau$.

piecewise bilinear and the discontinuous piecewise bilinear finite element spaces are respectively defined as

$$
\begin{align*}
V_h &= \{ v_h \in C(\Omega) \cap H^1_0 : v_h|_\tau \text{ is bilinear } \forall \tau \in T_h \} = \text{span}\{ \phi_\zeta, \zeta \in Z_h \}, \\
V_{d,h} &= \{ v_h \in L^2(\Omega) : v_h|_\tau \text{ is bilinear } \forall \tau \in T_h \} = \text{span}\{ \phi_{\zeta,\tau}, \zeta \in Z_\tau, \tau \in T_h \},
\end{align*}
$$

(4.2)

where $\phi_\xi : \overline{\Omega} \rightarrow [0,1]$ is the usual continuous piecewise linear Lagrangian finite element basis functions and $\phi_{\zeta,\tau} = \phi_\xi 1_\tau$, with $1_\tau : \overline{\Omega} \rightarrow [0,1]$ being the characteristic function of $\tau$. In the above, $Z_\tau \subset Z_h$ is the set of vertices in $\tau$. Associated with every vertex $\zeta \in Z_h$, denote by $\omega_\zeta$ the control volume whose construction is according to the illustration in fig. 4.2. The set of such control volumes is denoted by $D_h$ (see fig. 4.1c). For $v_h \in V_{d,h}$, we set $I_\tau v_h$ as a piecewise constant function over $\tau$, which is defined by

$$
I_\tau v_h = \sum_{\zeta \in Z_\tau} v_h(\zeta) 1_{\zeta,\tau},
$$

where $1_{\zeta,\tau} : \overline{\Omega} \rightarrow [0,1]$ is the characteristic function of the polygonal $\omega_\zeta \cap \tau$ (see Figure 4.2). The semidiscrete approximation of the data assimilation is to find $(\hat{\theta}_h(t), \hat{\psi}_{d,h}(t)) \in V_h \times V_h \times V_{d,h}$ that is governed by

$$
\begin{align*}
\frac{d}{dt} \int_{\omega_\zeta} \hat{\theta}_h \, dx - \int_{\partial \omega_\zeta} \left( D\nabla \hat{\theta}_h + \hat{\theta}_h \kappa(\hat{\theta}_h) \nabla \hat{\psi}_{d,h} \right) \cdot n \, d\ell + \int_{\omega_\zeta} q \hat{\theta}_h \, dx &= \int_{\omega_\zeta} \left( f - \mu P_h(\hat{\theta}_h - \theta) \right) \, dx \forall \omega_\zeta \in D_h, \\
B_h(\hat{\psi}_{d,h}, \varphi_{d,h}; \hat{\theta}_h) &= \langle g, \varphi_{d,h} \rangle \forall \varphi_{d,h} \in V_h, \\
B_h(\hat{\psi}_{d,h}, \varphi_{d,h}; \hat{\theta}_h) &= R_h(\hat{\theta}_h, \varphi_{d,h}; \hat{\theta}_h) \forall \varphi_{d,h} \in V_{d,h},
\end{align*}
$$

(4.3)

where

$$
\begin{align*}
B_h(v, w; z) &= \sum_{\tau \in T_h} \sum_{\zeta \in Z_\tau} -\langle \kappa(z) \nabla v \cdot n, I_\tau w \rangle_{\partial \omega_\zeta \cap \tau}, \\
R_h(v, w; z) &= \sum_{\tau \in T_h} \langle \{ \kappa(z) \nabla v \} \cdot n, I_\tau w - w \rangle_{\partial \tau} + \langle g, I_\tau w - w \rangle_{\tau} + \langle \kappa(z) \nabla v, \nabla w \rangle_{\tau},
\end{align*}
$$
and \( n \) is the usual outward unit normal vector. In the forms above, for \( e = \partial \tau \cap \partial \tau' \subset \partial \Omega, \{ w \} \) is understood as \((w)_{|\tau} + (w)_{|\tau'})/2\) on \( e \). The formulation \((4.5)\) assumes a zero initial condition.

A closer inspection of the system \((4.3)\) shows that it digresses from the original data assimilation model \((3.1)\) in two ways. First, the equation to approximate \( \hat{\theta} \), i.e., \((4.3a)\) utilizes a finite volume element method, whose variational formulation is different from \((3.1a)\). This choice is made due to the method’s suitability to approximate solutions to problems that are derived from conservation principle. The second equation \((4.3b)\) is exactly the same as in \((3.1b)\), except the former is posed on the finite dimensional space \( V_h \).

The third equation \((4.3c)\) requires a proper description. Due to its global formulation, cf. \((4.3c)\), \( \hat{p}_h(t) \) does not satisfy the mass balance property, i.e.,

\[
\int_{\partial \omega} -\kappa(\hat{\theta}_h)\nabla \hat{p}_h \cdot n \, d\ell - \int_{\omega} g \, dx \neq 0, \quad \forall \omega \in \Omega. \tag{4.4}
\]

In many numerical simulations of problems that are derived from conservation principle, it is crucial for the approximations to possess such a mass balance property. The subsystem \((4.3c)\) is meant to produce a surrogate of \( \hat{p}_h(t) \in V_h \), which is denoted by \( \hat{\Psi}_{d,h}(t) \in V_{d,h} \) that satisfies

\[
\int_{\partial \omega \xi} -\kappa(\hat{\theta}_h)\nabla \hat{\Psi}_{d,h}(t) \cdot n \, d\ell = \int_{\omega \xi} g \, dx, \quad \forall \omega \xi \in D_h. \tag{4.5}
\]

Thus, \((4.3c)\) is a step to produce a locally conservative normal flux \(-\kappa(\hat{\theta}_h)\nabla \hat{\Psi}_{d,h}(t) \cdot n\) in the sense of \((4.5)\). We refer to \[17\] for an extensive discussion on how this property is established.

Obviously the system in \((4.3)\) is coupled and nonlinear so a standard implementation will result in a set of nonlinear algebraic equations governing the following functions:

\[
\dot{\theta}_h(t) = \sum_{\zeta \in \mathcal{Z}_h} \alpha_\zeta(t) \phi_\zeta, \quad \dot{\hat{p}}_h(t) = \sum_{\zeta \in \mathcal{Z}_h} \beta_\zeta(t) \phi_\zeta, \quad \dot{\hat{\Psi}}_{d,h}(t) = \sum_{\tau \in T_h} \sum_{\zeta \in \mathcal{Z}_\tau} \delta_{\zeta,\tau}(t) \phi_{\zeta,\tau}. \tag{4.6}
\]

The nonlinear algebraic system must be solved by some iterative techniques at every time level. Formal discussions of the construction and techniques for efficiently solving such an algebraic system can be found in many texts (see for example \[14, 17\]). However, there exists a fast-slow relation between the pressure and concentration profiles \[9\]. Taking advantage of this relation can improve the efficiency of the numerical method for solving the above system. This improved efficiency is realized by calculating \( \hat{p}_h(t) \) and \( \hat{\Psi}_{d,h}(t) \) on a coarse time partition of \((0, T]\), denoted by \( I = \{ t_0, t_1, \cdots, t_M \} \), and computing \( \hat{\theta}_h \) at a set of finer time levels \( J_n = \{ s_{0,n}, s_{1,n}, \cdots, s_{m,n} \} \) that further partitions \((t_{n-1}, t_n]\) for every \( n = 1, 2, \cdots, M \). In this setting, \( s_{0,n} = t_{n-1} \) and \( s_{m,n} = t_n \).

Moreover, this separation of time scales allows for a decoupling of the pressure and its surrogate (second and third equations in \((4.3)\)) from the concentration (first equation in \((4.3)\)). In fact, the second and third equation in \((4.3)\) is also completely decoupled and \( \hat{\Psi}_{d,h}(t_n) \) can be independently solved for every \( \tau \in T_h \) such that a locally conservative normal flux \(-\kappa(\hat{\theta}_h(t_{n-1}))\nabla \hat{\Psi}_{d,h}(t_n) \cdot n\) in the sense of \((4.5)\) is made available. This quantity in turn is fed into equation of the approximate concentration. In this way, the utilization of iterative techniques to solve \((4.3)\) can be completely avoided. The complete picture of the time marching on \( J_n \) is listed in Algorithm \[11\]. A trapezoidal rule is used to approximate the time integration in that algorithm along with an application of upwinding scheme for the term \( \theta_h \kappa(\hat{\theta}_h(t_{n-1}))\nabla \hat{\Psi}_{d,h}(t_n) \cdot n\). This algorithm is then called for every \( n = 1, 2, \cdots, M \).

The convergence analysis of the proposed algorithm \((4.3a)-(4.3c)\) is based upon obtaining a priori estimates on the approximation \((\dot{\theta}_h, \dot{\hat{p}}_h, \dot{\hat{\Psi}}_{d,h})\). Similar estimates are obtained in Section 3 for the spectral Galerkin approximation. The actual convergence analysis of the above numerical
the choice of the physical setting under consideration. Since the previous analysis presented in this paper allows for a saltwater intrusion model. Parameter values for the simulation are chosen to respect the initial condition is known. The last example explores the applicability of the methodology assimilation algorithm are obtained by comparing to a numerical simulation of the model problem where the initial condition is entirely unknown. Estimates for the quality of the solutions obtained using the data scheme is far from trivial and is outside the scope of the current investigation. We will disseminate this analysis in a subsequent future work. We refer to [2] where a different algorithm was used, more specifically a combination of mixed finite element and finite volume methods was implemented and a convergence analysis was proved.

5 Numerical Validation Study

The following four examples serve as a numerical validation of the proposed methodology. In the first two examples the relation between the choice of the relaxation parameter, \( \mu \), and the corresponding convergence rates of the proposed method are explored by simulating synthetic model problems. In the third example the convergence rates obtained for various choices of the sparse data interpolation length scale, \( h \), are explored when an analytic solution to the model problem is entirely unknown. Estimates for the quality of the solutions obtained using the data assimilation algorithm are obtained by comparing to a numerical simulation of the model problem where the initial condition is known. The last example explores the applicability of the methodology for a saltwater intrusion model. Parameter values for the simulation are chosen to respect the physical setting under consideration. Since the previous analysis presented in this paper allows for the choice of \( \theta_0 \) to be made arbitrarily, two types of initial guess are considered. In Examples 1 and 2 the initial guess \( \theta_0 = 0 \) is used. In Examples 3 and 4, a bilinear interpolation of the sparse data \( P_h(\theta_0) \) is used as the initial condition for \( \theta_h \).

\begin{algorithm}[H]
\begin{enumerate}
\item Let \( \hat{\theta}_h(t_{n-1}), \hat{p}_h(t_{n-1}) \) be available and set \( \hat{\theta}_h(s_{0,n}) = \theta_h(t_{n-1}) \).
\item Set \( \kappa_{n-1} = \kappa(\hat{\theta}_h(t_{n-1})) \) and find \( \hat{p}_h(t_n) \in V_h \) satisfying
\[ B(\hat{p}_h(t_n), \varphi_h; \hat{\theta}_h(t_{n-1})) = \langle g, \varphi_h \rangle \forall \varphi_h \in V_h. \]
\item Find \( \hat{\psi}_{d,h}(t_n) \in V_{d,h} \) satisfying
\[ B_h(\hat{\psi}_{d,h}(t_n), \varphi_{d,h}; \hat{\theta}_h(t_{n-1})) = R_h(\hat{p}_h(t_n), \varphi_{d,h}; \hat{\theta}_h(t_{n-1})) \forall \varphi_{d,h} \in V_{d,h}, \]
where \( \hat{\psi}_{d,h}(t_n) \) satisfies the mass balance
\[ \int_{\partial_\omega} \kappa_{n-1} \nabla \hat{\psi}_{d,h}(t_n) \cdot n \,d\ell = \int_{\omega} g \,dx, \forall \omega \in D_h. \]
\item for \( j = 1, 2, \ldots, m \)
\begin{enumerate}
\item Find \( \hat{\theta}_h(s_{j,n}) \in V_h \) satisfying
\[ \int_{\omega} (\hat{\theta}_h(s_{j,n}) - \hat{\theta}_h(s_{j-1,n})) \,dx - \int_{s_{j-1,n}}^{s_{j,n}} \int_{\partial_\omega} \left( D \nabla \hat{\theta}_h + \hat{\theta}_h \kappa_{n-1} \nabla \hat{\psi}_{d,h}(t_n) \right) \cdot n \,d\ell \]
\[ + \int_{s_{j-1,n}}^{s_{j,n}} \int_{\omega} q \hat{\theta}_h \,dz \,dt = \int_{s_{j-1,n}}^{s_{j,n}} \int_{\omega} \left( f - \mu P_h(\hat{\theta}_h - \theta) \right) \,dz \,dt, \forall \omega \in D_h. \]
\end{enumerate}
\end{enumerate}
\end{algorithm}
5.1 Example 1

This example illustrates the validity of Lemma 3.7. Chiefly, we attempt to showcase the predicted asymptotically stable long run behavior of the error estimates for the assimilated solution. The setting is as follows: \( \Omega = [0,1]^2 \), \( \Gamma_D = \partial \Omega \), \( D = 1 \), \( q = 0 \), \( -\kappa(\theta)\nabla p = (v(\theta),v(\theta)) \), where \( v(\theta) = (1 + \theta)^{-1} \), \( \theta_0(x) = (x_1 - x_1^2)(x_2 - x_2^2) \). The function \( f \) is chosen such that \( \theta(x,t) = (x_1 - x_1^2)(x_2 - x_2^2)e^{-t} \). Notice that this example does not require solving for \( p \) since the Darcy velocity is directly expressed as a function of \( \theta \). The function \( \theta_h \) is obtained based on the discretization of \( \Omega \) into \( 100 \times 100 \) rectangular elements \((h = 0.01)\). The interpolation function \( P_h \) was constructed using a fixed sparse grid of \( 10 \times 10 \) rectangular elements \((h = 0.1)\). A uniform fine time scale of \( s_{i+1,n} - s_{i,n} = 0.002 \) was chosen with updates to the Darcy velocity occurring at every \( 10^\text{th} \) fine time step. As a metric, the relative difference

\[
R(\hat{\theta}_h; t) = 100 \times \frac{\|\hat{\theta}_h(\cdot,t) - \theta(\cdot,t)\|_2}{\|\theta(\cdot,t)\|_2}\% \tag{5.1}
\]

is calculated at each coarse time step. Plots of values of \( R(\hat{\theta}_h; t) \) for various choices of \( \mu \) are shown in figs. 5.1a and 5.1b. It is worth noting that \( R(\hat{\theta}_h; 0) = 100\% \) since the initial condition \( \hat{\theta}_0 = 0 \) was used in the simulation.

![Fig. 5.1](image)

**Fig. 5.1** Relative Difference \( R(\hat{\theta}_h; t) \) for various \( \mu \): Plots (a) and (b) are for Example 1 with \( h = 10h \), plot (c) is for Example 2 with \( h = 5h \).

As a consequence of Lemma 3.7 and when \( h \) is sufficiently resolved, an asymptotic bound on \( \|\theta_h - \theta\| \) can be obtained if conditions on \( \mu \) are satisfied. Specifically, combining requirement 3.4 and the condition that \( \xi_\star \), defined in Lemma 3.7, be negative one finds that this asymptotic behavior is obtained if

\[
2 \left( \tilde{C}_{\text{w}} + \tilde{C}_{\text{gn}} \right) \|g\|^s - q_\star < \mu < \frac{D_\star}{c_0^3 h} \tag{5.2}
\]

That is, there exists a so-called Goldilocks Zone for choosing the value of \( \mu \) to guarantee the desired convergence. The precise value of each of these bounds are unavailable due to lack of information about the constants of the a priori estimates. However, the convergence results obtained in figs. 5.1a and 5.1b are consistent with Lemma 3.7. Namely, the two figures indicate that there is a specific range of values for \( \mu \) for which faster convergence of \( \theta_h \) to \( \theta \) can be achieved. When \( \mu \) is chosen within this range, an exponential rate of decrease towards an asymptotically stable value is observed. These results also suggest the existence of an optimal value of \( \mu \). If the value of \( \mu \) is increased or
decreased away from this optimal value, the numerical results indicate an increase in the asymptote of the error.

5.2 Example 2

This example illustrates the assumption a case of decoupling between $p$ and $\theta$, namely that $\kappa$ is independent of $\theta$. The setting is as follows: $\Omega = [0, 1]^2$, $I_D = (0, x_2) \cup (1, x_2)$, $\Gamma_N = \partial \Omega \setminus I_D$, $\kappa = D = 1$, $g = q = 0$, $\theta_0(x) = (x_1 - x_1^2)$. The function $f$ is chosen such that $(p, \theta) = (1 - x_1, (x_1 - x_1^2)e^t)$ (i.e., $p(0, x_2) = 1$). The function $\theta_h$ is obtained based on the discretization of $\Omega$ into $50 \times 50$ rectangular elements ($h = 0.02$). The interpolation function $P_h$ was constructed using a fixed sparse grid of $10 \times 10$ rectangular elements ($\ell = 0.1$). A fine time scale of $s_{i+1,m} - s_{i,m} = 0.02$ while the Darcy’s velocity is calculated only once before the time marching due the decoupling. Notice that in this decoupling scenario, $\hat{\theta} = \theta$.

Plots of $R(\theta_h; t)$ for this example are shown in fig. 5.1c. Note that for this case Notably, all choices of $\mu$ lead to the convergence of $\theta_h$ to $\theta$ in only a few time steps. Furthermore, the resulting asymptotic behavior of the solution can be attributed to the discretization errors of the approximation. Specifically, using the same numerical scheme used to compute $\theta_h$ and the known initial condition, an approximation of the true solution was found to have an asymptotic $R(\theta_h, t)$ value of approximately 0.89%. Noting that $R(\theta_h, t)$ converges to an asymptotic value which is less than 0.89% one can conclude that the theoretical convergence of the assimilation procedure has been numerically validated.

5.3 Example 3

The condition suggests an interplay between the choice of $\mu$ and $h$ and the asymptotic behavior of the quality of $\theta$. That is, the range of optimal choices for $\mu$ can be adjusted by varying the choice of $h$. We investigate this dependency in the following example by fixing the value of $\mu$ and simulating an example problem using various choices of $h$.

This example is posed in $\Omega = [0, 1]^2$ with $I_D = \partial \Omega$, $D = 0.01$, and $q = f = 0$. The spatial profile of $g$ is depicted in fig. 5.2a and $\kappa(\theta) = k(x)(1 - \theta + \theta/16)^{-1}$ where $k(x)$ is the heterogeneous profile depicted in log scale in fig. 5.2b. The structure of the initial condition $\theta_0$ is shown in
Relative Difference $R(\bar{\theta}_h(t))$ (%)

Relative Difference $\tilde{R}(\hat{\theta}_h(t))$ (%)

Fig. 5.3 Example 3: fig. 5.3a shows $R(\hat{\theta}_h,t)$, the relative difference of the solution obtained using the data assimilation algorithm for various choices of $h$. fig. 5.3b shows $R(P_h(\theta_h);t)$, the quality of a bilinear interpolation of the sparse sample data, at coarse time steps for various choices of $h$; fig. 5.3c shows the behavior of relative difference over time, $R(\hat{\theta}_h,t)$, of the solution obtained using the data assimilation algorithm compared to a bilinear interpolation of the sparse data measurements for various choices of $h$.

The domain $\Omega$ is discretized into $240 \times 240$ rectangular elements. The results are obtained by using $s_{i+1,n} - s_{i,n} = 0.0004$, with the Darcy velocity being updated at a coarse time scale $t_{n+1} - t_n = 0.002$. Sparse data is assumed to be available at each coarse time step, with a bilinear interpolation being performed to update the assimilated concentration at the finest time scale. Since a closed form of the analytic true solution is not available, a numerical solution is used as a reference. That is, we use $\theta = \theta_h$ to obtain estimates of $R(\hat{\theta}_h,t)$ defined by (5.1). A comparison of the solution obtained with the data assimilation algorithm to the quality of the sparse data used to run the algorithm is obtained using the metric

$$\tilde{R}(\hat{\theta}_h;t) = 100 \times \frac{\|\hat{\theta}_h(\cdot,t) - P_h(\theta_h(\cdot,t))\|_2}{\|\theta_h(\cdot,t)\|_2} \% \quad (5.3)$$

In fig. 5.3a plots of $R(\hat{\theta}_h,t)$ for various choices of $h$ are given with respect to time. In all of the examples presented the asymptotic convergence predicted by Lemma 3.7 can be observed. However, there are some subtitles that merit discussion.

If $h$ is chosen to be too large, the quality of solutions obtained with the data assimilation algorithm is degraded. This result fits with intuition since an increase in the size of $h$ corresponds to a decrease in the number of sparse data measurements used in the simulation. This implies that quality of the assimilated solution may be poor if insufficient information about the true solution is available. Correspondingly, as the choice of $h$ is decreased the accuracy of the data assimilation algorithm is improved.

As the value of $h$ is decreased small fluctuations in the relative difference at fine time steps can be observed. We suspect that these fluctuations are a result of the interpolation of the sparse data in time. As part of our assumptions for the model we assume that sparse data measurements are available only at each coarse time step and perform a linear interpolation of this data at fine time steps. In fig. 5.3a the value of $R(\hat{\theta}_h,t)$ at coarse time steps is highlighted using larger symbols. After each coarse time step it can be observed that the quality of the assimilated solution begins to improve before becoming less accurate with each fine time step. Essentially, at each coarse time step an update to the sparse data measurements pushes the assimilated solution back towards the true solution.

By comparing fig. 5.3a to figs. 5.3b and 5.3c some insight to the relationship between the assimilated solution and the quality of the sparse data used to construct it can be obtained. In
Fig. 5.4 Example 3: A comparison of reference concentration against $\hat{\theta}_h$, the magnitude of their difference and a bilinear interpolation of the sparse data, $P_h(\theta_h)$, at time levels 0.002, 0.012, and 0.024 (arranged from top to bottom) is given. Values $h = 1/30$ and $\mu = 1000$ were used to generate the profiles presented.
5.4 Example 4

In this example we consider an application of the proposed methodology for a model of the intrusion of saltwater into a fresh water aquifer. The mathematical model considered here is governed by \( \theta(\bar{t};t) = k(\bar{x})/\nu(\bar{t}) \), where the intrinsic permeability \( k(x) \) is a scaled version of the profile in fig. 5.2b such that \( k \in [10^{-9}, 10^{-7}] \). The fluid viscosity \( \nu(\bar{t}) \) is modeled with the quarter power mixing rule [27], written as

\[
\nu(\bar{t}) = \left( \frac{\theta}{\sqrt{\mu_s}} + \frac{1 - \theta}{\sqrt{\mu_w}} \right)^{-4},
\]

where \( \mu_s = 0.00108 \text{ Pa} \cdot \text{s} \) is the viscosity of the saltwater (or contaminant), and \( \mu_w = 0.001 \text{ Pa} \cdot \text{s} \) is the viscosity of the water (or resident liquid). The diffusion coefficient is \( D = 0.00001 \). Injection and discharge wells with similar structures to the one used in Example 3 are placed at points (190, 190) and (50, 50), respectively. The maximum value of \( q_{in} \) is 0.0005 s\(^{-1}\), while for \( q_{out} \) is 0.002 s\(^{-1}\). At the injection well, \( \theta(t) = 0.45\sin(\omega t) + 0.5 \) where \( \omega \) is chosen so that the period of \( \theta(t) \) is one day. The behavior of this injection well is meant to mimic an intrusion of saltwater into the aquifer that depends on the tide of an ocean. Further, initially there are two pockets of saltwater already present in the upper left and lower right hand corners of \( \Omega \). Discretization of \( \Omega \) utilizes \( 240 \times 240 \) rectangular elements, while the coarse time step is 2 days and fine time step is 2 hours. Updates to the Darcy velocity and the sparse data measurements are made at the end of each coarse time step. As in Example 3, the data assimilation methodology is fed with a numerical solution that is used as for the sparse data measurements and as a reference true solution. The same estimates used to evaluate the quality of the assimilated solution in Example 3 are also obtained for this numerical example and are presented in fig. 5.5 and fig. 5.6. In fig. 5.5 a periodicity in the quality of the solution can be observed during the fine time steps. This source of error can be attributed almost entirely to the operator splitting. Since the source term has a period of one day, and each coarse time step has a length of two days the extracted Darcy velocities fail to capture the effect of periodicity of the injection well. When this source of error is taken into account many of the same comparisons and conclusions discussed in Example 3 can be made for this example as well.
Fig. 5.6 Example 4: A comparison of reference concentration against $\hat{\theta}_h$, the magnitude of their difference and a bilinear interpolation of the sparse data, $P_h(\theta_h)$ at time levels 0.002, 0.012, and 0.024 (arranged from top to bottom). Values $\bar{h} = 40$ m and $\mu = 0.00001$ were used to generate the profiles.

6 Conclusion

In this paper we have adapted the framework of a continuous data assimilation algorithm for dynamical systems to a model for the miscible flow of two fluids in a porous medium. The novelty of the proposed methodology is that it provides a way for obtaining accurate approximations of the true solution when nothing is known about the initial conditions of the system. Specifically, in situations where it is reasonable to assume that sparse spatial measurements of the concentration of either fluid can periodically be measured at sparse spatial locations this method can be used. A formal analysis of both the existence of weak solutions to the data assimilation model, and estimates for its associated error were performed. A series of numerical simulations was conducted to validate the conclusion of the mathematical analysis. It was demonstrated through these numerical studies that there exists a range of values for the relaxation parameter which can lead to a desirable rate of convergence. This range of values can be be further adjusted by adjusting the length scale of the sparse data measurements.

In our numerical experiments it can be observed that there exists an optimal choice for this parameter within its bounds. A direction for possible future work would be the development of a systematic way to determine a priori estimates for this optimal value. Furthermore, an introduction
of stochastic noise into the sparse data measurements could be used to quantify the effect that measurement errors would have on the assimilated solution. Lastly, in the model considered it is assumed that the diffusion coefficient is only spatially dependent. More realistic models of miscible flow assume that the diffusion coefficient is also velocity dependent. It is suspected that similar estimates to the ones found here can be obtained for the more general model. However, a formal analysis must be performed to determine the convergence behavior of the continuous data assimilation algorithm in this setting.

References

1. Robert A. Adams and John J.F. Fournier. Sobolev Spaces, volume 140 of Pure and Applied Mathematics. Elsevier, 2003.
2. Brahim Amaziane and Mustapha El Ossmani. Convergence analysis of an approximation to miscible fluid flows in porous media by combining mixed finite element and finite volume methods. Numerical Methods for Partial Differential Equations, 24(3):799–832, 2008.
3. K. Aziz, K. Aziz, and A. Settari. Petroleum Reservoir Simulation. Applied Science Publishers, 1979.
4. Abderrahim Azouani, Eric Olson, and Edriss Titi. Continuous data assimilation using general interpolant observables. J. Nonlinear Sci., 24(2):277–304, 2014.
5. J. Bear. Dynamics of Fluids in Porous Media. Dover Civil and Mechanical Engineering Series. Dover, 1972.
6. J. Bear and A.H.D. Cheng. Modeling Groundwater Flow and Contaminant Transport. Theory and Applications of Transport in Porous Media. Springer Netherlands, 2010.
7. Jean-Marie Emmanuel Bernard. Density results in Sobolev spaces whose elements vanish on a part of the boundary. Chin. Ann. Math. Ser. B, 32(6):823–846, 2011.
8. D. Blömker, K. Law, A. M. Stuart, and K. C. Zygalakis. Accuracy and stability of the continuous-time 3DVAR filter for the Navier-Stokes equation. Nonlinearity, 26(8):2193–2219, 2013.
9. Adel Blouza and Hervé Le Dret. An up-to-the-boundary version of Friedrich’s lemma and applications to the linear Koiter shell model. SIAM J. Math. Anal., 33(4):877–895, 2001.
10. S. C. Brenner and L. R. Scott. The Mathematical Theory of Finite Element Methods, volume 15 of Texts in Applied Mathematics. Springer, New York, third edition, 2008.
11. C. E. A. Brett, K. F. Lam, K. J. H. Law, D. S. McCormick, M. R. Scott, and A. M. Stuart. Accuracy and stability of filters for dissipative PDEs. Phys. D, 245:34–45, 2013.
12. H. Brezis. Functional Analysis, Sobolev Spaces and Partial Differential Equations. Universitext. Springer New York, 2010.
13. Z. Chen and R. Ewing. Mathematical analysis for reservoir models. SIAM J. Math. Anal., 30(2):431–453, 1999.
14. Z. Chen, G. Huan, and Y. Ma. Computational Methods for Multiphase Flows in Porous Media, volume 2 of Computational Science & Engineering. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2006.
15. G. Ciccarella, M. Dalla Mora, and A. Germani. A Luenberger-like observer for nonlinear systems. Internat. J. Control, 57(3):537–556, 1993.
16. Carl De Boor. A practical guide to splines; rev. ed. Applied mathematical sciences. Springer, Berlin, 2001.
17. Quanling Deng and Victor Ginting. Locally conservative continuous galerkin fem for pressure equation in two-phase flow model in subsurfaces. Journal of Scientific Computing, 74(3):1264–1285, 2018.
18. Pavel Doktor and Alexander Ženíšek. The density of infinitely differentiable functions in Sobolev spaces with mixed boundary conditions. Appl. Math., 51(5):517–547, 2006.
19. J. Droniou and K. Talbot. On a miscible displacement model in porous medium flow with measure data. SIAM J. Math. Anal., 46(5):3158–3175, 2014.
20. P. Fabrie and T. Gallouet. Modeling wells in porous media flows. Mathematical Models and Methods in Applied Sciences, volume 10, numero 5:673–709, 2000.
21. Pierre Fabrie and Michel Langlais. Mathematical analysis of miscible displacement in porous medium. SIAM J. Math. Anal., 23(6):1375–1392, 1992.
22. A. Farhat, M. S. Jolly, and E. Titi. Continuous data assimilation for the 2D Bénard convection through velocity measurements alone. Phys. D, 303:59–66, 2015.
23. T. Gallouet and A. Monier. On the regularity of solutions to elliptic equations. Rend. Mat. Appl. (7), 19(4):471–488 (2000), 1999.
24. M. Gesztesy, E. Olson, and E. Titi. A computational study of a data assimilation algorithm for the two-dimensional Navier-Stokes equations. Commun. Comput. Phys., 19(4):1094–1110, 2016.
A $L^\infty$ Bounds on the True Concentration

We begin by assuming that $A_1$ to $A_6$ are satisfied and that there exists a $\theta \in L^\infty_1(L^2(\Omega)) \cap L^2_2(\Omega_0)$ that satisfies (2.7a). We write $\theta = \theta^+ - \theta^-$, where $\theta^+ = \max\{\theta, 0\}$ and $\theta^- = \max\{0, -\theta\}$ and

$$\nabla \theta^+ = \begin{cases} \nabla \theta & \text{if } \theta > 0, \\ 0 & \text{if } \theta \leq 0, \end{cases} \quad \text{and} \quad \nabla \theta^- = \begin{cases} 0 & \text{if } \theta > 0, \\ -\nabla \theta & \text{if } \theta \leq 0. \end{cases}$$

Since

$$\langle \theta^+ - \theta^-, \theta^- \rangle = \|\theta^+\|^2 \quad \text{and} \quad \langle D\nabla (\theta^+ - \theta^-), -\nabla \theta^- \rangle = \langle D\nabla \theta^-, \nabla \theta^- \rangle,$$

we may use $-\theta^-(\cdot, t)$ as a test function in (2.7a) to get

$$\frac{1}{2} \frac{d}{dt} \|\theta^-\|^2 + A(\theta^-, \theta^-; \theta) = -\langle f, \theta^- \rangle.$$  \hspace{1cm} (A.1)

As a consequence of the positivity of $D$ outlined in $[\mathbf{12}]$ $[\mathbf{11}]$ yields

$$\frac{1}{2} \frac{d}{dt} \|\theta^-\|^2 + \langle \theta^+ \kappa(\theta)\nabla \theta^-; \theta \rangle + \langle f + \varrho \theta^-, \theta^- \rangle \leq 0.$$  \hspace{1cm} (A.2)

Let now $\{\theta_t\} \subset H^1_0$ be smooth and $\|\theta_t - \theta^-\|_1 \to 0$ as $t \to \infty$. Recent investigations confirming the existence of such a sequence can be seen for example in $[\mathbf{17}]$. By Cauchy-Schwarz inequality,

$$\left| \langle \theta_t \kappa(\theta) \nabla \theta, \nabla \theta_t \rangle - \langle \theta_t \kappa(\theta) \nabla \theta, \nabla \theta_t \rangle \right| = \left| \langle \theta_t - \theta^- \kappa(\theta) \nabla \theta, \nabla \theta_t \rangle + \langle (\theta^- - \theta^- \kappa(\theta) \nabla \theta, \nabla \theta_t - \theta^- \rangle \right| \leq \kappa^* \left( \|\theta_t - \theta^-\| \|\nabla \theta\| + \|\theta^- \nabla \theta\| \|\nabla \theta_t - \theta^-\| \right).$$  \hspace{1cm} (A.3)
By Hölder’s inequality and applying Meyer’s estimate to $p$ and Sobolev embedding $H^1(\Omega) \hookrightarrow L^s(\Omega)$ for $s > 2$ (see for example p. 85 of [1]),
\[
\begin{align*}
\| (\theta_\ell - \theta^-)^2 \| \leq \| \theta_\ell - \theta^- \|_{0,s} \| \nabla p \|_{0,r} & \leq C_{emb} C(r) \| g \| \| \theta_\ell - \theta^- \|_1, \\
\| \theta^- \nabla p \| & \leq \| \theta^- \|_{0,s} \| \nabla p \|_{0,r} \leq C_{emb} C(r) \| g \| \| \theta^- \|_1, \text{ where } \frac{1}{r} + \frac{1}{s} = \frac{1}{2}.
\end{align*}
\]  
(A.4)

Putting (A.3) back to (A.2) yields
\[
\left| \langle \theta_\ell \kappa(\theta) \nabla p, \nabla \theta_\ell \rangle - \langle \theta^- \kappa(\theta) \nabla p, \nabla \theta^- \rangle \right| \leq \kappa^* C_{emb} C(r) \| g \| \| \theta_\ell \|_1 \| \theta_\ell - \theta^- \|_1,
\]  
(A.5)

from which it is deduced that
\[
\left| \langle \theta_\ell \kappa(\theta) \nabla p, \nabla \theta_\ell \rangle - \langle \theta^- \kappa(\theta) \nabla p, \nabla \theta^- \rangle \right| \to 0 \text{ as } \ell \to \infty.
\]  
(A.6)

Moreover, due to its smoothness, $\nabla (\theta_\ell^2) = 2 \theta_\ell \nabla \theta_\ell$ and since $p$ satisfies (2.7b), one finds that
\[
\langle \theta_\ell \kappa(\theta) \nabla p, \nabla \theta_\ell \rangle = \frac{1}{2} \langle \kappa(\theta) \nabla p, \nabla (\theta_\ell^2) \rangle = \frac{1}{2} \langle g, (\theta_\ell)^2 \rangle,
\]  
(A.7)

where the last line is justified because $\theta_\ell^2 \in H^1(D)$, which is the case due to the smoothness of $\theta_\ell \in H^1(D)$. Furthermore, by Cauchy-Schwarz inequality and Sobolev embedding $H^1(\Omega) \hookrightarrow L^s(\Omega)$ for $s > 2$,
\[
\| g, (\theta_\ell)^2 \| - \langle g, (\theta^-)^2 \rangle = \| g, (\theta_\ell + \theta^-) (\theta_\ell - \theta^-) \|
\leq \| g \| \| (\theta_\ell + \theta^-) (\theta_\ell - \theta^-) \|_{0,s,\nu}
\leq \| g \| \| (\theta_\ell + \theta^-) \|_{0,\xi} \| \theta_\ell - \theta^- \|_{0,\nu}, \text{ with } \frac{1}{\xi} + \frac{1}{\nu} = \frac{1}{2}
\leq C_{emb}^2 \| g \| \| (\theta_\ell + \theta^-) \|_1 \| \theta_\ell - \theta^- \|_1,
\]  
(A.8)

from which it is deduced that
\[
\| g, (\theta_\ell)^2 \| - \langle g, (\theta^-)^2 \rangle \to 0 \text{ as } \ell \to \infty.
\]  
(A.9)

Combination of (A.6), (A.7), and (A.9) yields
\[
\langle \theta^- \kappa(\theta) \nabla p, \nabla \theta^- \rangle = \lim_{\ell \to \infty} \langle \theta_\ell \kappa(\theta) \nabla p, \nabla \theta_\ell \rangle = \lim_{\ell \to \infty} \langle g, (\theta_\ell)^2 \rangle = \langle g, (\theta^-)^2 \rangle.
\]  
(A.10)

Inserting (A.10) into (A.2) gives
\[
\frac{1}{2} \frac{d}{dt} \| \theta^- \|_2^2 + \langle f + q \theta^- + \frac{1}{2} g \theta^- \eta \theta^+, \theta^- \rangle \leq 0
\]  
(A.11)

By assumption (A.7) we observe that $\langle f + q \theta^- + \frac{1}{2} g \theta^- \eta \theta^+, \theta^- \rangle \geq 0$. By applying this fact to (A.11), we integrate the resulting inequality over $(0, s) \subseteq [0, T]$ to get $\| \theta^- (\cdot, s) \|_2^2 - \| \theta^- (\cdot, 0) \|_2^2 \leq 0$. By assumption $\theta_0(x) > 0$ for almost every $x \in \Omega$ so one deduces that $\theta^- (x, s) = 0$ for almost every $(x, s) \in \Omega \times [0, T]$. Consequently, $0 \leq \theta(x, t)$ for almost every $(x, t) \in \Omega \times [0, T]$.

To establish the upper bound, notice by setting $\theta = (\theta - 1) + 1 = \theta + 1$, it is obvious that $\partial_t \theta = \partial_t \theta$ and
\[
A(1, p, \psi ; \theta) = \kappa(\theta) \nabla p, \nabla \psi^+ + \langle q, \psi \rangle = \langle g + q, \psi \rangle,
\]  
(A.12)

so that
\[
A(\theta, p, \psi ; \theta) = A(\theta, p, \psi ; \theta) + A(1, p, \psi ; \theta) = A(\theta, p, \psi ; \theta) + \langle g + q, \psi \rangle.
\]  
(A.13)

Thus, in a similar fashion to what is done before, we use $\psi = \theta^+ = \max(\theta, 0) \in H^1_D$ in (2.7a) and use (A.13) to get
\[
\frac{1}{2} \frac{d}{dt} \| \theta^+ \|_2^2 + \langle A(\theta^+, p, \theta^+ ; \theta) + \langle g + q, \theta^+ \rangle = \langle f, \theta^+ \rangle,
\]  
(A.14)

and thus
\[
\frac{1}{2} \frac{d}{dt} \| \theta^+ \|_2^2 + \langle q \theta^+ + \frac{1}{2} g \theta^+ , \theta^+ \rangle + \langle g + q - f, \theta^+ \rangle \leq 0
\]  
(A.15)

By (A.7) $\langle q \theta^+ + \frac{1}{2} g \theta^+ , \theta^+ \rangle + \langle g + q - f, \theta^+ \rangle \geq 0$, which after integration of (A.15) over $(0, s) \subseteq [0, T]$ gives $\| \theta^+ (\cdot, s) \|_2^2 - \| \theta^+ (\cdot, 0) \|_2^2 \leq 0$. By assumption $\theta_0(x) < 1$ for almost every $x \in \Omega$ so one deduces that $\theta^+ (x, s) = 0$ for all $s \in [0, T]$. Consequently, $\theta(x, t) \leq 1$ for almost every $(x, t) \in \Omega \times [0, T]$.