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Abstract
To diagnose the fault in the pitch actuator of wind turbines which causes the change in pitch angles, a fault diagnosis method is proposed in this study. The method combines the interval prediction algorithm with the recursive subspace identification based on the variable forgetting factor algorithm. First, the recursive subspace identification based on the variable forgetting factor algorithm is used to estimate the linear parameter-varying model of the wind turbine, which solves the model uncertainty. Second, considering the boundary problem described by model uncertainties, the interval prediction algorithm is introduced based on the basis of the identification results. Moreover, whether the fault occurs or not is determined by judging whether the pitch angle is in the range of the upper and lower bounds. Thus, the robustness of fault detection is improved. Finally, the proposed approach is validated by simulation experiments.
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Introduction
As a key component of the wind turbine system, the pitch actuator is mainly responsible for adjusting the pitch angle. When wind speed is higher than the rated values and is lower than the cut-out values, the control objective is to maintain the wind turbine power at a constant level, which can be achieved by regulating pitch angles of the wind turbine. With the occurrence of pitch actuator faults, the dynamic response of the pitch angle either slows down or the pitch angle cannot be adjusted, which results in that the system cannot be controlled. Therefore, timely diagnosis is critical.

For nonlinear systems, such as the wind turbine system, the use of the linear time-invariant model in practical application cannot meet the requirements of high-performance control. To obtain a good performance, the common method is to stabilize the system using a low-level controller and identify the local linear models in different operating points. Finally, a linear parameter-varying (LPV) representation can be obtained using the interpolation method in different local models. In other words, the linear variable parameter system is introduced to utilize the linear technology better. The work presented in Toth et al. revealed that the use of interpolation between local models leads to unstable representations of the LPV structure when the initial structure of the system remains stable. Considering this problem, the separable least squares method is proposed to identify the LPV model in state space in Borges et al. Based on the fault
diagnosis model in the literature, a residual vector is mostly used to describe the consistency between the monitoring system predictive and actual values. Ideally, residuals are only affected by residual faults. However, considering the actual effects of the noise disturbance and the residual deviation caused by modeling, the fault diagnosis algorithm must be robust. In Wingerden and Verhaegen, a method that combines the interval prediction with the LPV subspace identification is proposed, which is characterized by robustness. In the pitch system, \( \omega_n \) and \( \zeta \) are parameters that vary with hydraulic pressure \( P \). When faults occur in the hydraulic system, the system dynamics change because the main pressure drops, which alters the system parameters. The traditional subspace identification has the low convergence rate on time-varying parameters. Thus, the problem of biased identification may exist in traditional subspace identification owing to the time-varying characteristics of the wind turbine system parameters.

This study contributes a new fault diagnosis method for the wind turbine pitch system. This method combines the interval prediction algorithm with the recursive subspace identification based on the variable forgetting factor algorithm. Assuming that damping ratio and natural frequency have a variation with hydraulic pressure, the LPV model based on hydraulic pressure as a scheduling variable for the pitch system is estimated using the recursive subspace identification based on the variable forgetting factor algorithm. The input and output data matrices’ construction mechanism based on the variable forgetting factor is constructed, and the gradient-type algorithm is introduced into subspace tracking to estimate the generalized observable matrix, which avoids the biased approximation of the subspace. In addition, the interval prediction is introduced based on the identification of the LPV model. Then, the interval upper and lower bounds representing the fault-free conditions are obtained using the interval prediction method. The occurrence of the fault is determined by judging whether pitch angles are in the range of upper and lower bounds. Finally, the effectiveness of the algorithm is verified by the simulation experiment of the wind turbine pitch system.

The remainder of this article is structured as follows: section “Recursive subspace identification based on the variable forgetting factor algorithm” describes the recursive subspace identification based on the variable forgetting factor algorithm. Section “Interval prediction” introduces interval prediction. Section “Wind turbine model” provides the pitch model of wind turbines. Section “Simulation” verifies the effectiveness of the algorithm through simulations, and section “Conclusion” summarizes the article.

### Recursive subspace identification based on the variable forgetting factor algorithm

The recursive subspace identification algorithm can be summarized in the following three basic steps: the construction of the data Hankel matrix, the solution of the generalized observable matrix (orthogonal factorization (QR), and singular value decomposition (SVD)), and the recursive estimation of the system matrix by the generalized observable matrix. This study adopts the recursive subspace identification based on the variable forgetting factor algorithm to improve the performance in tracking time-varying parameters. The online recursive identification of the state space model can be expressed as follows

\[
x(t + 1) = Ax(t) + Bu(t) + w(t) \\
y(t) = Cx(t) + Du(t) + v(t)
\]

where \(x(t + 1)\) is the state vector, \(u(t)\) is the input vector, and \(y(t)\) is the output vector. \(w(t)\) and \(v(t)\) are the noise.

To ensure the identification of the system and to verify the need for convergence analysis, the system is assumed to satisfy the following conditions:

1. \((A, B)\) with controllability, \((A, C)\) can be observed, and the system achieves minimal realization.
2. External input \(u\) is not associated with noise \(w\) and \(v\) and meets the condition of full incentive.

### Construction and updating design of Hankel matrices

The variable forgetting factor is introduced to improve the speed in tracking time-varying parameters. Normally, the forgetting factor acts on the data in the following forms (take outputs \(u(0)\sim u(4)\) as an example): \(\beta_{4-1}u(0), \beta_{4-2}u(1), \ldots, u(4)\), where \(\beta\) is the forgetting factor, \(\beta_{4-i} = \beta_1\beta_2\beta_3\beta_4\), \(\beta_{1-i}(i > j)\), and so on. When the input data \(u(5)\) are newly added, the new input data sequence is \(\beta_5(\beta_{4-1}u(0), \beta_{4-2}u(1), \ldots, u(4))u(5)\). The construction and updating of the Hankel matrix under the effect of the variable forgetting factor is as follows

\[
\begin{bmatrix}
\beta_{4-1}u(0) & \beta_{4-2}u(1) & \beta_{4-3}u(2) \\
\beta_{4-2}u(1) & \beta_{4-3}u(2) & \beta_{4}u(3) \\
\beta_{4-3}u(2) & \beta_{4}u(3) & u(4)
\end{bmatrix}
\xrightarrow{\beta_5}
\begin{bmatrix}
\beta_{4-1}u(0) & \beta_{4-2}u(1) & \beta_{4-3}u(2) & \beta_{5}u(3) \\
\beta_{4-2}u(1) & \beta_{4-3}u(2) & \beta_{4}u(3) & u(4) \\
\beta_{4-3}u(2) & \beta_{4}u(3) & u(4) & u(5)
\end{bmatrix}
\]

In forming input and output sequence \(\{u(i), y(i)\}(i = 0, 1, 2, \ldots, f)\), an initial Hankel matrix is
constructed as follows\textsuperscript{14} (take the input Hankel matrix $U_{0,i,j}^{\beta_0}$ as an example)

\[
U_{0,i,j}^{\beta_0} = \begin{bmatrix}
\beta_0^{-1}u(0) & \cdots & \beta_0^{-1}u(j-i+1) \\
\vdots & \ddots & \vdots \\
\beta_0^{-1}u(i-1) & \cdots & u(j)
\end{bmatrix}
\]

(2)

The matrix $Y_{0,i,j}^{\beta_0}$ can be similarly defined, where $j$ is the number of the initial column vector of $u$ and $\beta_0 \in (0, 1)$ is the initial forgetting factor. The initial data Hankel matrix can be written as follows

\[
U_{0,i,j} = T_m(0)U_{0,i,j}^{T(0)}
\]

(3)

\[
y_{0,i,j}^{\beta_0} = T_p(0)y_{0,i,j}^{T(0)}
\]

(4)

where

\[
T_m(0) = \text{diag}\{\beta_0^{-1}I_m, \beta_0^{-2}I_m, \ldots, I_m\}
\]

\[
T_p(0) = \text{diag}\{\beta_0^{-1}I_p, \beta_0^{-2}I_p, \ldots, I_p\}
\]

\[
T(0) = \text{diag}\{\beta_0^{-1}, \beta_0^{-2}, \ldots, 1\}
\]

The state sequence $X_{t}^{\beta_i}$ is defined as follows at time $t$

\[
X_i^t = [\beta_t^{-i+1}, \ldots, 1, \ldots, 1, \ldots, \beta_t X_{t-i} X_{t-i+1}]
\]

(5)

According to the definition of the above-mentioned matrix, the equation between the input and the output of the system is expressed as follows

\[
y_{0,i,t}^{\beta_i} = \Gamma_i^t X_{0,i,t}^{\beta_i} + H_i U_{0,i,t}^{\beta_i} + X_{0,i,t}^{\beta_i}
\]

(6)

where

\[
\Gamma_i^t = \left[(\beta_t^{-1}C)T(\beta_t^{-2}CA)T \cdots (\beta_t^{-i}CA)T\right]T
\]

(7)

Other matrices can be similarly defined. Assuming that the new input–output sequence $(u(t+1), y(t+1))$ is known at time $t+1$, the following data vector is constructed as follows\textsuperscript{12}

\[
\phi_{n+1}^{\beta_i}(t+1) = \begin{bmatrix}
\beta_t^{-1}u^T(t-i+1) \\
\vdots \\
\beta_t^{-i}u^T(t-i+2) \\
u^T(t)
\end{bmatrix}
\]

(8)

\[
\phi_{n+1}^{\beta_i}(t+1) = T_m(t+1)u(t-i+1)
\]

$\phi_{n+1}^{\beta_i}(t+1)$ can be defined in a similar manner.

Where $u(t-i+1) = \begin{bmatrix} u_{t-i+1} \\ \vdots \\ u_t \end{bmatrix}$, $i = j + t + 1$, $t = 0, 1, 2, 3, \ldots$, $T_m(t+1) = \text{diag}\{\beta_t^{-1}I_m, \beta_t^{-2}I_m, \ldots, I_m\}$.

where $\beta_{i+1}^{(t)} = \beta_{i+1}^{(t-1)}$, $\beta_0 \beta_0 \beta_0 \ldots \beta_0$ represents the first $i-1$ products of the forgetting factor sequence, $\beta_{i+1}^{-2}$ represents the first $i - 2$ products, and so on. Then, the updated Hankel matrix becomes

\[
\begin{bmatrix}
U_{0,i,t}^{\beta_{i+1}} \\
y_{0,i,t}^{\beta_{i+1}}
\end{bmatrix} = \begin{bmatrix}
\beta_{i+1} U_{0,i,t-1}^{\beta_i} \\
\beta_{i+1} y_{0,i,t-1}^{\beta_i}
\end{bmatrix} + \begin{bmatrix}
\phi_{n+1}^{\beta_i}(t+1)
\phi_{n+1}^{\beta_i}(t+1)
\end{bmatrix}
\]

(9)

The construction of the matrix reveals that the data have different influences on varying identification time. For the system online updating model, the time-varying characteristic exists in the process for the data to track changes better in system information. The mechanism of the variable forgetting factor is introduced into the construction of the data matrix to improve the convergence rate of the recursive algorithm, and the self-adaptive updating design of forgetting factor can be seen from Huang et al.\textsuperscript{12}

The solution of the generalized observable matrix

This section uses the above-mentioned Hankel matrix with the variable forgetting factor to achieve the estimation of the generalized observable matrix $\Gamma_i^{\beta_i}$.\textsuperscript{15} The Hankel matrix is then subjected to QR decomposition at time $t$

\[
\begin{bmatrix}
U_{0,i,t}^{\beta_i} \\
y_{0,i,t}^{\beta_i}
\end{bmatrix} = \begin{bmatrix}
R_{11}(t) & 0 \\
R_{21}(t) & R_{22}(t)
\end{bmatrix} \begin{bmatrix}
Q_1(t) \\
Q_2(t)
\end{bmatrix}
\]

(10)

After obtaining the new data at time $t+1$, this decomposition can be updated as follows

\[
\begin{bmatrix}
U_{0,i,t+1}^{\beta_{i+1}} \\
y_{0,i,t+1}^{\beta_{i+1}}
\end{bmatrix} = \begin{bmatrix}
\beta_{i+1} R_{11}(t) & 0 \\
\beta_{i+1} R_{21}(t) & \beta_{i+1} R_{22}(t)
\end{bmatrix} \begin{bmatrix}
Q_1(t) \\
Q_2(t)
\end{bmatrix}
\]

(11)

To achieve the estimation of the generalized observable matrix $\Gamma_i^{\beta_i}$, the SVD\textsuperscript{16} of the $R_{22}(t)$ is expressed as follows

\[
R_{22}(t) = \begin{bmatrix}
U_1(t) & U_2(t)
\end{bmatrix} \begin{bmatrix}
\Sigma_1(t) & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
V_1^T(t) \\
V_2^T(t)
\end{bmatrix}
\]

(12)

\[
\hat{\Gamma}_i^{\beta_i} = U_1(t) \Sigma_i^{1/2}(t)
\]

(13)

The following unconstrained optimization problem\textsuperscript{17} is used to implement the recursive updating of $\Gamma_i^{\beta_i}$. 

\[ J(W(t)) = \sum_{k=1}^{t} \beta_k \| x(k) - W(t)W^T(t)x(k) \|^2 \]
\[ = tr(G(t)) - 2tr(W(t)G(t)W(t)) + tr(W^T(t)G(t)W(t) \cdot W^T(t)W(t)) \]  
(14)

where \( G(t) = \sum_{k=1}^{t} \beta_k x(k) x^T(k) \), and \( x \) represents the matrix \( \mathbf{R}_2(t) \).

Subspace update formulas are expressed as follows
\[ y(t) = W^T(t - 1)x(t) \]  
(15a)
\[ C_i(t) = \beta_i C_i(t - 1) + y(t)y^T(t) \]  
(15b)
\[ W(i) = W(t - 1) - C_i(k)W(t - 1)y(t) - x(t)y^T(t) \]  
(15c)

A recursive updating of the signal subspace is achieved by solving the unconstrained optimization problem, that is, the recursive estimation of the generalized observable matrix \( \Gamma_i^Y \).

**Recursive implementation of system matrices**

The input and output matrices based on the variable forgetting factor cannot be directly described by the products of the factor and the data matrices. And the forgetting factor cannot be directly described by the literature, many approximations of the uncertain parameters are used.

\[
U_{\beta_i}(i) \approx T_m(t + 1)U(i)T(t + 1) \\
Y_{\beta_i}(i) \approx T_i(t + 1)Y(i)T(t + 1)
\]
(16)

Based on the recursive least square (RLS) algorithm, the recursive estimation of the system matrix is obtained after determining the estimated value of the generalized observable matrix \( \Gamma_i^Y \) of the system. Matrix \( C \) can be extracted directly from \( \Gamma_i^{Y^{(1)}} \) as follows
\[ C(t + 1) = \Gamma_i^{Y^{(1)}}(1 : p : 1 : n)/\beta_i^{(1)} \]  
(17)

Matrix \( A \) can be obtained by solving the following linear equation
\[
\hat{A}(t + 1) = \hat{A}(t - 1) + \gamma(t)\hat{P}(t)\hat{W}(t) \]
(18)

\[
\hat{A}(t) = \hat{A}(t - 1) + \gamma(t)\hat{P}(t)\hat{W}(t)
\]
(19)

To achieve matrices \( B \) and \( D \) from matrix \( H^\beta_i \), the term \( \Gamma_i^{B_i}x^\beta_i \) should be eliminated from formula (6). In formula (6), the term on the left is replaced with \( \Pi_{i-1}(t) \)

\( (\Pi_{i-1}(t) \) is the orthogonal complement of \( \hat{F}^\beta_i(t) \), whereas the term on the right is replaced with \( (U^\beta_{i+1})^2 \), that is, \( \Pi_{i+1}Y_{\beta_i}(U^\beta_{i+1})^2 = \Pi_{i+1}H^\beta_i + \Pi_{i+1}A_i^\beta_i(U^\beta_{i+1})^2 \).

At each moment, \( \Pi_{i+1}^Y \) is replaced by the most recent estimation. Then, the estimated values \( \hat{B} \) and \( \hat{D} \) of matrices \( B \) and \( D \) can be similar to the recursive solution shown in formula (19).

**Interval prediction**

The interval prediction method is introduced\(^\text{18}\) to improve the robustness of the recursive subspace identification based on the variable forgetting factor algorithm. Combining the interval prediction with the recursive subspace identification based on the variable forgetting factor algorithm improves the robustness of fault diagnosis while avoiding system instability. The interval prediction method is an extension of the classical system identification method, which is mainly used to provide parametric guarantees for nominal models and uncertain boundaries, including all the data collected in the model prediction interval within the fault-free situation. This method considers the additive and modeling uncertainties separately, in which the additive uncertainty is represented by the form \( e(k) \) of the additive fault, and modeling uncertainty is considered to be located in the parameters that expressed a nominal value plus some indeterminate set membership. In the literature, many approximations of the uncertain parameter set \( \Theta \) have been reported. In our example, the set \( \Theta \) is represented by a zonotope,\(^\text{19}\) as follows
\[
\Theta = \theta^0 + Hb^u = \{ \theta^0 + Hz : z \in B^u \}
\]
(20)

where \( \theta^0 \) is the nominal model obtained by the identification method, \( H \) is the matrix of uncertainty, \( B^u \) is the unified set of prediction vectors, and \( \oplus \) is the Minkowski sum. The parameter set \( \Theta \) is bounded by the interval box which centered on \( \theta^0 \),\(^\text{20}\) as follows
\[
\Theta = [\bar{\theta}_1, \hat{\theta}_1] \times \cdots [\bar{\theta}_p, \hat{\theta}_p] \]
(21)

where \( \bar{\theta}_i = \theta_i^0 - \lambda_i, \hat{\theta}_i = \theta_i^0 + \lambda_i, \lambda_i \geq 0, i = 1, \ldots, p \)
\[
\theta^0 = \left( \frac{\bar{\theta}_1 + \hat{\theta}_1}{2}, \frac{\bar{\theta}_2 + \hat{\theta}_2}{2}, \ldots, \frac{\bar{\theta}_p + \hat{\theta}_p}{2} \right)
\]
(22)
\[
H = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_p)
\]
(23)

A model can be converted into the following regression form
\[
\gamma(k) = \phi(k)\theta(k) + e(k)
\]
(24)

where \( \phi(k) \) is the regression vector that contains the input and output functions with the dimension \( 1 \times p \), \( \theta(k) \in \Theta \) is a parameter vector with the dimension...
\( p \times 1, \Theta \) is the set that bounds parameter values, \( e(k) \) is an additive fault defined by a constant value, and \( |e(k)| \leq \alpha \).

In the interval prediction method, the interval prediction output is as follows
\[
y(k) \in [\bar{y}(k) - \alpha, \bar{y}(k) + \alpha]
\]
(25)
where
\[
\bar{y}(k) = \hat{y}^0(k) - ||\phi(k)H||_1
\]
(26)
\[
\bar{y}(k) = \hat{y}^0(k) + ||\phi(k)H||_1
\]
(27)
\( \hat{y}^0(k) \) is the model output prediction with the nominal parameter matrix \( \theta^0 = [\theta_1, \theta_2, \ldots, \theta_p]^T \), which is identified via the recursive subspace identification based on the variable forgetting factor algorithm
\[
\hat{y}^0(k) = \varphi(k)\theta^0(k)
\]
(28)
Fault detection is performed based on whether the model prediction output satisfies formula (25). When the output is in the range of the upper and lower bounds, the system is in the fault-free cases; otherwise, the system is faulty.

**Wind turbine model**

The wind turbine system can convert wind into electrical energy output, and it is mainly composed of the following systems: aerodynamic, pitch, drive chain, and generator systems.\(^{21,22}\) From the control point of view, the wind turbine remains in two areas, namely, partial- and full-load regions.\(^{23}\) Therefore, the wind energy is converted into mechanical energy in two ways: when the wind turbine is running in a partial-load region and the pitch angle is maintained at an optimal value, the energy conversion is achieved by regulating the generator speed. When running in a full-load region, the wind speed is relatively high and the generator speed is normally maintained at a rated value. Thus, the energy is converted by regulating the pitch angle. The mechanical energy is converted into the electrical energy by a generator fully coupled to a converter, and the drive chain is located between the rotor and the generator to increase the rotational speed from the rotor to the generator.\(^{24}\) The pitch system model is only discussed here because the main purpose of this study is to diagnose the fault of the pitch system.

**LPV model of the pitch system**

In the wind turbine benchmark model, the pitch system is a hydraulic system, whose model can be regarded as a second-order dynamic system\(^{25}\) expressed as follows
\[
\begin{align*}
\frac{\beta(s)}{\beta_i(s)} &= \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2} \\
\end{align*}
\]
(29)
where \( \beta_i(s) \) is the reference of pitch angles, \( \omega_n \) is the natural frequency, and \( \zeta \) is the damping ratio of the pitch actuator. Then, the pitch system model can be written in the following form\(^{26}\)
\[
\begin{bmatrix}
\dot{x}_1(k) \\
\dot{x}_2(k)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\omega_n^2 - 2\zeta\omega_n & 0
\end{bmatrix} \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} +
\begin{bmatrix}
0 \\
\omega_n^2
\end{bmatrix} \beta_i
\]
(30)
Marking \( x_1 = \beta, x_2 = \dot{\beta}, u = \beta_r \), the expression is converted into
\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\omega_n^2 - 2\zeta\omega_n & 0
\end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} +
\begin{bmatrix}
0 \\
\omega_n^2
\end{bmatrix} \beta_i
\]

The Euler formula can be used to describe the system, as follows
\[
\begin{bmatrix}
x(k+1) \\
y(k)
\end{bmatrix} =
\begin{bmatrix}
1 & T_e \\
0 & T_e \omega_n^2
\end{bmatrix} \begin{bmatrix} x(k) \\ y(k) \end{bmatrix} +
\begin{bmatrix}
0 \\
T_e \omega_n^2
\end{bmatrix} \beta_i
\]
(31)
where \( A = \begin{bmatrix} 1 & T_e \\ 0 & -T_e \omega_n^2 - 2T_e \zeta \omega_n + 1 \end{bmatrix} \), \( B = \begin{bmatrix} 0 \\ T_e \omega_n^2 \end{bmatrix} \), and \( T_e = 1 \).

In the pitch system, \( \omega_n \) and \( \zeta \) are the parameters that vary with hydraulic pressure \( P \).\(^{27}\) Then, the pitch system model may be expressed as the following LPV form, which uses hydraulic pressure \( P \) as the scheduling variable, according to Sloth et al.\(^{27}\)
\[
\begin{bmatrix}
x(k+1) \\
y(k)
\end{bmatrix} =
\begin{bmatrix}
1 & T_e \\
0 & T_e \omega_n^2
\end{bmatrix} \begin{bmatrix} x(k) \\ y(k) \end{bmatrix} +
\begin{bmatrix}
0 \\
T_e \omega_n^2
\end{bmatrix} \beta_i
\]
(32)
where \( A(\theta) = \begin{bmatrix} 1 & T_e \\ 0 & -T_e \omega_n^2 \end{bmatrix} \), \( B(\theta) = \begin{bmatrix} 0 \\ T_e \omega_n^2 \end{bmatrix} \), and \( y(k) = x_1(k) = \beta(k) \).

**Simulation**

The Simulink simulation is based on the 4.8-MW wind turbine benchmark model, and this benchmark model is based on a realistic generic three-blade horizontal variable turbine with a full converter coupling.\(^{28}\)

**Prediction interval based on the pitch system**

The pitch system model can be converted into the following regression form\(^{29}\)
\[
y(k) = \varphi(k)\theta(k)
\]
(33)
where \( 50 \text{ s} < t < 70 \text{ s} \), \( \theta = [\theta_1, \theta_2, \theta_3]^T \), \( t = 70 \text{ s} \), \( \theta_2 = -2\omega_n T_e + 2 \), and \( \theta_3 = T_e^2 \omega_n^2 \).

The overall structure of this study is shown in Figure 1. \( u \) is the function of inputs and \( y \) is the
function of outputs. The input and output data are obtained using the variable forgetting factor recursive subspace identification algorithm to estimate the wind turbine pitch system LPV model. Then, the interval prediction method is introduced to obtain a robust fault diagnosis of the wind turbine pitch system.

The pitch system is an LPV model which uses hydraulic pressure as the scheduling variable (see equation (32)) and the hydraulic pressure is affected in the event of faults. When faults occur in the hydraulic system, the system dynamics change because the main pressure drops, which alters the system parameters, as follows: the damping ratio changes in the range of 0.6–0.9 rad/s, and the natural frequency changes in the range of 3.42–11.11 rad/s according to the literature.\(^{27}\)

The interval upper and lower bounds shown in formulas (26) and (27), respectively, revealed that no faults occurred.

---

**Table 1. Fault setting.**

| Additive time-varying faults | High air content in oil |
|-----------------------------|------------------------|
| Additive time-varying faults of constant wind speed and variable wind speed: \(50 < t < 70\) s; the mode of the fault output is \(u_{out}(t) = u_{out.1}(t) + \cos(t)\). | High air content in oil of the actuator under constant wind speed and variable wind speed: \(t = 70\) s; high air content in oil is present in the actuator, and the fault lasts for 10 s. In 80 s, the system runs normally. |

---

**Fault setting**

Additive time variation and pitch actuator faults are observed in the two cases of the constant and variable wind speed. The constant wind speed chooses 22 m/s and the variable speed chooses \(v_{\text{min}} = 15\) m/s and \(v_{\text{max}} = 25\) m/s. The effectiveness of the algorithm is initially verified using a set of additive time-varying faults. Afterward, the pitch actuator fault is determined to verify the actual performance of the algorithm further (Table 1).

---

**Simulation analysis**

**Normal operation.** When the wind turbine is operating at a constant wind speed under normal operation, the fluctuation of the pitch angle is minimal. As shown in Figure 2, the pitch angle is stable, and the values are within the upper and lower bounds of the prediction interval. When the wind turbine is running under variable wind speed, the pitch angle must be adjusted accordingly with the change in the wind speed because the wind speed changes constantly and randomly, as shown in Figure 3. However, in cases when no faults occur, the pitch angle is always within the upper and lower bounds of the prediction interval, regardless of the change in the pitch angle.

---

**Additive time-varying fault.** In the period of 50–70 s, an additive time-varying fault, that is, the cosine fault, is
obtained under the conditions of the constant and variable wind speeds. Under the influence of the fault, the pitch actuator outputs superimpose a cosine signal, as shown in Figures 4 and 5. The figures show that from 0 to 50 s, the pitch angle is located within the upper and lower bounds of prediction interval, which indicates that the system operates normally. In the period of 50–70 s, the pitch actuator outputs superimpose the fault values so that the pitch angle exceeds the upper and lower bounds of the prediction interval, which demonstrates the system breakdown. After 70 s, the fault disappears and the pitch angle is back to the interval again, which indicates that the system operates normally.

**Pitch actuator fault.** In the period of 70–80 s, the high air content in oil is present in the actuator. The high air content in oil is a common fault, which changes the dynamics of the pitch system and causes a significant overshoot at the moment that the fault occurs and disappears resulting in system instability. The results of the fault diagnosis at the constant and variable wind speed are shown in Figures 6 and 7, respectively. The simulation results reveal that before 70 s, the pitch angle is located within the upper and lower bounds of the prediction interval, which shows the normal operations of the system. Between 70 and 80 s, the pitch actuator dynamic response slows down and the pitch angle cannot be adjusted in time, causing the pitch angle exceeding the upper and lower bounds of the prediction interval. After 80 s, the fault disappears and the pitch angle is back to the interval again, which indicates that the system is fault-free.

**Conclusion**

In this study, the proposed approach combining the interval prediction algorithm with the recursive subspace identification based on the variable forgetting factor algorithm is used to diagnose the fault in the pitch actuator of the wind turbine. The LPV model of the wind turbine is estimated using recursive subspace identification based on the variable forgetting factor algorithm, and the uncertainty of the model is solved in this manner. At the same time, the robustness of the fault detection is enhanced using the interval prediction method. When faults occur, the pitch angles’ curve goes
beyond the boundary which represents the no-fault condition. The method is verified by conducting simulation experiments of the additive time-varying fault and the high air content in oil in the wind turbine pitch system. The simulation results show that the algorithm can meet the performance of fault detection.
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