Predicting Bulk Metallic Glass Forming Ability with the Thermodynamic Density of Competing Crystalline States
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Despite two decades of studies, the formation of metallic glasses, very promising systems for industrial applications, still remains mostly unexplained. This lack of knowledge hinders the search for new systems, still performed with combinatorial trial and error. In the past, it was speculated that some sort of “confusion” during crystallization could play a key role during their formation. In this article, we propose a heuristic descriptor quantifying such confusion. It is based on the “thermodynamic density of competing crystalline states”, parameterized from high-throughput ab-initio calculations. The existence of highly enthalpy-degenerate but geometrically-different phases frustrates the crystallization process and promotes glass formation. Two test beds are considered. A good and a bad glass-former, CuZr and NiZr, are experimentally characterized with high-throughput synthesis. The experimental results corroborate the capability of the heuristic descriptor in predicting glass forming ability through the compositional space. Our analysis is expected to deepen the understanding of the underlying mechanisms and to accelerate the discovery of novel metallic glasses.

Understanding and predicting the formation of multi-component bulk metallic glasses (BMG) is crucial for fully leveraging their unique combination of superb mechanical properties \[1\] and plastic-like processability \[2, 3\] for potential applications \[4–6\]. It is also essential for efficiently identifying the most promising candidates out of the vast projective compositional space \[7\]. The process underlining the formation of BMGs is still to be fully understood. It involves a multitude of topological fluctuations competing during solidification across many length scales \[8–10\]. Long-range processes, required by the typical non-polymorphic nature of the crystallization, and atomic-scale fluctuations, precursors of short-range ordered competing phases \[11\], are all pitted against each other and against glass formation \[8, 12, 13\]. Simulations of amorphous phases have been attempted to disentangle the mechanism of glass formation \[14–20\], within reasonable system sizes, using classical and semi-empirical potentials. Although they have been successful in investigating the influence of factors such as the atomic size and packing on the glass-forming ability (GFA), questions about the dynamics of the process still remain, especially considering all the approximations demanded for performing long molecular dynamics simulations. Furthermore, adopting ab-initio methods has been challenging: even while the most relevant metastable crystalline phases can be calculated and sorted by their energies \[21–24\], the zero-temperature formalism, lacking vibrational free energy \[25\], and the absence of an underlying lattice on which to build configurational thermodynamics \[26, 27\] make the problem impervious to direct computational analysis.

![Conceptual illustration of the proposed idea. If a particular alloy composition exhibits many structurally different stable and metastable crystal phases which have similar energies, these phases will compete against each other and against glass formation. Simulations of amorphous phases have been attempted to disentangle the mechanism of glass formation, within reasonable system sizes, using classical and semi-empirical potentials. Although they have been successful in investigating the influence of factors such as the atomic size and packing on the glass-forming ability (GFA), questions about the dynamics of the process still remain, especially considering all the approximations demanded for performing long molecular dynamics simulations. Furthermore, adopting ab-initio methods has been challenging: even while the most relevant metastable crystalline phases can be calculated and sorted by their energies, the zero-temperature formalism, lacking vibrational free energy, and the absence of an underlying lattice on which to build configurational thermodynamics make the problem impervious to direct computational analysis.](image-url)
In a seminal paper \[39\], Greer speculated that “confusion” during crystallization would promote glass formation. However, challenges in characterizing such confusion left this direction mostly unexplored. In this work we tackle this task by a simple straightforward definition for “confusion” during crystallization would promote glass formation. Nevertheless, a definite and clear picture for predicting GFA still remains to be found.

Experiments and characterization

Carrying out electronic structure \textit{ab-initio} calculations for the infinite number of available states for a given alloy system is obviously impossible, especially when no lattice model can be constructed, as in the case of BMGs. Therefore we adopt the agnostic approach of exploring structural prototypes mostly observed in nature for these type of systems. The method, shown to be capable of reasonably sampling the phase space and predicting novel compounds \[21, 23, 24\], is expected to estimate the thermodynamic density of states for an alloy system. We use the binary alloy data available in the AFLOWLIB set of repositories \[29, 30\] to count the number of different structural phases in a given formation enthalpy range as a function of the composition. All calculations available in the AFLOWLIB database are done utilizing the \textit{VASP} \[46–48\] code within the AFLOW computational materials design framework \[25, 28\], at the density functional theory level of approximation. The binary alloy systems are fully relaxed in accordance with the AFLOW standard settings \[28\], which uses the \textit{GGA-PBE} \[49, 50\] exchange-correlation, PAW potentials \[51, 52\], at least 6000 \textit{k}-points per reciprocal atom (KPPRA) and a plane wave cut-off at least 1.4 times the largest value recommended for the

structure-considerations \[19, 38\]. Nevertheless, a definite and clear picture for predicting GFA still remains to be found.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Schematic of the adopted approach. Multiple different structures for a given stoichiometry are built using the AFLOW prototype libraries \[25\], which are then optimized via \textit{VASP} calculations adopting the AFLOW standard settings \[28\]. The resulting data is added to the open thermodynamic database AFLOWLIB \[29, 30\]. This data is accessed and used to obtain statistics on the cumulative distribution of entries (\(N_P\)), Bravais lattices types (\(N_{BL}\)) and space groups (\(N_{SG}\)) within a given formation enthalpy range (starting at zero). Contour map plots are created from these distributions, allowing the identification of the best glass forming alloys. Finally, experimental synthesis and characterization are used to verify the computational results.}
\end{figure}
FIG. 3: Nanocalorimetry measurements for CuZr during (a) heating and (b) cooling at different compositions. The first heating and cooling cycle measurements for the each composition are shown in red, and subsequent measurements are shown in black. (c) Number of phases (solid black line) as measured using XRD, and thickness of the amorphous phase (dashed brown line), determined from the wedge shaped samples, as a function of composition. (d) Contour plot of the entropic factor as a function of formation enthalpy (zero corresponds to the ground state of the composition). The color scale represents the entropic factor as calculated using equation [1] for each composition and formation enthalpy difference. This means that, for a given fixed composition (x-axis), all phases that are within a given formation enthalpy difference (y-axis) from the ground state of that specific composition are used to compute the entropic factor (color scale). Note the sharp peaks both in the number of states observed in experiment and in the entropic factor at the Cu$_{50}$Zr$_{50}$ composition, indicating that the descriptor correctly predicts this composition as having the highest GFA.

VASP potentials of the constituents. The multiple different crystalline phases for each particular stoichiometry are built from the AFLOW library of common prototypes [25].

To quantify the level of disorder associated with an alloy system, we proceed by identifying the groundstates and then counting all of the available phases at the corresponding compositions, ordered by their formation enthalpy difference above the respective ground state, $\Delta H = H - H_{gs}$, effectively building a cumulative distribution of the number of phases, $N_P(H - H_{gs})$ (see Figure 2). We also count the number of different Bravais lattice types, $N_{BL}(\Delta H)$, and space groups, $N_{SG}(\Delta H)$. We heuristically combine these three quantities into a single descriptor, called “entropic factor”, $S_F(\Delta H)$, defined as the cubic root of their product:

$$S_F(\Delta H) = \sqrt[3]{N_P(\Delta H) \times N_{BL}(\Delta H) \times N_{SG}(\Delta H)}.$$  \hspace{1cm} (1)

$S_F(\Delta H)$ is related to the configurational entropy at a given composition but, by taking into account the different symmetries available to the system, it is more generally representative of the frustration towards the crystallization of a single homogeneous crystal structure. Compositions with large $S_F(\Delta H)$ are expected to present structures with more disorder, thus leading to high GFA. In this analysis, the formation enthalpies, Bravais lattices and space groups were determined from the calculated energies and symmetries of the relaxed relevant structures.

X-ray diffraction (XRD) and scanning electron microscopy (SEM) measurements were performed on ingots of CuZr and NiZr alloys prepared by arc-melting the pure elements under an argon atmosphere. The alloys were remelted and suction cast into a wedge-shaped cavity in a copper mold. The as-cast rods were cut into half along the longitudinal direction and polished to a mirror finish followed by etching. GFA was evaluated by observing under scanning electron microscope the contrast change along the longitudinal direction. The critical thickness was determined when the transition from featureless contrast to clear microstructure could be observed, as shown in Figure 2. The crystalline and amorphous structures were further identified by XRD using a Cu-K$_\alpha$ source.
We also synthesized and characterized thin-film samples deposited by magnetron sputtering elementary targets (99.99% pure) inside a vacuum chamber with a base pressure better than $2 \times 10^{-7}$ Torr. Sputter deposition results in an effective quenching rate greater than $10^{10}$ K/s, allowing a broad range of alloys to be obtained in the amorphous state.

Nanocalorimetry measurements were performed on thin-film samples of the binary alloys using micromachined calorimetry sensors [53, 55]. The measurements were performed in vacuum at nominal heating rates ranging from 2000 to 8500 K/s, and cooling rates of approximately 5000 K/s. All samples were repeatedly heated to 1300 K to evaluate the crystallization behavior both in the as-deposited state and after melt/quenching. Nanocalorimetry measurements reveal the glass transition, crystallization and liquidus temperatures. These quantities allow us to estimate GFA.

Figures 3(a) and (b) show the nanocalorimetry results for the CuZr binary alloy with compositions in the bulk glass forming region. Each measurement consisted of two thermal cycles in which the thin-film samples were heated to above the melting point and then quenched. All samples show clear signals corresponding to glass transition, crystallization, and melting when first heated from the as-deposited state, indicating that they were deposited in the amorphous state, Figure 3(a). A better glass former has a lower critical cooling rate, so the amount of amorphous phase recovered after melt/quenching should scale with GFA. We observe in Figure 3(a) that the magnitude of the crystallization peak after the first thermal cycle changes significantly with composition: Cu$_{18.5}$Zr$_{51.5}$ has the strongest crystallization peak and is thus expected to have the highest GFA among the samples tested; Cu$_{55.5}$Zr$_{44.5}$ on the other hand has no discernable crystallization peak. This result is confirmed by calorimetry measurements obtained after cooling from the melted state: the heat released upon solidification results in an exothermic peak in the cooling curve; the magnitude of this peak scales with the amount of crystalline phase formed on quenching and should be inversely proportional to the GFA, Figure 3(b). The experimentally observed number of phases and the amorphous phase thickness obtained from the casting experiments are shown in Figure 3(c). The calculated entropic factor, Figure 3(d), can be compared with these two quantities, and the results show very good agreement between all methods that Cu$_{50}$Zr$_{50}$ is the best glass forming composition.

Figure 4 shows similar measurements for the NiZr alloy system, which has been shown to be a weak glass former [44, 45]. Although as-deposited samples were amorphous and showed distinct crystallization peaks, subsequent melt/quenching did not produce any amorphous samples, and no crystallization peaks are observed in scans obtained after melting (Figure 4(a)). Instead, we use $\gamma = T_g/(T_g + T_l)$, defined in Ref. 57 and shown in Figure 4(b), as a less direct measure of GFA. Figures 4(b) and (c) show strong correlation between the experimental measurements and the entropic factor descriptor. There is a very weak GFA peak around Ni$_{35}$Zr$_{65}$ according to the experimental measurements, which is predicted to be around Ni$_{30}$Zr$_{70}$ by the entropic factor descriptor. A more pronounced peak is measured around Ni$_{65}$Zr$_{35}$, which is also successfully predicted in the same region by the entropic factor descriptor. Thus, the new proposed predictor correlates well with the traditional empirical indicators of glass formation in metallic alloys, with an accuracy of the order of 5% in composition, which is quite satisfactory. In
addition, comparing Figures 3(c) and 4(c), it is clear that the entropic facor exhibited by the high GFA alloy CuZr is significantly higher than that shown by the low GFA NiZr alloy, thus correctly pointing out the more favorable alloy system for glass formation.

In conclusion, in this article we propose a simple computational descriptor for GFA. It is based on the number and energy features of distinct but competing crystalline phases near the ground state of a given metallic alloy. The descriptor successfully differentiates the two experimentally studied test cases: a good and a bad glass-former, CuZr and NiZr respectively. It thus exhibits the capability of providing predictions of glass formation potential from first principles computer calculations, which would allow large scale high-throughput screening of the very large composition space available for glass forming alloys. Such large scale computational studies should reveal correlations that will contribute to a better understanding of the physics underlying glass formation, as well as accelerate the development of new BMGs.
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