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Abstract

We construct a quantum oracle relative to which \( \text{BQP} = \text{QMA} \) but cryptographic pseudorandom quantum states and pseudorandom unitary transformations exist, a counterintuitive result in light of the fact that pseudorandom states can be “broken” by quantum Merlin-Arthur adversaries. We explain how this nuance arises as the result of a distinction between algorithms that operate on quantum and classical inputs. On the other hand, we show that some computational complexity assumption is needed to construct pseudorandom states, by proving that pseudorandom states do not exist if \( \text{BQP} = \text{PP} \). We discuss implications of these results for cryptography, complexity theory, and shadow tomography.

1 Introduction

Pseudorandomness is a key concept in complexity theory and cryptography, capturing the notion of objects that appear random to computationally-bounded adversaries. Recent works have extended the theory of computational pseudorandomness to quantum objects, with a particular focus on quantum states and unitary transformations that resemble the Haar measure [JLS18, BS19, BFV20].

Ji, Liu, and Song [JLS18] define a pseudorandom state (PRS) ensemble as a keyed family of quantum states \( \{ |\varphi_k \rangle \}_{k \in \{0,1\}^*} \) such that states from the ensemble can be generated in time polynomial in \( \kappa \), and such that no polynomial-time quantum adversary can distinguish polynomially many copies of a random \( |\varphi_k \rangle \) from polynomially many copies of a Haar-random state. They also define an ensemble of pseudorandom unitary transformations (PRUs) analogously as a set of efficiently implementable unitary transformations that are computationally indistinguishable from the Haar measure. These definitions can be viewed as quantum analogues of pseudorandom generators (PRGs) and pseudorandom functions (PRFs), respectively. The authors then present a construction of PRSs assuming the existence of quantum-secure one-way functions, and also give a candidate construction of PRUs that they conjecture is secure.

Several applications of pseudorandom states and unitaries are known. PRSs and PRUs are useful in quantum algorithms: in computational applications that require approximations to the Haar measure, PRSs and PRUs can be much more efficient than \( t \)-designs, which are information-theoretic approximations to the Haar measure that are analogous to \( t \)-wise independent functions. Additionally, a variety of cryptographic primitives can be instantiated using PRSs and PRUs, including quantum money schemes, quantum commitments, secure multiparty communication, one-time digital signatures, some forms of symmetric-key encryption, and more [JLS18, AQY22, MY22b, BCQ23, MY22a, HMY23]. Finally, Bouland, Fefferman, and Vazirani [BFV20] have established a fundamental connection between PRSs and any possible resolution to the so-called “wormhole growth paradox” in the AdS/CFT correspondence.
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1\( t \)-designs are also sometimes called “pseudorandom” in the literature, e.g. [WBV08, BHH16a]. We emphasize that \( t \)-designs and PRSs/PRUs are fundamentally different notions and that they are generally incomparable: a \( t \)-design need not be a PRS/PRU ensemble, or vice-versa.
1.1 Main results

Given the importance of pseudorandom states and unitaries across quantum complexity theory, cryptography, and physics, in this work we seek to better understand the theoretical basis for the existence of these primitives. We start with a very basic question: what hardness assumptions are necessary for the existence of PRSs, and which unlikely complexity collapses (such as $P = \text{PSPACE}$ or $\text{BQP} = \text{QMA}$) would invalidate the security of PRSs? Viewed another way, we ask: what computational power suffices to distinguish PRSs from Haar-random states?

At first glance, it appears that an “obvious” upper bound on the power needed to break PRSs is $\text{QMA}$, the quantum analogue of $\text{NP}$ consisting of problems decidable by a polynomial-time quantum Merlin-Arthur protocol (or even $\text{QCMA}$, where the witness is restricted to be classical). If Arthur holds many copies of a pure quantum state $|\psi\rangle$ that can be prepared by some polynomial-size quantum circuit $C$, then Merlin can send Arthur a classical description of $C$, and Arthur can verify via the swap test that the output of $C$ approximates $|\psi\rangle$. By contrast, most Haar-random states cannot even be approximated by small quantum circuits. So, in some sense, PRSs can be “distinguished” from Haar-random by quantum Merlin-Arthur adversaries.

There is a subtle problem here, though: $\text{QMA}$ is defined as a set of decision problems where the inputs are classical bit strings, whereas an adversary against a PRS ensemble inherently operates on a quantum input. As a result, it is unclear whether the hardness of breaking PRSs can be related to the hardness of $\text{QMA}$, or any other standard complexity class. Even if we had a proof that $\text{BQP} = \text{QMA}$, this might not give rise to an efficient algorithm for breaking the security of PRSs.

One way to tackle this is to consider quantum adversaries that can query a classical oracle. If we can show that PRSs can be broken by a polynomial-time quantum algorithm with oracle access to some language $\mathcal{L} : \{0,1\}^* \rightarrow \{0,1\}$, we conclude that if PRSs exist, then $\mathcal{L} \not\in \text{BQP}$. A priori, it is not immediately obvious whether oracle access to any language $\mathcal{L}$ suffices for a polynomial-time quantum adversary to break PRSs. For our first result, we show that a PP-complete language works. Hence, if $\text{BQP} = \text{PP}$, then PRSs do not exist.

**Theorem 1** (Informal version of Theorem 27). There exists a polynomial-time quantum algorithm augmented with a PP oracle that can distinguish PRSs from Haar-random states.

This raises the natural question of whether the PP oracle in the above theorem can be made weaker. For instance, can we break PRSs with a QCMA or QMA oracle, coinciding with our intuition that the task is solvable by a quantum Merlin-Arthur protocol? In our second result, we show that this intuition is perhaps misguided, as we construct a quantum oracle relative to which such a QMA reduction is impossible.

**Theorem 2** (Informal version of Theorems 30 and 33). There exists a quantum oracle $\mathcal{O}$ such that:

1. $\text{BQP}^\mathcal{O} = \text{QMA}^\mathcal{O}$, and
2. PRUs (and hence PRSs) exist relative to $\mathcal{O}$.

In fact, our oracle $\mathcal{O}$ also satisfies $\text{PromiseBQP}^\mathcal{O} = \text{PromiseQMA}^\mathcal{O}$, which is stronger. For the sake of clarity, in this introduction we will only state our results in terms of classes of languages (e.g. QMA) instead of classes of promise problems (e.g. PromiseQMA), unless the distinction matters.

Let us remark how bizarre this theorem appears from a cryptographer’s point of view. If $\text{BQP} = \text{QMA}$, then no computationally-secure classical cryptographic primitives exist, because such primitives can be broken in $\text{NP}$, which is contained in QMA. So, our construction is a
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2Note that PRUs imply PRSs, so we focus only on PRSs for this part.
black-box separation between PRUs and all nontrivial quantum-secure classical cryptography—a relativized world in which any computationally-secure cryptography must use quantum communication. Theorem 2 thus provides a negative answer (in the quantum black box setting) to a question of Ji, Liu, and Song [JLS18] that asks if quantum-secure one-way functions are necessary for pseudorandom states.

Theorem 2 illustrates a stark contrast between quantum and classical cryptography, because the existence of hard problems in \( \text{NP} \) is necessary to have classical cryptography that is secure against polynomial-time adversaries. One can view our result as evidence that the same is not necessary for the existence of quantum cryptography; perhaps weaker assumptions suffice. Indeed, because a major goal in cryptography is to build cryptosystems from minimal computational assumptions, Theorem 2 has served as the primary motivation for many recent works that have built cryptography from pseudorandom states and unitaries [AQY22, MY22b, BCQ23, MY22a, HMY23]. Note that these works all appeared after this work was originally published [Kre21a].

1.2 Application: hyperefficient shadow tomography

An immediate corollary of our results is a new impossibility result for shadow tomography. Aaronson [Aar18] defined the shadow tomography problem as the following estimation task: given copies of an \( n \)-qubit mixed state \( \rho \) and a list of two-outcome measurements \( O_1, \ldots, O_M \), estimate \( \text{Tr}(O_i \rho) \) for each \( i \) up to additive error \( \varepsilon \). Aaronson showed that, remarkably, this is possible using very few copies of \( \rho \): just \( \text{poly}(n, \log M, \frac{1}{\varepsilon}) \) copies suffice, which is polylogarithmic in both the dimension of \( \rho \) and the number of quantities to be estimated.

Aaronson then asked in what cases shadow tomography can be made \textit{computationally} efficient with respect to \( n \) and \( \log M \). Of course, just writing down the input to the problem would take \( \Omega(4^n M) \) time if the measurements are given explicitly as Hermitian matrices, and listing the outputs would also take \( \Omega(M) \) time. But perhaps one could hope for an algorithm that only operates \textit{implicitly} on both the inputs and outputs. For example, suppose we stipulate the existence of a quantum algorithm that performs the measurement \( O_i \) given input \( i \in [M] \), and that this algorithm runs in time \( \text{poly}(n, \log M) \). Consider a shadow tomography procedure that takes a description of such an algorithm as input, and that outputs a quantum circuit \( C \) such that \( |C(i) - \text{Tr}(O_i \rho)| \leq \varepsilon \) for each \( i \in [M] \).\footnote{Note the slight abuse of notation here, as the shadow tomography procedure can err with some small probability, and \( C \) itself might be a probabilistic quantum circuit. For simplicity, we assume that the shadow tomography procedure always succeeds and that \( C \) is deterministic in this exposition.} Aaronson calls this a “hyperefficient” shadow tomography protocol if it additionally runs in time \( \text{poly}(n, \log M, \frac{1}{\varepsilon}) \).

Aaronson gave some evidence that hyperefficient shadow tomography is unlikely to exist, by observing that if hyperefficient shadow tomography is possible, then quantum advice can always be efficiently replaced by classical advice—in other words, \( \text{BQP/qpoly} = \text{BQP/poly} \). However, Aaronson and Kuperberg [AK07] showed a quantum oracle \( \mathcal{U} \) relative to which \( \text{BQP}^{\text{dt}}/\text{qpoly} \neq \text{BQP}^{\text{dt}}/\text{poly} \), which implies that hyperefficient shadow tomography is impossible if the observables are merely given as a black box that implements the measurement. The proof of this oracle separation amounts to showing that if the oracle \( \mathcal{U} \) either (1) implements a reflection about a Haar-random \( n \)-qubit state, or (2) acts as the identity, then no poly\((n)\)-query algorithm can distinguish these two cases, even given a classical witness of size \( \text{poly}(n) \).

One can consider stronger forms of query access to the observables. For instance, in the common scenario where each observable measures fidelity with a pure state, meaning it has the form \( O_i = |\psi_i\rangle\langle\psi_i| \), then in addition to the ability to measure overlap with \( |\psi_i\rangle \), one might also have the power to produce copies of \( |\psi_i\rangle \). Note that the ability to prepare \( |\psi_i\rangle \) is generally much more powerful than the ability to recognize \( |\psi_i\rangle \), the latter of which is equivalent to oracle access to the reflection \( I - 2|\psi_i\rangle\langle\psi_i| \). For example, Aaronson and Kuperberg’s oracle separation of \( \text{QCMA} \) and \( \text{QMA} \) [AK07] amounts to building an oracle relative to which certain quantum
states can be recognized efficiently but cannot be approximately prepared by small quantum circuits. Other black-box separations of state preparation and state reflection are known, e.g. [BR20], so one might hope that this type of query access could be substantially more powerful for shadow tomography as well.

Nevertheless, our results imply that black-box hyperefficient shadow tomography is impossible even in this setting where we have state preparation access to the observables. This follows from the simple observation that hyperefficient shadow tomography of this form would suffice to break PRS ensembles with a (Promise)QCMA oracle.

**Theorem 3.** If a hyperefficient shadow tomography procedure exists that works for any list of observables of the form $|\psi_1\rangle\langle\psi_1|, \ldots, |\psi_M\rangle\langle\psi_M|$ given state preparation access to $|\psi_1\rangle, \ldots, |\psi_M\rangle$, then all PRS ensembles can be broken by polynomial-time quantum adversaries with oracle access to PromiseQCMA.

**Proof sketch.** For a given PRS ensemble $\{|\varphi_k\rangle\}_{k \in \{0,1\}^n}$, we have state preparation access to the observable list $\{|\varphi_k\rangle\langle\varphi_k|\}_{k \in \{0,1\}^n}$ by way of the generating algorithm of the PRS. Hence, we can run hyperefficient shadow tomography using this observable list on copies of some unknown state $|\psi\rangle$. Suppose that with high probability, this produces a quantum circuit $C$ such that for each $k \in \{0,1\}^n$, $\Pr[|C(k) - \Tr(|\varphi_k\rangle\langle\varphi_k|\psi\rangle\langle\psi|)| \leq \frac{1}{10}] \geq \frac{2}{3}$. Observe that the problem of deciding whether there exists some $k$ such that $C(k) \geq \frac{9}{10}$ w.h.p. is in PromiseQCMA. If $|\psi\rangle$ is pseudorandom, then such a $k$ always exists (whichever $k$ satisfies $|\psi\rangle = |\varphi_k\rangle$), whereas if $|\psi\rangle$ is Haar-random, such a $k$ exists with negligible probability over the choice of $|\psi\rangle$. Hence, these two ensembles can be distinguished by feeding $C$ into this PromiseQCMA promise problem. □

The above theorem also relativizes, in the sense that if the shadow tomography procedure only accesses the state preparation algorithm via a black box $O$, then hyperefficient shadow tomography lets us break PRSs in polynomial time with oracle access to $O$ and PromiseQCMA$^O$. Since Theorem 2 gives an oracle relative to which PromiseBQP$^O = $PromiseQCMA$^O = $PromiseQMA$^O$ and PRSs exist, we conclude that hyperefficient shadow tomography is impossible with only black-box state preparation access to the observables.

### 1.3 Our techniques

We briefly summarize the proof techniques used in our main results.

**1.3.1 Approximate $t$-designs**

Approximate $t$-designs play a role in the proof of Theorem 1. So, in Section 3, we give formal definitions of $t$-designs and prove some of their useful properties in the context of quantum query complexity. In particular, we establish conditions under which substituting the Haar measure with a $t$-design yields a relative-error approximation to the acceptance probability of a quantum query algorithm. Several authors have implicitly assumed without proof that this property holds, e.g. [BHH16b, AMR20], and also an earlier version of this work [Kre21a]. We consider it valuable to place these results on more rigorous footing, and believe that the results about $t$-designs proved herein could find independent uses in other complexity-theoretic contexts.

**1.3.2 Breaking pseudorandomness with PP**

The starting point for the proof of Theorem 1, which gives an upper bound of PP on the power needed to break pseudorandom states, is a theorem of Huang, Kueng, and Preskill [HKP20] that gives a simple procedure (sometimes called the classical shadows algorithm) for shadow tomography.
Theorem 4 (Classical shadows [HKP20]). Fix $M$ different observables $O_1, O_2, \ldots, O_M$ and an unknown $n$-qubit mixed state $\rho$. Then there exists a quantum algorithm that performs $T = O(\log(M/\delta)/\epsilon^2 \max_i \Tr(O_i^2))$ single-copy measurements in random Clifford bases\footnote{Recall that the Clifford group is the group of unitary transformations generated by Hadamard, phase, and CNOT gates. A Clifford basis is any basis that can be obtained from the computational basis via multiplication by an element of the Clifford group.} of $\rho$, and uses the measurement results (called classical shadows) to estimate the quantities $\Tr(O_1 \rho), \Tr(O_2 \rho), \ldots, \Tr(O_M \rho)$, such that with probability at least $1 - \delta$, all of the $M$ quantities are correct up to additive error $\epsilon$.

If $\{|\varphi_k\rangle\}_{k \in \{0,1\}^n}$ is a pseudorandom state ensemble, then by choosing $O_k = |\varphi_k\rangle\langle \varphi_k|$ for each key $k \in \{0,1\}^n$ to be the list of observables, we can use the above algorithm to determine whether $\rho$ is close to one of the states in the PRS ensemble. A Haar-random state will be far from all of the pseudorandom states with overwhelming probability. Hence, Theorem 4 implies the existence of an algorithm that distinguishes the pseudorandom and Haar-random ensembles, by performing a polynomial number of random Clifford measurements and analyzing the results.

The key observation is that the Clifford measurements can be performed efficiently, even though the resulting analysis (which operates on purely classical information) might be computationally expensive.

Next, one could try to argue that the computationally difficult steps in the above algorithm can be made efficient with a PP oracle. However, we take a different approach. We adopt a Bayesian perspective: suppose that with $50\%$ probability we are given copies of a Haar-random state, and otherwise with $50\%$ probability we are given copies of a randomly chosen state from the pseudorandom ensemble. We wish to distinguish these two cases using only the results of the random Clifford measurements as observed data. One way to do this is via the Bayes decision rule: we compute the posterior probability of being Haar-random or pseudorandom given the measurements, and then guess the more likely result. In fact, the Bayes decision rule is well-known to be the optimal decision rule in general, in the sense that any decision rule errs at least as often as the Bayes decision rule (see e.g. [Ber13, Chapter 4.4.1]). Hence, because the algorithm of Huang, Kueng, and Preskill (Theorem 4) distinguishes the Haar-random and pseudorandom ensembles with good probability, the Bayes decision rule conditioned on the random Clifford measurements must work at least as well as the same distinguishing task.

Finally, we observe that using a quantum algorithm with postselection, we can approximate the relevant posterior probabilities needed for the Bayes decision rule. This allows us to appeal to the equivalence PostBQP = PP [Aar05] to simulate this postselection with a PP oracle.

Technically, one challenge is that the postselected quantum algorithm requires the ability to prepare copies of a Haar-random state, even though a polynomial-time quantum algorithm cannot even approximately prepare most Haar-random states. The solution is to replace the Haar ensemble by an approximate quantum design, which we argue does not substantially change the success probability of the algorithm.

1.3.3 Instantiating pseudorandomness with BQP = QMA

For our second result (Theorem 2), the oracle $\mathcal{O}$ that we construct consists of two parts: a quantum oracle $\mathcal{U} = \{\mathcal{U}_n\}_{n \in \mathbb{N}}$, where each $\mathcal{U}_n$ consists of $2^n$ different Haar-random $n$-qubit unitary matrices, and a classical oracle (i.e. a language) $\mathcal{C}$ that we build independently of $\mathcal{U}$. We prove that Theorem 2 holds with probability 1 over the choice of $\mathcal{U}$.

Showing that PRUs exist relative to $(\mathcal{U}, \mathcal{C})$ is reasonably straightforward. Notably, the security proof does not depend on the choice of $\mathcal{C}$, so long as $\mathcal{C}$ is independent of the randomly sampled $\mathcal{U}$. The proof uses the BBBV theorem (i.e. the optimality of Grover’s algorithm) [BBBV97], and is analogous to showing that one-way functions or pseudorandom generators exist relative to a random classical oracle, as was shown by Impagliazzo and Rudich [IR89].
only rigorously prove security against adversaries with classical advice, though we believe that the framework of Chung, Guo, Liu, and Qian [CGLQ20] should yield a security proof against adversaries with quantum advice.

Slightly more technically involved is proving that $\text{BQP}^{U,C} = \text{QMA}^{U,C}$. To do so, we argue that a QMA verifier is not substantially more powerful than a BQP machine at learning nontrivial properties of $U$. More precisely, we argue that if a QMA verifier $V$ makes $T$ queries to $U_n$ for some $n \in \mathbb{N}$, then either (1) $n = O(\log T)$ is sufficiently small that $\text{poly}(T)$ queries to $U_n$ actually suffice to learn $U_n$ to inverse-polynomial precision, or else (2) $n = \omega(\log T)$ is sufficiently large that with high probability, the maximum acceptance probability of $V$ (over the choice of Merlin’s witness) is close to the average maximum acceptance probability of $V$ when $U_n$ is replaced by a random set of matrices sampled from the Haar measure. We prove this as a consequence of the extremely strong concentration of measure properties exhibited by the Haar measure [Mec19].

For a certain carefully-constructed language $C$, this allows a $\text{BQP}^{U,C}$ machine to approximate the maximum acceptance probability of $V^{U,C}$ as follows. In case (1), the $\text{BQP}^{U,C}$ machine first queries $U_n$ enough times to learn a unitary transformation $\tilde{U}_n$ that is close to $U_n$, and then hard codes $\tilde{U}_n$ into a new QMA$^C$ verifier $W^C$ that simulates $V$ by replacing queries to $U_n$ with calls to $\tilde{U}_n$. In case (2), the $\text{BQP}^{U,C}$ machine similarly constructs a new QMA$^C$ verifier $W^C$, instead simulating $V$ by replacing queries to $U_n$ with queries to independently chosen Haar-random unitaries $\tilde{U}_n$. Thus, the problem of approximating the maximum acceptance probability of $V^{U,C}$ reduces to approximating the maximum acceptance probability of $W^C$, averaged over $\tilde{U}_n$. The language $C$ is constructed in such a fashion that querying $C$ on a description of $W$ returns the desired approximation.

1.4 Open problems

Can we prove a similar result to Theorem 2 using a classical oracle, for either PRUs or PRSs? Attempting to resolve this question seems to run into many of the same difficulties that arise in constructing a classical oracle separation between QCMA and QMA, which also remains an open problem [AK07]. For one, as pointed out in [AK07], we do not even know whether every $n$-qubit unitary transformation can be approximately implemented in $\text{poly}(n)$ time relative to some classical oracle—this is sometimes known as the unitary synthesis problem [Aar16, Ros21, LMW24]. Even if one could resolve this, it is not clear whether the resulting PRUs or PRSs would be secure against adversaries with the power of QMA. For instance, we show in Appendix A that an existing construction of PRSs, whose security is provable in the random oracle model [BS19], can be broken with an $\text{NP}$ oracle. Nevertheless, recent work by Kretschmer, Qian, Sinha, and Tal [KQST23] makes progress on this question by constructing an oracle relative to which $P = \text{NP}$ and a weaker version of pseudorandom states (with only single-copy security) exist.

What else can be said about the hardness of learning quantum states and unitary transformations, either in the worst case or on average? A related question is to explore the hardness of problems involving quantum meta-complexity: that is, problems that themselves encode computational complexity or difficulty. Consider, for example, a version of the minimum circuit size problem (MCSP) for quantum states: given copies of a pure quantum state $|\psi\rangle$, determine the size of the smallest quantum circuit that approximately outputs $|\psi\rangle$. If PRSs exist, then this task should be hard, but placing an upper bound on the complexity of this task might be difficult in light of our results. We view this problem as particularly intriguing because it does not appear to have an obvious classical analogue, and also because of its relevance to the wormhole growth paradox and Susskind’s Complexity=Volume conjecture in AdS/CFT [BFV20, Sus16b, Sus16a]. A number of recent breakthroughs in complexity theory have involved ideas from meta-complexity (see surveys by Allender [All17, All20] or Lu and Oliveira [LO22]), and it would be interesting to see which of these techniques could be ported to the quantum setting.
What other complexity-theoretic evidence can be given for the existence of PRSs and PRUs? Can we give candidate constructions of PRSs or PRUs that do not rely on the assumption $\text{BQP} \neq \text{QMA}$? To give a specific example, an interesting question is whether polynomial-size quantum circuits with random local gates form PRUs. Random circuits are known to information-theoretically approximate the Haar measure in the sense that they form approximate unitary designs [BHH16b], and it seems conceivable that they could also be computationally pseudorandom.

1.5 Conference version

This paper improves upon the earlier conference version [Kre21a] in two major ways. First, the section on $t$-designs (Section 3) is a new addition. Second, the oracle $O = (U, C)$ that we use to collapse $\text{PromiseQMA}^{U, C}$ to $\text{PromiseBQP}^{U, C}$ is different. In both versions, the quantum part $U$ is the same. However, the conference version claimed that the classical oracle $C$ could be any $\text{PSPACE}$-complete language. By contrast, in this paper $C$ is a specific recursively-constructed language. The reason for this change is an error that was discovered in the proof. We discuss this error, along with the prospects of restoring the original oracle construction, in Section 5.4.

2 Preliminaries

2.1 Basic notation

Throughout, $[n]$ denotes the set of integers $\{1, 2, \ldots, n\}$. If $x \in \{0, 1\}^n$ is a binary string, then $|x|$ denotes the length of $x$, and wt($x$) denotes its Hamming weight. For $X$ a finite set, we let $|X|$ denote the size of $X$. If $X$ is a probability distribution, then we use $x \sim X$ to denote a random variable $x$ sampled according to $X$. When $X$ is a finite set, we also use $x \sim X$ to indicate a random variable $x$ drawn uniformly from $X$. A function $f(n)$ is negligible if for every constant $c > 0$, $f(n) \leq \frac{1}{n^c}$ for all sufficiently large $n$. We use $\text{negl}(n)$ to denote an arbitrary negligible function, and $\text{poly}(n)$ to denote an arbitrary polynomially-bounded function.

2.2 Probability

We require two basic facts about probability. The first regards the optimality of the Bayes decision rule, which is a strategy for guessing a random variable $X$ from posterior information $Y$. The Bayes decision rule is to always guess the value of $X$ that maximizes the posterior probability given $Y$. The Bayes decision rule is optimal, in the sense that any other strategy that guesses $X$ using $Y$ errs at least as often as the Bayes decision rule. We only need the following special case of this fact, which also applies more generally (see [Ber13, Chapter 4.4.1] for further discussion).

**Lemma 5** (Bayes decision rule). Let $X$ be a $\{0, 1\}$-valued random variable, let $Y$ be a random variable (not necessarily independent of $X$) with domain $D$, and let $f : D \to \{0, 1\}$. Then:

$$\Pr[f(Y) = X] \leq \Pr \left[ \arg \max_i \Pr[X = i | Y] = X \right].$$

The other fact we need is the Borel–Cantelli lemma for sequences of probabilistic events. It gives a criterion under which at most finitely many of the events occur, with probability 1.

**Lemma 6** (Borel–Cantelli [Bor09, Can17]). Let $\{X_n\}_{n \in \mathbb{N}}$ be a sequence of (not necessarily independent) random variables with values in $\{0, 1\}$. If

$$\sum_{n=1}^{\infty} \mathbb{E}[X_n] < \infty,$$

then at most finitely many of the events $X_n$ occur, with probability 1.
then
\[
\Pr \left[ \sum_{n=1}^{\infty} X_n = \infty \right] = 0.
\]

2.3 Quantum information

We let \( \text{TD}(\rho, \sigma) \) denote the trace distance between density matrices \( \rho \) and \( \sigma \). For a matrix \( M \) we use \( \|M\|_F := \sqrt{\text{Tr}(M^\dagger M)} \) to denote its Frobenius norm.

When \( A \) and \( B \) are Hermitian matrices, we use \( A \preceq B \) to denote the semidefinite ordering, i.e. that \( B - A \) is positive semidefinite. We extend this notation to superoperators \( A \) and \( B \): \( A \preceq B \) denotes that \( B - A \) is completely positive. A superoperator \( A \) is said to be completely positive if, for any identity superoperator \( I \) and positive semidefinite matrix \( \rho \), \( (A \otimes I)(\rho) \) is positive semidefinite. If \( A \) has input dimension \( N \), a criterion equivalent to complete positivity is

\[
(A \otimes I_N)(|\Phi_N\rangle\langle \Phi_N|) \succeq 0,
\]

where \( I_N \) is the \( N \)-dimensional identity channel, and \( |\Phi_N\rangle := \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle|\bar{i}\rangle \) is the standard maximally entangled state of dimension \( N \times N \) [BHH16b].

For a unitary matrix \( U \), we use \( U \cdot U^\dagger \) to denote the superoperator that maps a density matrix \( \rho \) to \( U\rho U^\dagger \). In a slight abuse of notation, if \( A \) denotes a quantum algorithm (which may consist of unitary gates, measurements, oracle queries, and initialization of ancilla qubits), then we also use \( A \) to denote the superoperator corresponding to the action of \( A \) on input density matrices.

We let \( ||\mathcal{A}||_\diamond \) denote the diamond norm [AKN98] of a superoperator \( \mathcal{A} \) acting on density matrices, which is defined by

\[
||\mathcal{A}||_\diamond := \sup_{\text{Tr}(\rho) = 1, \rho \succeq 0} ||(\mathcal{A} \otimes I)(\rho)||_1,
\]

where \( I \) denotes the identity superoperator acting on a space of the same dimension as \( \mathcal{A} \). Intuitively, the diamond norm gives an analogue of trace distance for channels: the distance between two channels in the diamond norm captures the maximum bias by which those two channels can be distinguished. In particular, we have the following:

**Fact 7.** Let \( A \) and \( B \) be quantum channels and \( \rho \) a density matrix. Then

\[
\text{TD}(A(\rho), B(\rho)) \leq \frac{1}{2} ||A - B||_\diamond .
\]

We use the following formula for the distance between unitary superoperators in the diamond norm.

**Fact 8 ([AKN98]).** Let \( U \) and \( V \) be unitary matrices, and suppose \( d \) is the distance between 0 and the polygon in the complex plane whose vertices are the eigenvalues of \( UV^\dagger \). Then

\[
||U \cdot U^\dagger - V \cdot V^\dagger||_\diamond = 2\sqrt{1-d^2}.
\]

A consequence of **Fact 8** is the following well-known bound relating distance in diamond norm to the Frobenius norm for unitary channels. We provide a proof for completeness.

**Lemma 9.** Let \( U, V \) be \( N \times N \) unitary matrices. Then \( ||U \cdot U^\dagger - V \cdot V^\dagger||_\diamond \leq 2||U - V||_F \).
Proof. Let \( \{\lambda_i : i \in [N]\} \) denote the eigenvalues of \( UV^\dagger \). Then we have:

\[
\|U - V\|_F^2 = \text{Tr} \left( (U - V)(U - V)^\dagger \right) \\
= \text{Tr}(2I - UV^\dagger - VU^\dagger) \\
= 2N - \sum_{i=1}^N (\lambda_i + \lambda_i^*) \\
= \sum_{i=1}^N (2 - 2\text{Re}(\lambda_i)) \\
\geq \max_i (2 - 2\text{Re}(\lambda_i)),
\]

where \( \text{Re}(\lambda_i) \) denotes the real part of \( \lambda_i \). The last line holds because the eigenvalues of a unitary matrix have absolute value 1.

Let \( d \) be the distance in the complex plane between 0 and the polygon whose vertices are \( \lambda_1, \ldots, \lambda_N \). Then from Fact 8 we may conclude:

\[
\|U \cdot U^\dagger - V \cdot V^\dagger\|_\infty \leq \max_i 2\sqrt{1 - \max \{\text{Re}(\lambda_i), 0\}^2} \\
\leq \max_i 2\sqrt{2 - 2\text{Re}(\lambda_i)} \\
\leq 2\|U - V\|_F,
\]

where the first inequality uses the fact that either all of the eigenvalues have positive real components and therefore \( d \geq \min_i \text{Re}(\lambda_i) \), or else \( d \geq 0 \); the second inequality substitutes \( 1 - \max \{x, 0\}^2 \leq 2 - 2x \) which holds for all \( x \in \mathbb{R} \); and the third inequality substitutes (1). \( \square \)

2.4 Haar measure and concentration

We use \( \mathbb{S}(N) \) to denote the set of \( N \)-dimensional pure quantum states, and \( \mathbb{U}(N) \) to denote the group of \( N \times N \) unitary matrices. When \( N = 2^n \), we identify these with \( n \)-qubit states and unitary transformations, respectively. We use \( \sigma_N \) to denote the Haar measure on \( \mathbb{S}(N) \), and we let \( \mu_N \) denote the Haar measure over \( \mathbb{U}(N) \). We write \( \mathbb{U}(N)^M \) for the space of \( MN \times MN \) block-diagonal unitary matrices, where each block has size \( N \times N \), and we also identify \( \mathbb{U}(N)^M \) with \( M \)-tuples of \( N \times N \) unitary matrices. We use \( \mu_N^M \) to denote the product measure \( \mu_N^M(U_1, U_2, \ldots, U_M) := \mu_N(U_1) \cdot \mu_N(U_2) \cdot \ldots \cdot \mu_N(U_M) \) on \( \mathbb{U}(N)^M \), which we interpret as a distribution over a direct sum \( U_1 \oplus U_2 \oplus \ldots \oplus U_M \) of matrices.

We require the following concentration inequality on the Haar measure, which is stated in terms of Lipschitz continuous functions. For a metric space \( \mathcal{M} \) with metric \( d \), a function \( f : \mathcal{M} \to \mathbb{R} \) is \( L \)-Lipschitz if for all \( x, y \in \mathcal{M} \), \( |f(x) - f(y)| \leq L \cdot d(x, y) \).

Theorem 10 ([Mec19, Theorem 5.17]). Given \( N_1, \ldots, N_k \in \mathbb{N} \), let \( X = \mathbb{U}(N_1) \oplus \ldots \oplus \mathbb{U}(N_k) \) be the space of block-diagonal unitary matrices with blocks of size \( N_1, \ldots, N_k \). Let \( \mu = \mu_{N_1} \times \ldots \times \mu_{N_k} \) be the product of Haar measures on \( X \). Suppose that \( f : X \to \mathbb{R} \) is \( L \)-Lipschitz in the Frobenius norm. Then for every \( t > 0 \):

\[
\Pr_{U \sim \mu} \left[ f(U) \geq \mathbb{E}_{V \sim \mu} [f(V)] + t \right] \leq \exp \left( -\frac{(N - 2)t^2}{24L^2} \right),
\]

where \( N = \min\{N_1, \ldots, N_k\} \).
2.5 Complexity theory

A language is a function \( L : \{0,1\}^* \rightarrow \{0,1\} \). A promise problem is a function \( \Pi : \{0,1\}^* \rightarrow \{0,1,\perp\} \). The domain of a promise problem \( \Pi \), denoted \( \text{Dom}(\Pi) \), is

\[
\text{Dom}(\Pi) := \{ x \in \{0,1\}^* : \Pi(x) \in \{0,1\} \}
\]

We assume familiarity with standard complexity classes such as BQP and PP. For completeness, we define some complexity classes used prominently in this work.

**Definition 11.** A promise problem \( \Pi : \{0,1\}^* \rightarrow \{0,1,\perp\} \) is in \( \text{PromiseBQP} \) (Bounded-error Quantum Polynomial time) if there exists a randomized polynomial-time quantum algorithm \( \mathcal{A}(x) \) such that:

(i) If \( \Pi(x) = 1 \), then \( \Pr[\mathcal{A}(x) = 1] \geq \frac{2}{3} \).
(ii) If \( \Pi(x) = 0 \), then \( \Pr[\mathcal{A}(x) = 1] \leq \frac{1}{3} \).

BQP is defined as the set of languages in \( \text{PromiseBQP} \).

**Definition 12.** A promise problem \( \Pi : \{0,1\}^* \rightarrow \{0,1,\perp\} \) is in \( \text{PromiseQMA} \) (Quantum Merlin–Arthur) if there exists a polynomial-time quantum algorithm \( \mathcal{V}(x,|\psi\rangle) \) called a verifier and a polynomial \( p \) such that:

(i) (Completeness) If \( \Pi(x) = 1 \), then there exists a quantum state \( |\psi\rangle \) on \( p(|x|) \) qubits (called a witness or proof) such that \( \Pr[\mathcal{V}(x,|\psi\rangle) = 1] \geq \frac{2}{3} \).
(ii) (Soundness) If \( \Pi(x) = 0 \), then for every state \( |\psi\rangle \) on \( p(|x|) \) qubits, \( \Pr[\mathcal{V}(x,|\psi\rangle) = 1] \leq \frac{1}{3} \).

QMA is defined as the set of languages in \( \text{PromiseQMA} \).

Note: we will sometimes call any algorithm of the form \( \mathcal{V}(x,|\psi\rangle) \) a QMA verifier, even if it does not satisfy the promise of a QMA language.

**Definition 13.** A promise problem \( \Pi : \{0,1\}^* \rightarrow \{0,1,\perp\} \) is in \( \text{PromisePostBQP} \) (Postselected Bounded-error Quantum Polynomial time) if there exists a polynomial-time quantum algorithm \( \mathcal{A}(x) \) that outputs a trit in \( \{0,1,\ast\} \) such that:

(i) For all \( x \in \text{Dom}(\Pi) \), \( \Pr[\mathcal{A}(x) \in \{0,1\}] > 0 \). When \( \mathcal{A}(x) \in \{0,1\} \), we say that postselection succeeds.
(ii) If \( \Pi(x) = 1 \), then \( \Pr[\mathcal{A}(x) = 1 \mid \mathcal{A}(x) \in \{0,1\}] \geq \frac{2}{3} \). In other words, conditioned on postselection succeeding, \( \mathcal{A} \) outputs 1 with at least \( \frac{2}{3} \) probability.
(iii) If \( \Pi(x) = 0 \), then \( \Pr[\mathcal{A}(x) = 1 \mid \mathcal{A}(x) \in \{0,1\}] \leq \frac{1}{3} \). In other words, conditioned on postselection succeeding, \( \mathcal{A} \) outputs 1 with at most \( \frac{1}{3} \) probability.

PostBQP is defined as the set of languages in \( \text{PromisePostBQP} \).

Technically, the definition of \( \text{PromisePostBQP} \) is sensitive to the choice of universal gate set used to specify quantum algorithms, as was observed by Kuperberg [Kup15]. However, for most “reasonable” gate sets, such as unitary gates with algebraic entries [Kup15], the choice of gate set is irrelevant. We assume such a gate set, e.g. \{CNOT, H, T\}.

We require the following equivalent characterization of \( \text{PromisePostBQP} \):

**Lemma 14** (Aaronson [Aar05]). \( \text{PromisePostBQP} = \text{PromisePP} \)
2.6 Quantum oracles

We frequently consider quantum algorithms that query quantum oracles. In this work, unless otherwise specified, we define queries to a unitary matrix $U$ to mean a single application of either $U$, $U^\dagger$, controlled-$U$ (i.e. $I \oplus U$, where $I$ is the identity of the same dimension), or controlled-$U^\dagger$ (i.e. $I \oplus U^\dagger$), unless otherwise specified. We use superscript notation for algorithms that query oracles. For instance, $\mathcal{A}^U(x, |\psi\rangle)$ denotes a quantum algorithm $\mathcal{A}$ that queries an oracle $U$ and receives a classical input $x$ and a quantum input $|\psi\rangle$.

We consider versions of PromiseBQP, PromiseQMA, and PromisePostBQP augmented with quantum oracles, where the algorithm (or in the case of PromiseQMA, the verifier) can apply unitary transformations from an infinite sequence $U = \{U_n\}_{n \in \mathbb{N}}$. We denote the respective complexity classes by $\text{PromiseBQP}^U$, $\text{PromiseQMA}^U$, and $\text{PromisePostBQP}^U$. We assume the algorithm incurs a cost of $n$ to query $U_n$ so that a polynomial-time algorithm on input $x$ can query $U_n$ for any $n \leq \text{poly}(|x|)$. In this model, a query to $U_n$ consists of a single application of either $U_n$, controlled-$U_n$, or their inverses.

The quantum oracle model includes classical oracles as a special case. For a language $\mathcal{L}$, a query to $\mathcal{L}$ is implemented via the unitary transformation $U$ that acts as $U|x\rangle|b\rangle = |x\rangle|b \oplus \mathcal{L}(x)\rangle$.

2.7 Cryptography

We use the following definitions of pseudorandom quantum states (PRQs) and pseudorandom unitaries (PRUs), which were introduced by Ji, Liu, and Song [JLS18].

**Definition 15** (Pseudorandom quantum states [JLS18]). Let $\kappa \in \mathbb{N}$ be the security parameter, and let $n(\kappa)$ be the number of qubits in the quantum system. A keyed family of $n$-qubit quantum states $\{|\varphi_k\rangle\}_{k \in \{0,1\}^\kappa}$ is pseudorandom if the following two conditions hold:

1. (Efficient generation) There is a polynomial-time quantum algorithm $G$ that generates $|\varphi_k\rangle$ on input $k$, meaning $G(k) = |\varphi_k\rangle$.

2. (Computationally indistinguishable) For any polynomial-time quantum adversary $A$ and for every $T = \text{poly}(\kappa)$:

$$\left| \Pr_{k \sim \{0,1\}^\kappa} [A(1^\kappa, |\varphi_k\rangle \otimes I^T) = 1] - \Pr_{|\psi\rangle \sim \sigma_{2^n}} [A(1^\kappa, |\psi\rangle \otimes I^T) = 1] \right| \leq \text{negl}(\kappa).$$

We emphasize that the above security definition must hold for all polynomial values of $T$ (i.e. $T$ is not bounded in advance). That being said, there do exist alternative definitions of pseudorandom states in which the adversary only receives a single copy of the state [MY22b].

**Definition 16** (Pseudorandom unitary transformations [JLS18]). Let $\kappa \in \mathbb{N}$ be the security parameter, and let $n(\kappa)$ be the number of qubits in the quantum system. A keyed family of $n$-qubit unitary transformations $\{U_k\}_{k \in \{0,1\}^\kappa}$ is pseudorandom if the following two conditions hold:

1. (Efficient computation) There is a polynomial-time quantum algorithm $G$ that implements $U_k$ on input $k$, meaning that for any $n$-qubit $|\psi\rangle$, $G(k, |\psi\rangle) = U_k|\psi\rangle$.

2. (Computationally indistinguishable) For any polynomial-time quantum algorithm $A^U$ that queries $n$-qubit $U$:

$$\left| \Pr_{k \sim \{0,1\}^\kappa} [A^U(k) = 1] - \Pr_{U \sim \mu_{2^n}} [A^U(1^\kappa) = 1] \right| \leq \text{negl}(\kappa).$$
We sometimes call the negligible quantities in the above definitions the advantage of the quantum adversary $A$. Additionally, we may instantiate these primitives relative to an oracle $O$, which just means that both the generating algorithm $G$ and the adversary $A$ are additionally allowed to query $O$.

In this work, we will only consider pseudorandom state and unitary ensembles where $n(\kappa) = \omega(\log \kappa)$. Although the original definition of Ji, Liu, and Song [JLS18] did not impose this condition, later works have shown that $O(\log \kappa)$-qubit pseudorandom ensembles behave very differently from $\omega(\log \kappa)$-qubit ensembles [BS20, AYQ22, BEM24]: the former are often called “short PRSs/PRUs”. Intuitively, this difference is because one can perform tomography on a quantum state or unitary of $O(\log \kappa)$ qubits to any desired precision $\varepsilon$ in time $\text{poly}(\kappa, \varepsilon)$, so short PRSs/PRUs behave more like cryptographic objects with classical output.

We must also be careful about the type of adversary $A$ considered in Definitions 15 and 16. In this work, we consider security against non-uniform quantum algorithms with classical advice, which means that the adversary is allowed to be a different polynomial-time quantum algorithm for each setting of the security parameter $\kappa \in \mathbb{N}$. Without loss of generality, such an adversary can always be assumed to take the form of a uniform $\text{poly}(\kappa)$-time quantum algorithm $A(1^n, x)$, where $x \in \{0, 1\}^{\text{poly}(\kappa)}$ is an advice string that depends only on $\kappa$.

### 3 Approximate $t$-designs

We start by defining an $\varepsilon$-approximate quantum (state) $t$-design, which is a distribution over quantum states that information-theoretically approximates the Haar measure over states. While there are several definitions of approximate $t$-designs used in the literature, for this work it is crucial that we use multiplicative approximate designs for both states and unitaries, meaning that the designs approximate the first $t$ moments of the Haar measure to within a multiplicative $1 \pm \varepsilon$ error (as opposed to additive error).

**Definition 17** (Approximate quantum design, cf. [AE07]). A probability distribution $S$ over $\mathcal{S}(N)$ is an $\varepsilon$-approximate quantum $t$-design if:

$$
(1 - \varepsilon) \mathbb{E}_{|\psi\rangle \sim \sigma_N} \left| |\psi\rangle\langle\psi| \right|^\otimes t \leq \mathbb{E}_{|\psi\rangle \sim S} \left| |\psi\rangle\langle\psi| \right|^\otimes t \leq (1 + \varepsilon) \mathbb{E}_{|\psi\rangle \sim \sigma_N} \left| |\psi\rangle\langle\psi| \right|^\otimes t.
$$

Similarly, we require $\varepsilon$-approximate unitary $t$-designs, which are approximations to the Haar measure over unitary matrices.

**Definition 18** (Approximate unitary design [BHH16b]). A probability distribution $S$ over $\mathcal{U}(N)$ is an $\varepsilon$-approximate unitary $t$-design if:

$$
(1 - \varepsilon) \mathbb{E}_{U \sim \mu_N} \left| (U \cdot U^\dagger)^\otimes t \right| \leq \mathbb{E}_{U \sim S} \left| (U \cdot U^\dagger)^\otimes t \right| \leq (1 + \varepsilon) \mathbb{E}_{U \sim \mu_N} \left| (U \cdot U^\dagger)^\otimes t \right|.
$$

An important observation is that unitary designs give rise to state designs:

**Proposition 19.** Let $S$ be an $\varepsilon$-approximate unitary $t$-design over $\mathcal{U}(N)$. Then for any $|\varphi\rangle \in \mathcal{S}(N)$, $S|\varphi\rangle$ is an $\varepsilon$-approximate quantum $t$-design.

**Proof.** We only establish the right inequality in Definition 17; the proof of the left inequality is similar. We have:

$$
\mathbb{E}_{|\psi\rangle \sim S|\varphi\rangle} \left| |\psi\rangle\langle\psi| \right|^\otimes t = \mathbb{E}_{U \sim S} \left| U^\otimes t \left( |\varphi\rangle\langle\varphi| \right)^\otimes t (U^\dagger)^\otimes t \right| \leq (1 + \varepsilon) \mathbb{E}_{U \sim \mu_N} \left| U^\otimes t \left( |\varphi\rangle\langle\varphi| \right)^\otimes t (U^\dagger)^\otimes t \right| = (1 + \varepsilon) \mathbb{E}_{|\psi\rangle \sim \sigma_N} \left| |\psi\rangle\langle\psi| \right|^\otimes t,
$$
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where the second line applies Definition 18 and the definition of complete positivity, and the last line uses the invariance of the Haar measure. This implies that $S|\varphi\rangle$ satisfies Definition 17.

Efficient constructions of approximate unitary $t$-designs over qubits are known, as below.

**Lemma 20.** For each $n, t \in \mathbb{N}$ and $\varepsilon > 0$, there exists $m \leq \text{poly}(n, t, \log \frac{1}{\varepsilon})$ and a poly($n, t, \log \frac{1}{\varepsilon}$)-time classical algorithm $S$ that takes as input a random string $x \sim \{0,1\}^m$ and outputs a description of a quantum circuit on $n$ qubits such that the circuits sampled from $S$ form an $\varepsilon$-approximate unitary $t$-design over $\mathbb{U}(2^n)$.

**Proof sketch.** Fix an arbitrary universal quantum gate set $G$ with algebraic entries that is closed under taking inverses (e.g. $G = \{\text{CNOT}, H, T, T^\dagger\}$). Brandão, Harrow, and Horodecki [BHH16b, Corollary 7] show that $n$-qubit quantum circuits consisting of poly($n, t, \log \frac{1}{\varepsilon}$) random gates sampled from $G$, applied to random pairs of qubits, form $\varepsilon$-approximate unitary $t$-designs. So, $S$ just has to sample from this distribution, which can be done with poly($n, t, \log \frac{1}{\varepsilon}$) bits of randomness.

Note that this also implies an efficient construction of $\varepsilon$-approximate quantum (state) $t$-designs, by taking $|\varphi\rangle = |0^n\rangle$ in Proposition 19.

Essentially the only property we need of approximate $t$-designs is that they can be used in place of the Haar measure in any quantum algorithm that uses $t$ copies of a Haar-random state (or $t$ queries to a Haar-random unitary), and the measurement probabilities of the algorithm will change by only a small multiplicative factor.

**Lemma 21.** Let $S$ be an $\varepsilon$-approximate quantum $t$-design over $\mathbb{U}(N)$, and let $A$ be an arbitrary quantum measurement. Then:

$$(1 - \varepsilon) \Pr_{|\psi\rangle \sim \sigma_N} [A(|\psi^{\otimes t}\rangle = 1] \leq \Pr_{|\psi\rangle \sim S} [A(|\psi^{\otimes t}\rangle = 1] \leq (1 + \varepsilon) \Pr_{|\psi\rangle \sim \sigma_N} [A(|\psi^{\otimes t}\rangle = 1].$$

**Proof.** Let $0 \leq M \leq I$ be the measurement performed at the end of the algorithm, so that on input a state $\rho$, $\Pr[A(\rho) = 1] = \text{Tr}(M\rho)$. Then:

$$\Pr_{|\psi\rangle \sim S} [A(|\psi^{\otimes t}\rangle = 1] = \text{Tr} \left( M \mathbb{E}_{|\psi\rangle \sim S} [|\psi\rangle\langle\psi|^{\otimes t}] \right) \leq \text{Tr} \left( M(1 + \varepsilon) \mathbb{E}_{|\psi\rangle \sim \mu_N} [|\psi\rangle\langle\psi|^{\otimes t}] \right) = (1 + \varepsilon) \Pr_{|\psi\rangle \sim \mu_N} [A(|\psi^{\otimes t}\rangle = 1],$$

where the inequality in the second line follows from Definition 17 and the fact that $A \preceq B$ implies $\text{Tr}(MB) - \text{Tr}(MA) = \text{Tr}(M(B - A)) \geq 0$, because the trace of a product of two positive semidefinite matrices is always nonnegative. This establishes the right inequality in the statement of the lemma; the left inequality follows by following the same steps with the other half of Definition 17.

A similar statement can easily be shown for unitary designs when the only queries made by the algorithm are parallel:

**Lemma 22.** Let $S$ be an $\varepsilon$-approximate unitary $t$-design over $\mathbb{U}(N)$, and let $A^U$ be a quantum algorithm whose only queries to $U \in \mathbb{U}(N)$ consist of a single application of $U^{\otimes t}$. Then:

$$(1 - \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1] \leq \Pr_{U \sim S} [A^U = 1] \leq (1 + \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1].$$
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Proof. Let $\rho$ be the input state of the algorithm, and let $0 \preceq M \preceq I$ be the measurement performed at the end of the algorithm, so that

$$\Pr[A^U = 1] = \Tr\left(M(U^\otimes t \otimes I)\rho(U^\otimes t \otimes I)^\dagger\right).$$

Then:

$$\Pr_{U \sim S}[A^U = 1] = \mathbb{E}_{U \sim S}[\Tr\left(M(U^\otimes t \otimes I)\rho(U^\otimes t \otimes I)^\dagger\right)]$$

$$= \Tr\left(M \mathbb{E}_{U \sim S}[(U^\otimes t \otimes I)\rho(U^\otimes t \otimes I)^\dagger]\right)$$

$$\leq \Tr\left(M(1 + \epsilon) \mathbb{E}_{U \sim \mu_N}[(U^\otimes t \otimes I)\rho(U^\otimes t \otimes I)^\dagger]\right)$$

$$= (1 + \epsilon) \mathbb{E}_{U \sim \mu_N}[\Pr[A^U = 1]],$$

where the second and fourth lines hold by linearity of expectation, and the inequality in the third line follows from Definition 18. Specifically, the third line uses the fact that if $A \preceq B$ are superoperators and $\rho$ is positive semidefinite, then $\Tr(M \cdot (B \otimes I)(\rho)) - \Tr(M \cdot (A \otimes I)(\rho)) = \Tr(M \cdot ((B - A) \otimes I)(\rho)) \geq 0$, because $B - A$ is completely positive, and the trace of a product of two positive semidefinite matrices is always nonnegative. This establishes the right inequality in the statement of the lemma; the left inequality follows by following the same steps with the other half of Definition 18.

Using an idea from [AMR20], one can straightforwardly generalize Lemma 22 to algorithms that make adaptive queries to $U$, but not controlled-$U$. The key idea is that using quantum gate teleportation, one can simulate adaptive queries to a unitary transformation using parallel queries and postselection. For the next lemma that shows this, recall that the Choi state of a unitary $U \in \mathbb{U}(N)$ is the state

$$|\phi_U\rangle := (U \otimes I)|\Phi_N\rangle,$$

where $|\Phi_N\rangle := \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle|i\rangle$ is the standard maximally entangled state.

**Lemma 23.** Let $A^U$ be a quantum algorithm that makes $t$ adaptive queries to $U \in \mathbb{U}(N)$ (but not controlled-$U$ or $U^\dagger$). Then there exists an algorithm $B(|\phi_U\rangle^\otimes t)$ such that:

$$\Pr[B(|\phi_U\rangle^\otimes t) = 1] = \frac{\Pr[A^U = 1]}{N^{2t}}.$$

**Proof.** Consider the following circuit:

$$|\phi_U\rangle \xrightarrow{U|\psi\rangle} |\Phi_N\rangle$$

In words, given an unknown state $|\psi\rangle$ on the bottom register, this circuit initializes $|\phi_U\rangle$ on the top two registers and then postselects on measuring $|\Phi_N\rangle$ on the bottom two registers. Conditioned on postselection succeeding, the output of the top register is exactly $U|\psi\rangle$, as the
Lemma 23: to algorithms that can also make queries to controlled-

Lemma 22: can still go through if we choose the phase

Lemma 24: can be generalized to algorithms

Proof. Let $B(\ket{\phi_U}^\otimes t)$ be the algorithm from Lemma 23. Then:

\[
\Pr_{U \sim S} [A^U = 1] = N^{2t} \Pr_{U \sim S} [B(\ket{\phi_U}^\otimes t) = 1] \\
\leq (1 + \varepsilon) N^{2t} \Pr_{U \sim \mu_N} [B(\ket{\phi_U}^\otimes t) = 1] \\
= (1 + \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1],
\]

where the first and last lines use Lemma 23, and the second line applies Lemma 22. The other inequality in the lemma follows by similar steps, using the other half of Lemma 22.

Finally, we wish to extend Lemma 24 to algorithms that can also make queries to controlled-$U$. It is not at all obvious that this is possible, because it is well known that queries to controlled-$U$ cannot be simulated efficiently using queries to $U$ [GST24]. At the same time, it is unclear how one should pick the phase on controlled-$U$, because the definition of an approximate unitary $t$-design (Definition 18) “forgets” the global phase of $U$. We address both problems simultaneously by observing that the argument using Lemma 23 can still go through if we choose the phase of $U$ randomly. In order for this argument to hold, we assume that our approximate unitary $t$-design $S$ is phase-invariant, which we take to mean that for any $U$ sampled from the design,
$U$ and $\omega U$ are chosen with the same probability, where $\omega = e^{i\pi/2t}$ is a primitive $(t+1)$th root of unity.\footnote{Actually, our proof only requires that the design be invariant under any group of complex units whose first $t$ moments are the same as the uniform measure over complex units. We choose the group generated by $\omega$ only because it is the smallest group with this property.} Note that we can make any unitary design phase-invariant via multiplication by a uniformly random $(t+1)$th root of unity.

**Lemma 25.** Let $S$ be a phase-invariant $\varepsilon$-approximate unitary $t$-design over $\mathbb{U}(N)$, and let $A^U$ be a quantum algorithm that makes $t$ queries to $U$ (including controlled-$U$, but not $U^\dagger$). Then:

$$(1 - \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1] \leq \Pr_{U \sim S} [A^U = 1] \leq (1 + \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1].$$

**Proof.** Let $\langle \omega \rangle$ be the group of $(t+1)$th roots of unity. We first claim that given $t$ copies of the Choi state of $U$ (i.e. $|\phi_U \rangle^\otimes t)$, we can generate the state

$$\sigma_{U,t} := \mathbb{E}_{\varphi \sim \langle \omega \rangle} [|\phi_{I \otimes \varphi U} \rangle \langle \phi_{I \otimes \varphi U}|^\otimes t],$$

which is $t$ copies of the Choi state of controlled-$\varphi U$, averaged over all phases $\varphi$ that are $(t+1)$th roots of unity. Assuming this claim holds, then

$$\Pr_{U \sim S} [A^U = 1] = \mathbb{E}_{U \sim S} \left[ \Pr_{\varphi \sim \langle \omega \rangle} [A^{\varphi U} = 1] \right]$$

$$= \mathbb{E}_{U \sim S} \left[ (2N)^{2t} \Pr_{\varphi \sim \langle \omega \rangle} [B (|\phi_{I \otimes \varphi U} \rangle^\otimes t) = 1] \right]$$

$$= (2N)^{2t} \mathbb{E}_{U \sim S} [B (\sigma_{U,t}) = 1]$$

$$\leq (1 + \varepsilon)(2N)^{2t} \mathbb{E}_{U \sim \mu_N} [B (\sigma_{U,t}) = 1]$$

$$= (1 + \varepsilon) \Pr_{U \sim \mu_N} [A^U = 1],$$

where the first line applies the phase-invariance of the design, the second line holds for the algorithm $B$ defined in Lemma 23, the third line holds by the definition of $\sigma_{U,t}$, the fourth line applies Lemma 22 and the claim that $\sigma_{U,t}$ can be prepared from $|\phi_U \rangle^\otimes t$, and the last line appeals to Lemma 23 and the phase-invariance of the Haar measure. The other inequality in the statement of the lemma follows from similar steps, so for the rest of the proof we turn to proving the claim. We remark that the remainder of the proof is closely related to the proof of [Kre21b, Lemma 15], which also involves showing how to prepare a state obtained by averaging over phases.

Recall that $|\phi_{I \otimes \varphi U} \rangle$ is defined by

$$|\phi_{I \otimes \varphi U} \rangle := \frac{1}{\sqrt{2N}} \left( \sum_{i=1}^{N} |i\rangle |i\rangle + \sum_{i=1}^{N} \varphi U|i\rangle |i\rangle \right).$$

By identifying $[2N]$ with $\{0,1\} \times [N]$, we can also write this in the form

$$|\phi_{I \otimes \varphi U} \rangle \equiv \frac{1}{\sqrt{2N}} \left( \sum_{i=1}^{N} |0\rangle |0\rangle |i\rangle |i\rangle + \sum_{i=1}^{N} \varphi U|1\rangle |1\rangle |i\rangle |i\rangle \right).$$

Swapping the ordering of the second and third registers, we identify this state with

$$|\phi_{I \otimes \varphi U} \rangle \equiv \frac{|00\rangle |\Phi_N \rangle + \varphi |11\rangle |\phi_U \rangle}{\sqrt{2}}.$$
We claim that $\sigma_t$.

Above, we are using the fact that the first moment of a pure state $\langle x \sigma_t \rangle$ can be viewed as a tensor product of $\sigma_t$ as claimed. To see why, note that both $\rho_{U,t}$ and $\sigma_t$ can be mapped to $U,t$ and $\sigma_t$ are only supported on the orthonormal basis $\{|x\rangle : x \in \{0,1\}^t\}$, so it suffices to show $\langle x \sigma_t \sigma_U \rangle = \langle x \rho_{U,t} \sigma_U \sigma_t \rangle$ for each $x,y \in \{0,1\}^t$. Observe that

$$
\langle x \sigma_t \sigma_U \rangle = \sum_{\varphi \sim \omega} \left[ \left( \prod_{i=1}^t \frac{1}{\sqrt{2}} \varphi_x^i \right) \left( \prod_{i=1}^t \frac{1}{\sqrt{2}} \varphi_y^i \right) \right] = \frac{1}{2^t} \sum_{\varphi \sim \omega} \varphi^{\text{wt}(x) - \text{wt}(y)} = \begin{cases}
\frac{1}{2^t} & \text{if } \text{wt}(x) = \text{wt}(y) \\
0 & \text{if } \text{wt}(x) \neq \text{wt}(y).
\end{cases}
$$

Above, we are using the fact that the first $t$ moments of $\langle \omega \rangle$ are the same as the first $t$ moments of the full group of complex units.

Clearly, $\langle x \rho_{U,t} \sigma_U \rangle = 0$ whenever $\text{wt}(x) \neq \text{wt}(y)$, because $\rho_{U,t}$ is a mixture of pure states that are each a superposition over basis states that have the same Hamming weight. On the other hand, when $\text{wt}(x) = \text{wt}(y) = i$, we have

$$
\langle x \rho_{U,t} \sigma_U \rangle = \begin{cases}
\frac{1}{2^t} & \text{if } \text{wt}(x) = \text{wt}(y) \\
0 & \text{if } \text{wt}(x) \neq \text{wt}(y).
\end{cases}
$$

as claimed.

To complete the proof, we only have to show how to produce the state $\rho_{U,t}$ from $t$ copies of $\rho_U$. Since $\rho_{U,t}$ is a probabilistic mixture of the $|\psi_i\rangle$s, it suffices to show how to produce $|\psi_i\rangle$. Begin by initializing the state

$$
\left( \frac{1}{\sqrt{2}} \right)^{-1/2} \sum_{x \in \{0,1\}^t : \text{wt}(x) = i} |x\rangle |\psi_U(0^t - i)\rangle,
$$

which can be viewed as a tensor product of $i$ copies of $|\phi_U\rangle$ and a fixed state independent of $|\phi_U\rangle$. Using permutations on the second register controlled on the first register, the above state can be mapped to

$$
\left( \frac{1}{\sqrt{2}} \right)^{-1/2} \sum_{x \in \{0,1\}^t : \text{wt}(x) = i} |x\rangle |\psi_x\rangle.
$$

Finally, we can erase the $|x\rangle$ by, for each $i$, flipping the $i$th bit of the first register controlled on the $i$th part of the second register being orthogonal to $|\psi_U\rangle$. This works because $|\psi_U\rangle$ is a known state and $|\psi_1\rangle$ is orthogonal to $|\psi_U\rangle$. Doing so leaves us with:

$$
\left( \frac{1}{\sqrt{2}} \right)^{-1/2} \sum_{x \in \{0,1\}^t : \text{wt}(x) = i} |0^t\rangle |\psi_x\rangle,
$$

which is just $|0^t\rangle |\psi_i\rangle$.

\[\square\]
4 Breaking pseudorandomness with a classical oracle

In this section, we prove that a polynomial-time quantum algorithm with a PP oracle can distinguish a pseudorandom state from a Haar-random state. First, we need a lemma about the overlap between a fixed state \(|\varphi\rangle\) and a Haar-random state \(|\psi\rangle\).

**Lemma 26.** Let \(|\varphi\rangle \in S(N)\), and let \(\varepsilon > 0\). Then:

\[
\Pr_{|\psi\rangle \sim \sigma_N} [|\langle \psi | \varphi \rangle|^2 \geq \varepsilon] \leq e^{-\varepsilon(N-1)}.
\]

**Proof.** It is well known that if a Haar-random state \(|\psi\rangle\) is measured in any fixed basis (say, a basis containing \(|\varphi\rangle\)), the measurement probabilities are uniform over the \(N\)-dimensional probability simplex, or equivalently sampled according to a standard Dirichlet distribution. \(|\langle \psi | \varphi \rangle|^2\) is one of the marginals of this Dirichlet distribution, and hence it is distributed as \(|\langle \psi | \varphi \rangle|^2 \sim \text{Beta}(1, N-1)\). The probability density function of this distribution is given by

\[
p(x) = (N-1)(1-x)^{N-2}.
\]

It follows that

\[
\Pr_{|\psi\rangle \sim \sigma_N} [|\langle \psi | \varphi \rangle|^2 \geq \varepsilon] = \int_{\varepsilon}^{1} (N-1)(1-x)^{N-2}dx
\]

\[
= (1-\varepsilon)^{N-1}
\]

\[
\leq e^{-\varepsilon(N-1)}.
\]

The formal statement of our result is below.

**Theorem 27.** For any PRS ensemble \(\{|\varphi_k\rangle\}_{k \in \{0,1\}^n}\) of \(n\)-qubit states with security parameter \(\kappa\) satisfying \(n = \omega(\log \kappa)\), there exists a PP language \(L\), a \(\text{poly}(\kappa)\)-time quantum algorithm \(A^L\), and \(T = \text{poly}(\kappa)\) such that the following holds. Let \(X \sim \{0,1\}\) be a uniform random bit. Let \(|\psi\rangle\) be sampled uniformly from the PRS ensemble if \(X = 0\), and otherwise let \(|\psi\rangle\) be sampled from the Haar measure \(\sigma_{2^n}\) if \(X = 1\). Then we have:

\[
\Pr_{X,|\psi\rangle} [A^L(1^r, |\psi\rangle^\otimes T) = X] \geq 0.995.
\]

**Proof.** We first describe \(A\). For some \(T\) to be chosen later, on input \(|\psi\rangle^\otimes T\), \(A\) measures each copy of \(|\psi\rangle\) in a different randomly chosen Clifford basis. Call the list of measurement bases \(b = (b_1, b_2, \ldots, b_T)\) and the measurement results \(c = (c_1, c_2, \ldots, c_T)\). \(A\) then feeds \((b, c)\) into a single query to \(L\), and outputs the result of the query. This takes polynomial time because there exists an \(O(n^3)\)-time algorithm to sample a random \(n\)-qubit Clifford unitary, and this algorithm also produces an implementation of the unitary with \(O(n^2 / \log n)\) gates [KS14, AG04].

The PP language \(L\) that we choose is most easily described in terms of a PromisePostBQP algorithm \(B(b, c)\) (i.e. a postselected polynomial-time quantum algorithm, as in Definition 13), by the equivalence \(\text{PromisePostBQP} = \text{PromisePP}\) (Lemma 14). That is, we specify an algorithm \(B(b, c)\) that outputs a trit in \(\{0,1,*\}\), and this algorithm defines a promise problem \(\Pi \in \text{PromisePostBQP}\) as follows:

(i) If \(\Pr[B(b, c) \in \{0,1\}] > 0\) and \(\Pr[B(b, c) = 1 | B(b, c) \in \{0,1\}] \geq \frac{2}{3}\), then \(\Pi(b, c) = 1\).

(ii) If \(\Pr[B(b, c) \in \{0,1\}] > 0\) and \(\Pr[B(b, c) = 1 | B(b, c) \in \{0,1\}] \leq \frac{1}{3}\), then \(\Pi(b, c) = 0\).

(iii) Otherwise, \(\Pi(b, c) = \bot\).

\[\text{As observed in [CGG+23], an earlier version of this work [Kre21a] gave the incorrect bound } e^{-\varepsilon N} \text{ here, which was carried over from [BHH16b, Equation (14)].}\]
By Aaronson’s theorem (Lemma 14), \( \Pi \) is also in PromisePP. Because PP is a syntactic class, the promise problem \( \Pi \) can be extended to a language \( L \in \text{PP} \).

Let \( S \) be a \( \frac{1}{10} \)-approximate \( n \)-qubit quantum \( T \)-design (Definition 17) such that a state can be drawn from \( S \) in \( \text{poly}(\kappa) \) time (because \( n, T \leq \text{poly}(\kappa) \), the existence of such a design follows from Proposition 19 and Lemma 20). \( B \) begins by initializing the state:

\[
\hat{\rho} := \frac{1}{2} \left| 0 \right\rangle \left\langle 0 \right| \otimes \mathbb{E}_{k \sim \{0,1\}^{n}} \left[ \left| \varphi_{k} \right\rangle \left\langle \varphi_{k} \right|^{\otimes T} \right] + \frac{1}{2} \left| 1 \right\rangle \left\langle 1 \right| \otimes \mathbb{E}_{|\phi\rangle \sim S} \left[ \left| \phi \right\rangle \left\langle \phi \right|^{\otimes T} \right].
\]

\( B \) measures all but the leftmost qubit of \( \hat{\rho} \) in the basis given by \( b \), and postselects on observing \( c \) (i.e. \( B \) outputs \( * \) if the measurements are not equal to \( c \)). Finally, conditioned on postselection succeeding, \( B \) measures and outputs the result of the leftmost qubit that was not measured.

It remains to show that \( A \) distinguishes the pseudorandom and Haar-random state ensembles. For the purpose of this analysis, it will be convenient to view \( \hat{\rho} \) as an approximation to the state:

\[
\rho := \frac{1}{2} \left| 0 \right\rangle \left\langle 0 \right| \otimes \mathbb{E}_{k \sim \{0,1\}^{n}} \left[ \left| \varphi_{k} \right\rangle \left\langle \varphi_{k} \right|^{\otimes T} \right] + \frac{1}{2} \left| 1 \right\rangle \left\langle 1 \right| \otimes \mathbb{E}_{|\phi\rangle \sim \sigma_{2^{n}}} \left[ \left| \phi \right\rangle \left\langle \phi \right|^{\otimes T} \right],
\]

where the \( \varepsilon \)-approximate \( T \)-design \( S \) is replaced by the Haar measure \( \sigma_{2^{n}} \). Indeed, we will essentially argue the algorithm’s correctness if the state \( \hat{\rho} \) is replaced by \( \rho \), and then argue that this implies the correctness of the actual algorithm.

For each \( k \in \{0,1\}^{n} \), define \( O_{k} := \left| \varphi_{k} \right\rangle \left\langle \varphi_{k} \right| \). Note that if \( X = 0 \) (i.e. \( |\psi\rangle \) is pseudorandom), there always exists a \( k \) such that \( \text{Tr}(O_{k}|\psi\rangle \langle \psi|) = 1 \), namely whichever \( k \) satisfies \( |\psi\rangle = |\varphi_{k} \rangle \). On the other hand, by Lemma 26 and a union bound, if \( X = 1 \) (i.e. \( |\psi\rangle \) is Haar-random), \( \text{Tr}(O_{k}|\psi\rangle \langle \psi|) < \frac{1}{3} \) for every \( k \in \{0,1\}^{n} \), except with probability at most \( 2^{n} \cdot e^{-(2^{n}-1)/3} \) over \( |\psi\rangle \). This probability is negligible in \( \kappa \) because \( n = \omega(\log \kappa) \), by assumption.

If we choose \( M = |\{0,1\}^{n}| = 2^{n} \), \( \varepsilon = \frac{1}{3} \), and \( \delta = 0.001 - 2^{k} \cdot e^{-(2^{n}-1)/3} \), then by Theorem 4 there exists a quantum algorithm that takes as input the results \((b,c)\) of \( T = O(\kappa) \) single-copy random Clifford measurements of \(|\psi\rangle\), uses the measurement results to estimate \( \text{Tr}(O_{k}|\psi\rangle \langle \psi|) \) for each \( k \) up to additive error \( \frac{1}{3} \), and is correct with probability at least \( 0.999 + 2^{n} \cdot e^{-(2^{n}-1)/3} \).

In particular, this algorithm can distinguish the pseudorandom ensemble from the Haar-random ensemble, by checking if there exists a \( k \) such that the estimate for \( \text{Tr}(O_{k}|\psi\rangle \langle \psi|) \) is at least \( \frac{2}{3} \). Call this algorithm \( C \), so that \( \Pr[C(b,c) = X] \geq 0.999 \).

We will not actually use \( C \), but only its existence. By the optimality of the Bayes decision rule (Lemma 5), because \( C \) uses \((b,c)\) to identify a state \(|\psi\rangle\) as either Haar-random or pseudorandom with probability 0.999, an algorithm that computes the maximum a posteriori estimate of \( X \) also succeeds with probability at least 0.999. In symbols, let \( p_{i} = \Pr[X = i \mid b, c] \), which we view as a random variable (depending on \( b \) and \( c \)) for each \( i \in \{0,1\} \). Then \( \Pr[\max_{i} p_{i} = X] \geq 0.999 \).

Next, observe that \( \Pr[\arg \max_{i} p_{i} = X] = \mathbb{E} \left[ \Pr[\arg \max_{i} p_{i} = X \mid b, c] \right] = \mathbb{E} \left[ \max_{i} p_{i} \right] \), by the law of total expectation. So, by Markov’s inequality (and the fact that \( \max_{i} p_{i} \leq 1 \)), we know \( \Pr \left[ \max_{i} p_{i} \geq \frac{2}{3} \right] \geq 0.996 \). In other words, the Bayes decision rule is usually at least \( 75\% \) confident in its predictions, so to speak.

Notice that \( p_{i} \) equals the probability (conditioned on postselection succeeding) that \( B \) outputs \( i \) if it starts with \( \rho \) in place of \( \hat{\rho} \). For \( i \in \{0,1\} \), define \( \hat{p}_{i} \) analogously as the postselected output probabilities of \( B \) itself: \( \hat{p}_{i} := \Pr[B(b,c) = i \mid B(b,c) \in \{0,1\}] \). To argue that \( A \) is correct with 0.995 probability, it suffices to show that

\[
\Pr \left[ \max_{i} \hat{p}_{i} \geq \frac{2}{3} \wedge \arg \max_{i} \hat{p}_{i} = X \right] \geq 0.995,
\]
as in this case the PromisePostBQP promise is satisfied and the output of \( L \) agrees with \( X \). We
have that:
\[
\Pr \left[ \max_i \hat{p}_i \geq \frac{2}{3} \land \arg \max_i \hat{p}_i = X \right] \geq \Pr \left[ \max_i p_i \geq \frac{3}{4} \land \arg \max_i p_i = X \right] \\
\geq 1 - \Pr \left[ \max_i p_i < \frac{3}{4} \right] - \Pr \left[ \arg \max_i p_i \neq X \right] \\
\geq 0.996 - \Pr \left[ \arg \max_i p_i \neq X \right] \\
\geq 0.995.
\]

Above, the first inequality follows from the assumption that \( S \) is a \( \frac{1}{17} \)-approximate \( T \)-design, because the acceptance probability of a postselected quantum algorithm can be viewed as the ratio of two probabilities:
\[
\hat{p}_i = \frac{\Pr[B(b, c) = i]}{\Pr[B(b, c) \in \{0, 1\}]}.
\]

Lemma 21 implies that both the numerator and denominator change by at most a multiplicative factor of \( 1 \pm \frac{1}{17} \) when switching between \( \rho \) and \( \hat{\rho} \). So, if \( p_i \geq \frac{3}{4} \), then \( \hat{p}_i \geq \frac{3}{4} \cdot \frac{1 - \frac{1}{17}}{1 + \frac{1}{17}} = \frac{2}{3} \). The second inequality follows by a union bound, and the remaining inequalities were established above.

We remark that the above theorem also holds relative to all oracles, in the sense that if the state generation algorithm \( G \) in the definition of the PRS (Definition 15) queries a classical or quantum oracle \( U \), then the corresponding ensemble of states can be distinguished from Haar-random by a polynomial-time quantum algorithm with a \( \text{PromisePostBQP}^U \) oracle.

5 Pseudorandomness from a quantum oracle

In this section, we construct a quantum oracle \((U, C)\) relative to which \( \text{PromiseBQP} = \text{PromiseQMA} \) and PRUs exist. Let us first describe the oracle, which consists of two parts: a quantum oracle \( U \) and a classical oracle (i.e. a language) \( C \).

5.1 Definition of the oracle

The oracle \( U \) is a sequence of unitaries \( \{U_n\}_{n \in \mathbb{N}} \), where each \( U_n \) is a direct sum of \( 2^n \) different Haar-random \( n \)-qubit unitaries. In other words, for each \( n \) we sample \( U_n \sim \mu_{2^n} \). We denote this distribution over \( U \) by \( U \sim D \).

We construct the language \( C \) deterministically and independently of \( U \). We specify the language in stages: first we define \( C \)'s behavior on the 1-bit strings, then the 2-bit strings, then the 3-bit strings, and so on. For a string \( x \), we define \( C(x) = 1 \) if the following all hold:

1. \( x \) is a description of a quantum oracle circuit \( \mathcal{V}^{\mathcal{U}, \mathcal{C}}(|\psi\rangle) \) that takes a quantum state \( |\psi\rangle \) as input, and makes queries to a quantum oracle \( \mathcal{U} \) and the classical oracle \( C \). Note that \(|\psi\rangle\) and \( \mathcal{U} \) are not part of the description of \( \mathcal{V} \); they are auxiliary inputs.

2. \( \mathcal{V} \) runs in time at most \( |x| - 1 \), and hence can query \( C \) on inputs of length at most \( |x| - 1 \).

3. The average acceptance probability of \( \mathcal{V} \) (viewed as a \( \text{QMA} \) verifier) is greater than \( 1/2 \) when averaged over \( \mathcal{U} \sim \mathcal{D} \). In symbols, we mean precisely:
\[
\mathbb{E}_{\mathcal{U} \sim \mathcal{D}} \left[ \max_{|\psi\rangle} \Pr[\mathcal{V}^{\mathcal{U}, \mathcal{C}}(|\psi\rangle) = 1] \right] > \frac{1}{2}.
\]
Condition (2) guarantees that $C$ is not circularly defined, because the quantity in condition (3) depends only on the previously constructed parts of the oracle. Notice also the care we have used in our notation: $\mathcal{U}$ is merely used to take an average in the definition of $C$; it is not the same as $U$.

5.2 PromiseBQP = PromiseQMA relative to $(U, C)$

Now we turn to showing that our oracle satisfies the desired properties. We start with a lemma showing that the acceptance probability of a quantum query algorithm, viewed as a function of the unitary transformation used in the query, is Lipschitz.

**Lemma 28.** Let $\mathcal{A}^U$ be a quantum algorithm that makes $T$ queries to $U \in \mathbb{U}(D)$. Define $f : \mathbb{U}(D) \to \mathbb{R}$ by $f(U) := \Pr[\mathcal{A}^U = 1]$. Then $f$ is $T$-Lipschitz in the Frobenius norm.

**Proof.** Suppose that $||U - V||_F \leq d$. Then $||I \otimes U - I \otimes V||_F \leq d$, and also $||I \otimes U^\dagger - I \otimes V^\dagger||_F \leq d$, recalling that $I \otimes U$ is controlled-$U$ and $I \otimes V$ is controlled-$V$. By Lemma 9, this implies that the distance between controlled-$U$ and controlled-$V$ in the diamond norm is at most $2d$ (and likewise for controlled-$U^\dagger$ and controlled-$V^\dagger$). The sub-additivity of the diamond norm under composition implies that as superoperators, $||\mathcal{A}^U - \mathcal{A}^V||_I \leq 2Td$. By Fact 7, we conclude that $|f(U) - f(V)| \leq Td$. □

The next lemma extends Lemma 28 to QMA verifiers: we should think of $V$ as a QMA verifier that receives a witness $|\psi\rangle$, in which case this lemma states that the maximum acceptance probability of $V$ is Lipschitz with respect to the queried unitary.

**Lemma 29.** Let $\mathcal{V}^U(|\psi\rangle)$ be a quantum algorithm that makes $T$ queries to $U \in \mathbb{U}(D)$ and takes as input a quantum state $|\psi\rangle$ on some fixed (but arbitrary) number of qubits. Define $f : \mathbb{U}(D) \to \mathbb{R}$ by $f(U) := \max_{|\psi\rangle} \Pr[\mathcal{V}^U(|\psi\rangle) = 1]$. Then $f$ is $T$-Lipschitz in the Frobenius norm.

**Proof.** Note that $f$ is well-defined because of the extreme value theorem. Define $f_\psi : \mathbb{U}(D) \to \mathbb{R}$ by:

$$f_\psi(U) := \Pr[\mathcal{V}^U(|\psi\rangle) = 1],$$

so that $f(U) = \max_{|\psi\rangle} f_\psi(U)$. Lemma 28 implies that $f_\psi$ is $T$-Lipschitz for every $|\psi\rangle$. Let $U, V \in \mathbb{U}(D)$, and suppose that $|\psi\rangle$ and $|\varphi\rangle$ are such that $f(U) = f_\psi(U)$ and $f(V) = f_\varphi(V)$. Then:

$$|f(U) - f(V)| = |f_\psi(U) - f_\varphi(V)| = \max\{f_\psi(U) - f_\varphi(V), f_\varphi(V) - f_\psi(U)\} \leq T||U - V||_F,$$

where the third line uses the fact that $f_\psi(V) \leq f_\varphi(V)$ and $f_\varphi(U) \leq f_\psi(U)$, and the last line uses the fact that $f_\psi$ and $f_\varphi$ are $T$-Lipschitz. □

We are ready to prove the first main result of this section, that $\text{PromiseBQP}^{U,C} = \text{PromiseQMA}^{U,C}$.

**Theorem 30.** With probability 1 over $U \sim D$, $\text{PromiseBQP}^{U,C} = \text{PromiseQMA}^{U,C}$.

**Proof.** Let $\Pi \in \text{PromiseQMA}^{U,C}$, which means there exists a polynomial-time verifier $\mathcal{V}^{U,C}(|x, \psi\rangle)$ with completeness $\frac{2}{3}$ and soundness $\frac{1}{2}$ according to Definition 12. Without loss of generality, we can amplify the completeness and soundness probabilities of $V$ to $\frac{11}{12}$ and $\frac{1}{12}$, respectively. Let $p(n)$ be a polynomial upper bound on the running time of $V$ on inputs $|x\rangle$ of length $n$.

We now describe a $\text{PromiseBQP}^{U,C}$ algorithm $\mathcal{A}^{U,C}(x)$ such that, with probability 1 over $U$, $\mathcal{A}$ computes $\Pi$ on all but finitely many inputs $x \in \text{Dom}(\Pi)$. The steps of $\mathcal{A}$ are:
(1) Let $d := \lceil \log_2 (3456|x|p(|x|)^2 + 2) \rceil$. For each $n \in [d]$, $\mathcal{A}$ performs process tomography on each $U_n$, producing estimates $\widetilde{U}_n$ such that $\| \widetilde{U}_n \cdot U_n^\dagger - U_n \cdot \widetilde{U}_n^\dagger \|_0 \leq \frac{1}{6p(|x|)}$ for every $n$, with probability at least $\frac{2}{3}$ over the randomness of $\mathcal{A}$.\footnote{Specifically, one can use the algorithm of [HKOT23] to estimate each $U_n$ to $2^{-\Omega(n)}$ error in diamond norm distance. The estimated unitary transformation $\widetilde{U}_n$ can then be compiled to a circuit using $2^{O(n)}$ 1- and 2-qubit gates [VMS04]. Since $n \leq d = O(\log |x|)$, this can be done in polynomial time.} We denote the collection of estimates by $\{\widetilde{U}_n\}_{n \in [d]}$.

(2) Next, $\mathcal{A}$ constructs a description $x$ of a quantum oracle circuit $\mathcal{W}^\Pi_{\mathcal{C}}(x, \widetilde{U}; |\psi\rangle)$. This $\mathcal{W}$ has $x$ and the unitaries in $\widetilde{U}$ hard-coded into its description, takes an auxiliary input $|\psi\rangle$, and queries oracles $\mathcal{A}$ and $\mathcal{C}$. On input $|\psi\rangle$, $\mathcal{W}^\Pi_{\mathcal{C}}(x, \widetilde{U}; |\psi\rangle)$ replicates the behavior of $\mathcal{Y}^\Pi_{\mathcal{C}}(x, |\psi\rangle)$, except that for each $n \in [d]$, queries to $U_n$ are replaced by $\widetilde{U}_n$, and for each $n \in \{p(|x|)\} \setminus [d]$, queries to $U_n$ are replaced by queries to $\overline{U}_n$.

(3) Finally, $\mathcal{A}$ queries $\mathcal{C}(x)$ and outputs the result.

We now show that for any $x \in \text{Dom}(\Pi)$, with high probability over $\widetilde{U}$, $\mathcal{A}$ correctly decides $\Pi$ on $x$, which is to say that $\Pr \left[ \mathcal{A}^{\widetilde{U}, \mathcal{C}}(x) = \Pi(x) \right] \geq \frac{2}{3}$.

For a fixed $x$, given sequences of unitaries $\widetilde{U} = \{\widetilde{U}_n\}_{n \in [d]}$ and $\overline{U} = \{\overline{U}_n\}_{n \in \{p(|x|)\} \setminus [d]}$, define $f(\widetilde{U}, \overline{U}) := \max_{|\psi\rangle} \Pr \left[ \mathcal{Y}^\Pi_{\mathcal{C}}(x, \widetilde{U}; |\psi\rangle) = 1 \right]$.

Note that, in this notation, $\mathcal{A}$ outputs 1 if and only if

$$\mathbb{E}_{\overline{U} \sim \mathcal{D}} \left[ f(\widetilde{U}, \overline{U}) \right] > \frac{1}{2}. \quad (2)$$

By contrast, the QMA acceptance probability of $\mathcal{Y}$ itself may be written consistently with this notation as:

$$f(\mathcal{U}, \mathcal{U}) = \max_{|\psi\rangle} \Pr \left[ \mathcal{Y}^\Pi_{\mathcal{C}}(x, |\psi\rangle) = 1 \right]. \quad (3)$$

In effect, our goal is to show that Equation (2) gives a good estimator for Equation (3). We will do so in two steps: we first show that replacing $\widetilde{U}$ in $f$’s second argument with an average over $\overline{U}$ approximately preserves the QMA acceptance probability, and then we argue similarly when replacing $\widetilde{U}$ by the estimate $\mathcal{U}$ in $f$’s first argument.

By Lemma 29, $f$ is $p(|x|)$-Lipschitz with respect to the second argument $\overline{U}$, viewed as a direct sum of matrices $\overline{U} \equiv \bigoplus_{n=d+1}^{3456} \overline{U}_n$.\footnote{This distinction is why the last argument $|\psi\rangle$ is separated with a semicolon.} Hence, from Theorem 10 with $N = 3456|x|p(|x|)^2 + 2$, $L = p(|x|)$, and $t = \frac{1}{12}$, we have that:

$$\Pr_{\mathcal{U} \sim \mathcal{D}} \left[ \left| f(\mathcal{U}, \mathcal{U}) - \mathbb{E}_{\overline{U} \sim \mathcal{D}} [ f(\mathcal{U}, \overline{U}) ] \right| \geq \frac{1}{12} \right] \leq 2 \exp \left( -\frac{(N-2)t^2}{24L^2} \right) = 2 \exp \left( -\frac{3456|x|p(|x|)^2 \cdot \frac{1}{12}}{24p(|x|)^2} \right) = 2e^{-|x|}. \quad (4)$$

The factor of 2 appears because Theorem 10 applies to one-sided error, but the absolute value forces us to consider two-sided error.
Because $\mathcal{W}$ calls $\tilde{U}$ at most $p(|x|)$ times, and because diamond distance between unitary channels is preserved under taking inverses, Fact 7 implies that for any $|\psi\rangle$,

$$\left| \Pr \left[ \mathcal{W}^{\hat{U},C}(x,\tilde{U}^\dagger;|\psi\rangle) = 1 \right] - \Pr \left[ \mathcal{W}^{\hat{U},C}(x,\hat{U};|\psi\rangle) = 1 \right] \right| \leq \frac{p(|x|)}{2} \left\| \tilde{U}_n \cdot \hat{U}_n^\dagger - U_n \cdot U_n^\dagger \right\|_o.$$ 

Hence, we also have

$$\left| f(\tilde{U},U) - f(U,U) \right| = \max_{|\psi\rangle} \Pr \left[ \mathcal{W}^{\hat{U},C}(x,\tilde{U};|\psi\rangle) = 1 \right] - \max_{|\psi\rangle} \Pr \left[ \mathcal{W}^{\hat{U},C}(x,\hat{U};|\psi\rangle) = 1 \right] \leq \frac{p(|x|)}{2} \left\| \tilde{U}_n \cdot \hat{U}_n^\dagger - U_n \cdot U_n^\dagger \right\|_o,$$

and therefore, by Jensen’s inequality,

$$\left\| \mathbb{E}_{\tilde{U} \sim \mathcal{D}} \left[ f(\tilde{U},\overline{U}) \right] - \mathbb{E}_{\overline{U} \sim \mathcal{D}} \left[ f(U,\overline{U}) \right] \right\| \leq \frac{p(|x|)}{2} \left\| \tilde{U}_n \cdot \hat{U}_n^\dagger - U_n \cdot U_n^\dagger \right\|_o.$$

Because the estimates $\tilde{U}_n$ satisfy $\left\| \tilde{U}_n \cdot \hat{U}_n^\dagger - U_n \cdot U_n^\dagger \right\|_o \leq \frac{2}{3}$ with probability at least $\frac{2}{3}$ over the randomness of $A$, we see:

$$\Pr_A \left[ \mathbb{E}_{\tilde{U} \sim \mathcal{D}} \left[ f(\tilde{U},\overline{U}) \right] - \mathbb{E}_{\overline{U} \sim \mathcal{D}} \left[ f(U,\overline{U}) \right] \geq \frac{1}{12} \right] \leq \frac{1}{3}.$$

Combining with Equation (4), and recalling the acceptance criterion of $A$ from Equation (2), we conclude that except with probability at most $2e^{-|x|}$ over $U$,

$$\Pr_A \left[ f(U,\overline{U}) - \mathbb{E}_{\overline{U} \sim \mathcal{D}} \left[ f(\tilde{U},\overline{U}) \right] \geq \frac{1}{6} \right] \leq \frac{1}{3}.$$

So, except with probability $2e^{-|x|}$ over $U$:

$$\Pi(x) = 1 \implies f(U,\overline{U}) \geq \frac{11}{12} \implies \Pr \left[ A^{U,C}(x) = 1 \right] \geq \frac{2}{3}$$

$$\Pi(x) = 0 \implies f(U,\overline{U}) \leq \frac{1}{12} \implies \Pr \left[ A^{U,C}(x) = 0 \right] \geq \frac{2}{3}.$$ 

This is to say that $A$ correctly decides $\Pi(x)$, except with probability at most $2e^{-|x|}$ over $U$. By the Borel–Cantelli lemma (Lemma 6), because $\sum_{i=1}^{\infty} 2^i \cdot 2e^{-i} = \frac{1}{e^2} < \infty$, $A$ correctly decides $\Pi(x)$ for all but finitely many $x \in \text{Dom}(\Pi)$, with probability 1 over $U$. Hence, with probability 1 over $U$, $A$ can be modified into an algorithm $A'$ that agrees with $\Pi$ on every $x \in \text{Dom}(\Pi)$, by simply hard-coding those $x$ on which $A$ and $\Pi$ disagree.

Because there are only countably many $\text{PromiseQMA}^{U,C}$ machines, we can union bound over all $\Pi \in \text{PromiseQMA}^{U,C}$ to conclude that $\text{PromiseQMA}^{U,C} \subseteq \text{PromiseBQP}^{U,C}$ with probability 1.

\[\square\]

### 5.3 Pseudorandom unitaries relative to $(U, C)$

We proceed to the second part of the oracle construction, showing that PRUs exist relative to $(U, C)$. In fact, the security proof will not depend on $C$: the same PRU construction is secure for any language $C$ that is independent of the randomly sampled $U$. The PRU ensemble for a given length is supplied directly by $U$. That is, for a given length $n$, the PRU ensemble is uniform over the $2^n$ different $n$-qubit unitaries in $U_n$.

We begin with a lemma establishing that the average advantage of a polynomial-time adversary is small against our PRU construction. Here, we should think of $\{U_k\}_{k \in [N]}$ as the PRU ensemble.
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Lemma 31. Consider a quantum algorithm \( A^{O,U} \) that makes \( T \) queries to \( U = (U_1, \ldots, U_N) \in \mathbb{U}(D)^N \) and \( O \in \mathbb{U}(D) \). For fixed \( U \), define:

\[
\text{adv}(A^U) := \Pr_{k \sim [N]} [A^{U_k,U} = 1] - \Pr_{O \sim \mu_D} [A^{O,U} = 1].
\]

Then there exists a universal constant \( c > 0 \) such that:

\[
\mathbb{E}_{U \sim \mu_D^N} \left[ \text{adv}(A^U) \right] \leq \frac{cT^2}{N}.
\]

Proof. Our strategy is to reduce to the quantum query lower bound for unstructured search. Intuitively, if \( A \) could identify whether \( O \in \{U_1, \ldots, U_N\} \) or not, then \( A \) could be modified into a quantum algorithm \( B \) that finds a single marked item from a list of size \( N \). Then the BBBV theorem [BBBV97] forces \( T \) to be \( \Omega(\sqrt{N}) \).

More formally, we construct an algorithm \( B^x \) that queries a string \( x \in \{0,1\}^N \) as follows. \( B \) draws a unitary \( V = (V_0, V_1, \ldots, V_N) \in \mathbb{U}(D)^{N+1} \) from \( \mu_D^{N+1} \). Then, \( B \) runs \( A \), replacing queries to \( O \) by queries to \( V_0 \), and replacing queries to \( U_k \in U \) by \( V_0 \) if \( x_k = 1 \) and by \( V_k \) if \( x_k = 0 \).

Let \( e_k \in \{0,1\}^N \) be the string with 1 in the \( k \)th position and 0s everywhere else. We have that:

\[
\mathbb{E}_{U \sim \mu_D^N} \left[ \text{adv}(A^U) \right] = \mathbb{E}_{U \sim \mu_D^N} \left[ \Pr_{k \sim [N]} [A^{U_k,U} = 1] \right] - \mathbb{E}_{U \sim \mu_D^N} \left[ \Pr_{O \sim \mu_D} [A^{O,U} = 1] \right]
\]

\[
= \Pr_{k \sim [N]} [B^e_k = 1] - \Pr_{O \sim \mu_D^N} [B^0 = 1]
\]

\[
\leq \frac{cT^2}{N}.
\]

Above, the first line applies linearity of expectation, the second line holds by definition of \( B \), and the third line holds for some universal \( c \) by the BBBV theorem [BBBV97]. \( \square \)

The next lemma uses Lemma 31 to show that the advantage of \( A \) is small with extremely high probability, which follows from the strong concentration properties of the Haar measure (Theorem 10). This strengthening of Lemma 31 will be needed to argue that the advantage remains small even after union bounding over all choices of the classical advice.

Lemma 32. Consider a quantum algorithm \( A^{O,U} \) that makes \( T \) queries to \( U = (U_1, \ldots, U_N) \in \mathbb{U}(D)^N \) and \( O \in \mathbb{U}(D) \). Let \( \text{adv}(A^U) \) be defined as in Lemma 31. Then there exists a universal constant \( c > 0 \) such that for any \( p \geq cT^2/N \),

\[
\Pr_{U \sim \mu_D^N} \left[ |\text{adv}(A^U)| \geq p \right] \leq 2 \exp \left( -\frac{(D-2)(p-cT^2/N)^2}{96T^2} \right).
\]

Proof. By Lemma 28, \( \text{adv}(A^U) \) is \( 2T \)-Lipschitz as a function of \( U \), because \( \text{adv}(A^U) \) can be expressed as the difference between the acceptance probabilities of two algorithms that each make \( T \) queries to \( U \). Combining Lemma 31 and Theorem 10, we obtain:

\[
\Pr_{U \sim \mu_D^N} \left[ \text{adv}(A^U) \geq p \right] \leq \exp \left( -\frac{(D-2)(p-cT^2/N)^2}{96T^2} \right).
\]

Similar reasoning yields the same upper bound on \( \Pr_{U \sim \mu_D^N} \left[ \text{adv}(A^U) \leq -p \right] \), so we get the final bound (with an additional factor of 2) by a union bound. \( \square \)
Completing the security proof of the pseudorandom unitary construction amounts to combining Lemma 32 with the aforementioned union bound over all possible polynomial-time adversaries.

**Theorem 33.** Let $\mathcal{C}$ be any fixed language. Then with probability 1 over $\mathcal{U} \sim \mathcal{D}$, there exists a family of PRUs relative to $(\mathcal{U}, \mathcal{C})$ with $n(k) = k$.

**Proof.** Fix an input length $n \in \mathbb{N}$. We take the key set $\{0, 1\}^k = \{0, 1\}^n \equiv [2^n]$ and take the PRU family to be $\{U_k\}_{k \in \{0, 1\}^n}$, where $U_n = (U_1, U_2, \ldots, U_{2^n}) \in \mathcal{U}(2^n)^{2^n}$. In words, the family consists of the $2^n$ different Haar-random $n$-qubit unitaries supplied by $\mathcal{U}_n$. Note that this family of unitaries has an efficient implementation relative to the oracle. This is because we can simulate an application of $U_k$ to some $n$-qubit $|\psi\rangle$ using one query to $\mathcal{U}_n$, via $\mathcal{U}_n(k)|\psi\rangle = (I \otimes U_k)|\psi\rangle$.

So, it remains only to show the computational indistinguishability criterion of **Definition 16**.

Without loss of generality, assume the adversary is a uniform polynomial-time quantum algorithm $\mathcal{A}^{O, \mathcal{U}, \mathcal{C}}(1^n, x)$, where $x \in \{0, 1\}^{\text{poly}(n)}$ is the advice and $O \in \mathcal{U}(2^n)$ is the oracle that the adversary seeks to distinguish as pseudorandom or Haar-random.

By Lemma 32 with $N = D = 2^n$ and $T = \text{poly}(n)$, for any fixed $x \in \{0, 1\}^{\text{poly}(n)}$, $\mathcal{A}^{O, \mathcal{U}, \mathcal{C}}(1^n, x)$ achieves non-negligible advantage with extremely low probability over $\mathcal{U}$. (The additional oracle $\mathcal{C}$ has no effect on the query complexity result because it fixed and independent of $\mathcal{U}$.) This is to say that for any $p = \frac{1}{\text{poly}(n)}$,

$$\Pr_{U_n \sim \mu_{2^n}} \left[ \Pr_{k \sim [2^n]} \left[ \mathcal{A}^{U_k, \mathcal{U}, \mathcal{C}}(1^n, x) = 1 \right] - \Pr_{O \sim \mu_{2^n}} \left[ \mathcal{A}^{O, \mathcal{U}, \mathcal{C}}(1^n, x) = 1 \right] \geq p \right] \leq \exp \left( -\frac{2^n}{\text{poly}(n)} \right).$$

By a union bound over all $x \in \{0, 1\}^{\text{poly}(n)}$, $\mathcal{A}^{O, \mathcal{U}, \mathcal{C}}(1^n, x)$ achieves advantage larger than $p$ for any $x \in \{0, 1\}^{\text{poly}(n)}$ with probability at most $2^{\text{poly}(n)} \cdot \exp \left( -\frac{2^n}{\text{poly}(n)} \right) \leq \text{negl}(n)$. Hence, by the Borel–Cantelli lemma (Lemma 6), $\mathcal{A}$ achieves negligible advantage for all but finitely many input lengths $n \in \mathbb{N}$ with probability 1 over $\mathcal{U}$, as $\sum_{n=1}^{\infty} \text{negl}(n) < \infty$. This is to say that $\{U_k\}_{k \in \{0, 1\}^n}$ defines a PRU ensemble. \(\square\)

We expect that using the techniques of Chung, Guo, Liu, and Qian [CGLQ20], one can extend Theorem 33 to a security proof against adversaries with quantum advice. Some version of [CGLQ20, Theorem 5.14] likely suffices. The idea is that breaking the PRU should remain hard even if $\mathcal{A}$ could query an explicit description of $O$ and explicit descriptions of $U_k$ for $k \in [2^n]$, which is a strictly more powerful model. But then this corresponds to the security game defined in [CGLQ20, Definition 5.12], except that the range of the random oracle is $\mathcal{U}(D)$ rather than the finite set $[M]$. Perhaps a sufficiently fine discretization of $\mathcal{U}(D)$ would suffice to apply the [CGLQ20] framework. We believe this is doable but tedious, and leave it to future work.

### 5.4 Alternative oracles

An earlier version of this paper [Kre21a] claimed to show the same results, Theorems 30 and 33, but relative to a different oracle. Instead of $O = (\mathcal{U}, \mathcal{C})$ for $\mathcal{U} \sim \mathcal{D}$, the earlier oracle used a different classical language in place of $\mathcal{C}$; the oracle chosen was $O = (\mathcal{U}, \mathcal{P})$ where $\mathcal{P}$ is an arbitrary PSPACE-complete language. As noted above, PRUs still exist relative to this oracle because Theorem 33 works regardless of the choice of classical language. However, the claim that $\text{PromiseBQP}^{U, \mathcal{P}} = \text{PromiseQMA}^{U, \mathcal{P}}$ contained a bug in the proof. This incorrect step amounted to conflating the two quantities

$$\mathbb{E}_{\mathcal{U} \sim \mathcal{D}} \left[ \max_{|\psi\rangle} \Pr_{|\psi\rangle} \left[ \mathcal{A}^{U, \mathcal{P}}(|\psi\rangle) = 1 \right] \right]$$

(5)
and

\[
\max_{|\psi\rangle} \mathbb{E}_{U \sim \mathcal{D}} \left[ \Pr \left[ \mathcal{V}_{U,P}(|\psi\rangle) = 1 \right] \right],
\]

which are not the same. Nevertheless, we conjecture that the previous proof can be restored:

**Conjecture 34.** With probability 1 over \( U \sim \mathcal{D} \), \( \text{PromiseBQP}^{U,P} = \text{PromiseQMA}^{U,P} \), where \( P \) is an arbitrary \( \text{PSPACE} \)-complete language.

A careful inspection of [Kre21a] reveals that Conjecture 34 could be proved by showing that the quantity in Equation (5) is approximable in \( \text{PSPACE} \). We see a possible approach to establishing this, which relies on the following well-known analogue of the polynomial method [BBC+01] for QMA verifiers:

**Proposition 35** (Proved in [Aar09, Lemma 4]). Let \( \mathcal{V} \) be a QMA-verifier that receives an \( m \)-qubit witness and makes \( T \) queries to a unitary \( \mathcal{O} \). Then there exists a matrix-valued polynomial \( M(\mathcal{O}) \) of degree \( 2T \) in \( \mathcal{O} \) and \( \mathcal{O}^\dagger \) such that for any \( m \)-qubit \( |\psi\rangle \),

\[
\langle \psi|M(\mathcal{O})|\psi\rangle = \Pr \left[ \mathcal{V}_{\mathcal{O}}(|\psi\rangle) = 1 \right].
\]

**Proof.** Without loss of generality, suppose that on input \(|\psi\rangle\), \( \mathcal{V} \) appends \( n \) ancilla qubits initialized to \(|0\rangle\), applies a unitary \( U(\mathcal{O}) \) that may involve queries to \( \mathcal{O} \), and then measures the first qubit. Then the matrix \( M(\mathcal{O}) \) is:

\[
(I \otimes |0^n\rangle\langle 0^n|)U(\mathcal{O})^\dagger(|1\rangle\langle 1| \otimes I)U(\mathcal{O})(I \otimes |0^n\rangle),
\]

which clearly satisfies

\[
\langle \psi|M(\mathcal{O})|\psi\rangle = \Pr \left[ \mathcal{V}_{\mathcal{O}}(|\psi\rangle) = 1 \right].
\]

Additionally, the entries of \( M(\mathcal{O}) \) are polynomials of degree \( 2T \) in \( \mathcal{O} \) and \( \mathcal{O}^\dagger \) because \( U(\mathcal{O}) \) is a polynomial of degree \( T \) [BBC+01], and \( U(\mathcal{O}) \) appears twice in the expression. \( \square \)

A key observation is the following: if \( p(\mathcal{O}) := \max_{|\psi\rangle} \Pr \left[ \mathcal{V}_{\mathcal{O}}(|\psi\rangle) = 1 \right] \), then for any \( k \in \mathbb{N} \)

\[
p(\mathcal{O})^k \leq \text{Tr}(M(\mathcal{O})^k) \leq 2^mp(\mathcal{O})^k.
\]

Equivalently,

\[
\frac{\text{Tr}(M(\mathcal{O})^k)^{1/k}}{2m^{k/k}} \leq p(\mathcal{O}) \leq \text{Tr}(M(\mathcal{O})^k)^{1/k}.
\]

So, by choosing \( k \) to be sufficiently large (say, 100\( m \)), \( \text{Tr}(M(\mathcal{O})^k)^{1/k} \) provides an arbitrarily precise estimate of \( p(\mathcal{O}) \). Thus, to approximate Equation (5), it suffices to approximate

\[
\mathbb{E}_{U \sim \mathcal{D}} \left[ \text{Tr}(M(\mathcal{U}, \mathcal{P})^k)^{1/k} \right],
\]

which we believe is achievable in \( \text{PSPACE} \). We first observe that, as a consequence of the concentration of the Haar measure (Theorem 10), the above quantity should satisfy

\[
\mathbb{E}_{U \sim \mathcal{D}} \left[ \text{Tr}(M(\mathcal{U}, \mathcal{P})^k)^{1/k} \right] \approx \mathbb{E}_{U \sim \mathcal{D}} \left[ \text{Tr}(M(\mathcal{U}, \mathcal{P})^k) \right]^{1/k},
\]

as long as \( \mathcal{V} \) only makes queries to \( \mathcal{U} \) in sufficiently large dimension.

Notice that \( \text{Tr}(M(\mathcal{U}, \mathcal{P})^k) \) is a polynomial of degree \( 2Tk \) in the entries of \( \mathcal{U} \) and \( \mathcal{P} \) (and their inverses). Moreover, the proof of Proposition 35 reveals that the coefficients of this polynomial are computable in \( \text{PSPACE} \), by standard path integral techniques [NC10, Section 4.5.5]. The main question, then, is whether one can average this polynomial over the Haar measure in \( \text{PSPACE} \). With some additional work, we believe this could be established via either
(1) Showing that the Weingarten calculus [CMN22], used for evaluating Haar integrals, is computable in PSPACE, or

(2) Proving that a sufficiently strong notion of unitary t-design (Definition 18) yields an approximation of $\mathbb{E}_{U \sim D} \left[ \text{Tr}(M(U, P)^k) \right]$. The challenge here is that this expression involves applications of both $U$ and $U^\dagger$, even when $V$ only makes queries to $U$ in the forward direction. So, Lemma 25 does not seem applicable.
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whether there exists a \( k \) such that \( f_k(x) = f_k(y) \) for all \( i \). If \( |\psi\rangle = |\varphi_k\rangle \) for some \( k \) then this \( \text{NP} \) language always returns true, while if \( |\psi\rangle \) is Haar-random, this \( \text{NP} \) language returns true with negligible probability, so long as we take sufficiently many samples \( (x_i, y_i) \).

In the case where \( f_k \) is not perfectly balanced, we simply observe that the above procedure still works with good probability so long as \( f_k \) is close to a balanced function. But \( \text{PRF} \)s must be close to balanced functions, in the sense that for most \( k \in \{0, 1\}^* \), it must be possible to change a \( \text{negl}(n) \) fraction of the outputs of \( f_k \) to turn it into a balanced function. Otherwise, the \( \text{PRF} \) family could be distinguished efficiently from random functions, which are \( \text{negl}(n) \)-close to balanced with high probability.

### A PRSs with Binary Phases

In this section, we sketch a proof that a PRS construction proposed by Ji, Liu, and Song [JLS18] and shown secure by Brakerski and Shmueli [BS19] can be broken efficiently with an \( \text{NP} \) oracle. The PRS family is based on pseudorandom functions (PRFs). Let \( \{f_k\}_{k \in \{0,1\}^*} \) be a PRF family of functions \( f_k : \{0,1\}^n \to \{0,1\} \) keyed by \( \{0,1\}^k \). The corresponding PRS family is the set of states \( \{|\varphi_k\rangle\}_{k \in \{0,1\}^*} \) given by:

\[
|\varphi_k\rangle := \frac{1}{2^{n/2}} \sum_{x \in \{0,1\}^n} (-1)^{f_k(x)} |x\rangle.
\]

For simplicity, suppose that each \( f_k \) is balanced, meaning that \( |f_k^{-1}(0)| = |f_k^{-1}(1)| = 2^{n-1} \).

Consider the quantum circuit below:

![Quantum Circuit](image)

Observe that if \( |\psi\rangle = |\varphi_k\rangle \), then this circuit produces the state \( |0\rangle^\otimes n |\varphi_k\rangle + |+\rangle^\otimes n |\varphi_k\rangle \) from a single copy of \( |\varphi_k\rangle \). Notice that if we measure the resulting state in the computational basis, then we observe \( |0\rangle|x\rangle|y\rangle \) with nonzero probability for \( x, y \in \{0,1\}^n \) if and only if \( f_k(x) = f_k(y) \). This is because the amplitude on this basis state is given by:

\[
\langle x|y|\varphi_k\rangle + |+\rangle^\otimes n |\varphi_k\rangle} = \frac{(-1)^{f_k(x)} + (-1)^{f_k(y)}}{2^n \sqrt{2}}.
\]

Furthermore, this shows that we in fact sample a uniformly random pair \( (x, y) \) such that \( f_k(x) = f_k(y) \).

Suppose that given a state \( |\psi\rangle \) which is either pseudorandom or Haar-random, we repeat this procedure \( \text{poly}(n) \) times to obtain a list of pairs \( \{(x_i, y_i)\} \). It is an \( \text{NP} \) problem to decide whether there exists a \( k \) such that \( f_k(x_i) = f_k(y_i) \) for all \( i \). If \( |\psi\rangle = |\varphi_k\rangle \) for some \( k \) then this \( \text{NP} \) language always returns true, while if \( |\psi\rangle \) is Haar-random, this \( \text{NP} \) language returns true with negligible probability, so long as we take sufficiently many samples \( (x_i, y_i) \).

In the case where \( f_k \) is not perfectly balanced, we simply observe that the above procedure still works with good probability so long as \( f_k \) is close to a balanced function. But \( \text{PRF} \)s must be close to balanced functions, in the sense that for most \( k \in \{0,1\}^* \), it must be possible to change a \( \text{negl}(n) \) fraction of the outputs of \( f_k \) to turn it into a balanced function. Otherwise, the \( \text{PRF} \) family could be distinguished efficiently from random functions, which are \( \text{negl}(n) \)-close to balanced with high probability.