Application Of K-Means Clustering Algorithm On Population Growth In Simalungun Regency
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ABSTRACT

Population growth is a condition when the population increases from previous years. Population growth has several variables, namely birth, death and migration rates. Positive population growth indicates an increase in population and vice versa. Population growth is caused by a high birth rate with a decreasing death rate. The high rate of population growth and occurs in a fast period of time is what triggers a population explosion which is closely related to an increase in poverty, unemployment, crime, slum settlements, hunger and other social problems. An increase in the poverty rate occurs when high population growth is not matched by good economic growth accompanied by equitable distribution of income. An increase in unemployment occurs if the increase in population with reduced availability of adequate employment can lead to an increase in criminal cases. By knowing these problems, Data Mining is needed to classify aid receipts, build jobs by using the K-Means method in clustering the population growth rate. The K-Means method can assist the Government in making decisions and the information needed to solve the problem of population growth and record all densely populated areas in an appropriate way.
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1. INTRODUCTION

Population growth is a condition when the population increases from previous years. Population growth has several variables, namely birth, death and migration rates. Positive population growth indicates an increase in population and vice versa. Population growth is caused by a high birth rate with a decreasing death rate and occurs in a fast period of time can trigger a population explosion.
which is closely related to an increase in poverty, unemployment, crime, slum settlements, hunger and other social problems. [2][3] Poverty occurs when high population growth is not matched by good economic growth accompanied by equitable distribution of income.[1] An increase in unemployment occurs when the population increases with the reduced availability of adequate employment which can lead to an increase in criminal cases.[4][5] The problem of population growth rate is a very complex problem with an impact which of course causes social problems due to unstable economic limitations [1][6].

This limitation can hinder the welfare of the population in carrying out their daily activities. Circumstances like this can also lead to a crime-prone situation marked by a lack of necessities of life that triggers crime that comes from bad influences in the neighborhood and causes a decrease in self-confidence, self-acceptance to adjustment to the social environment. Population growth shows major developments in each area, especially Simalungun district. Because of this great development, there are impacts that require special actions in order to get the right to a more prosperous life. Data from BPS Simalungun Regency changes every year, the population growth rate in Simalungun Regency which consists of 32 sub-districts, 27 villages, and 386 villages with an area of 4,369.00 km² with a population density of 235 people/km².[7] Therefore, in an effort to improve the welfare of the population, research is carried out based on population growth in the district of Simalungun Regency so that it can be seen that regional groups have high clusters, medium clusters, and low clusters on population growth. Several branches of computer science can solve complex problems, one of which is data mining. Data mining is a logical process used in searching and finding patterns through large amounts of data. The aim of this technique is to find previously unknown patterns. In data mining, this pile of past data is considered a mine that can be processed to produce valuable knowledge [8].

Before the data mining process will be carried out, it is necessary to carry out a cleaning process on the data that is the focus of Knowledge Discovery in Database (KDD). An enrichment process is also carried out, namely the process of "enriching" existing data with other relevant data or information needed for Knowledge Discovery in Database (KDD), such as other required external data or information. [9]. There are several clustering algorithms, one of which is k-means which is the K-Means algorithm is a clustering algorithm that groups data based on the cluster center point (centroid) closest to the data. [10]. K-Means is one of the non-hierarchical data clustering methods that can partition existing data into one or more clusters or groups so that data with the same characteristics are grouped into the same cluster and data with different characteristics are grouped into another group. [11][12]. Distance-based clustering algorithm will divide data into a number of clusters and this algorithm only works for numeric attributes [13]. The K-means clustering algorithm will be applied to the population data in Simalungun Regency so that it is known the grouping of areas that have high cluster population rates, medium clusters and low clusters obtained based on these data[14][15].

2. RESEARCH METHOD
This study aims to collect existing information and manage data to solve the problems to be studied using the Data Mining technique method with the k-means clustering algorithm. The data used in this study is secondary data originating from the Central Statistics Agency (BPS) Simalungun Regency. The results of this study are to determine the high cluster, low cluster, low cluster, from population growth in Simalungun Regency [16]. The workflow that the author did in this study is presented in the activity diagram in Figure 1 the following:
Figure 1 is the flow of activities carried out in research. Figure 1 explains that the author starts by identifying the problem and the purpose of his research, collecting data from the Central Statistics Agency (BPS) Simalungun Regency. Then the data that has been collected is validated using the RapidMiner application. If the data is valid, it will be processed in the RapidMiner application, then from the RapidMiner application it will be processed with K-Means, then the author or user will make the analysis carried out. Then, the author or user makes a decision and concludes the research that has been done.

3. RESULTS AND DISCUSSIONS
The solutions for grouping population growth data using the k-means clustering algorithm are as follows [17][18]:

\[ V_{ij} = \frac{1}{Ni} \sum_{Xkj} \]

Information:
\( V_{ij} \) = the average centroid of the i-th cluster for the j-th variable
\( Ni \) = number of i-th cluster members
i, k = index of cluster
j = index of variable
\( Xkj \) = k-th data value of the j-th variable in the cluster

3.1 Determination of data in the cluster
The population growth data used for the clustering process is population growth data obtained from the Simalungun Central Agency in 2010-2019 which has 32 sub-districts data. [19][20] Below is how to find the average value:

\[ R_1 = \frac{13,611 + 14,269 + 14,396 + 14,535 + 15,114 + 15,452 + 15,777 + 16,083 + 16,376 + 16,656}{10} = 15,227 \]

\[ R_2 = \frac{10,334 + 10,486 + 10,516 + 10,547 + 10,692 + 10,765 + 10,834 + 10,898 + 10,959 + 11,016}{10} = 10,705 \]

\[ R_3 = \frac{21,830 + 22,504 + 22,635 + 22,773 + 23,373 + 23,708 + 24,027 + 24,325 + 24,608 + 24,878}{10} = 23,466 \]
The average search continues until R = 32, until the following results are obtained:

### Table 1. Average Value of Population Growth

| No | Districts                  | Average |
|----|----------------------------|---------|
| 1  | Silimakuta                 | 15,227  |
| 2  | Pamatang Silimahuta        | 10,705  |
| 3  | Purba                      | 23,466  |
| 4  | Haranggaol Horison         | 5,057   |
| 5  | Dolok Pardamean            | 15,163  |
| 6  | Sidamanik                  | 27,509  |
| 7  | Pamatang Sidamanik         | 16,559  |
| 8  | Girsang Sipangan Bolon     | 14,740  |
| 9  | Tanah Jawa                 | 47,359  |
| 10 | Hatonduhan                 | 21,299  |
| 11 | Dolok Panribuan            | 18,251  |
| 12 | Jorlang Hataran            | 15,574  |
| 13 | Panei                      | 21,997  |
| 14 | Panombeian Panei           | 19,451  |
| 15 | Raya                       | 29,947  |
| 16 | Dolog Masagal              | 2,939   |
| 17 | Dolok Silou                | 14,231  |
| 18 | Silou Kahean               | 31,115  |
| 19 | Raya Kahean                | 17,716  |
| 20 | Tapian Dolok               | 40,356  |
| 21 | Dolok Batu Nanggar         | 40,323  |
| 22 | Siantar                    | 58,800  |
| 23 | Gunung Malela              | 34,340  |
| 24 | Gunung Maligas             | 27,473  |
| 25 | Hutabayu Raja              | 29,628  |
| 26 | Jawa Maraja Bah Jambi      | 21,493  |
| 27 | Pamatang Bandar            | 31,578  |
| 28 | Bandar Huluan              | 26,279  |
| 29 | Bandar                     | 26,279  |
| 30 | Bandar Masilam             | 24,776  |
| 31 | Bosar Maligas              | 40,170  |
| 32 | Ujung padang               | 41,081  |

3.2 **Determine the Centroid value (cluster center)**

The value of the cluster center is determined randomly from the value of the data variable that will be in the cluster as much as has been determined. Where the highest cluster value is obtained from the highest value, while the medium cluster is obtained from the average value and the low cluster is obtained from the smallest value. Below is the initial data centroid value for iteration 1:

### Table 2. Initial Data Centroid (Iteration 1)

|           |            |         |
|-----------|------------|---------|
| C1 = Maximum | 67,584     |         |
| C2 = Average  | 26,626     |         |
| C3 = Minimum  | 2,939      |         |

3.3 **Calculating Centroid jarak distance**

Calculation of the distance of each calculated data at the center of the cluster. When the cluster center value is obtained, then calculate the distance of each data based on the cluster center with the following Euclidean Distance:
By calculating the distance to the center point (centroid) in the following first cluster:

\[ D (1.1) = \sqrt{(67,584 - 15,227)^2} = 52,357 \]

\[ D (1.2) = \sqrt{(67,584 - 10,705)^2} = 56,979 \]

\[ D (1.3) = \sqrt{(67,584 - 23,466)^2} = 44,118 \]

\[ D (1.4) = \sqrt{(67,584 - 5,057)^2} = 62,527 \]

\[ D (1.5) = \sqrt{(67,584 - 15,163)^2} = 52,421 \]

Next up to \( D (1.32) \) until next with \( D (3.32) \) to produce the shortest distance from the center point (centroid).

Below is a table of the calculation results for centroid 1, centroid 2, and centroid 3 and the shortest distance.

| No | Districts             | C1   | C2   | C3   | Shortest Distance |
|----|-----------------------|------|------|------|-------------------|
| 1  | Silimakuta            | 52,357 | 11,398 | 12,288 | 11,398 |
| 2  | Pamating Silimahuta   | 56,879 | 15,920 | 7,766 | 7,766 |
| 3  | Purba                 | 44,118 | 3159  | 20,527 | 3159  |
| 4  | Haranggaol Horison    | 62,527 | 21,568 | 12,224 | 21,568 |
| 5  | Dolok Pardamean       | 52,421 | 11,462 | 12,224 | 11,462 |
| 6  | Sidamanik             | 40,075 | 883   | 24,570 | 883   |
| 7  | Pamating Sidamanik    | 51,025 | 10,006 | 13,620 | 10,006 |
| 8  | Girsang Sipangan Bolon| 52,844 | 11,885 | 11,801 | 11,801 |
| 9  | Tanah Jawa            | 20,225 | 20,733 | 44,420 | 20,733 |
| 10 | Hatunduhan            | 46,285 | 5,326  | 18,360 | 5,326  |
| 11 | Dolok Panribuan       | 49,333 | 8,374  | 2,118  | 8,374  |
| 12 | Jorlang Hataran       | 52,010 | 11,051 | 12,635 | 11,051 |
| 13 | Panei                 | 45,587 | 4,628  | 19,058 | 4,628  |
| 14 | Panombeian Panei      | 48,133 | 7,174  | 16,512 | 7,174  |
| 15 | Raya                  | 37,637 | 3,321  | 27,008 | 3,321  |
| 16 | Dolog Masagal         | 64,645 | 23,686 | 0,000  | 0,000  |
| 17 | Dolok Silou           | 53,353 | 12,394 | 11,292 | 12,394 |
| 18 | Silou Kahean          | 36,469 | 4,489  | 28,176 | 4,489  |
| 19 | Raya Kahean           | 49,868 | 8,909  | 14,775 | 8,909  |
| 20 | Tapian Dolok          | 27,228 | 13,730 | 37,384 | 13,730 |
| 21 | Dolok Batu Nanggar    | 27,261 | 13,697 | 37,384 | 13,697 |
| 22 | Siantar               | 8,784  | 32,174 | 55,861 | 8,784  |
| 23 | Gunung Malela         | 33,354 | 7604  | 31,291 | 7604  |
| 24 | Gunung Maligas        | 40,111 | 847   | 24,534 | 847   |
| 25 | Hutabuyu Raja         | 37,956 | 3002  | 26,689 | 3002  |
| 26 | Jawa Maraja Bah Jambi | 46,091 | 5,132  | 18,554 | 5,132  |
| 27 | Pamating Bandar       | 36,006 | 4952  | 28,639 | 4952  |
| 28 | Bandar Huluan         | 41,305 | 346   | 23,340 | 346   |
| 29 | Bandar                | 0,000  | 40,958 | 64,645 | 0,000  |
| 30 | Bandar Masilam        | 42,858 | 1899  | 21,790 | 1899  |
| 31 | Bosar Maligas         | 27,414 | 13,544 | 37,384 | 13,544 |
| 32 | Ujung padang          | 26,503 | 14,455 | 38,142 | 14,455 |
If the distance from the center point (centroid) has been calculated until the 7th iteration, then the placement of the cluster position is by grouping the values as before. The following is the position of the cluster in the 7th iteration:

| No | Districts                  | C1 | C2 | C3 |
|----|----------------------------|----|----|----|
| 1  | Silimakuta                 | 1  |    |    |
| 2  | Pamatang Silimahuta        | 1  |    |    |
| 3  | Purba                      | 1  |    |    |
| 4  | Haranggaol Horison         | 1  |    |    |
| 5  | Dolok Pardamean            |    | 1  |    |
| 6  | Sidamanik                  |    |    | 1  |
| 7  | Pamatang Sidamanik         |    |    | 1  |
| 8  | Girsang Sipangan Bolon     |    |    | 1  |
| 9  | Tanah Jawa                 |    |    | 1  |
| 10 | Hatonduhan                 |    |    | 1  |
| 11 | Dolok Panribuan            |    |    | 1  |
| 12 | Jorlang Hataran            |    |    | 1  |
| 13 | Panei                      |    |    | 1  |
| 14 | Panombeian Panei           |    |    | 1  |
| 15 | Raya                       |    | 1  |    |
| 16 | Dolog Masagal              |    |    | 1  |
| 17 | Dolok Silou                |    |    | 1  |
| 18 | Silou Kahean               |    | 1  |    |
| 19 | Raya Kahean                |    | 1  |    |
| 20 | Tapian Dolok               |    |    | 1  |
| 21 | Dolok Batu Nanggar         |    |    | 1  |
| 22 | Siantar                    |    |    | 1  |
| 23 | Gunung Malela              |    |    | 1  |
| 24 | Gunung Maligas             |    |    | 1  |
| 25 | Hutabayu Raja              |    |    | 1  |
| 26 | Jawa Maraja Bah Jambi      |    |    | 1  |
| 27 | Pamatang Bandar            |    |    | 1  |
| 28 | Bandar Huluan              |    |    | 1  |
| 29 | Bandar                     |    |    | 1  |
| 30 | Bandar Masilam             |    |    | 1  |
| 31 | Bosar Maligas              |    |    | 1  |
| 32 | Ujung Padang               |    |    | 1  |

After viewing the table grouping the positions of cluster 1, cluster 2 and cluster 3, they have the same value with no change. In this study, the calculation of the k-means clustering process stops at the 7th iteration, because the 7th iteration has the same results as the previous iteration. Rapid Miner is a software created by Dr. Markus Hofmann from the Blanchardstown Institute of Technology and Ralf Klinkenberg from rapid-i.com with a GUI (Graphical User Interface) [22]. Rapid Miner is a software platform for machine learning, deep learning, text mining (text mining), and predictive analytics. [23][24]

Furthermore, according to the results of the cluster position, C1 has 3 data, C2 is 13 data and C3 is 16 data, until the following conclusions are obtained:
a) High Cluster (C1) with a total population growth data of 3 sub-districts, namely Tanah Jawa, Siantar, Bandar.

b) Medium Cluster (C2) with population growth data of 13 districts, namely Sidamanik, Raya, Silou Kahean, Tapian Dolok, Dolok Batu Nanggar, Mount Malela, Mount Maligas, Hutabayu Raja, Pematang Bandar, Bandar Huluan, Bandar Masilam, Bosar Maligas, Ujung Padang.

c) Low Cluster (C3) with population growth data of 16 districts, namely Silimakuta, Pematang Silimahuta, Purba, Haranggaol Horison, Dolok Pardamean, Pematang Sidamanik, Girsang Sipangan Bolon, Hatonduhan, Dolok Panribuan, Jorlang Hataran, Panei, Panombeian Panei, Dolog Masagal, Dolok Silou, Raya Kahean, Java Maraja Bah Jambi.

According to the results of the data that has been obtained, it is concluded that the data used is valid. It is proven that the final results of manual calculations and the RapidMiner 5.3 application get the same final results. Below is a view of the cluster model in the form of text in the RapidMiner 5.3 application which explains that the cluster has been formed:

4. CONCLUSION
Based on the results of the research that the author has done about population growth in Simalungun district using the k-means clustering algorithm, it can be concluded that the Highest Cluster (C1) with a population growth of 3 districts in Simalungun, Medium Cluster (C2) with a population growth of as many as 3 districts. 13 sub-districts, Low Cluster (C3) with a population growth of 16 districts in Simalungun. Based on the results of the research that the author has done, the distribution of sub-districts in Simalungun Regency has an effect on determining government policy. With the application of the K-means algorithm data mining in the grouping of population growth in Simalungun Regency, it can help the government in improving the welfare of the population based on the number of residents in each Simalungun Regency.
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