The 1-loop effective potential for the Standard Model in curved spacetime
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ABSTRACT: The renormalisation group improved Standard Model effective potential in an arbitrary curved spacetime is computed to one loop order in perturbation theory. The loop corrections are computed in the ultraviolet limit, which makes them independent of the choice of the vacuum state and allows the derivation of the complete set of $\beta$-functions. The potential depends on the spacetime curvature through the direct non-minimal Higgs-curvature coupling, curvature contributions to the loop diagrams, and through the curvature dependence of the renormalisation scale. Together, these lead to significant curvature dependence, which needs to be taken into account in cosmological applications, which is demonstrated with the example of vacuum stability in de Sitter space.
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1 Introduction

Ever since the seminal work [1] the quantum corrected or effective potential has been amongst the principal tools of quantum field theory. The effective potential in curved spacetime can have a number of important cosmological impacts. A key example is the analysis of vacuum stability in the early universe. The Standard Model (SM) of particle physics predicts a metastable electroweak vacuum [2–11]. Its survival over inflation and reheating is a non-trivial consistency requirement both for the SM and its extensions [12–39]. The stability conditions crucially depend on curved spacetime contributions [12, 19, 40] in the effective potential which affect the behaviour of energetically subdominant spectator fields such as the SM Higgs. In SM extensions, radiatively generated curvature couplings can also produce primordial dark matter [41]. Smallness of curvature induced mass terms is also a key condition required in the curvaton scenario [42] where massless spectator scalars source the primordial perturbation.
From a more fundamental point of view, in a quantum field theory setting the inclusion of gravity in the form of background curvature leads to interesting and important modifications: the renormalization group (RG) running scale generically is influenced by the curvature leading to curvature induced running. The importance of this effect was first discovered in [19] and has since been shown to give rise to significant consequences in various set-ups [30, 40, 43, 44]. Another crucial feature resulting from background gravity is the generation of new gravity-dependent operators, most famously of the non-minimal coupling between scalar fields and the scalar curvature of space, as already discussed in [45–47]. These profound features are not visible in an approximation that neglects the curvature of the background.

Making generic statements about the behaviour of a spectator field in curved spacetime is unfortunately hindered by the calculational complexity of the problem: deriving the complete effective potential in an arbitrary curved spacetime is in general quite involved and obtaining explicit results requires one to specify the set-up, including making a choice for the background and the quantum state of interest. For examples of such calculations, see [48–55]. There are however some aspects that are universal. According to standard field theory principles, the ultraviolet (UV) behaviour of a theory must be state independent in order to have unique divergent parts in the counter terms that are required for rendering the theory finite. Furthermore, since techniques are available with which to extract the UV contribution to the effective potential in a general curved spacetime, deriving the complete set of operators generated by the quantum corrections as well as investigating the RG running of constants can be performed without choosing a specific form of the background metric or the quantum state [56].

In this work we calculate the UV contribution to the effective potential for the SM Higgs, in an arbitrary curved spacetime including all degrees of freedom contained in the SM to 1-loop order. We furthermore derive the complete set of $\beta$-functions with which we perform renormalization group improvement of the result. We will throughout work in the approximation where the SM Higgs is a subdominant spectator while neglecting the metric fluctuations, which has been shown to be a very good approximation [57]. Recently similar calculations, primarily in the context of the SM vacuum instability during inflation, have been performed in [19, 27, 58, 59] and see [43, 60–73] for related earlier studies. We however emphasize that the current work is the first one to present the complete result i.e. it includes all degrees of freedom of the SM along with all operators generated by quantum corrections in curved space. Our calculation is based on the well-known Heat Kernel technique [74–80], which is essentially a gradient expansion, and we will in particular make use of the resummed form presented in [81, 82].

We will also implement our result in the specific case of the de Sitter background and revisit the analysis of electroweak vacuum stability during inflation. Requiring that the electroweak vacuum survives inflation, we compute the lower bound for the non-minimal coupling as function of the SM Higgs and top quark masses. As a new result, we show that negative values of the non-minimal coupling are tightly constrained from below even if the inflationary scale is well below the instability scale $\mu_{\text{inst}}$ where $\lambda(\mu_{\text{inst}}) = 0$. This sets a non-trivial lower bound on the non-minimal coupling even for low top mass values.
for which $\mu_{\text{inst}}$ is larger than the maximal inflationary scale allowed by the non-detection of primordial gravitational waves.

Our sign conventions for the metric and curvature tensors are $(-, -, -)$ in the classification of [83].

2 Effective potential for a self-interacting scalar field

The derivation of the effective potential for a scalar field in an arbitrary curved spacetime for theories containing scalar, fermion and gauge fields will be addressed in section 3 and implemented for the full SM in de Sitter space in section 4. But first for illustrative purposes we will show the necessary steps by using the self-interacting scalar field as a toy model. Although simple, this model will exhibit all the qualitative features that arise in more complicated theories when background curvature is not neglected in the derivation of the effective potential. We will also discuss renormalization group (RG) improvement in curved spacetime in this context. A point worth emphasizing is that we are only interested in behaviour at the very high ultraviolet (UV) limit. This stems from the fact only the UV is relevant when discussing the radiative generation of operators not present at tree-level and relatedly determining the RG running and the $\beta$-functions. For this reason we can make use a large momentum approximation throughout, which will simplify the derivation considerably.

The action for some generic massive, non-minimally coupled and self-interacting scalar field $\chi$ reads

$$S_m = \int d^4 x \sqrt{-g} \left[ \frac{1}{2} \partial^\mu \chi \partial^\nu \chi - \frac{1}{2} m_0^2 \chi^2 - \frac{\xi_0}{2} R \chi^2 - \frac{\lambda_0}{4} \chi^4 \right],$$

where $R$ is the scalar curvature. The subscripts "0" indicate bare or unrenormalized parameters. In curved spacetime proper renormalization requires one also to introduce a purely gravitational part to the action as such operators are radiatively generated [56, 84]. As we will show, the running of these at tree-level purely gravitational operators will turn out to be important for the effective potential. Specifically, the gravitational action reads

$$S_g = -\int d^4 x \sqrt{-g} \left[ V_{\Lambda,0} - \kappa_0 R + \alpha_{1,0} R^2 + \alpha_{2,0} R_{\mu\nu} R^{\mu\nu} + \alpha_{3,0} R_{\mu\nu\delta\gamma} R^{\mu\nu\delta\gamma} \right],$$

where $\kappa_0 = (16\pi G_0)^{-1}$ and $V_{\Lambda,0} = (8\pi G_0)^{-1/2} \Lambda_0$. Since we assume an unbounded space the terms $\Box \chi^2$ and $\Box R$ are not present in the action as they may be removed by partial integration.

For a scalar field in the 1-loop approximation the effective potential can be studied without the need of more sophisticated approaches, namely the Heat Kernel technology [74–80]. For more complicated theories however, the Heat Kernel approach does prove to be

\footnote{These lead to the traditional parametrization of the Einstein equation with

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + g_{\mu\nu} \Lambda_0 = -8\pi G_0 T_{\mu\nu}; \quad \frac{2}{\sqrt{-g}} \frac{\delta S_m}{\delta g^{\mu\nu}} = T_{\mu\nu}.$$}
extremely convenient as will become apparent in the following two sections, but for a model containing a single scalar field the derivation can be completed by simply making use of the equations of motion.

The derivation we are about to present is somewhat simpler than the traditional one found in the seminal work [1] and standard textbooks [85, 86], mainly because it does not rely on an infinite summation of one-particle-irreducible Feynman diagrams and hence the often non-trivial concept of symmetry factors never comes up. But more importantly for our purposes, the derivation can very easily be generalized to curved spaces.

In order to derive the quantum corrected or effective equations of motion we shift the quantized field as

\[ \hat{\phi}_0 \rightarrow \langle \hat{\phi}_0 \rangle + \hat{\phi}_0 \equiv \chi_0 + \hat{\chi}_0, \]  

(2.4)

to 1-loop order the equation of motion for the mean field \( \chi \) and the fluctuation \( \hat{\chi} \) can be derived by first expanding the action to quadratic order

\[
S_m = -\frac{1}{2} \int d^4x \sqrt{-g} \left[ -\partial_\mu \chi_0 \partial^\mu \chi_0 + m_0^2 \chi_0^2 + \xi_0 R \chi_0^2 + 2 \frac{\lambda_0}{4} \chi_0^4 \right] \\
- \frac{1}{2} \int d^4x \sqrt{-g} \chi_0 \left[ \Box + \xi_0 R + M^2(\chi_0) \right] \hat{\chi}_0 + \cdots,
\]  

(2.5)

where we have defined the flat space effective mass

\[ M^2(\chi) = m_0^2 + 3 \lambda_0 \chi_0^2. \]  

(2.6)

The above leads to two coupled equations, one for the mean field \( \chi \) and the fluctuation \( \hat{\chi} \) can be written as

\[
\left[ \Box + m_0^2 + \xi_0 R + \lambda_0 \chi_0^2 \right] \chi_0 + 3 \lambda_0 \chi_0 \langle \hat{\chi}_0^2 \rangle = 0, \\
\left[ \Box + \xi_0 R + M^2(\chi_0) \right] \hat{\chi}_0 = 0,
\]  

(2.7)

(2.8)

Note that to this order of truncation the diagrams containing an odd number of external legs drop out.

The counter terms are obtained by defining the renormalized field with the wave function renormalization factor \( Z \) [85]

\[ \chi_0 = \sqrt{Z} \chi, \]  

(2.9)

and similarly setting \( Z = 1 + \delta Z \), \( Z m_0^2 = m^2 + \delta m^2 \) and \( Z^2 \lambda_0 = \lambda + \delta \lambda \).

For a constant mean field \( \chi \) the renormalized quantum corrected equation of motion (2.7) reduces to finding the minimum of the effective potential, which to 1-loop order can be written as

\[ \delta V(\chi) = \left[ \xi R + m^2 + \lambda \chi^2 \right] \chi + 3 \lambda \chi \langle \chi^2 \rangle - \delta V'(\chi) = 0, \]  

(2.10)

where \( \delta V(\chi) \) contains the counter terms for which from now on we use the unifying notation \( \delta \xi \).

The effective potential straightforwardly follows from integration

\[ V_{\text{eff}}(\chi) \equiv V^{(0)}(\chi) + V^{(1)}(\chi) + \cdots = \int^\chi V_{\text{eff}}(\hat{\chi}) d\hat{\chi}, \]  

(2.11)

where the superscripts "(0)" and "(1)" denote the tree-level and 1-loop pieces, respectively.
For a scalar field, to 1-loop order finding a solution in the UV approximation for the quantum field in terms of modes is relatively simple even when the curvature of the background is included in the discussion. For completeness however we first present the derivation in flat space.

2.1 1-loop in flat space

As usual, in flat space the solutions to (2.8) to 1-loop order can be expressed as a mode expansion

\[ \hat{\chi} = \int \frac{d^3k}{(2\pi)^3} e^{i k \cdot x} \left[ \hat{a}_k f_k(t) + \hat{a}_k^\dagger f_k^*(t) \right] ; \quad f_k(t) = \frac{e^{-i\omega t}}{\sqrt{2\omega}} ; \quad \omega^2 \equiv k^2 + M^2(\chi), \]

where \( [\hat{a}_k, \hat{a}_k^\dagger] = \delta^{(3)}(k-k'), \quad [\hat{a}_k, \hat{a}_k] = [\hat{a}_k^\dagger, \hat{a}_k^\dagger] = 0 \) and \( k \) is the momentum with \( k \equiv |k| \). The effective mass \( M^2(\chi) \) is found from (2.6). It is then trivial to use the mode solution and write

\[ V_{\text{eff}}(\chi) = \frac{1}{2} m^2 \chi^2 + \frac{\lambda}{4} \chi^4 + \frac{M^4(\chi)}{64\pi^2} \int \frac{d^3k}{2(2\pi)^3} \frac{1}{k^2 + M^2(\chi)} - \delta V'(\chi), \]

which by performing the integral over \( \chi \) as in (2.11) and using the standard formulae for dimensional regularization \[85\] gives the 1-loop effective potential

\[ V_{\text{eff}}(\chi) = \frac{1}{2} m^2 \chi^2 + \frac{\lambda}{4} \chi^4 + \frac{M^4(\chi)}{64\pi^2} \left[ \log \left( \frac{M^2(\chi)}{\mu^2} \right) - \frac{3}{2} + \left\{ -\frac{2}{\epsilon} - \log(4\pi) + \gamma_\epsilon \right\} + O(\epsilon) \right] - \left[ \delta V_\Lambda + \frac{1}{2} \delta m^2 \chi^2 + \frac{\delta \lambda}{4} \chi^4 \right], \]

where the divergences are expressed in terms of \( n = 4 - \epsilon \) and we have introduced the usual renormalization scale \( \mu \). In the \( \overline{\text{MS}} \) subtraction scheme, which we will from now on use throughout, the divergent pole at \( n \to 4 \), the \( \log(4\pi) \) and the Euler constant in the wavy brackets would be removed by a proper choice of the renormalization counter terms, \( \delta V_\Lambda, \delta m^2 \) and \( \delta \lambda \). Note that even in flat space a divergence \( \propto m^4 \) is generated and strictly speaking the cosmological constant counter term \( \delta V_\Lambda \) introduced by the gravitational action (2.2) is required.

2.2 1-loop in curved spacetime

In curved spacetime we can define a properly normalized ansatz for the modes by first restricting our background to a homogeneous and isotropic one described via the Friedmann-Lemaître-Robertson-Walker (FLRW) metric given in cosmic time as

\[ ds^2 = dt^2 - a^2 d\tilde{x}^2, \]

then rescaling the field as in the previous section and finally writing

\[ \tilde{\chi} = \int \frac{d^3k}{(2\pi)^3} e^{i k \cdot x} \left[ \hat{a}_k f_k(t) + \hat{a}_k^\dagger f_k^*(t) \right] ; \quad f_k(t) = \frac{e^{-i\int Wdt'}}{\sqrt{2W}}, \]
which after inserting into the equation of motion for the fluctuation (2.8) gives a relation for $W$

$$W^2 = \frac{k^2}{a^2} + M^2(\chi) + \frac{a}{2} \left( \frac{3}{a} \right) (4\xi - 1) + \left( \frac{\dot{a}}{a} \right)^2 \left( \frac{3}{4} (8\xi - 1) + \frac{3W^2}{4W^2} - \frac{\dot{W}}{2W} \right). \quad (2.17)$$

Importantly, in practice the ansatz (2.16) provides useful solutions only as a high momentum expansion. This is also the reason why it and the results that follow resemble very much the flat space results of the previous subsection: when probing the very high UV the global structure of spacetime is not visible as locally any smoothly curved manifold is nearly flat.

We will solve for $W$ from (2.17) iteratively as an expansion in terms of large $k/a$. The first few orders may be written as

$$W = \sqrt{\frac{k^2}{a^2} + M^2(\chi) + (\xi - 1/6) R + O(k/a)^{-2}}, \quad (2.18)$$

which contain all terms leading to divergences in four dimensions and where $R$ is again the scalar curvature. It is now straightforward to calculate the 1-loop contribution to the variance, which can again be calculated with standard dimensional regularization

$$\left\langle \chi^2 \right\rangle = \frac{\mu^\epsilon}{2} \int \frac{d^{n-1}k}{(2\pi)^{n-1}} \frac{1}{\sqrt{(k/a)^2 + M^2(\chi) + (\xi - 1/6) R}}$$

$$= \frac{M^2(\chi) + (\xi - 1/6) R}{16\pi^2} \left[ \log \left( \frac{M^2(\chi) + (\xi - 1/6) R}{\mu^2} \right) - 1 - \frac{2}{\epsilon} \log(4\pi) + \gamma_e \right]. \quad (2.19)$$

Like in the previous section by using (2.10) and (2.11) and choosing the appropriate counter terms we can write the 1-loop correction to the renormalized curved spacetime effective potential in a form very similar to the flat space result in (2.14)

$$V^{(1)}(\chi) = \frac{(M^2(\chi) + (\xi - 1/6) R)^2}{64\pi^2} \left[ \log \left( \frac{|M^2(\chi) + (\xi - 1/6) R|}{\mu^2} \right) \frac{3}{2} \right] + O(R^2). \quad (2.20)$$

A few comments are now in order. The notation $O(R^2)$ indicates an inherent ambiguity in the derivation in terms of operators that are purely gravitational at tree-level: any contribution $\propto R^2 \log, R_{\mu\nu}R^{\mu\nu} \log$ or $R_{\mu\nu\alpha\beta}R^{\mu\nu\alpha\beta} \log$ results in a finite contribution for $V_{\text{eff}}(\chi)$ and will thus be invisible to a derivation including only the divergent terms in the effective equation of motion. We have also neglected any possible imaginary part of the effective potential by using an absolute value in the logarithm. It is well-known from flat space that integration over the infrared modes may give rise to a complex result for the effective potential which is usually taken to indicate a finite lifetime of the state [87], however this effect is not correctly represented in an approach that is based on an UV expansion. Furthermore, we have left in the same non-logarithmic finite pieces that are generated in the flat space $\overline{\text{MS}}$ prescription (cf. eg. (2.14)).

As (2.20) clearly shows, the $O(R^2)$-type terms couple to the scalar field and are thus relevant for the effective potential. Next we will briefly present their derivation for the self-interacting scalar field model.
2.2.1 Via Heat Kernel techniques

The derivation of the previous section via an UV expansion for the 1-loop approximation is to illustrate the modifications that arise when background curvature is not neglected. For deriving the effective potential for a theory including also fermions and gauge fields it becomes apparent that more sophisticated (and formal) technology is needed, namely the Heat Kernel techniques to be discussed in section 3. This is also useful for obtaining all the $O(R^2)$ terms in (2.20).

Functional determinants are widely used in quantum field theory in flat space and we refer the reader to [85] for more discussion for their use in traditional particle physics. In this regard, we can express the 1-loop quantum correction from (2.5) via a ‘tracelog’

$$
\int d^4x \sqrt{-g} V^{(1)}(\chi) = -\frac{i}{2} \text{Tr} \log \left[ \Box + M^2(\chi) + \xi R \chi^2 \right],
$$

as is well-known. This approach can also be generalized to the case of a curved spacetime. The detailed derivation and formulae may be found in section 3, but here we will simply apply the results of section 3, specifically subsection (3.1) to (2.21) in order to write

$$
V_{\text{eff}}(\chi) = \frac{1}{2} m^2 \chi^2 + \frac{\xi}{2} R \chi^2 + \frac{\lambda}{4} \chi^4 + V_A - \kappa R + \alpha_1 R^2 + \alpha_2 R_{\mu\nu} R^{\mu\nu} + \alpha_3 R_{\mu\nu\delta\eta} R^{\mu\nu\delta\eta}
$$

$$
+ \frac{(M^2(\chi) + (\xi - 1/6) R)}{64\pi^2} \left[ \log \left( \frac{|M^2(\chi) + (\xi - 1/6) R|}{\mu^2} \right) - \frac{3}{2} \right]
$$

$$
+ \frac{1}{64} \left( R_{\mu\nu\delta\eta} R^{\mu\nu\delta\eta} - R_{\mu\nu} R^{\mu\nu} \right) \left[ \log \left( \frac{|M^2(\chi) + (\xi - 1/6) R|}{\mu^2} \right) \right].
$$

(2.22)

The operators that are generated via radiative corrections in curved spacetime can be seen from the 1-loop correction in (2.22), which is why they needed to be present already at tree-level in (2.1)–(2.2) and are a part of the complete $V_{\text{eff}}(\chi)$. Furthermore, as all operators couple to the renormalization scale $\mu$ they cannot be made to vanish for all scales which is felt in the dynamics of the scalar field due to the $\chi$-dependence of the logarithms in (2.22).

2.3 RG improvement in the presence of curvature

Here we perform the RG analysis of the self-interacting scalar field model (2.1)–(2.2) and discuss RG improvement in curved space. Early work on RG improving the effective potential in flat space may be found in [88–91]. Studies in curved spacetime include [60–62, 65–72], see also the textbook [92].

The Callan-Symanzik equation is first and foremost an expression of renormalization scale invariance: in principle the renormalization scale $\mu$ is an arbitrary choice and physical quantities should not depend on it. For the effective potential this translates as demanding

$$
\frac{dV_{\text{eff}}(\chi)}{d\mu} = 0,
$$

(2.23)

where we emphasize due to the coupling between $\chi$ and all the gravitational operators in (2.2) the above includes all operators in the original action as visible in (2.22).
The requirement in (2.23) leads to the well-known Callan-Symanzik equations for the effective potential in terms of the $\beta$-functions and the anomalous dimension $\gamma$ [89]

$$
\left\{ \mu \frac{\partial}{\partial \mu} + \beta_i \frac{\partial}{\partial c_i} - \gamma \chi \frac{\partial}{\partial \chi} \right\} V_{\text{eff}}(\chi) = 0, \quad \beta_i \equiv \mu \frac{\partial c_i}{\partial \mu}, \quad \gamma \equiv \mu \frac{\partial \log Z}{\partial \mu},
$$

(2.24)

where the $c_i$ stands for all the parameters of the action with summation over the repeated index $i$ assumed. $Z$ is the wave function renormalization introduced in (2.9) defining the renormalized field. It should be kept in mind that the wave function renormalization has a dependence on the renormalization scale $\mu$ and so does then the renormalized field, $\chi(\mu) = Z(\mu)^{-1/2} \chi_0$.

To 1-loop order, the above can be written as

$$
\left\{ \beta_i \frac{\partial}{\partial c_i} - \gamma \chi \frac{\partial}{\partial \chi} \right\} V^{(0)}(\chi) = -\mu \frac{\partial}{\partial \mu} V^{(1)}(\chi),
$$

(2.25)

In general one needs the anomalous dimension $\gamma$ as an input before the equation may be solved, which requires its determination by means other than the effective potential, for example from a direct evaluation of the 2-point function. This poses no additional complications in curved spacetime over the usual flat space case, since the $\gamma$ in a curved spacetime derivation must be identical to the flat space result and can be taken from standard literature. This is because the gravitational couplings such a $\xi$ and the $\alpha$’s in eq. (2.2) must only couple to operators that vanish in the flat space limit. If this were not the case and $\gamma$ did contain e.g. a contribution from $\alpha_1$ it would indicate that the size of a gravitational operator could also affect the running of all parameters in flat space, which is not tenable from a purely physical point of view.

Given $\gamma$, one may solve for the $\beta$-functions and the running constants and finally use them to improve the limit of applicability of the effective potential, with the end result in principle should be independent of $\mu$. As one can show however, this is not the case for any perturbative result, but rather there is always some residual $\mu$-dependence left, which is an artefact of our inability to solve the effective potential exactly. In [89] it was first proposed that in order to minimize the error from the neglected higher order terms the scale $\mu$ can be chosen such that the logarithms in the loop correction remain small. Choosing a particular form for $\mu$ is allowed since the complete result must be independent of $\mu$ as demanded by (2.24).

As an example we first discuss RG improvement in the 1-loop approximation in flat space for the simple scalar field model in (2.1). The $\beta$-functions to 1-loop order are easy to derive by using (2.14) and (2.24), and noting that to 1-loop order the anomalous dimension vanishes, $\gamma = \mathcal{O}(\lambda^2)$, for scalar field with only a quartic interaction term, which results in

$$
\beta_\lambda = \frac{9 \lambda^2}{8 \pi^2}; \quad \beta_m = \frac{3m^2 \lambda}{8 \pi^2}.
$$

(2.26)

It is straightforward to solve the above

$$
\lambda(\mu) = \frac{\lambda(\mu_0)}{1 - \frac{9 \lambda(\mu_0)}{8 \pi^2} \log(\mu/\mu_0)}; \quad m^2(\mu) = \frac{m^2(\mu_0)}{1 - \frac{9 \lambda(\mu_0)}{8 \pi^2} \log(\mu/\mu_0)}^{1/3},
$$

(2.27)
where the scale $\mu_0$ fixes the physical input values of the parameters which in principle are provided by the appropriate measurements. Using the above we may easily write down the effective potential with running constants

$$V_{\text{eff}}(\chi(\mu)) = \frac{1}{2} m^2(\mu) \chi^2(\mu) + \frac{\lambda(\mu)}{4} \chi^4(\mu) + \frac{(m^2(\mu) + 3\lambda(\mu)\chi^2(\mu))^2}{64\pi^2} \left[ \log \left( \frac{m^2(\mu) + 3\lambda(\mu)\chi^2(\mu)}{\mu^2} \right) - \frac{3}{2} \right], \quad (2.28)$$

where for clarity we have denoted all $\mu$-dependence explicitly and neglected the running vacuum energy $V_\Lambda(\mu)$.

The scale $\mu$ is usually chosen to match the energy scale of the process one is considering because then the logarithms appearing in the loop corrections are generally small, and therefore the loop expansion can be expected to converge faster.

However, in the case of the effective potential, the characteristic energy scale generally depends on the field value. Therefore it becomes natural to make the scale $\mu$ depend on the field value $\chi$. More precisely, we define a suitable function $\mu_*(\chi)$, chosen in such a way that the loop corrections are small. This leads to the renormalisation group improved (RGI) effective potential,

$$V_{\text{RGI}}(\chi) = \frac{1}{2} m^2(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2 + \frac{\lambda(\mu_*) Z(\mu_0)^2}{4 Z(\mu_*)^2} \chi^4 + \frac{1}{64\pi^2} \left( m^2(\mu_*) + 3\lambda(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2 \right)^2 \left[ \log \left( \frac{m^2(\mu_*) + 3\lambda(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2}{\mu_*^2} \right) - \frac{3}{2} \right], \quad (2.29)$$

where $\mu_* = \mu_*(\chi)$, by $\chi$ we denote the field defined with fixed renormalisation scale $\mu_0$, i.e., $\chi = \chi(\mu_0)$, and the field renormalisation factors are

$$\frac{Z^{1/2}(\mu_0)}{Z^{1/2}(\mu)} = \exp \left( - \int_0^{\mu} \frac{\mu}{\mu_0} \gamma(t) dt \right). \quad (2.30)$$

Here we point out that we reserve the word ‘improved’ for the result where $\mu$-independence is exploited in order to optimize the convergence of the perturbative expansion i.e. for (2.29) but not for (2.28) in contrast to some other works.

In simple cases, when all particle masses are proportional to the field $\chi$, it is common to choose $\mu = \chi$ [93]. However, in situations which involve other energy scales (for example the spacetime curvature in our case) this does not necessarily work, and one needs a general prescription for determining $\mu$ for each field value. A natural choice is to set $\mu$ in such a way that the one loop correction vanishes, as was recently advocated in [94]. In the case of eq. (2.28), this means choosing $\mu = \mu_*$, where $\mu_*$ is given by solving the equation

$$\mu_*^2 = e^{-3/2} \left[ m^2(\mu_*) + 3\lambda(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2 \right]. \quad (2.31)$$
Even in this simple theory this equation cannot be solved analytically, but numerically it is straightforward. With the scale choice (2.31), the RGI potential can be written simply as

$$V_{\text{RGI}}(\chi) = \frac{1}{2} m^2(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2 + \frac{\lambda(\mu_*)}{4} \frac{Z(\mu_0)^2}{Z(\mu_*)^2} \chi^4.$$  \quad (2.32)

We can now repeat the process of RG improvement for the case of an arbitrary curved spacetime. Note that at no point in our derivation have we used an expansion assuming the background curvature to be a small correction on top of the flat space result. This is important as the case of significant background curvature is precisely the relevant one for many applications. The only assumption is that the quantized matter field is energetically sub-dominant, which means that it can be treated as a spectator field on a curved classical background [57].

In addition to (2.26) in curved spacetime β-functions related to the gravitational terms (2.2) emerge, which are easy to derive by using (2.24) for the curved spacetime effective potential (2.22), which results in

$$\beta_\xi = \frac{6\lambda(\xi - 1/6)}{16\pi^2}; \quad \beta_{\nu_3} = \frac{m^4/2}{16\pi^2}; \quad \beta_\kappa = -\frac{m^2(\xi - 1/6)}{16\pi^2};$$

$$\beta_{\alpha_1} = \frac{(\xi - 1/6)^2/2}{16\pi^2}; \quad \beta_{\alpha_2} = -\frac{1/180}{16\pi^2}; \quad \beta_{\alpha_3} = \frac{1/180}{16\pi^2}. \quad (2.33)$$

The above could easily be solved and used to improve the perturbative result (2.22) very similarly to the flat space case in (2.28).

From a calculational point of view RG improvement in curved spacetime proceeds as a very natural extension of the usual steps made in flat space. There are however very important qualitative differences that arise in the presence of background curvature. For example, in the simple scalar field case in flat space we optimized the expansion in the improved potential (2.28) by making the logarithms small with the choice (2.31). Due to the $R$-dependence in the logarithm in (2.22) the analogous choice in curved spacetime would in be

$$\mu_*^2 = e^{-3/2} \left| m^2(\mu_*) + 3\lambda(\mu_*) \frac{Z(\mu_0)}{Z(\mu_*)} \chi^2 + \left( \frac{\xi(\mu_*) - 1}{6} \right) R \right|. \quad (2.34)$$

This is a generic feature that arises in curved spacetimes: whenever we optimize the expansion in the improved potential we unavoidably introduce a curvature dependence in the running scale i.e. it leads to \textit{curvature induced running} of the parameters. In the case of high background curvature, $R \gg m^2(\mu) + 3\lambda(\mu)\chi^2$, the dominant contribution to the running of parameters comes from the scalar curvature, an effect which obviously is completely missed when using a flat space approximation for the potential. In the context of a potential electroweak vacuum instability in the early Universe this effect was first discovered in [19].

Another important feature with qualitatively significant consequences is the generation of gravitational operators that couple to the scalar field, which we have already mentioned on several occasion. In addition to the well-known non-minimal coupling $\xi$ leading to a tree-level coupling between curvature and the scalar field, the $O(R^2)$-type operators visible
in (2.22) introduce potentially significant modifications in the effective potential. As seen from (2.33) all these operators are generically radiatively induced.

Putting all this together, we can write the final expression for the RGI effective potential, including the gravitational terms, as:

\[
V_{\text{RGI}}(\chi) = \frac{1}{2} (m^2(\mu_*(\chi)) + \xi(\mu_*(\chi)) R^{\mu\nu}) \frac{Z(\mu_0)}{Z(\mu_*(\chi))} \chi^2 + \frac{Z^2(\mu_0)}{Z^2(\mu_*(\chi))} \lambda(\mu_*(\chi)) \frac{\lambda(\mu_*(\chi))}{4} \chi^4 + V_A(\mu_*(\chi)) - \kappa(\mu_*(\chi)) R + \alpha_1(\mu_*(\chi)) R^2 + \alpha_2(\mu_*(\chi)) R_{\mu\nu} R^{\mu\nu} + \frac{1}{56} (R_{\mu\nu\delta\eta} R^{\mu\nu\delta\eta} - R_{\mu\nu} R^{\mu\nu}) \left[ \log \left( \frac{M^2(\chi)}{\mu_0^2} \right) - \frac{3}{2} \right]
\]

\[
= \frac{1}{2} (m^2(\mu_*(\chi)) + \xi(\mu_*(\chi)) R^{\mu\nu}) \frac{Z(\mu_0)}{Z(\mu_*(\chi))} \chi^2 + \frac{Z^2(\mu_0)}{Z^2(\mu_*(\chi))} \lambda(\mu_*(\chi)) \frac{\lambda(\mu_*(\chi))}{4} \chi^4 + V_A(\mu_*(\chi)) - \kappa(\mu_*(\chi)) R + \alpha_1(\mu_*(\chi)) R^2 + \alpha_2(\mu_*(\chi)) R_{\mu\nu} R^{\mu\nu} + \frac{1}{56} (R_{\mu\nu\delta\eta} R^{\mu\nu\delta\eta} - R_{\mu\nu} R^{\mu\nu}) \left[ \log \left( \frac{M^2(\chi)}{\mu_0^2} \right) - \frac{3}{2} \right] + \frac{1}{56} (R_{\mu\nu\delta\eta} R^{\mu\nu\delta\eta} - R_{\mu\nu} R^{\mu\nu}) \left[ \log \left( \frac{M^2(\chi)}{\mu_0^2} \right) - \frac{3}{2} \right],
\]

(2.35)

where:

\[
M^2(\chi) = m^2(\mu_*(\chi)) + 3 \lambda(\mu_*(\chi)) \frac{Z(\mu_0)}{Z(\mu_*(\chi))} \chi^2 + \left( \xi(\mu_*(\chi)) - \frac{1}{6} \right) R,
\]

(2.36)

\( \chi \) is the field renormalized at \( \mu_0 \), and \( \mu_*(\chi) \) is the chosen scale for the renormalization group improvement, as a function of \( \chi \).

Now we can proceed to discuss the derivation of the curved spacetime effective potential for more involved theories containing fermions and gauge fields in addition to scalars. Despite a substantial increase in calculational work qualitatively the main modifications one encounters are the same as in the simple scalar field case just discussed.

### 3 Effective potential via the Heat Kernel

In this section we present the steps for the derivation of an effective potential containing scalar, fermion and gauge fields with the proper gauge-fixing terms at the ultraviolet limit. Although the main application we have in mind is the specific case of the SM on a homogeneous and isotropic spacetime relevant for cosmological applications, the results are presented in a general form applicable for arbitrary field content and an arbitrary background metric. We also note that many of the slightly formal results of this section become clearer when they are implemented in practice, which we will do in section 4 for the SM in de Sitter space.

Following the standard discussion found in \[85\] first we briefly review the use of functional determinants in the calculation the 1-loop effective potential in flat space. The generating functional defined via a path integral in flat space reads

\[
Z[J] = \int \mathcal{D}\varphi \ e^{i S[\varphi] + i \int d^4 x \ J \varphi},
\]

(3.1)

where \( \varphi \) is some generic scalar field with possibly non-trivial group structure and \( J \) is the usual source term.

By performing a Legendre transformation as

\[
\Gamma[\varphi] = -i \log Z[J] - \int d^4 x \ J(x) \varphi(x),
\]

(3.2)
one obtains the effective action $\Gamma[\varphi]$ and, for a constant field, $\varphi$ the effective potential as

$$\Gamma[\varphi] \equiv \Gamma^{(0)}[\varphi] + \Gamma^{(1)}[\varphi] + \cdots \equiv \int d^4 x \mathcal{L}_{\text{eff}} \varphi = \text{const.} - V_{\text{eff}}(\varphi) \int d^4 x. \quad (3.3)$$

The standard approach in the 1-loop approximation, which contains only terms quadratic in fluctuations, comes by using the path integral generalization of the formulae

$$\int e^{-x^i A_{ij} x^j} dx \propto \frac{1}{\sqrt{\det A_{ij}}}, \quad \int e^{-x^i A_{ij} x^j} dx dx^* \propto \frac{1}{\det A_{ij}},$$

$$\int e^{-c_{ij} c^i} dcdx \propto \det A_{ij}; \quad \{c_i, c_j\} = 0,$$

(3.4)

to write the 1-loop contribution to the effective potential as a sum of ‘tracelogs’

$$\Gamma^{(1)}[\varphi] = i \sum_k n_k \log \det D_k = i \sum_k n_k \text{Tr} \log D_k. \quad (3.5)$$

with the pre-factors determined by the field content and the group structure of the theory in question.

The above summarizes the standard approach for the derivation of effective action to 1-loop order, which can also be generalized for the case of a curved spacetime. Symbolically nothing changes for the tracelogs, but in curved spacetime finding explicit expressions for them becomes non-trivial due replacement of $\partial_{\mu}$ with the $\nabla_{\mu}$-operator containing the spacetime connection and in the integral over spacetime indices the inclusion of the measure $\sqrt{-g}$.

Following the steps and the conventions of [84] we can express any effective action given in terms of a tracelog as an integral over a fictitious time parameter $\tau$ often called proper time,

$$\Gamma^{(1)}[\varphi] = \frac{i}{2} \text{Tr} \log D = - \frac{i}{2} \text{Tr} \left[ \int_0^\infty \frac{d\tau}{\tau} e^{-i\tau D} \right] = - \frac{i}{2} \int d^4 x \sqrt{-g} \int_0^\infty \frac{d\tau}{\tau} \text{tr} [K(\tau; x, x)],$$

(3.6)

where $D$ is yet an unknown matrix, ”$\text{Tr}$” denotes a trace over all indices, ”$\text{tr}$” a trace with the spacetime coordinates excluded and

$$K(\tau; x, y) \equiv e^{-i\tau D}, \quad (3.7)$$

is the heat kernel. Note that no assumptions of the underlying theory have been made when writing (3.6) and (3.7), except perhaps that the integral is well-defined.

The efficiency of heat kernel formalism lies in the existence of approximation schemes allowing one to perform the proper time integral in (3.6) and hence obtain a solution for the effective action: if the matrix $D$ can be expressed as

$$D = \Box + X,$$

(3.8)

where $X$ is an arbitrary matrix in spin and group degrees of freedom, a small $\tau$ expansion of the heat kernel becomes analytically tractable. It will turn out that to 1-loop order scalars,
fermions and gauge fields all can be manipulated to have the form (3.8) even in the presence of background curvature. Note that the \( \Box \)-operator contains the metric connection (and possibly the spin connection) via the \( \nabla_\mu \)-operator, as is described in section 3.8 of [56] for fields with any spin.

The small \( \tau \) expansion of the heat kernel corresponds to the UV or local limit and has been studied and implemented in the physical context by a number of people over the years. Notable early work on heat kernel techniques may be found in [74–79] and see [80] for a review.

In [81, 82] a form of the heat kernel that sums all scalar curvature contributions in the small proper time approximation was provided. This is obtained via the ansatz

\[
K(\tau; x, x) = \frac{i}{(4\pi i \tau)^{n/2}} \exp \left[-i\tau \left( X - \frac{1}{6} R \right) \right] \Omega(\tau),
\]

where we have analytically continued the dimensions to \( n \) and where

\[
\Omega(\tau) = \sum_{k=0}^{\infty} a_k (i\tau)^k; \quad a_0 = 1, \quad a_1 = 0,
\]

with

\[
a_2 = -\frac{1}{180} R_{\mu\nu} R^{\mu\nu} + \frac{1}{180} R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - \frac{1}{30} \Box R + \frac{1}{6} \Box X + \frac{12}{12} W_{\alpha\beta} W^{\alpha\beta}.
\]

The \( W_{\alpha\beta} \) is defined as

\[
W_{\alpha\beta} \Psi = [\nabla_\alpha, \nabla_\beta] \Psi,
\]

and depends on spacetime structure of the particular field contribution \( \Psi \) to the effective potential i.e. it will be different for scalars, fermions and gauge fields as will be illustrated in sections 3.1–3.3. It is precisely the form (3.9) that turns out to correspond to the elementary UV derivation of section 2.

We can now write down the effective action (3.6) by using eqs. (3.9)–(3.11) and performing the integral over proper time in \( n \) spacetime dimensions,

\[
\Gamma^{(1)}[\varphi] = \frac{1}{2(4\pi)^{n/2}} \int d^n x \sqrt{-g} \text{tr} \left[ \left( \frac{M^2}{\mu^2} \right)^{2-2-k} \sum_{k=0}^{\infty} (M^2)^{2-k} a_k \Gamma \left( k - \frac{n}{2} \right) \right]
\]

\[
= -\int d^n x \sqrt{-g} \frac{1}{64\pi^2} \text{tr} \left[ M^4 \left( \log \frac{|M^2|}{\tilde{\mu}^2} - \frac{3}{2} \right) + 2a_2 \log \frac{|M^2|}{\tilde{\mu}^2} \right] + \ldots
\]

where we have only included the leading logarithmic terms, denoted the curved spacetime effective mass as

\[
M^2 \equiv X - \frac{1}{6} R,
\]

and absorbed the divergences in the renormalization scale as

\[
\log \tilde{\mu}^2 = \log \mu^2 + \frac{2}{4-n} - \gamma_E + \log(4\pi).
\]
Note that all group and spacetime indices are present implicitly. In flat space in the $\overline{\text{MS}}$ renormalization scheme the last three terms on the r.h.s. of (3.15) are subtracted by the counter terms after the full expression is expanded in the limit $n \to 4$ resulting in the replacement $\log \mu^2 \to \log \mu^2$. We will also make use of this replacement although in curved space non-logarithmic finite pieces containing curvature dependence are generated as the result of the interplay between the pole $\propto (4 - n)^{-1}$ and $n$-dependent terms in $R, R_{\mu\nu}$ and $R_{\mu\nu\rho\sigma}$. These terms we absorb in $\xi, \kappa, V_\Lambda$ and the $\alpha$’s in the tree level action (2.1) and (2.2).  

In what follows we use the formula (3.13) to compute the one-loop contributions to the effective potential from scalar, fermion and gauge fields. For the scalar case we can easily see that the first term in the expansion (3.13) corresponds with the elementary derivation (2.20) in section (2.2). Like in (2.20) we have only included the real part of the result as the infrared modes potentially giving a complex result are not included in the local (UV) expansion (3.9) with (3.11). Finally, we choose to drop the $\Box$-type terms in (3.11) as they will not give rise to divergences or $\mu$-dependence when $\mu$ is a constant as in $\overline{\text{MS}}$, which follows from the assumption of an unbounded Universe and partial integration.

### 3.1 Scalar

Since scalar fields will always result in a trace-log given via an operator of the form (3.8), one may directly implement the expression in (3.13). Much like in (2.21) parametrizing the 1-loop contribution to the effective action via an effective mass parameter now denoted as $m_s$ with a non-minimal coupling gives

$$
\Gamma^{(1)}_s[\phi] = \frac{i}{2} \text{Tr} \log \left[ \Box + m_s^2 + \xi R \right].
$$

(3.16)

The effective mass in (3.14) then becomes simply

$$
M_s^2 = m_s^2 + \left( \xi - \frac{1}{6} \right) R,
$$

(3.17)

where “s” stands for scalar and similarly the relevant higher order curvature terms are

$$
a_{2,s} = -\frac{1}{180} R_{\mu\nu} R^{\mu\nu} + \frac{1}{180} R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma},
$$

(3.18)

where we used that fact that for a scalar $\phi$ one has

$$
[\nabla_\mu, \nabla_\nu] \phi = 0 \quad \Rightarrow \quad W_{\mu\nu} = 0.
$$

(3.19)

Here we further emphasize that all scalars have the same $a_2$-contribution.

### 3.2 Fermion

From the SM Lagrangian (4.11) one sees that a typical fermion contribution needs some work before (3.13) can be used, since it is not in the form (3.8), but

$$
\Gamma^{(1)}_f[\phi] = -i \text{Tr} \log \left[ i \nabla^\mu \gamma^\mu - m_f \right],
$$

(3.20)

\footnote{For the conformal anomaly this is of course not possible, however this contribution does not couple to the Higgs and hence in the subsequent discussion can be ignored.}
where much like for scalars, the subscript “f” stands for fermion. Using very similar steps as in flat space i.e. the fact that \( \log \det = \text{Tr} \log \) and that

\[
\det [i \nabla_\mu \gamma^\mu - m_f] = \det (i \nabla_\mu \gamma^\mu - m_f) \det (\gamma_5 \gamma_5)(i \nabla_\mu \gamma^\mu - m_f) \right)^{1/2},
\]

(3.21)

with the help of the relation \((\gamma^\mu \nabla_\mu)^2 = \Box + R/4\) leads to

\[
\Gamma_f^{(1)}[\varphi] = -\frac{i}{2} \text{Tr} \log \left[ \Box + m_f^2 + R/4 \right],
\]

(3.22)

and the fermionic effective mass (3.14) in curved spacetime

\[
M_f^2 = m_f^2 + \frac{R}{12}.
\]

(3.23)

Unlike for the scalar case the \( W \) term from (3.11) gives a no-zero contribution due to the spin connection of the fermion. By using \( \Box^2 \)

\[
\left[ \nabla_\mu, \nabla_\nu \right] \psi = -\frac{1}{4} R_{\rho\alpha\beta\gamma} \gamma^\alpha \gamma^\beta \psi = W_{\mu\nu} \psi,
\]

(3.24)

for Dirac fermions \( \psi \) in curved spacetime and familiar identities from trace technology for the combination of four \( \gamma \)-matrices we can write

\[
\text{tr} \{ a_{\text{2.f}} \} = \text{tr} \{ 1 \}_{\text{Group}} \left[ -\frac{1}{45} R_{\mu\nu} R^{\mu\nu} - \frac{7}{360} R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} \right].
\]

(3.25)

In the above we have performed the trace over Dirac indices, but for completeness left in the trivial trace over any group indices, which for example for the SM quarks simply gives an overall factor of 3 from the three different colors and a factor of 1 for leptons.

### 3.3 Gauge

The gauge contributions to the effective potential are the most non-trivial to calculate due to the explicit dependence on \( R_{\mu\nu} \) and \( \nabla^\mu \nabla^\nu \) as is visible from (4.11) for the SM.\(^3\)

The main difficulty comes from gauge fixing. We use the so-called \( R_\xi \) or background (’t Hooft) gauges [85] to fix the gauge, which in order not to create confusion with the non-minimal coupling we parametrize with \( \zeta \). Generically, gauge fields give rise to contributions of the form

\[
\Gamma_g^{(1)}[\varphi] = \frac{i}{2} \text{Tr} \log \left[ \Box g^{\mu\nu} + \left( \frac{1}{\zeta} - 1 \right) \nabla^\mu \nabla^\nu + m_g^2 g^{\mu\nu} + R^{\mu\nu} \right].
\]

(3.26)

The above can be simplified by first splitting the vector into scalar and orthogonal components as

\[
A^\mu = A^\mu_\perp + \nabla^\mu A; \quad \nabla_\mu A^\mu_\perp = 0,
\]

(3.27)

with which and the help of standard commutator formula

\[
\left[ \nabla_\mu, \nabla_\nu \right] A^\rho = -R^\rho_{\alpha\mu\nu} A^\alpha,
\]

(3.28)

\(^3\)For a similar derivation we refer the reader to section 7.9 of [84].
we can write
\[
\left[ \Box g_{\mu\nu} + \left( \frac{1}{\zeta} - 1 \right) \nabla_\nu \nabla_\mu + m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] A^\mu = \left[ \Box g_{\mu\nu} + m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] A^\mu + \zeta^{-1} \left[ \Box g_{\mu\nu} + \zeta^2 m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] \nabla_\nu A. \tag{3.29}
\]

From this it follows that the gauge trace-log splits into two separate pieces. The first one is almost of the form required by the heat kernel results, were it not the orthogonality constraint \( \perp \). Its effect can be deduced by studying the unconstrained eigenvalue equation
\[
\left[ \Box g_{\mu\nu} + m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] A^\nu = \lambda A_\mu \quad \implies \quad \left[ \Box + m_g^2 \right] \nabla_\mu A^\nu = \lambda \nabla_\mu A^\nu. \tag{3.30}
\]

These eigenvalues have to be removed from the constrained ones resulting from \( A_\perp \), giving us symbolically the relation
\[
eigenvalues \left( \left[ \Box g_{\mu\nu} + m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] A^\nu \right) = \eigenvalues \left( \left[ \Box + m_g^2 \right] \nabla_\mu A^\nu \right) - \eigenvalues \left( \left[ \Box + m_g^2 \right] \nabla_\nu A^\nu \right), \tag{3.31}
\]
where the last piece is simply a scalar contribution.

The second term in (3.29) we can evaluate by invoking consistency: at the limit \( \zeta = 1 \) all terms resulting from the \( \nabla^\mu \nabla^\nu \) piece in (3.26) must vanish, which completely fixes the remaining contribution allowing us to write for the gauge field
\[
\Gamma^{(1)}_g[\varphi] = \frac{i}{2} \text{Tr} \log \left[ \Box g_{\mu\nu} + m_g^2 g_{\mu\nu} + R_{\mu\nu} \right] - \frac{i}{2} \text{Tr} \log \left[ \Box + m_g^2 \right] + \frac{i}{2} \text{Tr} \log \left[ \Box + \zeta m_g^2 \right], \tag{3.32}
\]
where only the first operator is a matrix in terms of spacetime indices and the other two are scalars.

As one may see from (3.32) a gauge field will result in 3 separate pieces with the effective masses from (3.14)
\[
(\mathcal{M}_g^2)^{\mu\nu} = m_g^2 g^{\mu\nu} + R_{\mu\nu} - \frac{g_\mu^\nu}{6 R}; \quad \mathcal{M}_g^{m,s} = m_g^2 - \frac{R}{6}; \quad \mathcal{M}_g^{m,s} = \zeta m_g^2 - \frac{R}{6}. \tag{3.33}
\]

For gauge fields we can again use (3.28)
\[
\left[ \nabla_\mu, \nabla_\nu \right] A^\alpha = -R_{\mu \nu} A^{\alpha \beta A^\beta} = (W_{\mu \nu})^{\alpha \beta} A^\beta \quad \Rightarrow \quad (W_{\mu \nu})^{\alpha \beta} (W_{\mu \nu})^{\delta} = R_{\mu \nu} \delta R_{\mu \nu} \delta, \tag{3.34}
\]
for obtaining an expression for the \( a_2 \)-contribution for the first term on the right hand side of (3.32)
\[
(a_2,g)^{\alpha \beta} = -\frac{g_\alpha}{180} R_{\mu \nu} R_{\mu \nu} + \frac{g_\alpha}{180} R_{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma} + \frac{1}{12} R_{\mu \nu \alpha \delta} R_{\mu \nu \beta \delta}, \tag{3.35}
\]
with \( g \) for gauge and the remaining two scalar pieces trivially give rise to two contributions as in (3.18).
4 The standard model

By making use of the results we derived in the previous section we present the steps for calculating the effective potential for the SM Higgs to 1-loop order in curved spacetime. We will show the explicit derivation in a set-up including only the Higgs doublet, the massive vector bosons $W^\pm$ and $Z^0$ and the top quark, as from this result a generalization which includes the complete particle content of the SM is straightforward.

We start with the Lagrangian

$$\mathcal{L}_{\text{SM}} = \mathcal{L}_{\text{YM}} + \mathcal{L}_F + \mathcal{L}_\Phi + \mathcal{L}_{\text{GF}} + \mathcal{L}_{\text{GH}} + \cdots \quad (4.1)$$

with

$$\mathcal{L}_{\text{YM}} = -\frac{1}{4} (F^a_{\mu\nu})^2 - \frac{1}{4} (F_{\mu\nu})^2 + \cdots ; \quad a = 1, 2, 3 \quad (4.2)$$

$$\mathcal{L}_\Phi = (D_a \Phi)^\dagger (D^a \Phi) + m^2 \Phi \Phi^\dagger \Phi - \xi R \Phi \Phi^\dagger \Phi - \lambda (\Phi \Phi^\dagger \Phi)^2 ; \quad (4.3)$$

$$\mathcal{L}_F = \bar{Q}_L i \gamma^\mu D_{\mu} Q_L + \bar{t}_R i \gamma^\mu D_{\mu} t_R + (-y_t \bar{Q}_L (i\sigma^2) \Phi^\dagger t_R + \text{h.c.}) + \cdots ; \quad (4.4)$$

where $\Phi$ and $Q_L$ are the Higgs and the left-handed top/bottom doublets, respectively

$$\Phi = \frac{1}{\sqrt{2}} \begin{pmatrix} -i(\chi_1 - i\chi_2) \\ \varphi + (h + i\chi_3) \end{pmatrix} ; \quad \bar{Q}_L \equiv \begin{pmatrix} t \\ b \end{pmatrix}_L , \quad (4.5)$$

and where $\varphi$ is the vacuum expectation value and finally the $\chi_i$’s are the would be Goldstone bosons. Since our calculation is performed in curved space the covariant derivative, in addition to the gauge connection, contains a metric dependence via the covariant $\nabla_{\mu}$

$$D_{\mu} = \nabla_{\mu} - ig A^a_{\mu} \tau^a - ig' Y A_{\mu} ; \quad \tau^a = \sigma^a / 2 . \quad (4.6)$$

Also note that the $\gamma$-matrices satisfy the curved space generalization of the usual relation

$$\{ \gamma_{\mu}, \gamma_{\nu} \} = g_{\mu\nu} , \quad (4.7)$$

which as shown in section 3.2 plays a role in the contributions from the fermions. The last two terms in (4.1), $\mathcal{L}_{\text{GF}}$ and $\mathcal{L}_{\text{GH}}$, are the gauge fixing and ghost contributions. As discussed in section (3.3) we will use the background gauge where the gauge parameters are left unspecified. With these choices the gauge fixing Lagrangian can then be written as

$$\mathcal{L}_{\text{GF}} = -\frac{1}{2} G^2 ; \quad G^j = \frac{1}{\sqrt{\zeta_j}} \left( \nabla^\mu A^j_{\mu} - \zeta_j^j E^{ja} \chi^a \right) ; \quad j = 1, 2, 3, 4 ; \quad a = 1, 2, 3 , \quad (4.8)$$

with the definitions

$$E^{ja} \equiv \begin{pmatrix} g & 0 & 0 \\ 0 & g & 0 \\ 0 & 0 & g \end{pmatrix} ; \quad A^j_{\mu} \equiv A_{\mu} . \quad (4.9)$$
Finally, since we are fixing gauge in a non-Abelian gauge theory we must also introduce
a ghost term. The ghost Lagrangian can be written from

\[ \mathcal{L}_{\text{GH}} = \epsilon^i \left( \frac{\delta G^i}{\delta \alpha^j} \right) c^j, \]

where \( G^i \) is the gauge fixing function from (4.8), the \( c^i \)'s are the ghost fields and the \( \alpha^i \) the parameters of the gauge transformations.

Now we may write the Lagrangian to quadratic order in fluctuations; it requires some
algebra but is a straightforward exercise. At this stage the only complication arising from
having a curved background is the fact that covariant derivatives for the gauge fields do
not commute as given in (3.28). Taking this into account one gets\(^4\)

\[
\mathcal{L}_{\text{SM}} = \frac{m^2}{2} \varphi^2 - \frac{\lambda}{4} \varphi^4 - \frac{1}{2} h \left[ \Box + m_h^2 + \xi R \right] h + i \left[ i \Box_{\mu} \gamma^\mu - m_i \right] t
+ W^- \left[ \Box g^{\mu \nu} + \left( \frac{1}{\zeta_W} - 1 \right) \nabla^\mu \nabla^\nu + m_W^2 g^{\mu \nu} + R^{\mu \nu} \right] W^-
+ \frac{1}{2} Z^0 \left[ \Box g^{\mu \nu} + \left( \frac{1}{\zeta_Z} - 1 \right) \nabla^\mu \nabla^\nu + m_Z^2 g^{\mu \nu} + R^{\mu \nu} \right] Z^0
- \frac{1}{2} \sum_{a=1,2} \chi^a \left[ \Box + \zeta_W m_W^2 + m_\chi^2 + \xi R \right] \chi^a - \frac{1}{2} \chi^3 \left[ \Box + \zeta_Z m_Z^2 + m_\chi^2 + \xi R \right] \chi^3
- \sum_{a=1,2} c^a \left[ \Box + \zeta_W m_W^2 \right] c^a - c^3 \left[ \Box + \zeta_Z m_Z^2 \right] c^3 + \cdots,
\]

where we have chosen separate gauge fixing parameters for the \( W^\pm \) and \( Z^0 \) contributions
and defined the mass parameters

\[
m_h^2 = -m^2 + 3\lambda \varphi^2, \quad m_i^2 = \frac{y_i^2}{2} \varphi^2, \quad m_W^2 = \frac{g^2}{4} \varphi^2,
m_Z^2 = \frac{g^2 + (g')^2}{4} \varphi^2, \quad m_\chi^2 = -m^2 + \lambda \varphi^2.
\]

For an intermediate result we use the steps shown in (3.1), (3.2) and (3.3) of section 3
to write (4.11) in terms of tracelogs that are calculable with the heat kernel technology.
Explicitly this gives

\[
V_{\text{SM}}^{(1)} (\varphi) = -\frac{i}{2} \text{Tr log} \left[ \Box + m_h^2 + \xi R \right] + \frac{i}{2} \text{Tr log} \left[ \Box + m_i^2 + R/4 \right]
- i \text{Tr log} \left[ \Box g_{\mu \nu} + m_W^2 g_{\mu \nu} + R_{\mu \nu} \right] + i \text{Tr log} \left[ \Box + m_W^2 \right]
- \frac{i}{2} \text{Tr log} \left[ \Box g_{\mu \nu} + m_Z^2 g_{\mu \nu} + R_{\mu \nu} \right] + \frac{i}{2} \text{Tr log} \left[ \Box + m_Z^2 \right]
- i \text{Tr log} \left[ \Box + \zeta_W m_W^2 + m_\chi^2 + \xi R \right] - \frac{i}{2} \text{Tr log} \left[ \Box + \zeta_Z m_Z^2 + m_\chi^2 + \xi R \right]
+ i \text{Tr log} \left[ \Box + \zeta_W m_W^2 \right] + \frac{i}{2} \text{Tr log} \left[ \Box + \zeta_Z m_Z^2 \right] + \cdots,
\]

\(^4\)with the usual mass eigenstates

\[
W^\pm_\mu = \frac{1}{\sqrt{2}} (A^\mu_1 \pm i A^\mu_2) ; \quad Z^0_\mu = \frac{1}{\sqrt{g^2 + (g')^2}} (g A^3_\mu - g' A^\mu) .
\]
where the definitions for the mass parameters can be found in (4.12). Note that the \( \zeta \)-dependent mass terms given by (3.33) for the \( W^\pm_\mu \) and \( Z^0_\mu \) fields have been canceled by the ghost contribution.

It proves convenient to split (4.13) into scalar, fermion and gauge contributions as

\[
V^{(1)}_{\text{SM}}(\varphi) = V^{(1)}_{\text{SM}}(\varphi)_{\text{scalar}} + V^{(1)}_{\text{SM}}(\varphi)_{\text{fermion}} + V^{(1)}_{\text{SM}}(\varphi)_{\text{gauge}}.
\]

Collecting all the scalar pieces and using (3.13) along with section 3.1 one gets

\[
V^{(1)}_{\text{SM}}(\varphi)_{\text{scalar}} = \sum_{s = \text{scalars}} \frac{n_s}{64\pi^2} \left[ M_s^4 \left( \log \frac{|M_s^2|}{\mu^2} - \frac{3}{2} \right) + 2 a_{2,s} \log \frac{|M_s^2|}{\mu^2} \right],
\]

which specifically for the Lagrangian in (4.1) contains the expressions

\[
\begin{align*}
h; & \quad n_h = +1, \quad M_h^2 = m_h^2 + \left( \xi - \frac{1}{6} \right) R, \\
W^\pm; & \quad n_{W,s} = -2, \quad M_{W,s}^2 = m_W^2 - \frac{R}{6}, \\
Z^0; & \quad n_{Z,s} = -1, \quad M_{Z,s}^2 = m_Z^2 - \frac{R}{6}, \\
\chi^1,\chi^2; & \quad n_{\chi,W} = +2, \quad M_{\chi,W}^2 = \zeta W m_W^2 + m_\chi^2 - \frac{R}{6}, \\
\chi^3; & \quad n_{\chi,Z} = +1, \quad M_{\chi,Z}^2 = \zeta Z m_Z^2 + m_\chi^2 - \frac{R}{6}, \\
c^1,c^2; & \quad n_{c,W} = -2, \quad M_{c,W}^2 = \zeta W m_W^2 - \frac{R}{6}, \\
c^3; & \quad n_{c,Z} = -1, \quad M_{c,Z}^2 = \zeta Z m_Z^2 - \frac{R}{6},
\end{align*}
\]

with the \( a_{2,s} \) given by (3.18).

The contribution from the top quark is straightforward to express via (3.13) with the help of section 3.2

\[
V^{(1)}_{\text{SM}}(\varphi)_{\text{fermion},t} = -\frac{1}{64\pi^2} \left( 4 \text{tr}\{\mathbb{1}_{\text{Group}}\} M_t^4 \left( \log \frac{|M_t^2|}{\mu^2} - \frac{3}{2} \right) + 2 \text{tr}\{a_{2,f}\} \log \frac{|M_t^2|}{\mu^2} \right),
\]

where we have explicitly calculated the trace over Dirac indices, the effective mass can be found in (3.23), \( \text{tr}\{a_{2,f}\} \) is given by (3.25) and due to color in the SM \( \text{tr}\{\mathbb{1}_{\text{Group}}\} = 3 \) for the top quark (\( \text{tr}\{\mathbb{1}_{\text{Group}}\} = 1 \) for leptons).

Finally we can address the contributions coming from gauge fields that have non-trivial structure in terms of spacetime/Lorentz indices. Unsurprisingly, this is the most complicated piece, which we can evaluate with the help of section 3.3:

\[
V^{(1)}_{\text{SM}}(\varphi)_{\text{gauge}} \equiv V^{(1)}_{\text{SM}}(\varphi)_{\text{gauge},W} + V^{(1)}_{\text{SM}}(\varphi)_{\text{gauge},Z} + \cdots
\]

\[
= \frac{2}{64\pi^2} \left[ (M_W^2)_{\alpha}^{\beta} (M_W^2)_{\beta}^{\alpha} \left( \log \frac{|(M_W^2)_{\nu}^{\alpha}|}{\mu^2} - g_{\nu}^{\alpha} \frac{3}{2} \right) + 2 (a_{2,g})_{\alpha}^{\beta} \log \frac{|(M_W^2)_{\nu}^{\alpha}|}{\mu^2} \right].
\]
\[ + \frac{1}{64\pi^2} \left[ (M_Z^2)_\alpha^\beta (M_Z^2)_\beta^\nu \left( \log \left( \frac{|(M_Z^2)_\nu^\alpha|}{\mu^2} \right) - g_\nu^\alpha \frac{3}{2} \right) + 2(a_{2g})_\alpha^\beta \log \left( \frac{|(M_Z^2)_{\beta^\alpha}|}{\mu^2} \right) \right] + \cdots, \tag{4.18} \]

where \((M_Z^2)^{\mu\nu}\) and \((M_W^2)^{\mu\nu}\) can be found from (3.33) and \((a_{2g})^\alpha_\beta\) from (3.35). The reason we have left in the divergent renormalization scales (3.15) in (4.18) is that since the trace depends on the dimensions of spacetime, we must not choose \(n = 4\) before explicitly calculating it. Due to the presence of the logarithm with Lorentz indices in general the above is a fairly non-trivial expression. However, when one limits to the case with only diagonal elements in \(R^{\mu\nu}\) such as FLRW the sums can be explicitly performed. For example for the piece coming from \(Z_0^0\) in the FLRW case we can then write

\[
V_{SM}^{(1)}(\varphi, g)_{\text{gauge}} = \frac{1}{64\pi^2} \left[ (M_Z^2)_0^0 (M_Z^2)_0^0 \left( \log \left( \frac{|(M_Z^2)_0^0|}{\mu^2} \right) - \frac{3}{2} \right) + 2(a_{2g})_0^0 \log \left( \frac{|(M_Z^2)_0^0|}{\mu^2} \right) \right] + \frac{3}{64\pi^2} \left[ (M_Z^2)_i^i (M_Z^2)_i^i \left( \log \left( \frac{|(M_Z^2)_i^i|}{\mu^2} \right) - \frac{5}{6} \right) + 2(a_{2g})_i^i \log \left( \frac{|(M_Z^2)_i^i|}{\mu^2} \right) \right], \tag{4.19} \]

where very importantly there is no sum over the repeated spatial indices denoted with "\(\cdot\)"

As we did for scalars and fermions, also for the gauge fields our renormalization prescription is such that the result coincides with the standard parametrization in the flat space limit (see e.g. [93]). The remaining \(W^\pm_{\nu}\) piece may be obtained in a similar fashion.

With (4.15), (4.17) and (4.18) we have shown the calculation for the full 1-loop result including all contributions contained in the Lagrangian given in (4.1). As is apparent from (4.15), (4.17) and (4.18) the generalization to include the complete SM is straightforward as is adding degrees of freedom beyond the SM. For an explicit example, see section 5.

### 4.1 The \(\beta\)-functions

By following the procedures we introduced for the simple scalar field model in section 2.3 we can now derive all the \(\beta\)-functions of the SM in curved spacetime. This includes the well-known \(\beta\)-functions that can be calculated in flat space and can be found from standard references, see for example [6, 7, 89, 93], and the ones connected to the dynamics of a curved spacetime. The \(\beta\)s that are relevant in curved spacetime are defined by the operators in the purely gravitational part of the action (2.2) and the non-minimal term proportional to \(\xi\).

With the help of formulae from section 3 we can use the 1-loop approximation to the Callan-Symanzik equation (2.25) and the SM anomalous dimension [95]

\[
\gamma = \frac{1}{16\pi^2} \left[ Y_2 - \frac{9g^2}{4} - \frac{3(g')^2}{4} - \zeta W g^2 - \zeta Z^\frac{1}{4} \left( g^2 + (g')^2 \right) \right], \tag{4.20} \]

to write the gravitational \(\beta\)-functions

\[
16\pi^2 \beta_\xi = \left( \xi - \frac{1}{6} \right) \left[ 12 \lambda + 2Y_2 - \frac{3(g')^2}{2} - \frac{9g^2}{2} \right] \tag{4.21} \]

\(^5\)The factor of 5/6 in the second line of (4.19) is the result of the interplay between the pole \(\propto (4 - n)^{-1}\) and the \((n - 1)\)-contribution from the trace.
\[ 16\pi^2 \beta_{V_{\lambda}} = 2m^4 \]  
\[ 16\pi^2 \beta_{\lambda} = 4m^2 \left( \xi - \frac{1}{6} \right), \]  
\[ 16\pi^2 \beta_{\alpha_1} = 2\xi^2 - \frac{2\xi}{3} - \frac{277}{144}, \]  
\[ 16\pi^2 \beta_{\alpha_2} = \frac{571}{90}, \]  
\[ 16\pi^2 \beta_{\alpha_3} = -\frac{293}{720}, \]  

with
\[ Y_2 \equiv 3(y_u^2 + y_d^2 + y_e^2) + 3(y_u^2 + y_d^2 + y_d^2) + (y_e^2 + y_e^2 + y_e^2), \]
\[ Y_4 \equiv 3(y_u^4 + y_d^4 + y_e^4) + 3(y_u^2 + y_d^2 + y_d^2) + (y_e^2 + y_e^2 + y_e^2). \]  

We emphasize that (4.21)–(4.26) include the contributions from the entire SM and are exhaustive in terms of the generated operators.\(^6\)

The other one-loop SM \( \beta \)-functions are given by, for example [7, 89]. Since there are curvature dependent loop corrections for all the fermions in the theory, it is not necessarily correct to ignore the light fermions, so we include the running of all the Yukawa couplings. These can be found in [96, 97] for example,
\[ 16\pi^2 \beta_{y_l} = y_l \left[ \frac{3}{2} (y_l^2 - y_l^2) + Y_2 \right] - \frac{17}{12} (g')^2 + \frac{9}{4} g^2 + 8g_3^2, \]  
\[ 16\pi^2 \beta_{y_b} = y_b \left[ \frac{3}{2} (y_b^2 - y_b^2) + Y_2 \right] - \frac{5}{12} (g')^2 + \frac{9}{4} g^2 + 8g_3^2, \]  
\[ 16\pi^2 \beta_{y_t} = y_t \left[ \frac{3}{2} (y_t^2 - y_t^2) + Y_2 \right] - \frac{45}{12} (g')^2 + \frac{9}{4} g^2, \]  
\[ 16\pi^2 \beta_{\lambda} = 24\lambda^2 - 3\lambda ((g')^2 + 3g^2) + \frac{3}{4} \left( \frac{1}{2} (g')^4 + (g')^2 g^2 + \frac{3}{2} g^4 \right) + 4Y_2 \lambda - 2Y_4, \]  
\[ 16\pi^2 \beta_{m^2} = m^2 \left[ 12\lambda - \frac{3}{2} (g')^2 - \frac{9}{2} g^2 + 2Y_2 \right], \]  
\[ 16\pi^2 \beta_{g'} = \frac{41}{6} (g')^3, \quad 16\pi^2 \beta_{g} = -\frac{19}{6} g^3, \quad 16\pi^2 \beta_{g_3} = -7g_3^4, \]

where \( \beta_{y_l} \) is the lepton beta function for \( l = e, \mu, \tau \). For reference, the beta functions are defined as \( \beta_X \equiv \mu (dX/d\mu) \), \( g' \) is the U(1) coupling, \( g \) is the SU(2) coupling, and \( g_3 \) the SU(3) coupling. Beta functions for the other generations of fermions can be obtained from eqs. (4.28) and (4.29) by substituting \( y_l \rightarrow y_u, y_e \) and \( y_b \rightarrow y_d, y_s \), leaving the gauge couplings and \( Y_2 \) the same.

In principle also the gauge parameters \( \zeta_2 \) and \( \zeta_W \) would run according to their respective \( \beta \)-functions. Their running is however not relevant for a one loop calculation: the \( \zeta \)'s only enter in the loop correcting and do not couple to other one loop \( \beta \)-functions making the running a two loop effect and with no loss of generality one may treat them as constant, which will be our choice.

\(^6\)The particle content of the SM may be found from tables 1 and 2.
Recall that our computation gives the UV limit of the effective potential.

The precise matching relationships between pole masses and $\overline{\text{MS}}$ parameters found in [7], supplemented with one-loop results for the remaining fermions in the theory [98]. Unless otherwise stated, we used top quark and Higgs boson pole masses of $M_t = 173.34 \text{ GeV}$ and $M_h = 125.15 \text{ GeV}$ respectively, with other pole masses found in [99].

### 5 A case study: the SM in de Sitter space

The general results derived above using the heat kernel method hold for an arbitrary curved spacetime. As a specific example, we apply them in the de Sitter space where

$$R = 12H^2, \quad R_{\mu\nu}R^{\mu\nu} = 36H^4, \quad R_{\mu\nu\delta\eta}R^{\mu\nu\delta\eta} = 24H^4, \quad (5.1)$$

and the Hubble rate $H$ is constant.

Substituting these into the expressions derived in sections 3 and 4, we find that the 1-loop contribution to the effective potential of the SM Higgs in the $\overline{\text{MS}}$ scheme, including the complete set of quarks and leptons as well as the photon and the gluons, is given by

$$V_{\text{SM}}^{(1)}(\varphi) = \frac{1}{64\pi^2} \sum_{i=1}^{31} n_i M_i^4 \left[ \log \left( \frac{|M_i^2|}{\mu^2} \right) - d_i \right] + n_i' H^4 \log \left( \frac{|M_i'|^2}{\mu^2} \right), \quad (5.2)$$

where the inputs can be read from tables 1 and 2. They are split as the degrees of freedom that directly couple to the Higgs in table 1 and degrees of freedom that do not in table 2. Recall that our computation gives the UV limit of the effective potential.

A generic expression for $M_i^2$ is thus a function of the form $M_i^2(\varphi_{cl}, \mu) = \kappa_i(\mu) \frac{Z_i(M_0)}{Z_i(\mu)} \varphi_{cl}^2 - \kappa_i'(\mu) + \theta_i(\mu) H^2$, where the coupling-dependent $\kappa_i, \kappa_i', \theta_i$ can be read from tables 1 and 2.
using field-dependent masses for all the Standard Model particles. The one-loop effective potential with running couplings is then given by

\[
V_{\text{SM}}^{RGI}(\varphi(\mu)) = -\frac{1}{2} m^2(\mu) \varphi^2(\mu) + \frac{\xi(\mu)}{2} R \varphi^2(\mu) + \frac{\lambda(\mu)}{4} \varphi^4(\mu) + V_{\Lambda}(\mu) - 12 \kappa(\mu) H^2 + \alpha(\mu) H^4
+ \frac{1}{64\pi^2} \sum_{i=1}^{31} \left\{ n_i M_i^2(\mu) \left[ \log \left( \frac{|M_i^2(\mu)|}{\mu^2} \right) - d_i \right] + n_i' H^4 \log \left( \frac{|M_i^2(\mu)|}{\mu^2} \right) \right\}. \tag{5.3}
\]

The different gravitational terms \( \alpha_1 R^2, \alpha_2 R_{\mu\nu} R^{\mu\nu}, \alpha_3 R_{\mu\nu\delta\sigma} R^{\mu\nu\delta\sigma} \) in (2.2) have combined to a single term \( \alpha(\mu) H^4 \) due to the de Sitter relations (5.1). The \( \beta \) function of the coupling \( \alpha \) is determined by using eqs. (4.24)–(4.26) which yield

\[
\beta_\alpha = \frac{1}{16\pi^2} \left[ 288 \xi^2 - 96 \xi - \frac{1751}{30} \right]. \tag{5.4}
\]

All other \( \beta \) functions are directly given in section 4.1.

The renormalization group improved potential is found by numerically solving for the full set of \( \beta \) functions and substituting the results into (2.2). We use a modification of a method recently employed by two of the authors in [29, 100]. Briefly, this method consists of computing the running of the couplings at a set of discrete points, and using these to construct a \( C_1 \) continuous interpolating piecewise polynomial to describe the running in logarithmic space. This results in function \( g_i(\mu) \) for the couplings, and together with a scale choice \( \mu(\varphi) \), gives a numerical expression for the potential. The final expression is then:

\[
V_{\text{SM}}^{RGI}(\varphi(\mu)) = \frac{1}{2} \left[ -m^2(\mu(\varphi)) + \xi(\mu(\varphi)) R \right] \frac{Z(\mu)}{Z(\mu(\varphi))} \varphi^2(\mu) \varphi^2(\mu) \varphi^2(\mu)
+ \frac{\lambda(\mu(\varphi))}{4} \frac{Z^2(\mu)}{Z^2(\mu(\varphi))} \varphi^4(\mu) + V_{\Lambda}(\mu(\varphi)) - 12 \kappa(\mu(\varphi)) H^2 + \alpha(\mu(\varphi)) H^4
+ \frac{1}{64\pi^2} \sum_{i=1}^{31} \left\{ n_i M_i^2(\mu(\varphi)) \left[ \log \left( \frac{|M_i^2(\mu(\varphi))|}{\mu^2(\mu(\varphi))} \right) - d_i \right] + n_i' H^4 \log \left( \frac{|M_i^2(\mu(\varphi))|}{\mu^2(\mu(\varphi))} \right) \right\}, \tag{5.5}
\]

where \( M_i^2(\varphi(\mu)) = M_i(\varphi(\mu), \mu(\varphi)) \) is the relevant mass-term defined at scale \( \mu(\varphi) \), \( \varphi(\mu(\varphi)) = \varphi(M_i) \) is the field evaluated at the electroweak scale, and \( \alpha = 144\alpha_1 + 36\alpha_2 + 24\alpha_3 \).

| \( \Psi \) | \( i \) | \( n_i \) | \( d_i \) | \( n_i' \) | \( M_i^2 \) |
|---|---|---|---|---|---|
| \( \gamma \) | 21 | 1 | 3/2 | -17/15 | \( H^2 \) |
| 22 | 3 | 5/6 | -17/5 | \( H^2 \) |
| 23 | -1 | 3/2 | 2/15 | -2\( H^2 \) |
| \( g \) | 24 | 8 | 3/2 | -136/15 | \( H^2 \) |
| 25 | 24 | 5/6 | -136/5 | \( H^2 \) |
| 26 | -8 | 3/2 | 16/15 | -2\( H^2 \) |
| \( \nu \) | 27 – 29 | -2 | 3/2 | 19/15 | \( H^2 \) |
| \( c_{\gamma} \) | 30 | -1 | 3/2 | 2/15 | -2\( H^2 \) |
| \( c_g \) | 31 | -8 | 3/2 | 16/15 | -2\( H^2 \) |

Table 2. Contributions to the effective potential (5.2) that do not to couple to the Higgs at tree-level. \( \Psi \) stands for the photon \( \gamma \), the 8 gluons \( g \), the 3 neutrinos \( \nu \) and the ghosts \( c_{\gamma} \) and \( c_g \).
Figure 1. Two solutions of eq. (5.6) for a range of \( \varphi_{cl} \), and two different values of \( \xi_{EW} \) and \( H \). A ‘best fit’ choice as in eq. (5.7) is also plotted, along-side the \( \mu = \varphi \) choice. Left: \( \xi_{EW} = \xi(M_t) = 1/6, H = 10^9 \) GeV, \( a = 0.0215 \) and \( b = 0.0203 \). Right: \( \xi_{EW} = \xi(M_t) = -1, H = 10^9 \) GeV, \( a = 0.0414 \), \( b = 0.4332 \). Large crosses denote points where the log contributions of the dominant fields, \( W, Z, \varphi, t, \) all satisfy \( \log \frac{M^2}{\mu^2} < 5 \), small dots where this is not true.

5.1 Scale choice

The renormalisation group improvement procedure discussed in section 2.3 consists of choosing the renormalisation scale in such a way that the loop correction vanishes. Applying the same method to the full SM case amounts to setting \( \mu = \mu_\ast \) given by the condition

\[
\sum_{i=1}^{31} \left[ n_i \mathcal{M}_i^4(\mu_\ast, \varphi) \left( \log \left( \frac{\mathcal{M}_i^2(\mu_\ast, \varphi)}{\mu_\ast^2} \right) - d_i \right) + n_i' H^4 \log \left( \frac{\mathcal{M}_i^2(\mu_\ast, \varphi)}{\mu_\ast^2} \right) \right] = 0 \tag{5.6}
\]

However, unlike in the simple scalar theory of section 2.3, this equation may now have several solutions as it contains multiple terms with different mass scales \( \mathcal{M}_i \). This is illustrated in figure 1 which shows two solutions of eq. (5.6). The individual logarithms \( \mathcal{M}_i^4 \log(\mathcal{M}_i^2/\mu^2) \) are not necessarily small for all solutions. Therefore, eq. (5.6) alone is not enough to ensure convergence of the one-loop effective potential which is accurate up to log squared corrections, such as \( \mathcal{O}((y_t/16\pi^2)^2) \mathcal{M}_i^4 \log^2(\mathcal{M}_i^2/\mu^2) \). Figure 1 also shows the range where the dominant log contributions are small for each solution. Outside this range the logs grow large and using \( \mu_\ast \) given by eq. (5.6) does not give a reliable result. This is demonstrated in figure 2 which shows the effective potentials computed for the two different solutions of eq. (5.6).
We could accompany eq. (5.6) with the additional condition that the individual logarithms $\mathcal{M}_i^4 \log(\mathcal{M}_i^2/\mu^2)$ remain small. However, there are two problems with this procedure. First, it is not always possible to find any solution $\mu_*$ for which the logs are small while eq. (5.6) is satisfied exactly. Second, even when such a solution exists, it may not give a continuous potential over the whole range of $\varphi_{cl}$.

To obtain a continuous potential, one has to relax the requirement that the one loop correction vanishes completely, and instead choose the renormalization scale in a continuous way so that the loop correction remains small albeit non-zero. A simple scale choice that approximatively achieves this is

$$\mu^2 = a\varphi_{cl}^2 + bR,$$

where

$$\varphi_{cl} = \varphi(M_t).$$

There are several ways to determine the constants $a, b$, for example as the best fit values that interpolate between the different solutions of eq. (5.6), or chosen to minimise the size of the logarithm terms in the potential. A similar choice without the numerical fitting was used in [19, 40]. The scale choice (5.7) is dominated by the curvature $R$ for small $\varphi$ and by the field for large $\varphi$ and can therefore minimize loop terms of type $\log(\mathcal{M}_i^2/\mu^2)$ where $\mathcal{M}_i^2$ is a sum of $R$ and $\varphi$ dependent entries. This works well if the effective potential does not depend too strongly on the scale $\mu$ across the relevant range. As an example, we plot in figure 3 the effective potential $V(\varphi, \mu)$ for different $\mu$ at constant $\varphi, H = 10^9 \text{GeV}$ and $\xi = 1/6$. If the scale is well chosen, then it should lie in a relatively flat region of the resulting curve. It is noticed that the renormalization scale can drastically change $V(\varphi, \mu)$ if $\varphi$ is close to the barrier. This is perhaps unsurprising, as the potential rapidly changes from positive to negative values there.

### 5.2 Potential

To consider a wide range of possible scenarios, we plot in figures 4 to 6 the potential as a function of the “classical” field $\varphi_{cl}$. We also plot the potential in units of the instability scale $\mu_{\text{inst}}$, defined as the renormalisation scale at which $\lambda(\mu_{\text{inst}}) = 0$, rather than in units of GeV. The reason for this is that the instability scale given by the one-loop calculation ($\mu_{\text{inst}} = 9.45 \times 10^7 \text{GeV}$) is quite different from the more accurate three-loop value ($\mu_{\text{inst}} = 6.59 \times 10^9 \text{GeV}$) (computed using 3 loop running of the Standard Model beta functions, see for example [101]), and this is reflected in the scale of the corresponding potentials. Expressing the potential in units of $\mu_{\text{inst}}$ should therefore allow a more meaningful comparison and more reliable physical conclusions.

In figures 4, 5, 6, we show the effective potential for a range of different Hubble rates, $H$, and non-minimal couplings $\xi_{EW} = \xi(\mu = M_t)$ (as evaluated at the electroweak scale). The scale $\mu$ is chosen to be eq. (5.7), in order to give a continuous potential for all $\varphi$. There are various ways of picking the coefficients $a$ and $b$; in the case of the potentials plotted in figures 4, 5, 6, we choose $a$ and $b$ such that a weighted sum of the squares of the logs,

$$S = \frac{\sum_i \mathcal{M}_i^4 \log(\mathcal{M}_i^2/\mu^2)^2}{\sum_i \mathcal{M}_i^4},$$

is minimized at both a small scale ($\varphi_{cl} = M_t$) and a large scale ($\varphi_{cl} = M_P$).
Figure 2. RGI Potentials associated to solution 1 and solution 2 for $\xi_{\text{EW}} = -1, H = 10^6$ GeV, from figure 1. Note that solution 1 is completely unstable, while solution 2 possesses a barrier. The scale $\mu_{\text{inst}}$ is the renormalization scale at which $\lambda(\mu_{\text{inst}}) = 0$.

Figure 3. Renormalisation scale dependence of the approximated effective potential for $H = 10^9$ GeV and $\xi_{\text{EW}} = 1/6$. For most values of $\varphi_{\text{cl}}$, the potential does not vary considerably. The exception is in the vicinity of the barrier, where changing $\mu$ can rapidly shift the potential from positive to negative values, since it moves around the zero of the potential.

Notice that for negative $\xi$, sufficiently large $H$ erases the barrier altogether. For positive $\xi$, the opposite occurs: larger $H$ raises the height of the barrier. The case of $\xi = 0$ at the electroweak scale is effectively the same as a negative $\xi$ scenario, because the coupling runs to negative values at scales above the electroweak scale, and the potential is evaluated at $\mu^2 = bR$ for small $\varphi_{\text{cl}}$ (thus, unless $R = 0$, the relevant scale is never the electroweak scale for any $\varphi_{\text{cl}}$, and so $\xi < 0$ everywhere).
Figure 4. Example RGI potentials for $\xi_{EW} = -1$, in units of $\mu_{\text{inst}}$ defined by $\lambda(\mu_{\text{inst}}) = 0$.

Figure 5. Example RGI potentials for $\xi_{EW} = 0$, in units of $\mu_{\text{inst}}$ defined by $\lambda(\mu_{\text{inst}}) = 0$.

5.3 Gauge dependence

The gauge dependence of the instability scale for the SM in flat space was recently investigated in [95, 102–104].

It is well known that the stationary points of the effective potential for a gauge theory are independent of the gauge, even if the potential is not. This is described by the Nielsen identity for the effective potential [105]

$$\frac{\partial V_{\text{eff}}^{\text{SM}}(\varphi)}{\partial \zeta} = C(\varphi, \zeta) \frac{\partial V_{\text{eff}}^{\text{SM}}(\varphi)}{\partial \varphi}.$$  \hspace{1cm} (5.10)
Figure 6. Example RGI potentials for $\xi_{EW} = 1/6$, in units of $\mu_{\text{inst}}$ defined by $\lambda(\mu_{\text{inst}}) = 0$.

From the above it trivially follows that at extremal points the effective potential is gauge independent. In flat space this fact ensures that vacuum decay rates are gauge independent quantities [106] and the same can be seen for the Hawking-Moss instanton in de Sitter space, since it’s action depends only on the height of the barrier (see section 5.4).

The Nielsen identity, however, only applies to the RGI effective potential up to the order of truncation, and therefore it is important to check how much its extremal points depend on the gauge choice. In figure 7 we plot the potential for different choices of the gauge parameter. This shows that across a reasonably large parameter space for the gauge parameters $\zeta_W, \zeta_Z$, the height of the potential barrier stays roughly the same (outside this parameter range, a numerical instability related to choosing the scale that sets the sum of the quantum corrections was encountered). Figure 7, computed with the ‘physical’ (smallest log) solution, also shows that unlike the extrema, the scale at which the potential turns over to negative values is sensitive to the gauge parameter, due in most part to the gauge dependence of the anomalous dimension.

5.4 Implications for vacuum stability

Stability of the vacuum during inflation depends on two factors: the nucleation of true vacuum bubbles, and the expansion of space-time. This issue has been considered, for example, by [25, 26, 30]. Here, we will present a simplified analysis based on the Hawking-Moss instanton. This neglects some potentially important effects: see [25] for a discussion of this. Note also that below a certain critical Hubble rate, Coleman de Luccia (CdL) bounces are expected to dominate [107, 108].

The decay rate predicted by Hawking-Moss instantons is of the form

$$\Gamma = cH^4 \exp(-B_{\text{HM}}),$$

(5.11)
Figure 7. Gauge dependence of the potential for $H = 10^6$ GeV and $\xi_{EW} = 0$. The extremal should be gauge-independent and our one-loop approximation satisfies this condition relatively well. Y-axis is scaled as $y = \text{sign}(x) \log(1 + |x|)$, which is logarithmic for large positive and negative values - this causes the sharp apparent change across zero.

where $c$ is an $O(1)$ constant, and the prefactor is proportional to $H^4$ on dimensional grounds. The decay exponent, $B_{\text{HM}}$, is given by [109], including non-minimal coupling, by

$$B_{\text{HM}} = 24\pi^2 M_p^2 \left[ \frac{1}{V_0(\varphi_0)} \left( 1 - \frac{\xi \varphi_0^2}{M_p^2} \right)^2 - \frac{1}{V_0(\varphi_{\text{HM}})} \left( 1 - \frac{\xi \varphi_{\text{HM}}^2}{M_p^2} \right)^2 \right]. \quad (5.12)$$

Here $\varphi_0$ is the false vacuum field value, $\varphi_{\text{HM}}$ the top of the barrier, and $V_0$ represents the effective potential without the $\frac{1}{2} \xi \varphi^2 R$ non-minimal coupling term. This result includes the effect of gravitational backreaction of the Hawking-Moss solution, and can be seen most easily in the Einstein frame, where the potential takes the form [110]

$$\tilde{V}(\tilde{\varphi}) = \frac{V_0(\varphi(\tilde{\varphi}))}{\left( 1 - \frac{\xi \varphi^2}{M_p^2} \right)^7}. \quad (5.13)$$

$\tilde{V}$ and $\tilde{\varphi}$ are the canonical Einstein frame potential and field, respectively. Thus in the Einstein frame, eq. (5.12) is just the usual Hawking-Moss formula. Generically, the action of an $O(4)$ symmetric bounce solution is given by

$$S = 2\pi^2 \int_0^{r_{\text{max}}} \! dr a^3(r) \left[ \frac{1}{2} \dot{\varphi}^2 + V_0(\varphi) - \frac{M_p^2}{2} \left( 1 - \frac{\xi \varphi^2}{M_p^2} \right) R \right], \quad (5.14)$$

where $a(r)$ is the scale factor in the Euclidean metric, $ds^2 = dr^2 + a^2(r) d\Omega_3^2$ and $r$ is a (Euclidean) radial co-ordinate. Using eq. (5.14) we can compute $B_{\text{HM}}$ of the Hawking-Moss

\footnote{A proper analysis would involve computing the full functional determinant [107]; the precise pre-factor, however, will not matter much due to the exponential dependence on $B_{\text{HM}}$.}
instanton in the limit where $R$ is fixed - the so called ‘fixed background approximation’. This is given by

$$ B_{HM} = \frac{8\pi^2 \Delta V_\xi(\varphi_{HM})}{3H^4}, \quad (5.15) $$

where $H$ is the Hubble rate, $R = 12H^2$, and

$$ \Delta V_\xi(\varphi) = V_0(\varphi) + \frac{\xi}{2} \varphi^2 R - V_0(\varphi_{fv}) - \frac{\xi}{2} \varphi_{fv}^2. \quad (5.16) $$

This means that $B_{HM}$ is proportional to the difference in Height between the top of the barrier and the false vacuum, with the potential evaluated in the Jordan frame and including the $\frac{1}{2} \xi \varphi^2 R$ term as if it were part of the potential.

Stability during inflation requires that the probability of decay is sufficiently low that the expected number of separate causal regions in which a bubble was nucleated in our past light-cone, is fewer than 1. The survival of a single causal region that decayed to the false vacuum could potentially destabilize the universe if it were to then continue expanding after inflation ended.\(^8\) If $N$ e-folds of inflation are visible, there are approximately $e^{3N}$ such causal regions, and so the number that decayed during inflation is

$$ n_{\text{decayed}} = e^{3N} p(N, 1), \quad (5.17) $$

where $p(N, 1)$ is the probability of a single causal region decaying after $N$ e-folds of inflation. Note that a bubble forming during inflation always expands to fill the causal region (1 Hubble volume) that it fills [26], but can expand no further because the expansion of space-time out-paces the bubble wall, that can only move at causal velocities. The probability per unit time that a bubble forms within a Hubble volume during inflation is given by

$$ \gamma = V_{\text{Hubble}} e^{H^4} e^{-B_{HM}} = \frac{4\pi e}{3} H e^{-B_{HM}}. \quad (5.18) $$

Thus, the probability of decaying between e-folds $N_1$ and $N_2$ is

$$ p(N_2, N_1) = \frac{4\pi e}{3} \int_{t_1}^{t_2} dt H e^{-B_{HM}} = k \int_{N_1}^{N_2} \frac{dN}{N} e^{-B_{HM}}. \quad (5.19) $$

Where $\frac{dN}{N} = H dt$, and $N$ is the number of e-folds. $k$ is an unknown $O(1)$ factor. For constant Hubble rate, which we will assume here for simplicity, this means

$$ n_{\text{decayed}} = k \log(N) \exp \left( 3N - \frac{8\pi^2 \Delta V_\xi(\varphi_{HM})}{3H^4} \right). \quad (5.20) $$

The condition $n_{\text{decayed}} < 1$ then translates to

$$ H < A \Delta V_\xi(\varphi_{HM})^{\frac{1}{2}}, \quad (5.21) $$

\(^8\) Though it is unclear precisely what would happen to such a bubble that started expanding during inflation, only for inflation to end, as opposed to a bubble forming in flat space - here we will assume that it expands and envelops the whole spacetime.
Figure 8. Stability analysis for $M_t = 173.34\,\text{GeV}$, $M_h = 125.15\,\text{GeV}$. The red region has on average more than one bubble nucleation event within the observable universe during inflation, while the green region has less than one such event. $\mu_{\text{inst}}$ is defined as the renormalization scale (in flat space) at which $\lambda(\mu_{\text{inst}}) = 0$.

where

$$A = \left[ \frac{8\pi^2}{3(\log k + \log \log N + 3N)} \right]^{1/4} = 0.617 \pm 0.004,$$

(5.22)

for $N = 60$ e-folds and the uncertainty given by assuming $10^{-2} < k < 10^3$, illustrating the weak dependence on $k$. We apply this condition to the potential computed in this paper, using the solution of eq. (5.6) with smallest logs at the top of the barrier, for a range of $\xi$ and $H$ - the results are plotted in figure 8. We have also checked that this stability analysis is not affected by using a different scale choice, such as $\mu^2 = a\varphi^2_{\text{cl}} + bR$: this produced virtually identical results to figure 8.

The condition (5.21) is of the same form but slightly stronger than the bound used in [19], $\frac{8\pi^2 V(\phi)}{3H^2} > 1$ which corresponds to $A = (8\pi^2/3)^{1/4} \approx 2.26$. As discussed in refs. [25, 26, 30, 100], the bound could be improved further by accounting for possibility for the field to flow back across the barrier due to evolution during inflation and by including the possible impact of CdL solutions.

The effect of changing the top mass at constant $H$ is shown in figure 9. Together these plots illustrate that even for Hubble rates somewhat below the instability scale (defined by $\lambda(\mu_{\text{inst}}) = 0$), negative $\xi$ can quickly destabilize the potential. Note also that because of the running of $\xi$, $\xi_{\text{EW}} = 0$ is qualitatively equivalent to having $\xi < 0$, since the non-minimal coupling runs to negative values at higher energies, and if the optimal scale choice is $\mu^2 \sim R$ for small $\varphi$, this means $\xi < 0$ for the whole range of the potential for any non-zero Hubble rate.
Figure 9. Plot of the boundary between stability and instability for different Hubble rates, and top masses. Note that $\mu_{\text{inst}}$ is defined by $\Lambda(\mu_{\text{inst}}) = 0$ using $m_t = 173.34 \text{ GeV}$ for comparison. Note that since the results in this paper use only 1-loop running, low values of $m_t$ can be unstable for values that would lead to an absolutely stable vacuum at 3-loops.

6 Conclusions

In this work we derived the renormalization group improved effective potential in curved spacetime for the SM Higgs including the complete SM particle content to one loop order in perturbation theory. Our calculation included the UV limit of the loop corrections and thus contains the universal contribution that must be shared by all quantum states possessing the coinciding UV divergent behavior. We also presented the complete set of $\beta$-functions for the SM to one loop order, including all operators that are generated in curved spacetime. As an application we investigated the behavior of the SM Higgs in de Sitter space in the context of electroweak vacuum instability.

Our use of the UV expansion means that the effective potential does not include infrared contributions, which can be large in the presence of light scalar fields. Locally the infrared contributions can always be absorbed into rescaling of background quantities and therefore do not affect our ultraviolet results. The global effects of these infrared modes can be studied by using the stochastic inflation approach [111] with the effective ultraviolet potential computed here as the input.

Broadly speaking our results highlight two important, and often overlooked, aspects that arise whenever quantum fields are investigated in situations for which the curvature of spacetime is non-negligible: the first is that the renormalization group running sees the energy scale set by the curvature of the background, a mechanism which we called curvature induced running. For cosmologically interesting cases where the field is a light spectator with respect to the Hubble rate, the curvature can give the dominant contribution to the renormalization group running. The second aspect is the generation of operators
invisible in flat space. In addition to the well-known non-minimal coupling there are 5 other operators (see (2.2)) generated via loops in curved spacetime. For the SM in curved spacetime the $\beta$-functions imply the generation of all such operators resulting in important modifications, as is apparent from the results of section 4.1. There is no compelling reason to assume similar contributions not to arise for theories beyond the SM, which can be studied by straightforward generalizations of our results.

The application to de Sitter space shows clearly the impact of making use of an effective potential calculated in curved spacetime. The standard procedure of optimizing the convergence of the loop expansion by an appropriate renormalization scale choice is made more complicated by the additional scale introduced by curvature. As we showed, even in the simple case of de Sitter space finding a physically motivated scale choice is non-trivial. Using the effective potential, we demonstrated for the SM that negative values of the non-minimal coupling are tightly constrained from below by the requirement of vacuum stability during inflation. Importantly, this is true even for inflationary scales well below the scale of instability and hence for low top mass values for which the instability occurs above the maximal inflationary scale allowed by the non-detection of a primordial tensor spectrum.
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