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1. Introduction

X-ray computed tomography images (CT) are widely used in radiotherapy planning because they provide electronic densities of tissues of interest which are mandatory to a correct dose computation. Furthermore, the good spatial resolution and soft/hard tissues contrast allow precise target delineation. In this context of dose calculation and delivery, two challenging problems regarding CT images and radiotherapy are addressed here. First, we present a new automated approach to respiratory motion prediction. Respiratory motion leads to artifacts in the lower part of the lungs and blurs contours of tissues especially in thoracic and upper abdominal cases. Four-dimensional acquisitions allow accounting for this difficulty but at the expense of dosimetric considerations. On the other hand, the knowledge of the organs’ motion during radiotherapy treatment is necessary (a) to a good conformation of the isodoses to the target contours and (b) to a sufficient protection of the organs at risk. In this study, we present a model-based method able to predict the internal movement of organs from CT images and external respiratory signals. A promising objective could be the improvement of dose computation and of real-time target tracking during treatment delivery.

In the second part of this work, we present state-of-the-art image combination algorithms able to provide superior information when determining target contours from CT images. The aim is to extract pertinent information from both worlds of medical imaging, morphology and function, and to present them in a single image.

2. Respiratory monitoring using predictive models based on 4D CT

2.1 Four-dimensional image-based motion management

In external radiotherapy, respiratory-induced organ and tumor motion limits the accuracy of the treatment delivery. This is because, under breathing, the photon beam may from one hand hit on normal tissues while on the other it may miss some of the tumor volume. A solution to this problem is the gating approach (Veda et al. 2001; Keall et al. 2002) : the beam is delivered only at a given phase of the breathing cycle, according to an external respiratory signal (pressure belt around the thorax, optical system, active breath-holding). Although this could potentially reduce tumor motion, most patients (especially with lung cancer) have usually
trouble in holding or controlling their breathing. Furthermore, the method is rather time consuming. Actually, there is a very interesting alternative to gating which consists of a continuous irradiation of the target during its movement. It is generally referred to as "tumour tracking" and the principle relies on a real-time adjustment of the beam according to a respiratory signal. A number of articles are currently published about this domain of research, but one of the challenging points is the ability to adapt the beam in real-time. Electronic devices, computer methods, and mechanical movements of the LINAC are not sufficiently rapid to allow actual real-time delivery. In this context, we have developed a model which is able to continuously predict the movement of the thorax and the abdomen from a four-dimensional CT exam (4D CT). This approach could help compensating the dead-time problems described previously, just by incorporating reliable tumour position estimates. The use of 4D CT images reduces the problems caused by respiratory motion and can improve the quality of the radiation therapy (Rietzel et al., 2005). However, 4D CT images correspond to given positions in the respiratory cycle and are not continuous in time. In addition, respiratory cycle irregularities limit the efficiency of 4D CT. To resolve this issue, McClelland et al. (McClelland et al., 2006, 2008) worked on the generation of a patient specific model of the motion of the target tumor and the adjacent anatomy. This model provides displacements over the respiratory cycle for any point in the CT volume and is continuous over the respiratory cycle. However, this model describes an average respiratory cycle and as such the predictability of the model is limited to the information given by that average respiratory cycle and not the acquired, potentially irregular, respiratory signal. In the study presented in this chapter, we propose an approach based on the creation of a continuous patient specific model that takes into account respiratory signal irregularities while describing, in the same time, respiration induced organ motion. The acquired CT data in cine mode were examined to form continuous CT volumes using a combined phase and amplitude binning procedure based on the information given by a registered respiratory signal (Real-time Position Management: RPM). A B-spline elastic registration is used to spatially register the obtained CT volumes. Finally, the patient specific motion model is reconstructed by performing a 2D fitting for the displacement of every registration control point separately, i.e. every displacement is fitted against the amplitude and the phase values extracted from the acquired respiratory signal. The assumption behind the use of the external respiratory measurements is that a correlation between the acquired respiratory signal and the internal motion exists (Kanoulas et al., 2007, Gierga et al. 2005). As a result, the issues associated with the non continuous volumes caused by 4D CT acquisitions, and the respiratory signal irregularities, are resolved. This model can hence create a CT volume corresponding to any position in the respiratory cycle using a given respiratory phase and corresponding amplitude.

2.2 Description of the methodology
2.2.1 Dataset
The clinical data were acquired on a multislice CT (MSCT) and on a combined PET/CT scanner with a cine CT scan capability. A cine CT scan consists of the continuous acquisition of projections over many gantry rotation cycles while the imaging table remains stationary. As a consequence the X rays do not stop between two continuous axial scans. Each CT scan covers 2cm (8×2.5mm) on an 8-slice MSCT. The duration of each cine CT is normally 1s longer than the average breath cycle, and 19 to 23 images are acquired per slice location. A 0.5s gantry rotation is used for high temporal resolution. The interval between each cine image is 0.45s, and the total reconstruction angle is 360°. Fourteen different slice locations were acquired for
every patient. During the whole acquisition, the time, as well as the amplitude and phase of the patient breathing were recorded. The Realtime Position Management (RPM) system records in addition to the patient respiratory trace, a flag indicating when the CT X-ray tube was on, allowing therefore the time-sampling of the CT data with respect to the respiration phase. A software was developed to examine these acquired 8-slice volumes in order to form 19 (or 23 depending on patient acquisition time) 8 ×14 volumes (512×512×112 voxels, with dimensions 0.97×0.97×2.5 mm$^3$). The obtained CT volume corresponding to the full expiration will be referred to from here onwards as the "reference volume". Moreover, this software removes 8-slice volumes that correspond to irregular breathing (Pan et al, 2007) and then, based on the phase extracted from the respiratory signal and a spline amplitude based interpolation, all CT volumes are reconstructed. The present study includes the analysis of three patients, who were asked to breathe normally and regularly.

### 2.2.2 Elastic registration method

Elastic registration of reconstructed CT volumes is performed using a spatio-temporal algorithm for motion reconstruction from a series of images. This method uses a semi-local spatio-temporal parametric model for the deformation using B-splines and reformulates the registration task as a global optimization problem (Ledesma-Carbayo et al, 2006). The obtained transformation $D_t(x)$ between the frame $f(x,t)$ at time $t$ and the reference frame $f(x,0)$ was defined as a linear combination of B-spline basis functions, located in a rectangular grid (Seungyong et al, 1997):

$$D_t(x) = x + \sum_{j \in \mathbb{Z}^n} c_j \beta_r(x / h - j) \quad (1)$$

where $\beta_r(x)$ is a tensor product of centered B-splines of degree $r$, and $j$ are the indices of the grid locations. Many different transformation grid spacings were tested and finally cubic B-splines with grid spacing set to 5×5×5 pixels provided the best results and were used to represent the deformation.

![Fig. 1. A 2D-Bspline fitting for one displacement in one direction. The displacement are fitted in function of the phase and amplitude extracted from the respiratory signal.](image.png)
2.2.3 Patient specific motion model

The patient specific motion model is reconstructed by performing a 2D fitting for the $x$, $y$ and $z$ displacement for every registration control point separately. The value of every displacement is effectively plotted against the amplitude and the phase of the corresponding CT volume and a 2D-Bspline is then fitted to the data. Figure 1 shows an example of this process in the case of a unique displacement in one direction.

Let $\Omega = \{(x, y), 0 \leq x < m, 0 \leq y < n\}$ be a rectangular domain in the $xy$-plane. The approximation 2D-Bspline function $f$ is defined by a control lattice $\Phi$ in the domain $\Omega$. Let $\phi_{i,j}$ be the value of the $ij$-th control point on the control lattice $\Phi$ located at $(i,j)$ for $i = \{-1,0,...,(m+1)\}$ and $j = \{-1,0,...,(n+1)\}$. Finally $f$ is defined in terms of these control points by:

$$f(x,y) = \sum_{k=0}^{3} \sum_{l=0}^{3} \beta_k(s)\beta_l(t)\phi_{(i+k),(j+l)}$$

where $i = |x| - 1$, $j = |y| - 1$, $s = x - |x|$, $t = y - |y|$ and $\beta_k$, $\beta_l$ are uniform cubic b-spline basis function defined as:

$$\beta_0(t) = \frac{1-t^3}{6}$$
$$\beta_1(t) = \frac{3t^3 - 6t^2 + 4}{6}$$
$$\beta_2(t) = \frac{-3t^3 + 3t^2 + 3t + 1}{6}$$
$$\beta_3(t) = \frac{t^3}{6}$$

The patient specific model thus consists of a series of control points that correspond to every displacement in every direction. As a consequence, one can predict the corresponding CT image based on the phase and amplitude of a given respiratory signal. This is simply done by calculating the pixels displacement in all directions based on the different B-spline coefficients and applying them to the reference CT image. The model leads to a non rigid transformation that will alter the reference volume and estimate the CT volume for any position according to an acquired respiratory signal.

2.2.4 Evaluation of the methodology

To evaluate the motion model, we have derived CT images using this model having the same amplitude and phase as the acquired CT volumes. These predicted volumes are compared to their corresponding acquired volumes. At each comparison, one of the acquired CT volumes was not included in the motion model creation and was used as a ground truth for comparison purpose only. The correlation coefficient is used for that purpose. It measures a linear affine relation between the intensity of the compared images. The correlation coefficient between two images $A$ and $B$ is given by:
\[ \rho(A,B) = \sum_{i} \sum_{j} \frac{(i - m_A)(j - m_B)p_{ij}}{\sigma_A \sigma_B} \]

where \( i \) and \( j \) are the voxel intensities of images \( A \) and \( B \) respectively, \( m_A \) is the mean of the image intensities, \( \sigma_A \) is the standard deviation and \( p_{ij} \) is the joint probability. A correlation of 1 indicates a perfect matching of the two compared images. In addition to the correlation coefficients, pixel-to-pixel image differences were used to provide global CT image comparisons. Finally, local profiles served to perform local image comparisons between the CT volumes.

2.3 First results
In this study results for three patients are presented and for each patient three CT volumes corresponding to different amplitudes and phases were derived using the model. At each prediction step, four different CT volumes were compared; namely the acquired CT (original data: not used in the model creation step), the predicted CT volume using our model, the predicted CT volume using the model based on the use of the phase parameter (phase based model, McClelland et al, 2006) and that derived using the model based on the amplitude parameter (amplitude based model).

Figure 2 shows the coronal view of an original CT image (fig. 2(a)), and the corresponding slices from the derived CT volumes using the new developed model, as well as the phase only and amplitude only based models. The profile results show little advantage from the 2D model in comparison to the 1D amplitude based model, while a more important difference is seen with respect to the 1D phase based model. Figure 3 shows the difference image between the original acquired CT and the predicted image using the 2D model as well as the 1D phase and amplitude based models. Finally, figure 4 shows the analysis on the correlation coefficient results for all three patients between the original and the corresponding model derived CT volumes. The results of both figures 3 and 4 demonstrate a closer matching and better correlation between the original CT volume and the one derived using the 2D model, rather than the 1D phase or amplitude models.

2.4 Future work
It is very important to monitor the respiratory movements when delivering radiotherapy treatments in the thorax or in the upper abdomen. Gating and tracking are techniques that lead to a better conformation of the dose to the target, while preserving organs at risk in the same time. In this context, 4D CT images with concomitant recording of the respiratory movements are very useful tools. For this reason we have proposed a patient specific continuous respiratory motion model from such 4D CT acquisitions. The first results show that including both phase and amplitude for the model construction is better than including only one of the two parameters. The demonstration of the efficacy of a 2D model over previous 1D models relies especially on the management of respiratory signal irregularities and on a signal continuity guaranteed during the whole respiratory cycle. The developed model is accurate in describing organ and tumor motion. It is useful for improving the quality of the dose delivery, and it could be of interest also for improving the accuracy of dose calculation. Potential limitations are cases where the correlation between the external acquired respiratory signal and the internal motion is not guaranteed. Numerous studies are currently performed to find the best way to estimate the organ movements from external signals (skin surface etc...). This knowledge will contribute to improve the tumour tracking approaches which are based on personalized predictive models as the one we presented here.
Fig. 2. Coronal view of (a) an original CT image, the same slice from the CT derived from (b) using our 2D model, (c) the phase based model, and (d) using the amplitude based model. In the bottom of the figure we can see the corresponding HU profiles drawn in (a), (b), (c) and (d).
Fig. 3. Coronal view of the difference image between the original CT and the corresponding derived image using (a) our 2D model, (b) the 1D phase only model, and (c) the 1D amplitude only model. Gray pixels indicate areas where images are very similar, while black and white pixels show areas where images differ significantly.

Fig. 4. Comparison of the correlation coefficients derived using the 2D model as well as the 1D phase and amplitude models, for all three patients and for different predicted volume amplitudes and phases.
3. Combination of CT with functional images for better delineation of targets in radiotherapy

In radiotherapy, the accurate delineation of the tumours and the organs at risk (OAR) remains a critical step of the treatment planning phase. In a first step, the physician manually or semi-automatically draws regions of interest in the CT images of the patient (target, OAR). Then, the treatment planning system (TPS) is used to compute the dose received by the target and the OAR, the aim being to give the maximum dose to the target while preserving OAR in the same time. During this process, the images obtained by computed tomography are mandatory because they give access to the electronic densities of the tissues, which allows dose calculation by the TPS. CT images also provide valuable anatomical data with good spatial resolution and hard/soft tissues contrast. However, it has been shown that discrepancies often appear between morphological size and shape of the tumor seen in CT, and its functional activity seen in positron emission tomography (PET). The glucose metabolism is for instance obtained in whole-body PET after injection of $^{18}$FDG. In this case, necrotic parts of a tumor may be visible on $^{18}$FDG PET images but not in the CT images. This point is of importance since a higher dose should be delivered to the active part of a tumour than to the necrotic parts. This dose delivery scheme is sometimes referred to as dose painting, i.e. the ability to deliver different levels of dose to different parts of a single target. This dose escalation process leads to a better efficacy especially in prostate cancer for example.

The main difficulty in dose painting is the definition of the target and the delineation of its inner active parts. As already stated, computed tomography gives precise but uniform images while PET is able to segment active/necrotic sub-parts of a given tumour, but with a significantly lower spatial resolution. Images appear more blurred and contours of the different organs are difficult to delineate. These effects are included in what is often referred to as partial volume effects. These latter have several aspects but are mainly caused by the wide point spread function of PET imaging devices from which we define spatial resolution. The full width at half maximum of the point spread function eventually gives the spatial resolution, which may be seen as the ability to separate two points on the reconstructed image. More precisely the spatial resolution is the minimal distance between two actual points inside the patient necessary to separate them on the reconstructed image. If the points are closer than that distance, it is practically impossible to separate them on the image and they appear as a big single blurred point. The aim of the method presented now is to build an enhanced image incorporating both functional and anatomical data from the CT and $^{18}$FDG PET images.

3.1 Fusion of medical images in a context of multimodality: the wavelet framework

The enhanced image that we are introducing here is computed using a 3D wavelet analysis where details of two images are extracted at different levels of spatial resolution. Considering that the level of resolution of the initial CT image is $q$, (referred to as CT$q$) and that of the initial PET image is $r = q + p$, (referred to as PET$r$), we can perform the extraction of the spatial frequencies at a level of resolution common to CT and PET ($q+p+1$), using the "à trous" algorithm. This discrete wavelet transform algorithm was introduced by Dutilleux (Dutilleux, 1987), developed by Holdschneider (Holdschneider et al, 1989) and detailed by Starck (Starck et al, 1998). The process gives an image sequence of coarser and coarser spatial resolution by performing successive convolutions with a low-pass filter $h$ (Boussion et al, 2006).
Practically, at each iteration $j$, the spatial resolution of the degraded image $\text{deg}_{j-1}$ is degraded to give the degraded image $\text{deg}_j$ according to:

$$\text{deg}_j(k,l) = \sum_{m,n} h(m,n) \text{deg}_{j-1}(k + m2^{j-1}, l + n2^{j-1})$$  \hspace{1cm} (7)

The first approximation image $\text{deg}_0$ is taken as $I$, the original image. The difference $\text{deg}_{j-1} - \text{deg}_j$ is the wavelet coefficients $w_j$ containing the details (edges, texture) at a resolution level between $\text{deg}_{j-1}$ and $\text{deg}_j$. The procedure that reconstructs the original image from its layers of details $w_k$ is called synthesis and is given by:

$$\text{deg}_0 = I = I \sum_{k=1}^{k=N} w_k$$  \hspace{1cm} (8)

with $N$ the number of iterations from the initial image $I$ to the final degraded image $I_N$ of spatial resolution decreased by $2^N$. The algorithm can be easily implemented by performing the following steps:

1. Initialize $j$ to 0: start with the original image $I = \text{deg}_0$ (deg stands for degraded image).
2. Increment $j$ and carry out a convolution of $\text{deg}_{j-1}$ with a low-pass filter $h$ in order to obtain $\text{deg}_j$ (the distance between the central voxel and the adjacent ones is $2j-1$).
3. The wavelet coefficients $w(j)$ at this level of resolution are given by $\text{deg}_{j-1} - \text{deg}_j$.
4. If $j$ is less than the required number $N$ of resolutions go to step 2.
5. The set $W = \{w(1), w(2), ..., w(N), \text{deg}_N\}$ is the wavelet transform of $I$.

In a practical point of view, zeros are inserted between lines and columns of the filter $h$ at each iteration $j$ of the process. This particularity gives its name to the algorithm "à trous" which in French means "with holes". In the present study, we have chosen a low pass filter corresponding to a B-spline interpolation implemented sequentially according to:

$$h(x, y) = h(x) \otimes h(y)$$  \hspace{1cm} (9)

with:

$$h(0) = 3/8, h(\pm 1) = 1/4, h(\pm 2) = 1/16 \text{ and } h(n) = 0 \text{ if } |n| > 2$$  \hspace{1cm} (10)

The initial image can always be perfectly reconstructed by adding the different layers and the final degraded image of the wavelet decomposition on a voxel-to-voxel basis. As a consequence, we have the two following equations:

$$\text{PET}_q = \text{PET}_{q+p}(x, y, z) = \text{PET}_{q+p+1}(x, y, z) + w_{q+p+1}^{\text{PET}}(x, y, z)$$  \hspace{1cm} (11)

$$\text{CT}_q = \text{CT}_{q+p+1}(x, y, z) + \sum_{k=1}^{k=p+1} w_{q+k}^{\text{CT}}(x, y, z)$$  \hspace{1cm} (12)

with $w^{\text{PET}}$ and $w^{\text{CT}}$ the wavelet coefficients from the wavelet decomposition of respectively (i) the functional PET image of "low" spatial resolution and (ii) the anatomical CT image of "high" spatial resolution. The final enhanced image, or fused image, is then given straightforwardly by:
Fig. 5. Illustration of the CT-PET combination process on simulated images. (a) wavelet transform of the original simulated CT image (three iterations were arbitrarily chosen in this example); (b) wavelet transform of the original simulated PET image; the lacking details of the PET image are retrieved from the existing details of the CT images which are modified according to the $\alpha$ model; (c) the fused CT-PET image is the pixel-to-pixel addition of the original PET image with the retrieved details coming from CT.

\begin{equation}
ENH_p(x,y,z) = PET_{q+p+1}(x,y,z) + \hat{w}_{q+p+1}^{PET}(x,y,z) + \alpha(x,y,z) \sum_{k=1}^{k=p} W_{q+k}^{CT}(x,y,z)
\end{equation}

where the parameter $\alpha$ is just the mean voxel-to-voxel ratio of wavelet coefficients at resolution $q+p+1$:

\begin{equation}
\alpha = \text{mean}\left(\frac{W_{q+p+1}^{PET}}{W_{q+p+1}^{CT}}\right)
\end{equation}

In equation (9), each pixel is processed individually and the parameter $\alpha$ is computed locally using a 3D moving cube, simultaneously applied within the PET and CT wavelet layers. For the sake of clarity, the whole process is illustrated on fig. 5 where synthetic images are used in order to facilitate the understanding of the method.
3.2 Examples of fused images
Some examples are given on fig. 6 and fig. 7 where one can see the transverse view of a CT image, of the corresponding $^{18}$FDG PET image, and of the final fused image.

Fig. 6. Example of CT-PET fusion using wavelet-based decomposition. (a) CT image, (b) PET image and (c) fused CT-PET image, where the contours of the pulmonary lesion become more visible.
Fig. 7. This example is another pertinent illustration of what fusion permits to obtain. In the fused image (c), both anatomical details coming from CT and functional information coming from PET are visible at the same time.
Fig. 8. In this case, we illustrate the fusion with a quantitative analysis of the pixels values along a given profile (see arrow for location). The two curves clearly demonstrate the gain in contrast given by the fusion process. The slope of the curve corresponding to the fused image is sharper than the one corresponding to the original PET image. This improvement is directly coming from the incorporation of high resolution details of the CT image.

3.4 Potential improvements
In this part of the study a new approach to CT/PET image fusion has been proposed for whole-body imaging. Contrary to the great majority of existing methods, the aim of the presented work was to provide the user with a fused image preserving both anatomical and functional data. The objective is therefore different from simply presenting two images in a visually convenient fusion display in the sense that quantitative analysis is also here considered as a possible step. In the proposed methodology the anatomical information is present in terms of improved contrast while the intensity in the organs is comparable with the functional information presented by the PET. This is of paramount importance in cancer staging and treatment follow-up for instance, where quantitative assessment of activity...
uptake is necessary. Furthermore, for applications in radiotherapy, the efficient image fusion proposed in this article may be of key interest. Indeed, when considering day-to-day clinical use, this algorithm appears user-friendly and allows physicians to gain a lot of time when making diagnosis and when planning radiotherapy treatment on a dedicated software. However, the model that is used to modify the detail layers (images of wavelet coefficient) obtained in the CT decomposition may be considered too simplistic (mean voxel-to-voxel division). A more sophisticated model would be preferable when absolute quantitation is mandatory, for tumour follow-up for example. For this specific purpose we have designed an alternate model which is able to take into account local discrepancies between CT and PET. Adopting a local model may be more appropriate, in particular for limiting artifacts coming from structures present in the CT only. The methodology itself is of course not restricted to whole-body imaging in the oncology domain. Provided two co-registered images are available, one functional and the other anatomical, the process can be applied in a wide range of clinical areas. The main difference with the initial model relies on the definition of the $\alpha$ parameter. In the first method, $\alpha$ is just the global mean of the wavelet ratios (equation 14). In this improved approach (Le Pogam et al, 2008), $\alpha$ is in particular computed locally as a median value instead of a mean value. This point allows improving the quantitative correction of PET images without incorporating artifacts in the final fused image. This original approach is quantitatively relevant in the sense that it leads to a direct correction of partial volume effects.

As an illustration we give an example of partial volume correction in the PET image of a lung lesion (fig.10). In this case, the high resolution details provided by the CT image not only improve the visual aspect of the PET image, but it also corrects the image for the partial volume effect. As a consequence, the direct segmentation of the target for radiotherapy treatment becomes possible.

Fig. 10. Original PET image before (left) and after (right) fusion with a corresponding CT image, by using a local model instead of a global one.
4. Conclusion

In this chapter we have presented two CT image processing methods dedicated to radiotherapy. X-ray computed tomography is indeed the only image modality mandatory to classical radiotherapy treatment planning. It permits to visualize the anatomy of the patient and in particular to delineate targets and organs at risk. The link between Hounsfield Units and electronic densities also leads to the pre-treatment computation of the dose delivered to the patient. However, new treatment technologies like intensity modulated radiotherapy require more and more data to improve the precision and the efficacy of the treatment delivery. In this context, the monitoring of the respiratory signal and the incorporation of functional imaging in the treatment process are of significant interest. One of the objectives of this chapter was thus to underline the increasing synergy between CT images and other medical signals. The presented studies also illustrated the multi-disciplinary features of modern radiotherapy.
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The x-ray computed tomography (CT) is well known as a useful imaging method and thus CT images have continually been used for many applications, especially in medical fields. This book discloses recent advances and new ideas in theories and applications for CT imaging and its analysis. The 16 chapters selected in this book cover not only the major topics of CT imaging and analysis in medical fields, but also some advanced applications for forensic and industrial purposes. These chapters propose state-of-the-art approaches and cutting-edge research results.
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