DIVISIBILITY OF LCM MATRICES BY TOTALLY NONNEGATIVE
GCD MATRICES
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ABSTRACT. In this paper, we show that all totally nonnegative GCD matrices are always divisors of the corresponding LCM matrices in the ring $\mathbb{M}_n(\mathbb{Z})$. We also introduce “column monotone matrices” used to construct all totally nonnegative GCD matrices.

1. INTRODUCTION

Let $S = \{x_1, \ldots, x_n\}$ be a set of distinct positive integers and $f$ be an arithmetical function. The $n \times n$ matrix $(S) = (s_{ij})$, where $s_{ij} = (x_i, x_j)$, the greatest common divisor of $x_i$ and $x_j$, is called the greatest common divisor matrix (GCD) matrix and $(f(S))$ denote the GCD matrix having $f$ evaluated at the $ij$–entry of GCD matrix $(S)$. The least common multiple (LCM) matrix $[S]$ is defined similarly. The study of LCM matrices and GCD matrices began with the research of the famous number theorist H.J.S. Smith in 1876. Smith [9] proposed that if $S = \{x_1, x_2, \ldots, x_n\}$ is factor-closed set, then the determinant of GCD matrix $(S)$, $\det(S)$, is $\prod_{k=1}^{n} \phi(x_k)$, where $\phi(x_k)$ is the Euler’s totient function. A set $S$ is factor closed if it contains all divisors of $x$ for any $x \in S$. In the early years of the study, the researcher studied about the determinant of LCM matrices and GCD matrices on gcd-closed sets beginning with Beslin and Ligh in 1989. They [2] proposed the determinant of GCD matrices defined on gcd-closed set $S = \{x_1, x_2, \ldots, x_n\}$ which is

$$\det(S) = \prod_{d|y_1, d|y_2, i < j} \phi(d).$$

A set $S$ is gcd-closed if $(x, y) \in S$ for all $x, y \in S$. Furthermore, they proposed that for any set of distinct positive integers $S$, $(S)$ is a positive definite matrix and they calculated the inverse formulas of LCM matrices and GCD matrices when their inverse exist.

For $A, B \in \mathbb{M}_n(\mathbb{Z})$ (the set of all $n \times n$ matrices over $\mathbb{Z}$), we say that $A$ divides $B$ or $B$ is divisible by $A$ in the ring $\mathbb{M}_n(\mathbb{Z})$ if there exists a matrix $C \in \mathbb{M}_n(\mathbb{Z})$ such that

Keywords: GCD matrices, LCM matrices, Totally nonnegative GCD matrix, Column monotone matrix
MSC(2010): 15A15; 15A60; 15A86.
We simply write $A \mid B$ if $A$ divides $B$ in ring $\mathbb{M}_n(\mathbb{Z})$ and $A \nmid B$ otherwise. Divisibility is an interesting topic in the study of LCM matrices and GCD matrices, starting with the research of Bourque and Lih [3] in 1992. They showed that if $S$ is a factor-closed set then $(S) \mid \left| S \right|$. Later in 2002, Hong [6] showed that for any gcd-closed set $S$ with $\left| S \right| \leq 3$, $(S) \mid \left| S \right|$ and there is a gcd-closed set with $\left| S \right| \geq 4$ such that $(S) \nmid \left| S \right|$. In the same paper, Hong raised the following open problem.

**Problem.** [6] Let $n \geq 4$. Find a necessary and sufficient conditions on a gcd-closed set with $\left| S \right| = n$ such that $(S) \mid \left| S \right|$. 

After that, many researchers studied the division of LCM matrices by GCD matrices on gcd-closed set. Nowadays, this problem has been answered in some special gcd-closed sets with $\left| S \right| = 4$ by Zhao [14] and $\left| S \right| = 5$ by Zhao-Zhao [15]. Further, the greatest-type divisor is also used to prove the problem, which was originally used by Hong. For $x, y \in S$ and $x < y$, if $x \mid y$ and the condition “$x \mid z \mid y$ and $z \in S$ imply that $z \in \{x, y\}$” holds, then $x$ is said to be a greatest-type divisor of $y$ in $S$ and we denote by $G_S(y)$ the set of all greatest-type divisors of $y$ in $S$. In 2006, Hong [7] showed that if $S$ is a gcd-closed set with $\max_{x \in S}\{|G_S(x)|\} = 1$, then $(S) \mid \left| S \right|$. In addition to the aforementioned results, similar studies have been carried out by Feng, Hong and Zhao [4] in cases where $S$ is a gcd-closed set satisfying $\max_{x \in S}\{|G_S(x)|\} \leq 2$ and by Altinişık, Yıldız and Keskin [1] in case where $S$ is a gcd-closed set satisfying $\max_{x \in S}\{|G_S(x)|\} \leq 3$. On the other hand, some researchers paid attention to study divisibility of LCM matrices by GCD matrices in different sets, such as finite coprime divisor chain sets (see the definition in the discussion after Corollary 3.4), see e.g. [10, 12, 13].

In the recent years, Guillot and Wu [5] proposed the necessary and sufficient conditions of totally nonnegative GCD matrices and a formula for the inverse of totally nonnegative GCD matrices. The matrix is totally nonnegative (TN) matrix if its all minors are non-negative. Note that some of them can not be constructed from any gcd-closed set nor set of finite many coprime divisor chain (see the discussion after Corollary 3.4). Furthermore, there is no conclusion about the divisibility of LCM matrices by totally nonnegative GCD matrices yet. This motivates us to investigate on them. Fortunately, the results of Guillot and Wu in [5] allow us to have the conclusion. Moreover, we also introduce a “column monotone matrix” from a given ordered set of monotone sequences in order to construct a totally nonnegative GCD matrix.

2. **Totally nonnegative GCD matrices**

To be a self contained material, in this section, we collect the results of Guillot and Wu in [5] that will be used to prove our results. The necessary and sufficient conditions of totally nonnegative GCD matrices are given by:

**Theorem 2.1.** [5] Let $n \geq 3$ and let $S = \{x_1, \ldots, x_n\}$ be a set of distinct positive integers. Then the following statements are equivalent for the GCD matrix $(S)$:

1. $(S)$ is a totally nonnegative matrix.
2. For $1 \leq i \leq j \leq k \leq n$, $(x_i, x_k) = (x_i, x_j, x_k)$ and $x_j \cdot (x_i, x_k) \mid x_i x_k$.
3. For $1 \leq i \leq j \leq k \leq n$, $(x_i, x_j) \cdot (x_j, x_k) = x_j \cdot (x_i, x_k)$. 

Moreover, the above conditions imply that for all $1 \leq i \leq j \leq k \leq l \leq n$,

$$
(2.1) \quad (x_i, x_k) \cdot (x_j, x_l) = (x_i, x_l) \cdot (x_j, x_k).
$$

In particular case, we can rewrite the equation (2.1) as the following equation:

$$
(2.2) \quad (x_i, x_j) = \frac{(x_1, x_j) \cdot (x_i, x_n)}{(x_1, x_n)},
$$

for any $1 \leq i \leq j \leq n$.

Let $S = \{x_1, \ldots, x_n\}$ be a set of distinct positive integers and let $2 = p_1 < p_2 < p_3 < \cdots$ denote the list of all prime numbers in increasing order. For a given positive integer $x$, denote $e_t(x) \in \mathbb{N}_0$ (set of nonnegative integers) the power of $p_t$ occurring in the prime factorization of $x$ in which, by convention, $e_t(x) = 0$ if $p_t$ is not a divisor of $x$. Namely, for any $x \in \mathbb{N}$,

$$
x = \prod_{i=1}^{\infty} p_{e_i(x)}^i,
$$

where only finitely many terms in the product are not equal to 1. An alternative necessary and sufficient condition for the totally nonnegative GCD matrix is given by:

**Theorem 2.2.** [5] Let $n \geq 3$ and let $S = \{x_1, \ldots, x_n\}$ be a set of distinct positive integers. Then the following statements are equivalent for the GCD matrix $(S)$:

1. $(S)$ is totally nonnegative.
2. For each $t \in \mathbb{N}$, the sequence $(e_t(x_i))_{i=1}^n$ is monotonic.

Here, a monotonic sequence means a sequence that is either non-decreasing or non-increasing.

To rewrite the above result, for a given ordered set of distinct positive integer $S = \{x_1, \ldots, x_n\}$, we let $p_1 < p_2 < \cdots < p_k$ the list of all distinct prime factors of $x := \prod_{i=1}^n x_i$. For a given integer $i, j \in \mathbb{N}$, we denote by $a_{ij}$ the power of $p_j$ occurring in the prime factorization of $x_j$. Hence, for every $x_i \in S$,

$$
x_i = \prod_{j=1}^{k} p_j^{a_{ij}}.
$$

Denote by

$$
\text{Pow}(S) := (a_{ij}) \in M_{n \times k}(\mathbb{N}_0)
$$

the $n \times k$ matrix constructed by the powers of prime factorization of $\prod_{x_i \in S} x_i$ where the primes are ordered by the usual order relation $<$. For example, if $p_1 < p_2 < p_3$ are prime numbers and

$$
S = \{p_1^5p_3^3, p_1^4p_2p_3^3, p_1^3p_2p_3^2, p_1p_2p_3^2, p_1^4\} \quad \text{and} \quad S' = \{p_2^4, p_1^5p_3^3, p_1^4p_2p_3^2, p_1p_2p_3^2, p_1^4p_2\}
$$

then, by the definition,

$$
(2.3) \quad \text{Pow}(S) = \begin{pmatrix}
5 & 0 & 3 \\
4 & 1 & 3 \\
3 & 1 & 2 \\
1 & 3 & 0 \\
0 & 4 & 0
\end{pmatrix} \quad \text{and} \quad \text{Pow}(S') = \begin{pmatrix}
0 & 4 & 0 \\
5 & 0 & 3 \\
3 & 1 & 2 \\
4 & 1 & 3 \\
1 & 3 & 0
\end{pmatrix}.
$$

Note that $S$ and $S'$ are not gcd-closed sets and $S = S'$ as sets but not ordered sets.
**Definition 2.1.** Let $M \in \mathbb{M}_{n \times k}(\mathbb{R})$ be a matrix of size $n \times k$ over $\mathbb{R}$. We say that $M$ is a **column monotone matrix** if each column of $M$ is a monotone sequence.

In (2.3), the matrix $\text{Pow}(S)$ is a column monotone matrix where as $\text{Pow}(S')$ is not. The following well known matrices are examples of column monotone matrices:

- **Vandermonde matrix**
  For $n$ real numbers $0 < x_1 < x_2 < \cdots < x_n$, the vandermonde matrix $V(x_1, x_2, \ldots, x_n)$ is defined to be
  
  $$V(x_1, x_2, \ldots, x_n) = \begin{pmatrix} 1 & x_1 & x_1^2 & \cdots & x_1^{n-1} \\ 1 & x_2 & x_2^2 & \cdots & x_2^{n-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_n & x_n^2 & \cdots & x_n^{n-1} \end{pmatrix}.$$ 

- **Hilbert matrix**
  The Hilbert matrix $H_n = (h_{ij})$ is the $n \times n$ matrix with $h_{ij} = \frac{1}{i+j-1}$; namely
  
  $$H_n = \begin{pmatrix} \frac{1}{1} & \frac{1}{2} & \ldots & \frac{1}{n} \\ \frac{1}{2} & \frac{1}{3} & \ldots & \frac{1}{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{n} & \frac{1}{n+1} & \ldots & \frac{1}{2n-1} \end{pmatrix}.$$ 

- **Pascal matrix**
  The $n \times n$ matrix obtained by writing the Pascal’s triangle as a symmetric matrix $P_n$ or a lower triangular matrix $L_n$. For example, when $n = 4$,
  
  $$P_4 = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & 2 & 3 & 4 \\ 1 & 3 & 6 & 10 \\ 1 & 4 & 10 & 20 \end{pmatrix} \text{ and } L_4 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 2 & 1 & 0 \\ 1 & 3 & 3 & 1 \end{pmatrix}.$$ 

Note that for any prime numbers $p_1 < p_2 < p_3 < p_4$, the ordered set

$$S = \{ p_1p_2p_3p_4, p_1p_2p_3p_4, p_1p_2p_3p_4, p_1p_2p_3p_4 \}$$

has $\text{Pow}(S) = P_4$. By direct computation, we obtain that

$$\begin{pmatrix} p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 \\ p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 \\ p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 \\ p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 & p_1p_2p_3p_4 \end{pmatrix}.$$ 

The above GCD matrix $(S)$ in (2.4) is constructed from the set $S$ that has

$$\max_{x \in S} \{|G_S(x)|\} = 1.$$ 

Then, by the result of Hong [7], $(S) \mid [S]$. This conclusion can also be obtained by our main result.

Now by using our notations, we can rewrite Theorem 2.2 as:

**Theorem 2.3.** (cf.[5]) Let $n \geq 3$ and let $S = \{x_1, \ldots, x_n\}$ be an ordered set of distinct positive integers. Then the following statements are equivalent for the GCD matrix $(S)$:

1. $(S)$ is totally nonnegative.
(2) Pow$^S$ is a column monotone matrix.

By Theorem 2.3, in order to construct a totally nonnegative GCD matrix \((S)\) of size \(n \times n\), it can be done simply by picking a column monotone matrix \(M := (m_{ij}) \in M_{n \times k}(\mathbb{N}_0)\) of size \(n \times k\) over \(\mathbb{N}_0\), for any \(k \in \mathbb{N}\), and choosing primes \(p_1 < p_2 < \cdots < p_k\). Then, the ordered set \(S := \{x_1, x_2, \ldots, x_n\}\), where

\[
x_i := \prod_{j=1}^{k} p_j^{m_{ij}},
\]

will serve the totally nonnegative GCD matrix \((S)\).

Another main tool for our calculations is the formula for the inverse of totally nonnegative GCD matrices.

**Theorem 2.4.** [5] Let \(n \geq 3\) and let \(S = \{x_1, \ldots, x_n\}\) be a set of distinct positive integers. Then the following statements are equivalent for the GCD matrix \((S)\):

1. \((S)\) is non-singular totally nonnegative matrix.
2. \((S)^{-1}\) is tridiagonal with nonzero superdiagonal elements.

\[
(S)^{-1} = \begin{pmatrix}
b_1 & a_2 & & & \\
a_2 & b_2 & a_3 & & \\
 & \ddots & \ddots & \ddots & \\
 & & a_{n-1} & b_{n-1} & a_n \\
 & & & a_n & b_n
\end{pmatrix},
\]

where

\[
a_{i+1} = \frac{(x_1, x_n)}{(x_i, x_n)(x_1, x_{i+1}) - (x_i+1, x_n)(x_1, x_i)} \quad \text{if } 1 \leq i \leq n-1,
\]

and

\[
b_i = \begin{cases}
-\frac{(x_2, x_n)}{(x_1, x_n)} a_2 & \text{if } i = 1, \\
\frac{(x_{i-1}, x_n)(x_1, x_{i+1}) - (x_i, x_n)(x_1, x_{i-1})}{(x_1, x_n)} a_i a_{i+1} & \text{if } 2 \leq i \leq n-1, \\
-\frac{(x_1, x_{n-1})}{(x_1, x_n)} a_n & \text{if } i = n.
\end{cases}
\]

### 3. Divisibility of \([S]\) by \((S)\)

As a result of Beslin and Ligh [2], for any set of distinct positive integers \(S\), \((S)\) is a positive definite matrix. This implies that \((S)^{-1}\) exists. The following lemma is a main tool used to calculate the entries of \([S](S)^{-1}\).

**Lemma 3.1.** Let \(S = \{x_1, x_2, \ldots, x_n\}\) be a set of distinct positive integers such that \((S)\) is totally nonnegative. Then for any \(1 \leq i \leq j \leq n\),

\[
[x_i, x_j] = \frac{(x_1, x_i)(x_j, x_n)}{(x_1, x_n)}.
\]
Proof. Let \( S = \{x_1, x_2, \ldots, x_n\} \) be a set of distinct positive integers such that \((S)\) is totally nonnegative. For any \(1 \leq i \leq j \leq n\), by (2.2), we have

\[
[x_i, x_j] = \frac{x_i \cdot x_j}{(x_i, x_j)} = \frac{(x_i, x_i)(x_j, x_j)}{(x_i, x_j)} = \frac{(x_1, x_i)(x_i, x_n)(x_1, x_j)(x_j, x_n)}{(x_1, x_n)(x_1, x_n)(x_1, x_j)} = \frac{(x_1, x_i)(x_j, x_n)}{(x_1, x_n)} = \frac{(x_1, x_i)(x_j, x_n)}{(x_1, x_n)}.
\]

\[\square\]

**Theorem 3.2.** Let \( S = \{x_1, x_2, \ldots, x_n\} \) be a set of distinct positive integers. If \((S)\) is totally nonnegative, then

\[
([S](S)^{-1})_{ij} = \begin{cases} 
-1 & ; i = j \neq 1, n, \\
\frac{x_1}{(x_1, x_2)} & ; i = 2, j = 1, \\
\frac{(x_i, x_n)}{(x_i, x_1)} & ; i \neq 1, 2, j = 1, \\
\frac{x_n-1}{(x_n-1, x_n)} & ; i = n-1, j = n, \\
\frac{(x_1, x_i)}{(x_1, x_n)} & ; i \neq n, n-1, j = n, \\
0 & ; \text{otherwise,}
\end{cases}
\]

and \([S](S)^{-1} \in M_n(\mathbb{Z})\); namely, \((S) \mid [S]\).

Proof. To simplify the notation, denote \( U := [S](S)^{-1} \). To verify the results, we will show that every entry \( u_{ij} \) belong to \( \mathbb{N} \) by using Theorem 2.1, Theorem 2.4 and Lemma 3.1. We separate the calculation of the entries of \( U \) into 3 cases: Case \( j = 1 \), Case \( j = n \) and Case \( j \neq 1, n \).

In the first case, for \( j = 1 \), we see from Theorem 2.4 that, for any \(1 \leq i \leq n\),

\[
U_{i1} = [x_i, x_1]b_1 + [x_i, x_2]a_2
= \left(-\frac{[x_i, x_1]}{(x_1, x_n)} + [x_i, x_2]\right)a_2,
\]

where

\[
b_1 = -\frac{(x_2, x_n)}{(x_1, x_n)}a_2 \quad \text{and} \quad a_2 = \frac{(x_1, x_n)}{(x_1, x_n)(x_1, x_2) - (x_2, x_n)(x_1, x_1)}.
\]
If $i = 1$, then

$$U_{11} = \left( -\frac{x_1(x_2, x_n)}{x_1, x_n} + [x_1, x_2] \right) a_2$$

$$= \left( -\frac{(x_1, x_1)(x_2, x_n)}{(x_1, x_n)} + \frac{(x_1, x_1)(x_2, x_n)}{(x_1, x_n)} \right) a_2 \quad \text{(by Lemma 3.1)}$$

$$= 0.$$

If $i = 2$, then

$$U_{21} = \left( -\frac{[x_2, x_1](x_2, x_n)}{(x_1, x_n)} + x_2 \right) a_2$$

$$= \left( -\frac{x_2 \cdot x_1(x_2, x_n)}{(x_2, x_1)(x_1, x_n)} + x_2 \right) a_2$$

$$= x_2 \left( -\frac{x_1(x_2, x_n) + (x_2, x_1)(x_1, x_n)}{(x_2, x_1)(x_1, x_n)} \right) \cdot \left( \frac{(x_1, x_n)}{(x_1, x_1) - x_1(x_2, x_n)} \right)$$

$$= \frac{x_2}{(x_1, x_2)} \in \mathbb{N}.$$

If $i > 2$, we have that

$$U_{i1} = \left( -\frac{[x_i, x_1](x_2, x_n)}{x_1, x_n} + [x_i, x_2] \right) a_2$$

$$= \left( -\frac{x_1 \cdot (x_i, x_n)(x_2, x_n)}{(x_1, x_n)(x_1, x_n)} + \frac{(x_i, x_n)(x_1, x_2)}{(x_1, x_n)} \right) a_2 \quad \text{(by Lemma 3.1)}$$

$$= (x_i, x_n) \left( -\frac{x_1 \cdot (x_2, x_n) + (x_2, x_1)(x_1, x_n)}{(x_1, x_1)(x_1, x_n)} \right) \cdot \left( \frac{(x_1, x_n)}{(x_1, x_2)(x_1, x_n) - x_1 \cdot (x_2, x_n)} \right)$$

$$= \frac{(x_1, x_n)}{(x_1, x_n)}.$$

By Theorem 2.1(2), $(x_1, x_n) = (x_1, x_2, \ldots, x_n)$. Then $(x_1, x_n) \mid (x_i, x_n)$; i.e., $U_{i1} \in \mathbb{N}$ for all $i > 2$.

In the second case, for $j = n$, we see from Theorem 2.4 that, for any $1 \leq i \leq n$,

$$U_{in} = [x_i, x_{n-1}]a_n + [x_i, x_n]b_n$$

$$= [x_i, x_{n-1}]a_n - \frac{[x_i, x_n](x_1, x_{n-1})}{(x_1, x_n)}a_n$$

$$= \left( [x_i, x_{n-1}] - \frac{[x_i, x_n](x_1, x_{n-1})}{(x_1, x_n)} \right) a_n,$$

where

$$a_n = \frac{(x_1, x_n)}{(x_{n-1}, x_n)(x_1, x_n) - (x_n, x_n)(x_1, x_{n-1})} \quad \text{and} \quad b_n = -\frac{(x_1, x_{n-1})}{(x_1, x_n)}a_n.$$
If \( i = n \), we have that
\[
U_{nn} = \left( [x_n, x_{n-1}] - \frac{[x_n, x_n](x_1, x_{n-1})}{(x_1, x_n)} \right) a_n \\
= \left( \frac{(x_1, x_{n-1})(x_1, x_n) - [x_n, x_n](x_1, x_{n-1})}{(x_1, x_n)} \right) a_n \quad \text{(by Lemma 3.1)} \\
= 0.
\]

If \( i = n - 1 \), we have that
\[
U_{n-1,n} = \left( [x_{n-1}, x_{n-1}] - \frac{[x_{n-1}, x_n](x_1, x_{n-1})}{(x_1, x_n)} \right) a_n \\
= \left( x_{n-1} - \frac{x_{n-1} \cdot x_n \cdot (x_1, x_{n-1})}{(x_{n-1}, x_n)(x_1, x_n)} \right) a_n \\
= x_{n-1} \cdot \left( \frac{(x_{n-1}, x_n)(x_1, x_n) - (x_n, x_n)(x_1, x_{n-1})}{(x_{n-1}, x_n)(x_1, x_n)} \right) \cdot \left( \frac{(x_1, x_n)}{(x_{n-1}, x_n)(x_1, x_n) - (x_n, x_n)(x_1, x_{n-1})} \right) \\
= \frac{x_{n-1}}{(x_{n-1}, x_n)} \in \mathbb{N}.
\]

If \( i < n - 1 \), we have
\[
U_{in} = \left( [x_i, x_{n-1}] - \frac{[x_i, x_n](x_1, x_{n-1})}{(x_1, x_n)} \right) a_n \\
= \left( \frac{(x_1, x_i)(x_{n-1}, x_n) - (x_1, x_i)(x_n, x_n)(x_1, x_{n-1})}{(x_1, x_n)} \right) a_n \quad \text{(by Lemma 3.1)} \\
= \left( x_1, x_i \right) \cdot \left( x_{n-1}, x_n \right) \cdot \left( \frac{(x_1, x_n)}{(x_{n-1}, x_n)(x_1, x_n) - (x_n, x_n)(x_1, x_{n-1})} \right) \\
= \frac{(x_1, x_i)}{(x_1, x_n)}.
\]

By Theorem 2.1(2), \((x_1, x_n) = (x_1, x_2, \ldots, x_n)\). Then \((x_1, x_n) \mid (x_1, x_i)\); i.e., \(U_{in} \in \mathbb{N}\) for all \(1 \leq i < n - 1\).

Finally, for the case \( j \neq 1, n \), by using Theorem 2.4, we have that, for \( i = 1, \ldots, n \)
\[
U_{ij} = [x_i, x_{j-1}]a_j + [x_i, x_j]b_j + [x_i, x_{j+1}]a_{j+1},
\]
where
\[
a_{j+1} = \frac{(x_1, x_n)}{x_{j+1}, x_n) \cdot (x_1, x_{j+1}) - (x_{j+1}, x_n)(x_1, x_j) \\
\]
and
\[
b_j = -\frac{(x_{j-1}, x_n)(x_1, x_{j+1}) - (x_{j+1}, x_n)(x_1, x_{j-1})}{(x_1, x_n)} a_j a_{j+1}.
\]

If \( i = j \), by substituting the value of \( a_i, b_i, a_{i+1} \) into the equation (3.2) and aligning the equation, then
\[
U_{ii} = \frac{A + B + C}{(x_{i-1}, x_n)(x_1, x_i) - (x_i, x_n)(x_1, x_{i-1})} \left( x_i, x_n)(x_1, x_i+1) - (x_{i+1}, x_n)(x_1, x_i) \right),
\]
where

\[ A = [x_i, x_{i-1}] \left( (x_i, x_n)(x_{i+1}, x_1) - (x_{i+1}, x_n)(x_{i-1}, x_i) \right), \]

\[ B = -[x_i, x_i] \left( (x_{i-1}, x_n)(x_i, x_{i+1}) - (x_{i+1}, x_n)(x_i, x_{i-1}) \right), \]

\[ C = [x_i, x_{i+1}] \left( (x_{i-1}, x_n)(x_{i+1}, x_i) - (x_i, x_n)(x_{i-1}, x_{i-1}) \right). \]

We now rewrite \( A \) as:

\[ A = [x_i, x_{i-1}] \left( (x_i, x_n)(x_{i+1}, x_1) - (x_{i+1}, x_n)(x_{i-1}, x_i) \right) \]

\[ = \frac{(x_1, x_i)(x_i, x_n)(x_{i-1}, x_n)(x_i, x_{i+1})}{(x_i, x_{i-1})(x_1, x_n)(x_i, x_n)} \cdot (x_i, x_n)(x_{i+1}, x_1) - (x_{i+1}, x_n)(x_{i-1}, x_i) \]

\[ = \frac{(x_1, x_i)(x_{i+1}, x_n)(x_i, x_{i-1})(x_i, x_n)}{(x_i, x_{i-1})(x_1, x_n)(x_i, x_n)} - \frac{(x_1, x_i)(x_{i+1}, x_n)(x_i, x_{i+1})(x_i, x_{i-1})}{(x_i, x_{i-1})(x_1, x_n)(x_i, x_n)} \quad \text{(by Lemma 3.1)} \]

Similarly, we can calculate that

\[ B = \frac{(x_{i+1}, x_n)(x_i, x_{i-1})(x_{i+1}, x_i)(x_{i+1}, x_n)}{(x_{i+1}, x_n)(x_i, x_{i-1})(x_{i+1}, x_n)} \]

\[ C = \frac{(x_1, x_i)(x_i, x_{i+1})(x_{i+1}, x_n)(x_{i+1}, x_i)}{(x_1, x_i)(x_{i+1}, x_n)(x_i, x_{i+1})(x_{i+1}, x_i)} \]

Obviously,

\[ A + B + C = -\frac{(x_{i-1}, x_n)(x_i, x_i) - (x_i, x_n)(x_{i-1}, x_i)}{(x_i, x_n)(x_{i+1}, x_n)(x_{i+1}, x_i)} \]

which implies that \( U_{ii} = -1 \).

If \( i \neq j \), then we will consider separately two cases: Case \( i > j \) and Case \( i < j \). For \( i > j \), we note that \( i \geq j + 1 > j - 1 \). Then, by substituting the value of \( a_j, b_j, a_{j+1} \) into the equation (3.2) and aligning the equation, we have that

\[ U_{ij} = \frac{X + Y + Z}{(x_{j-1}, x_n)(x_j, x_n)(x_{j+1}, x_n)(x_{j+1}, x_j)} \]

where

\[ X = [x_i, x_{j-1}] \left( (x_j, x_n)(x_{j+1}, x_1) - (x_{j+1}, x_n)(x_j, x_j) \right) \]

\[ Y = -[x_i, x_j] \left( (x_{j-1}, x_n)(x_{j+1}, x_1) - (x_{j+1}, x_n)(x_j, x_{j-1}) \right) \]

\[ Z = [x_i, x_{j+1}] \left( (x_{j-1}, x_n)(x_{j+1}, x_j) - (x_j, x_n)(x_{j+1}, x_{j-1}) \right). \]
In the same spirit as we have computed $A, B$ and $C$, we calculate that

\[
X = \frac{(x_i, x_n)\{(x_1, x_{j-1})\}}{(x_1, x_{j-1})} (x_j, x_{n}) (x_1, x_{j+1}) - (x_i, x_n)\{(x_1, x_{j})\}(x_{j+1}, x_n) (x_{1}, x_{j-1})\},
\]

\[
Y = \frac{(x_i, x_n)\{(x_1, x_{j})\}}{(x_1, x_{j})} (x_{j+1}, x_n) (x_1, x_{j-1}) - (x_i, x_n)\{(x_1, x_{j-1})\}(x_{j+1}, x_{n}) (x_1, x_{j+1})\},
\]

\[
Z = \frac{(x_i, x_n)\{(x_1, x_{j-1})\}}{(x_1, x_{j-1})} (x_{j}, x_n) (x_1, x_{j+1}) - (x_i, x_n)\{(x_1, x_{j})\}(x_{j+1}, x_{n}) (x_{1}, x_{j+1})\}.
\]

It is clear that $X + Y + Z = 0$, which implies that $U_{ij} = 0$ for all $i > j$. Next, if $i < j$, then $j + 1 > j - 1 \geq i$. In the same way as in the case $i > j$, we obtain that $U_{ij} = 0$. Then the matrix $U$ can be expressed as:

\[
U = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \frac{x_1}{x_1, x_2} \\
-1 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & -1 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & 0 & -1 & 0 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & 0 & 0 & -1 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & 0 & 0 & 0 & -1 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{x_n-1}{x_1, x_n} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{x_1}{x_1, x_n} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{pmatrix}.
\]

Since each entry of $U$ belongs to $Z$, we conclude that $(S) \mid [S]$. 

It is well known that the divisibility of LCM matrices by GCD matrices constructed from $S$ is independent on the rearrangement of the entries of $S$. Namely, for any set $S = \{x_1, x_2, \ldots, x_n\} \subseteq \mathbb{N}$ with $|S| = n$, if $(S) \mid [S]$, then $(\sigma(S))$, where 

\[
\sigma(S) := \{x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}\},
\]

still divides $[\sigma(S)]$ for any $\sigma \in S_n$ (set of all permutations of degree $n$). Then, by Theorem 3.2 and Theorem 2.3, we have that:

**Theorem 3.3.** Let $S = \{x_1, x_2, \ldots, x_n\}$ be an ordered set of distinct positive integers. If there exist $\sigma \in S_n$ such that $\text{Pow}(\sigma(S))$ is a column monotone matrix, then $(S) \mid [S]$.

In (2.3), the elements in ordered set $S'$ can be rearranged to the ordered set in which $\text{Pow}(S)$ is a column monotone matrix. Then, by Theorem 3.3, $(S) \mid [S]$ and thus $(S')\mid[S']$. The GCD matrix $(S)$ in (2.4) is also a divisor of $[S]$ since $\text{Pow}(S) = P_4$ is a column monotone matrix.

For a given totally ordered set $S$, a kernel $K : S \times S \to \mathbb{R}$ is said to be **totally nonnegative** if $(K(x_i, x_j))_{i,j=1}^n$ is totally nonnegative matrix for any choice of integers $x_1 < \cdots < x_n$ in $S$ and any $n \geq 1$ [8]. Then, the greatest common divisor function, $\gcd : S \times S \to \mathbb{N}$, is a totally nonnegative kernel on $S$, when $\text{Pow}(S)$ is a column monotone matrix. Guillot and Wu [5], proposed a property of a function $f : \mathbb{N} \to \mathbb{R}$ preserving totally nonnegative kernel $K$ on $S \subseteq \mathbb{N}$; namely, if $f$ is a multiplicative function and $f(x) \leq f(y)$ for every $x, y \in \mathbb{N}$ such that $x \mid y$, then $f \circ K$ is a totally nonnegative on $S$. In particular, for any $e \in \mathbb{N}$, the e-th power function $\xi_e : \mathbb{N} \to \mathbb{R}$, $\xi_e(x) = x^e$ for all $x \in S$, satisfies the
conditions and thus $\xi_e \circ K$ is totally nonnegative for any $e \in \mathbb{N}$ and totally nonnegative kernel $K : S \times S \to \mathbb{N}$. It is also well known that $(\xi_e(S)) := (S^e)$ is a GCD matrix and $[\xi_e(S)] := [S^e]$ is an LCM matrix. So, by Theorem 2.3 and Theorem 3.3, we have that:

**Corollary 3.4.** Let $S = \{x_1, x_2, \ldots, x_n\}$ be an ordered set of distinct positive integers. If there exists $\sigma \in S_n$ such that $\text{Pow}(\sigma(S))$ is a column monotone matrix, then, for any $e \in \mathbb{N}$, $(S^e)$ is a totally nonnegative matrix and $(S^e) | [S^e]$.

A set of distinct positive integers $S = \{x_1, x_2, \ldots, x_n\}$ is called a *divisor chain* if there exists a permutation $\sigma \in S_n$ such that $x_{\sigma(1)} \mid x_{\sigma(2)} \mid \cdots \mid x_{\sigma(n)}$. The set $S$ is called a *finitely many coprime divisor chains* if there is a positive integer $k$ such that $S$ can be partitioned as $S = S_1 \cup S_2 \cup \cdots \cup S_k$, where $S_i$ are divisor chains for all $1 \leq i \leq k$ and each element in $S_i$ is coprime to each element in $S_j$ for all $1 \leq i < j \leq k$. In 2020, Tan and Lin [11] provided that for any finitely many coprime set $S$, $(S^e) | [S^e]$ for any positive integers $e$. However, for prime numbers $p_1 < p_2 < p_3 < p_4$, the set

$$S = \{p_2^9 p_4^5, p_2^8 p_3^5 p_4^1, p_1 p_2^5 p_3^3 p_4^2, p_1^5 p_2^2 p_3 p_4^1, p_1^5 p_2 p_3^2 p_4^2, p_1^7 p_2 p_3^4\}$$

is not a gcd-closed set nor a finitely many coprime divisor chains, since

$$(p_1 p_2^5 p_3^3 p_4^2, p_1^5 p_2 p_3^2 p_4^2) = p_1 p_2^3 p_3^2 \not\in S$$

and $S$ is separated into 6 distinct chains but these chains are not coprimes. Fortunately,

$$\text{Pow}(S) = \begin{pmatrix}
0 & 9 & 0 & 5 \\
0 & 8 & 1 & 5 \\
1 & 7 & 1 & 3 \\
1 & 5 & 3 & 2 \\
5 & 2 & 8 & 2 \\
7 & 1 & 11 & 0
\end{pmatrix}$$

is a column monotone matrix. By Corollary 3.4, we can conclude that $(S^e) | [S^e]$ for any positive integer $e$.
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