Generating Photo-realistic Images from LiDAR Point Clouds with Generative Adversarial Networks
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Abstract. We examined the feasibility of generative adversarial networks (GANs) to generate photo-realistic images from LiDAR point clouds. For this purpose, we created a dataset of point cloud–image pairs and trained the GAN to predict photo-realistic images from LiDAR point clouds containing reflectance and distance information. Our models learned how to predict realistically looking images from just point cloud data, even images with black cars. Black cars are difficult to detect directly from point clouds because of their low level of reflectivity. This approach might be used in the future to perform visual object recognition on photo-realistic images generated from LiDAR point clouds. In addition to the conventional LiDAR system, a second system that generates photo-realistic images from LiDAR point clouds would run simultaneously for visual object recognition in real-time. In this way, we might preserve the supremacy of LiDAR and benefit from using photo-realistic images for visual object recognition without the usage of any camera. In addition, this approach could be used to colorize point clouds without the usage of any camera images.

Keywords: deep learning, GANs, LiDAR, point cloud, pix2pix
1 Introduction

Laserscanned (LiDAR) point clouds create a 3D map of the surroundings and provide a 360-degree view that helps the car drive in any type of condition. The LiDAR system determines at the highest level of accuracy, the distance, and range of an object, providing much-needed data to self-driving cars. LiDAR surpasses cameras in many aspects. However, it seems that visual recognition is one domain that might be done more easily with cameras, especially of black objects (Cui et al., 2021; Fernandes et al., 2021). Black objects are difficult to detect from point clouds because of their low level of reflectivity.

The purpose of this research was to examine whether conditional generative adversarial networks (cGANs) could generate accurate photo-realistic images from LiDAR point clouds data. We wanted to investigate if this approach could be used to apply object recognition and semantic segmentation on photo-realistic images generated from LiDAR point clouds. In this approach, we might preserve the supremacy of LiDAR and benefit from using photo-realistic images for visual object recognition and semantic segmentation. In addition, this approach potentially could be used to colorize point clouds without the usage of any camera images.

LiDAR point clouds are sparse and are difficult for the task of photo-realistic rendering (Cui et al., 2021; Fernandes et al., 2021). Our approach to tackle this problem was to create a large dataset of point cloud–image pairs and train the cGAN to predict photo-realistic views from LiDAR point clouds which contain reflectance and distance information. The idea was that the model would learn how to predict realistically looking images from just point cloud data.

1.1 Generative Adversarial Networks (GANs)

GANs are the state-of-the-art framework for training generative models. Backpropagation is used to train, no inference is required during learning avoiding the difficulty of approximating intractable probabilistic computations (Creswell et al., 2018; Mirza & Osindero, 2014).

GANs consist of two adversarial neural networks: 1. a generative network that captures the data distribution, and 2. a discriminative model that
estimates the probability, a sample is from the training data rather than the generator (Isola, Zhou, & Efros, 2017). The generator and the discriminator can be deep neural networks and more specifically convolutional neural networks (CNNs; Isola et al., 2017). The domain of computer vision using CNNs is one of the areas that progressed dramatically during the deep learning era with many different types of applications (Mor & Dardeck, 2021; Mor & Dardeck, 2018).

The generator and the discriminator are trained simultaneously to adjust both parameters following a two-player min-max game. The generator produces images and the task of the discriminator is to distinguish between real images and images that were generated by the generator. The aim of the discriminator is to assign the correct label to the real example and the example generated by the generator (real vs. generated). The aim of the generator is to "outsmart" the discriminator, so it would label generated images as real (Creswell et al., 2018; Mirza & Osindero, 2014).

**pix2pix network.** *pix2pix* is a cGANs able to perform high-resolution image to image translation. This network learns the mapping from an input image to an output image and a loss function to train this mapping (Isola et al., 2017). Conditional GAN is a type of GAN in which we can direct the data generation process based on extra information such as class labels (Atienza, 2019; Peters, & Brenner, 2020).

The purpose of this research was to examine whether *pix2pix* could generate accurate photo-realistic images from LiDAR point clouds given sufficient training data.

## 2 Method

### 2.1 Data Acquisition

The points were acquired with a state-of-the-art LiDAR - InnovizOne: angular resolution of 0.1x0.1; configurable frame rate of 5-20 FPS; detection range of 0.1 - 250m; maximum field of view of 115x25 (Innoviz, 2021).

InnovizOne has four individually-controlled regions of interest (one on each laser) for dynamic focus in a limited FOV. This allows for enhanced
visibility and range with no impact on bandwidth, resolution, or frame rate. InnovizOne returns multiple reflections per pixel and records and stores multiple points in a 3D environment. This is important when laser pulses hit rain droplets, snowflakes, or more than one object on its path. InnovizOne has no gaps in its scanning pattern due to contiguous pixels, which is critical to building a safe autonomous vehicle perception system. Without this, a system could miss collision-relevant small objects lying on the road’s surface or humans if they are within point cloud data gaps, causing devastating results. Provides uniform resolution over the entire vertical FOV. This enables the system to obtain more data than other sensors that focus only on the center (horizon) and lose data moving towards the edges. The InnovizOne vertical FOV is also built with panning capabilities to support mounting tolerances, as well as varying driving conditions such as vehicle loading. InnovizOne is resilient to ambient light sources, such as direct sunlight and blinding lights from oncoming cars, as well as poor weather conditions such as rain (Innoviz, 2021).

2.2 Preparing the data and training using pix2pix

The dataset contained about 30,000 images and about 30,000 x 200,000 3D points. pix2pix needs the data in terms of a point cloud image and a corresponding real image. We conducted two separate experiments. In experiment 1, the point cloud image contained one channel of the reflectance of the laser ray. In experiment 2, the point cloud image contained two channels. The first channel was the distance between a 3D point and the LiDAR and the second channel was the reflectance of the laser ray.

The task was therefore that the point cloud image would capture the same view and information as the real image. Inspired by the work of Peters, and Brenner (2020), we extracted the front view orientation of the 3D point clouds and stored in one channel the reflectivity and in the second channel the distance (instead of the pixel value). With this approach, we created point clouds images suitable as an input for training a GAN such as pix2pix. The point cloud images and the real images of the same view enables us to examine the purpose of this research: whether cGAN such as pix2pix could generate accurate photo-realistic images from LiDAR point clouds data.
By the end of the process, we had about 30,000 point cloud images and corresponding 30,000 real images. In experiment 1 the point cloud images stored reflectivity and in experiment 2 the point cloud images stored reflectivity in one channel and distance in a second channel.

Our training procedure was inspired by pix2pix with the required technical modifications and adjustments to fit our unique dataset (Isola et al., 2017).

3 Results And Experiments

3.1 Experiment 1

The input point cloud image contained one channel of reflectivity. We trained the GANs for 50 epochs with a batch size of one. After 50 epochs the generator started to overfit the real images. Figures 1 and 2 show an example of predicted images from the test set containing black cars. The test set is a completely new recording that the GANs have never seen before the test. This was predicted using only reflectivity information from the point cloud. We selected to show frames with black cars because black cars are usually difficult to detect from LiDAR. We can see that the generator learned to generate black cars, probably from contextual information, because of the fact that the colors and the exact shapes of objects in predicted images are not identical as in the real images.
3.2 Experiment 2

The input point cloud image is composed of two channels one of reflectivity and the second of distance. We trained the GANs for 40 epochs with a
batch size of one. After 40 epochs the generator started to overfit the real images. Figures 3 and 4 show an example of predicted images from the test set containing black cars. The test set is a completely new recording that the GANs have never seen before the test. This was predicted using reflectivity and distance information from the point cloud. Also here we selected to show frames with black cars because it is challenging to detect them directly from LiDAR point clouds. Similar to experiment 1, we can see that the generator learned to generate black cars probably from contextual information, because of the fact that the colors and the exact shapes of objects in predicted images are not identical as in the real images.

Figure 3: Examples with black cars from test set of experiment 2
3.3 Evaluation

The task of evaluating GANs’ performance is very difficult. There is no objective function used when training GAN generator models, meaning models must be evaluated using the quality of the generated synthetic images (Alqahtani et al., 2019; DeVries et al., 2019). Manual inspection of generated images is a good starting point when getting started. Quantitative measures, such as the inception score and the Frechet inception distance can evaluate the quality of the generated images (Alqahtani et al., 2019; DeVries et al., 2019).

Our purpose was to examine the similarity of each specific predicted image compared to its specific ground truth, in terms of objects present in the images, and not the general visual quality of predicted images. Therefore, we developed a measure for our specific purpose. For each pair, we calculated the number of cars that could be detected in the predicted image.
divided by the number of cars present in the ground truth (the real image). We summed this term for all examples and divided it by the number of examples. The closer the score is to 1, the more accurate the predicted images in terms of cars that are present.

\[
\frac{1}{m} \sum n_p n_g
\]  

(1)

We selected 100 pairs from the test set of experiment 1 and of experiment 2. The score in both experiments was between 0.7 and 0.8. Considering the fact that the general quality of the predicted images is lower than the real images (it is more difficult in general to detect objects in lower quality images), this score indicates that the vast majority of cars that present in the ground truth present in the predicted images.

4 Conclusion

We have demonstrated that it is possible to generate photo-realistic images from LiDAR point cloud data. We described an efficient methodology to represent point clouds as an image for using them as an input to deep neural networks as pix2pix.

In addition, we demonstrated that black cars which are difficult to detect directly from LiDAR point clouds can be generated and detected more easily in predicted images (predicted from LiDAR point clouds). The fact that in predicted images, color information and exact shapes are not identical to ground truth, suggests that that prediction of black cars is mostly derived from contextual information and not from the LiDAR reflectivity of the points themselves. We suggest that, in addition to the conventional LiDAR system, a second system that generates photo-realistic images from LiDAR point clouds would run simultaneously for visual object recognition in real-time.

In future work, to improve models’ performance and quality of the predicted images, a larger diverse training set is required.
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