Assessing the quality of relaxation-time approximations with fully-automated computations of phonon-limited mobilities
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The mobility of carriers, as limited by their scattering with phonons, can now routinely be obtained from first-principles electron-phonon coupling calculations. However, so far, most computations have relied on some form of simplification of the linearized Boltzmann transport equation based on either the self-energy, the momentum- or constant relaxation time approximations. Here, we develop a high-throughput infrastructure and an automatic workflow and we compute 69 phonon-limited mobilities in semiconductors. We compare the results resorting to the approximations with the exact iterative solution. We conclude that the approximate values may deviate significantly from the exact ones and are thus not reliable. Given the minimal computational overhead, our work encourages to rely on this exact iterative solution and warns on the possible inaccuracy of earlier results reported using relaxation time approximations.

Carrier mobility is one of the most important characteristics of semiconductor materials and is a key property in many applications such as transistors, solar cells, thermoelectrics, transparent conductors, and light-emitting devices. Having reliable and efficient methods for computing these properties from first principles is therefore of crucial importance to improve the predictive power of in silico design methods. Despite significant progress in the field since the late 2000s, very few bulk semiconductors have been investigated so far due to the complexity of the problem associated with the inherent large computational cost. Only recently, efficient implementations such as EPW \cite{1, 2}, PERTURBO \cite{3}, and ABINIT \cite{4–7}, have allowed the community to report \textit{ab initio} phonon-limited mobilities for a small set of semiconductors \cite{8}. These methods are all based on density-functional theory (DFT) for ground-state properties and density-functional perturbation theory (DFPT) for vibrational properties \cite{9, 10}. They all rely on Fourier-based interpolation schemes for the electron-phonon (e-ph) coupling matrix elements as the microscopic description of e-ph scattering processes requires a very dense sampling of the whole Brillouin zone (BZ) that is unrealistic for DFPT calculations. Recently, another methodology has been proposed with AMSET \cite{11} where low-cost first-principles inputs are used to define models for acoustic deformation potential, piezoelectric and polar optical phonon scattering. This approach effectively enables faster evaluations of phonon-limited mobilities although not all the microscopic processes are explicitly accounted for with \textit{ab initio} quality.

In all these state-of-the-art methods, transport properties are usually computed within the linearized Boltzmann transport equation (BTE), where carriers are described in terms of wave packets that propagate according to the semi-classical equations of motion between two consecutive scattering events. In principle, a fully \textit{ab initio} description of transport phenomena should take into account several different scattering channels due to the interaction with, e.g., phonons, electrons, crystalline defects, ionized impurities, and even grain-boundaries in the case of polycrystalline samples. In practice, most of the studies reported so far have focused on the contribution due to e-ph scattering, while other effects such as the scattering by ionized impurities have been introduced either in an indirect way via semi-empirical models \cite{11, 12} or via additional \textit{ab initio} calculations \cite{13–15}. At the level of the e-ph scattering, the predictive power of \textit{ab initio} methods has recently been quantified by estimating the impact of various effects such as spin-orbit coupling or many-body corrections to the e-ph vertex or effective masses in the case of silicon \cite{12}. Even though a fully-microscopic theory of transport properties should take all these effects into account, it should also be noted that such corrections are usually applied within a given approximation to the BTE, usually based on a relaxation time ansatz. However, the appropriateness of the popular approximations to the BTE has not yet been quantified in real systems to the best of our knowledge. Here, we assess their quality in a quantitative and systematic way using a computational workflow that allows us to investigate 69 phonon-limited mobilities among 56 semiconductors under different relaxation-time approximations in a completely automated way.

The derivation of the BTE can be found in many publications such as Refs. \cite{8, 12, 16, 17}. In what follows, we summarize the most important equations and focus on electrons for the sake of brevity. Similar expressions can be easily obtained for holes. Atomic units are used everywhere unless stated otherwise. In semiconductors, the electron mobility ($\mu_e$) is obtained by renormalizing the conductivity by the carrier concentration ($n_e$) and
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considering only the states in the conduction band (CB):

\[ \mu_{\alpha, \beta}^\epsilon, \gamma = -\frac{1}{\Omega_{\text{cell}}} \sum_{n \in \text{CB}} \int_{BZ} \frac{d\mathbf{k}}{\Omega_{BZ}} \frac{\partial f_{n\mathbf{k}}}{\partial \varepsilon_{\beta}} \nu_{n\mathbf{k}, \alpha}, \]  

(1)

with \( \alpha \) and \( \beta \) the Cartesian coordinates, \( \Omega \) the volume of the unit cell, \( \Omega_{BZ} \) the volume of the first Brillouin zone (BZ), \( n \) the electronic band index, \( \mathbf{k} \) the wave vector, \( f_{n\mathbf{k}} \) the occupation of the state in the steady configuration, \( \mathcal{E} \) the electric-field, and \( \nu_{n\mathbf{k}} \) the group velocity given by \( \nu_{n\mathbf{k}} = \nabla_{\varepsilon} \varepsilon_{n\mathbf{k}} \), with \( \varepsilon_{n\mathbf{k}} \) the band structure of the material. If we limit ourselves to drift mobilities where carriers are moving under the action of an electric field only (to the contrary of the Hall mobilities that also includes the effect of a magnetic field), the \( \partial f_{n\mathbf{k}} / \partial \varepsilon_{\beta} \) term entering Eq. (1) is the solution of the following linear integral equation

\[ \frac{\partial f_{n\mathbf{k}}}{\partial \varepsilon_{\beta}} = \frac{\partial f_{0\mathbf{k}}^{\beta}}{\partial \varepsilon_{\beta}} \nu_{n\mathbf{k}, \beta} \tau_{n\mathbf{k}}^{\gamma} + 2\pi f_{n\mathbf{k}}^{0} \sum_{m, \mathbf{\nu}} \int_{BZ} \frac{dq}{\Omega_{BZ}} |g_{mn\mathbf{\nu}}(\mathbf{k}, \mathbf{q})|^2 
\]

\[ \times \left[ (n_{\mathbf{\nu}q}^{0} + f_{\mathbf{\nu}q}^{0}) \delta(\varepsilon_{n\mathbf{k}} - \varepsilon_{m\mathbf{k}+\mathbf{q}} + \omega_{\mathbf{\nu}q}) 
\]

\[ + (n_{\mathbf{\nu}q}^{0} + 1 - f_{\mathbf{\nu}q}^{0}) \delta(\varepsilon_{n\mathbf{k}} - \varepsilon_{m\mathbf{k}+\mathbf{q}} + \omega_{\mathbf{\nu}q}) \right] \frac{\partial f_{m\mathbf{k}+\mathbf{q}}}{\partial \varepsilon_{\beta}}, \]

(2)

with \( \tau_{n\mathbf{k}}^{\gamma} \), that has the dimension of time, given by

\[ \frac{1}{\tau_{n\mathbf{k}}^{\gamma}} = 2\pi \int_{BZ} \frac{dq}{\Omega_{BZ}} |g_{mn\mathbf{\nu}}(\mathbf{k}, \mathbf{q})|^2 
\]

\[ \times \left[ (n_{\mathbf{\nu}q}^{0} + f_{\mathbf{\nu}q}^{0}) \delta(\varepsilon_{n\mathbf{k}} - \varepsilon_{m\mathbf{k}+\mathbf{q}} + \omega_{\mathbf{\nu}q}) 
\]

\[ + (n_{\mathbf{\nu}q}^{0} + 1 - f_{\mathbf{\nu}q}^{0}) \delta(\varepsilon_{n\mathbf{k}} - \varepsilon_{m\mathbf{k}+\mathbf{q}} + \omega_{\mathbf{\nu}q}) \right], \]

(3)

In Eqs. (2)-(3), \( f_{n\mathbf{k}}^{0} \) is the equilibrium Fermi-Dirac occupation function, \( n_{\mathbf{\nu}q}^{0} \) is the Bose-Einstein distribution for the phonon of wave vector \( \mathbf{q} \), mode index \( \nu \) and frequency \( \omega_{\mathbf{\nu}q} \), and \( g_{mn\mathbf{\nu}}(\mathbf{k}, \mathbf{q}) \) are the e-ph coupling matrix elements defined as \( g_{mn\mathbf{\nu}}(\mathbf{k}, \mathbf{q}) = \langle \psi_{m\mathbf{k}+\mathbf{q}} | \Delta_{\mathbf{q}V^{KS}} | \psi_{n\mathbf{k}} \rangle \), where \( \psi_{n\mathbf{k}} \) and \( \psi_{m\mathbf{k}+\mathbf{q}} \) are the Kohn-Sham (KS) Bloch states and \( \Delta_{\mathbf{q}V^{KS}} \) is the phonon-induced variation of the self-consistent KS potential [4, 5, 18].

Once discretized in the BZ, Eq. (2) becomes a system of linear equations that is usually solved via iterative solvers (IBTE) that take advantage of the sparsity of the scattering operator to reduce both memory and computational cost. The main difficulty encountered when solving Eq. (2) is that very fine homogeneous \( \mathbf{k} \)-point meshes are required to account for the coupling among all the \( \partial f_{n\mathbf{k}} / \partial \varepsilon_{\beta} \) terms and to properly converge transport properties. For this reason, in many studies the full solution of the BTE is usually replaced by the so-called self-energy relaxation time approximation (SERTA), where the second term on the right-hand side of Eq. (2) is completely neglected. This leads to an explicit expression for \( \partial f_{n\mathbf{k}} / \partial \varepsilon_{\beta} \) in terms of other quantities readily available. In physical terms, this simplification corresponds to the relaxation time approximation (RTA) in which carriers are assumed to relax to the equilibrium Fermi-Dirac distribution \( f_{n\mathbf{k}}^{0} \), with an exponential law and time constant \( \tau_{n\mathbf{k}}^{\gamma} \) when the external fields (electric and/or magnetic) are switched off. Inserting this approximated solution in Eq. (1) gives:

\[ \mu_{\alpha, \beta}^{\text{SERTA}} = -\frac{1}{\Omega_{\text{cell}}} \sum_{n \in \text{CB}} \int_{BZ} \frac{d\mathbf{k}}{\Omega_{BZ}} \frac{\partial f_{0\mathbf{k}}^{\beta}}{\partial \varepsilon_{\beta}} \nu_{n\mathbf{k}, \alpha} \tau_{n\mathbf{k}}^{\gamma}. \]

(4)

The SERTA acronym stems from the fact that \( \tau_{n\mathbf{k}}^{\gamma} \) is related to the inverse of the imaginary part of the e-ph Fan-Migdal self-energy [4, 18] that gives the lifetime of a charged quasi-particle excitation due to e-ph interactions. In other words, the SERTA uses a relaxation-time ansatz to approximate the true solution of Eq. (2) and assumes the transport relaxation time to be equal to the lifetime of a charged excitation. This is a reasonable but not necessarily correct assumption, especially because neglecting the second term on the right-hand side of Eq. (2) corresponds to ignoring all the processes in which carriers are scattered back into the state \( \mathbf{n} \mathbf{k} \) [8]. In more geometrical words, the SERTA always underestimates the mobility because it does not differentiate between forward and backward scattering even though forward scattering (small angle between \( \mathbf{v}_{\mathbf{k}} \) and \( \mathbf{v}_{\mathbf{k}+\mathbf{q}} \)) does not deteriorate the mobility as much as backward scattering [19]. In order to partially account for these back-scattering events, the momentum-relaxation time approximation (MRTA) has been introduced where the integrand in Eq. (3) is now weighted by the efficiency factor [8, 11, 20, 21]

\[ \alpha_{mn}^{\text{MRTA}}(\mathbf{k}, \mathbf{q}) = \frac{1 - \nu_{n\mathbf{k}, \nu_{m\mathbf{k}+\mathbf{q}}} \varepsilon_{n\mathbf{k}, \nu_{m\mathbf{k}+\mathbf{q}}}^2}{|\nu_{n\mathbf{k}}|^2}. \]

(5)

Indeed, this favors forward scattering geometrically and therefore allows to better take into account the relative changes in the electron velocity due to the scattering processes. Finally, an even more crude approximation consists in assuming the relaxation times to be constant for all \( n \mathbf{k} \), i.e. \( \tau_{n\mathbf{k}} = \tau \) in Eq. (4). In this constant relaxation time approximation (CRTA), the mobility depends only on the band structure and on \( \tau \) as a phenomenological parameter. Since the computation of phonons and e-ph matrix elements are not needed, this greatly reduces the computational cost. This is the main reason why the CRTA has been widely employed in the past. In particular, it has been implemented in BOLTZTRAP [22, 23] and extensively used, for instance to rank large sets of materials using a common lifetime [24–27] (or, equivalently, by looking at the transport effective mass [28, 29]). Another application lies in understanding experimental results by determining the lifetime in a specific material [23, 30, 31].

All these expressions have been implemented in the transport module of ABINIT. Our approach, detailed in Ref. [4], takes advantage of (i) the tetrahedron integration scheme to reduce the number of e-ph transitions to be computed, (ii) a Fourier interpolation of the scattering potentials in \( \mathbf{q} \) space including the proper treatment of
dipole and quadrupole contributions, and (iii) exact KS wavefunctions that are computed only for the \( k \)-points lying inside a small energy window around the band edges. This procedure allows us to bypass the generation of maximally-localized Wannier functions, a major advantage in our context as all the steps of our workflow can be easily automated.

Even though the CRTA, SERTA, and MRTA have been widely used in the literature to characterize the transport of electrons or holes, the validity of such approximations has not yet been tested in a systematic way. Here, we analyze the phonon-limited transport in 56 different semiconductors, including 56 electron and 13 hole mobilities. This allows us to directly probe the quality of these different approximations to the IBTE. These 56 semiconductors have been selected by the following procedure. In order to reduce the total computation time, we consider only those semiconductors for which phonon properties are available in the Materials Project database \[32, 33\] and discard materials with imaginary phonon frequencies (vibrational instabilities) or those that are predicted to be thermodynamically unstable, i.e. with an energy above hull larger than 50 meV/atom. The results of Ref. \[25\] have then been used to remove all materials for which the average transport effective mass is larger than one. Finally, we enforce two additional constraints that are needed in order to be compatible with the previous DFPT calculations performed with PBEsol scalar-relativistic norm-conserving pseudopotentials including non-linear core correction (NLCC) \[34\]. First, we have considered systems with a single conduction/valence band within an energy window of 0.25 eV above/below the minimum/maximum. The motivation is that spin-orbit coupling (SOC) has been shown to have a significant impact on phonon-limited mobilities \[19\]. Restricting our database to systems with a single band allows us to avoid the worst-case scenario of degenerate hole states that are split by SOC although it is clear that a proper treatment of relativistic effects in mobility calculations would require the inclusion of SOC effects both at the electronic and vibrational level. Secondly we have considered only space groups for which the dynamical quadrupoles \( Q^* \) are zero by symmetry \[35\]. As recently shown in Refs. \[4, 5, 19, 36, 37\], dynamical quadrupoles play a crucial role for obtaining reliable phonon-limited mobilities in semiconductors. Unfortunately, the DFPT computation of \( Q^* \) is presently limited to norm-conserving pseudopotentials without NLCC, hence we decided to restrict the discussion to high-symmetry structures. Overall, our screening criteria led to 56 materials (37 in the \( \text{Fm\bar{3}m} \) space group, 18 in \( \text{Pm\bar{3}m} \) and one belonging to the tetragonal \( \text{P4/nmm} \) space group) and 69 mobilities (56 electron and 13 hole mobilities). Although our dataset mostly consists of cubic systems, we expect our analysis to hold for other structures as well.

Using our automated mobility computations, we can compare the SERTA, MRTA and CRTA results versus the exact IBTE ones in a systematic way. Figure 1 shows this comparison of the CRTA (a) and SERTA/MRTA (b) mobilities with the IBTE results for all the systems in our dataset. The numerical results can be found in Table S1 of the Supplemental Material \[38\]. Obviously, the CRTA mobility for a given material can be made exactly equal to the IBTE value by an appropriate choice of \( \tau \). In our dataset, a wide variety of lifetimes would have to be used ranging from 6 fs for \( \text{CsCaBr}_3 \) to 188 fs for \( \text{KMgH}_3 \). Considering the complete set of materials, a lifetime of 10.3 fs minimizes the mean absolute percentage error but, as can be seen from Fig. 1(a), the agreement with the...
IBTE is only valid for low IBTE mobilities, as most of the systems in the dataset have an IBTE mobility lower than 100 cm²V⁻¹s⁻¹ (see the insets of Fig. 1). However, even in this region, a material with a low CRTA mobility may show a large relative error (see Fig. S1 of the Supplemental Material [38]). It is clear from Fig. 1(a) that the correlation is weak between the CRTA and IBTE results. A large (low) CRTA result does not guarantee a large (low) IBTE mobility. One can also compute Spearman’s rank correlation coefficient ρ in order to quantify the ranking capability of CRTA. A value of ρCRTA = 0.44 is obtained, indicating that the CRTA is overall not able to correctly rank materials from our dataset. This analysis therefore highlights the importance of going beyond the CRTA for accurate results. In particular, in material screening or high-throughput computing where this approach has been very popular, this indicates that the CRTA mobility or, equivalently, the transport effective mass [25, 28], should be used with extreme caution as a first filter to identify materials with high mobility and should be followed by a higher-level analysis of the transport if possible.

It is clear from Fig. 1(b) that the SERTA and MRTA both perform better than the CRTA. In particular, in terms of ranking materials of our dataset, both of them prove to be adequate, with ρSERTA = 0.97 and ρMRTA = 0.98. Additionally, Fig. 1(b) shows that the MRTA performs overall better than the SERTA in approximating the IBTE, with a mean absolute percentage error of 18% for the former and 48% for the latter. In the materials investigated here, the MRTA mobility is always higher than the one predicted by the SERTA. Indeed, we specifically selected materials with a single band, that is often located around Γ in the BZ. In this case, intravalley scattering largely dominates, in particular with small wave vectors q because the effective masses are lower than 1, hence the bands are relatively dispersive [4]. Note that intravalley scattering plays a crucial role even in cases where the band extrema are not at Γ. If the important wave vectors q are small, then αMRTA is between 0 and 1, and the mobility increases from the SERTA to the MRTA. However, when compared to the IBTE, there is no general rule for the MRTA and it can underestimate or overestimate the mobility.

In the literature, SERTA has recently emerged as the most satisfactory approach. Indeed, for the few systems investigated so far (such as Si [4, 12, 20] or GaAs [4, 39]), it is predicted that the SERTA mobilities are closer to experimental data than the MRTA or IBTE results. Indeed, in Si, the differences between the SERTA, MRTA, and IBTE mobilities are lower than 5%, all of them being very close to experimental data [4, 12, 20]. However, in GaAs, there is a large spread in the reported computed mobilities, which can partly be explained by the different transport formalisms used for the computations, since the SERTA (MRTA) underestimates (overestimates) the IBTE solution by 52% (4%). From Fig. 1 and Table S1, it is clear that some outliers show important deviations from the IBTE mobility. For instance, in SrO, KH, KMgH₃ and MgO, the MRTA leads to errors larger than 60% when compared to the exact IBTE solution. From a computational point of view, it is difficult to estimate whether the MRTA will lead to a result comparable to the IBTE or not without actually doing both computations. This indicates that both the SERTA and MRTA are actually unreliable and the IBTE should always be preferred. In particular, before comparing computed mobilities to experimental data, we believe it is crucial to first make sure that any approximation used in the process is reliable, or at least to quantify the error on the final quantity. We point out that using spatial and time-reversal symmetries, and a similar filtering method as presented in Ref. [4], solving the IBTE can be seen as a post-processing of the SERTA that does not lead to a significant increase of computational time nor memory. It is also worth noting that the type of charge carrier does not seem to affect these results.

The computed IBTE mobilities overestimate the experimental data, which is expected since other sources of scattering (e.g., impurity scattering) are completely ignored. In addition, most of the experimental mobilities reported in the literature are measured using the Hall effect and it is therefore necessary to weight computational results by a material-dependent Hall factor that typically ranges between 0.7 and 2 [19]. The inclusion of the Hall mobility in ABINIT is left for future work.

The computation of the phonon-limited mobility is a rather complex task involving many steps, that typically require an important human time and intervention. To fully automate all the different parts of the computation, including the convergence studies for the BZ sampling, we have developed a workflow within the AbiPy python package [40]. The main steps are schematically represented in Fig. 2, with more details given in the Supplemental Material [38]. The ingredients needed in Eq. (2)
are the KS wave functions on the dense mesh for the electronic part (in purple in Fig. 2) and the DFPT scattering potentials and the interatomic force constants on a coarse mesh (typical of DFPT) for the phonon part (in blue in Fig. 2). The latter can be easily computed with another AbiPy workflow, although in this study we prefer to start from a database of previous DFPT computations [32,41]. The first step of the workflow consists in a ground-state calculation (in orange in Fig. 2), with basic parameters reused from the DFPT database. This allows to determine the wave functions on the fine mesh using a two-step procedure described in Ref. [4] and in the Supplemental Material [38]. All the ingredients required to compute the mobility on a given dense mesh are then readily available. Since a convergence study is needed with respect to this dense mesh, we perform the previous steps multiple times for meshes of increasing density. Convergence is assumed to be reached when three consecutive grids lead to mobilities maximum 5% away from each other.

In conclusion, we have obtained well-converged phonon-limited mobilities for a rather large set of semiconductors. We have developed and used an automatic workflow that allows for the comparison of different approaches to the BTE with the exact results. Our results show that both SERTA and MRTA are not reliable approximations to the IBTE with the exact results. Our workflow that allows for the comparison of different approaches to the BTE requires more computational power and implementation, it should be the recommended approach for computing transport properties. Finally, our work demonstrates that phonon-limited mobilities can be computed automatically and high-throughput opening new avenues for materials screening.
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