A Depth Multiple Hierarchical StereoNet by Using Thermodynamic Color Guidance
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Abstract. Thermodynamics is devoted to the study of energy or materials, and few researchers have combined the laws of thermodynamics with stereoscopic vision. Thus, we propose Depth Multiple Hierarchical StereoNet (DMH-Net) by using thermodynamic color guidance, which present end-to-end deep architecture for real-time stereo matching, realize sub-pixel precision and produce high-quality refinement disparity on dataset benchmarks. At the same time, we use color thermodynamics to guide the image output of an accurate Hill disparity image. Our DMH-Net consists of four modules: the first module uses a deep spatial pooling method to extract multiple features that work on the initial left and right images. The second module uses color guidance to produce high-quality cost volume. We use the ahead of two modules to calculate depth disparity precision, which can segment coarse to fine to obtain background and edge of objects information. Thirdly module integrates the information about 3D cost volume and color channel to frame a 4D hierarchical cost volume. The fourth module is designed by depth hierarchical refinement to regress the final disparity. Finally, we achieve sub-pixel precision and real-time performance on benchmarks, which can produce high-quality thermodynamic disparity regression maps.

1. Introduction
In the recent development of computer vision, depth estimation, and disparity refinement are key researches[1, 2]. Since computer vision can be applied to unmanned driving, stereo image matching, and other fields, it is also the top priority of connecting the real world and the virtual world and the research on stereo vision matching has also attracted the attention of scholars[3]. For proper rendering and interaction between virtual and real-world objects, the depth is expected to be both dense and correct around objects’ boundaries. Depth sensors are often used to produce infrared vision. However, the sensors do not work well in the sunlight environment or other infrared sources[4], on the other hand, in indoors and in sunlight environment, there is a strong advantage from stereo vision systems. These systems use passive image data that does not interfere with the environment materials. Moreover, passive stereo systems can use structured light depth sensors, which is better than sparse patterns. Stereo vision also has capabilities to produce accurate object boundaries. However, some disadvantages are inevitable, such as on less textured or chaotic textured surfaces[5]. While traditional methods to deal with the ambiguous regions, they usually choose working on an entire image that used handcrafted functions. However, this method has a disadvantage about complex and time consuming, and cannot work well on the treatment of complex and ambiguous texture areas. With the rapid development of
machine learning, the use of machine learning functions to process data and the training of a network model to find information in the shaded area has become a new development direction.

In the stereo vision field, stereo matching is a key step and worthy attention. In recent years, the research on stereo matching has gained satisfying achievement on KITTI stereo benchmarks and Middlebury datasets[6]. Besides, cost aggregation is also important in stereo matching research. Recent research work on global and local support Windows for each pixel and the average cost area is based on image filtering methods. Although the Gaussian smoothing method adopted by the researchers is efficient and easy to operate, the results are not good, especially in the fuzzy depth boundary region. Yoon and Kweon first proposed to adopt a joint bilateral filter method to produce the cost volume[7, 8]. Since then, some researchers have proposed an edge-aware filtering method to explore cost aggregation. For example, geodesic weight and segment support, in which, the elapsed time of the filter guided image method is independent of the kernel size[9, 10]. Therefore, both stereo methods have shown leading speed and accuracy performance. However, stereo systems in the traditional algorithm have some disadvantages, such as predict ambiguous regions in complexity less context texture or confusing surfaces. Stereo matching and refinement steps cannot improve their performance at the same time, nor can they be completely combined, which will lead to slow processing speed and poor disparity matching effect in stereo matching. To solve these problems, we propose a depth of multiple hierarchical stereonet.

Our main contributions include:

- We improve disparity matching accuracy by deep spatial multiple pooling module and innovated propose to produce deep cost volume with the color guide.
- We demonstrate a hierarchical framework that aims to produce 4D refine disparity to regression.
- We use the thermodynamic color guiding principle as the guiding factor for Hill disparity in the network and output hill disparity matching image.
- Our hierarchical refinement network that achieves real-time performance and produces high-quality sub-pixel disparity.

2. Related Work

An interface separates the object to be studied from the surrounding environment, and this artificial separation is called a thermal system[36, 37, 38, 39]. The research of the thermodynamic system is generally based on energy conversion and is rarely combined with image research[40]. However, Stereo depth has a large number of applications in many fields. So scholars attach great importance to research in the field of stereo depth, which is included four steps. Respectively, namely cost calculation, cost matching, aggregation, optimization, and refinement disparity. The more famous ones, for example, belief propagation graph partitioning technology was applied to stereo study that is also a form of discrete tag. We refer interested readers to surveys and methods described here[11, 12, 13]. With the stereo research development, the state-of-the-art methods use CNNs in the disparity estimation step and use global or semi-global matching to estimate consistent disparity. Among them, the representative algorithms DispNet demonstrate an end-to-end neural network with a correlation layer for volume[14], this method is superior to the traditional stereo algorithm in performance.

The techniques develop about disparity estimation, there are several algorithms presenting advantage performance, such as MC-CC, which introduced a Siamese network to compare the left and right images. To predict consistent disparity estimation, the semi-global matching method was used in[15]. DispNet was also famous in disparity estimation research that demonstrates a real-time network with a correlation layer, in which, used dot product of feature for stereo construction. Liang et.al improved DispNet by introducing a novel iterative filtering process[16]. For building filter cost, GC-Net adopts 3d cost filtering method and soft Argmax process to regression depth. Based on GC-Net, PSMNet was improved using pyramid process to enrich features. The cost volume calculation step is important that can improve the performance of disparity estimation, which can also obtain a better cost volume. It has been demonstrated by several works that the matching cost calculation performance can be improved using convolution neural networks. For example, Park and Lee worked on enlarging the receptive field of features and outperformed with the convolutional layers[17]. The performance of PSMNet is better than
that of GCNet, because PSM deepens the extraction of different levels to improve the feature recognition rate.

Our work is aimed at the imprecision of predicting disparity in stereo matching, we propose depth multiple extracts features methods to build a 4D cost volume. we also creatively according to the second law of thermodynamics and express the energy of different parts of the stereo disparity in different levels of color utilizing color thermal guidance, which uses parallel strategies can realize real-time speed. Rather than traditional stereo matching methods[18, 19], our work obtains more hierarchical information in predicted disparity. Deserve to be mentioned, our algorithm finally achieves sub-pixel accuracy and can match the output stereo disparity in real-time, which is superior to other advanced stereo researches in both performance and accuracy.

3. Depth multiple hierarchical network by Thermally Guide

3.1. Network architecture
Instead of using traditional CNNs methods[17, 20], we break our algorithm into depth feature predictions, cost volume with thermodynamic color guided and hierarchical refinement procedures. The flow of the algorithm is shown in Figure 1.

![Figure 1. Thermally guided depth multiple hierarchical framework.](image)

3.2. Depth spatial multiple pooling module
We aim to train a real-time disparity prediction framework by given pairs of input images, this method of operation is inspired by relevant algorithms[21, 22]. Depth spatial multiple pooling module used to extract the multiple-image information, the principle of main characteristics derived from coarse to fine, the image of the one-dimensional information using global spatial pyramid pooling that works on all rough information to extract the whole image, and then is closely connected to the image of the refinement on the second pooling to extract information, the second layer to connect the third layer of refinement to extract the texture information in the main character is the one-dimensional image by pooling mapped to high dimension space, the refinement of the original image texture information of all step by step, to find different levels of disparity and eventually obtain high precision of prediction of disparity maps. To ensure the denseness of connections in each layer when extracting features, we adopted a multi-level shrinkage ratio of 1, 2, and 4. It can also be understood that this operation is a residual learning method of shrinkage in proportion. This can also maximize the extraction of one-dimensional features from the original image, which can be used to generate the predicted disparity step below to ensure the accuracy of the predicted disparity.

3.3. Depth cost volume with thermodynamic color guided
We use the predicted value of the step output disparity produce depth cost volume, using color information as a thermodynamic guide, closely integrated into the depth of the multiple disparity cost volume, through the left at every level of disparity will feature maps and right together, forming a volume of the 4D deep space cost module by involving different levels of characteristics to promote the
stereo matching, combined with a thermodynamic color difference as a guide, which can obtain high-quality depth cost volume. In our work, depth the cost volume process by $3 \times 3 \times 3$ convolution along the height, width, and depth dimensions, and then reduce the resulted cost by using convolution. Next, followed by convolution with dilation 1, 2, and 4 in parallel, and the stride is 2. The step of depth convolution is used to combine the information from more receptive fields with thermodynamic color guided. Residual learning is very effective in the disparity refinement process so we propose a cascade of such block to iteratively improve the quality of our disparity prediction. In Figure 2 we show the initial input image, the background prediction image, and the specific image using the thermodynamic color as a supervisory guide.

![Figure 2](image_url)

Figure 2. This set of images shows the original image, the background segmentation prediction map, and the thermodynamic color segmentation image from top to bottom. The thermodynamic energy distribution is used to represent color energy disparity in different regions. In the process of disparity prediction, we use the background image as the supervision and guidance factor.

3.4. 4D hierarchical convolution network
Considering differences between pairs of potential matching descriptors along horizontal scanlines, we obtain hierarchical features in left and right images by integrating depth spatial multiple pooling and depth cost volume by color guided to construct a 4D feature volume. In a hierarchical pyramid of 4 volumes, every volume has increasing spatial resolution and increasing disparity resolution. In recently methods, cost volumes are 3D included height by width by disparity, our hierarchical cost volume includes 4th dimension, increases for later layers that represent feature channels C.

3.4.1. Feature volume decode
Because of the difference between scanlines matching and description pairs, we design multiple feature volume filters to realize low dimension features reflect the high dimension, which can obtain more accurate and effective feature information. We define two connected three-dimensional convolution, use dilated convolution processing to obtain more detailed information, which proved the dilated convolution method is feasible. We design six Conv-3D modules to filter feature volume. To improve
the ability to extract features, we apply depth spatial multiple pooling to generate features that capture sufficient global context for high-resolution inputs.

Figure 3. This figure has shown the depth of multiple hierarchical refinement regression processes, which included three layers. The disparity images of regression reconstruction are obtained and finally output.

3.5. Depth Hierarchical refinement regression
Multi-hierarchical dense connection of texture features at different levels can greatly improve disparity estimation and performance. The following comparison experiment will give a comparison between multi-hierarchical and single-tiered performance to prove the effectiveness of multi-level and dense connection (EPE is reduced from 2.55 to 2.50). In the multi-hierarchical, the first convolutional layer outputs high-frequency information, resulting in a large reconstruction error in the region with a large change in object boundary and color. Among them, if the region of the object surface is far away from the boundary, a very accurate initial disparity estimation will be generated, that is, the real reconstruction error is very small. However, texture changes will lead to color changes, so the reconstruction error of the first convolution layer is not accurate. To solve this problem, we propose a multi-hierarchical dense connection method, which aims to improve the accuracy of reconstruction error, improve the stability of computing features, obtain more context information and enrich the sensing field. In the previous study of stereo disparity refinement, residual learning was proved to be effective. Different from previous studies, we proposed a densely linked multiple-depth residual module to improve the quality of disparity prediction through multi-layer iteration. To estimation the continuous disparity map, we use disparity regression based on Siamese framework, detail framework shown in Figure 3. We use each disparity probabilities \( d \) to calculate and use the predicted cost \( c_d \) utilizing the softmax operation. The predicted disparity denotes in equation (1). And softmax function represents each disparity \( d \) weighted by its probability, we denote it as equation (2). We use soft argmax that to have a differentiable but also efficient. For each pixel \( i \) the regressed disparity estimation as equation (3).

\[
\hat{d} = \sum_{d=0}^{D_{max}} d \times \sigma(-c_d)
\]

(1)
\[
\sigma (-c_d) = \frac{\sum_{d'=1}^{N} e^{-c_i(d')}}{\sum_{d'=1}^{N} e^{-c_i(d')}},
\]
\[
d_i = \frac{\sum_{d=1}^{N} e^{-c_i(d)}}{\sum_{d'=1}^{N} e^{-c_i(d')}}.
\]

4. Fusion loss function

In this section, we calculated depth hierarchical net refinement disparity, which included approximate smooth loss \(L_1\) and three refine loss. The refine loss is defined as below equation (4) and equation (5). We use the multi-scale loss to ensure the refinement disparity accurate, which can output one dimension disparity to any for pyramid layers and can also regularize the overall network. \(L_1\) represents the loss on the finest level, and \(L_4\) represents the loss on the most coarse level. According to the depth spatial multiple pooling method, we obtain features including the dilated ratio about 1, 2, and 4. And then we use these multi-features integrate to the depth cost volume. The output result of the system is the 4D hierarchical module input, in which, we use a 4D hierarchical convolutional ratio as 2, 4, and 6 that can connect multiple hierarchical loss functions. The total loss denotes as below equation (6), which realizes to calculate disparity from coarse to fine.

\[
L(d, \hat{d}) = \frac{1}{N} \sum_{i=1}^{N} smooth_{L_1}(d_i - \hat{d}_i),
\]

\[
smooth_{L_1}(x) = \begin{cases} 0.5x^2, & \text{if } |x| < 1 \\ |x| - 0.5, & \text{otherwise} \end{cases}
\]

\[
L = L_1 + \frac{1}{2} L_2 + \frac{1}{2^2} L_3 + \frac{1}{2^6} L_4.
\]

5. Experiments

We evaluate our algorithm on stereo benchmarks such as KITTI 2012, KITTI 2015, and Sceneflow datasets[23, 24]. In this section, we demonstrate the detail in our experiment and also visualized the output of our results, as shown in Figure 4. We tested our framework rectified stereo datasets including Sceneflow[25], KITTI 2012[26], KITTI 2015[26]. We achieve high-quality results at a part of the computational cost required by the state of the art.

5.1. Data sets

In our work, we use the public data sets, including Scene Flow, KITTI 2012, and KITTI 2015. The detail about them as follows. Scene Flow: A large-scale composite data set containing 35, 454 training images and 4,370 test images, of which the height and width of the images are 540 and 960 respectively. This data set sets the difference graph between density and rate as ground truth[23]. In our experiment, some pixels with large disparity were excluded from the loss calculation regardless of whether the disparity was greater than the set limit. KITTI 2012: A real-world data set for driving a car street View, where the image size is 376 high and 1240 wide. It consists of 194 training stereo image pairs with a sparse true difference and 195 test image pairs without ground true difference obtained with LiDAR. The whole training data is divided into the training set and the verification set about 5:1. KITTI 2015: A real data set from the driving car Street View, where the image size is the same as KITTI 2012 above. It includes
200 training stereo image pairs with sparse true difference obtained by LiDAR and 200 test image pairs without ground true difference[29]. In our work, we divide the entire training data into an 80% training set and a 20% validation set.

Training: We using PyTorch to implement our architecture. In our work, we trained network end to end with Adam set beta1 = 0.9 and beta2 = 0.999. For data preprocessing, we adopted color normalization on the whole data set. And then, cropped images randomly to size H = 256 and W = 512, set the max-disparity as 192. During training, we used the Scene Flow data set with a constant learning rate of 0.001 for 10 epochs. Next process, we trained our model on Scene Flow directly for testing and used the model trained with Scene Flow data after fine-tuning on the KITTI training set for 300 epochs. The fine-tuning learning rate began at 0.001 for the first 200 epochs and 0.0001 for the remaining 100 epochs. In terms of equipment, we trained on an Nvidia Ge Force Titan RTX GPU with a batch size of 2, and the parameters were initialized from random.

5.2. Sub-pixel cost precision
In this section, we introduce a crucial variable about choosing the right technology in the precision depth system. In the triangulation system, we set the baseline, the focal length as f and a sub-pixel precision <5 has an error e, increases quadratically with the distance. Recent stereo matching methods perform a discrete search and then retrieve the accurate disparity use a parabola interpolation[30], which leads to a sub-pixel precision 0.25 pixels, that roughly correspond to 4.5 cm error at 3m distance for a system with a 55 cm baseline. Here we show that our algorithm architectures are a breakthrough in terms of sub-pixel precision, therefore, compete with other technologies not only for short distances but also as well as in long. Each operation of our algorithm architecture, including the running time of each expanded convolution layer and refinement layer, and the accuracy of EPE matching pixels. It proves the effective function of the refining network. With each step of refinement disparity matching network, the running time and error of matching get lower and lower. We assess the precision of our algorithm and evaluate Scene Flow then compute the average error that is accurately matched at integer locations. The average of over a hundred million pixels correspond results.
5.3. Benchmark performance

In this section, we compare our algorithm with some advanced algorithms to prove the effectiveness of our work. Our depth multi-hierarchical model has obtained the best performance of disparity estimation on KITTI 2012 and 2015 data sets. Table 1 is the results of comparison on KITTI 2012 and KITTI 2015 respectively. In the evaluation experiment of KITTI 2012, the following evaluation indexes are used: Out-Noc represents the percentage of error pixels in the non-blocking area, Out-All represents the percentage of error pixels in the total area, Avg-Noc represents the average disparity in the non-occlusion area, Avg-All represents the endpoint error Run-time represents the speed of various algorithms in KITTI 2012. In the KITTI 2015 assessment experiment, the percentage of the six error pixels (both greater than 3 pixels or 5 percent of disparity errors) were used, and b-g indicated the static background pixel, f-g represents the dynamic pixels, all is the sum of the two. All represent a total proportion, Noc represents the average disparity. The detail is shown in Table 1. The results of the comprehensive table one and table two show that our depth refining module improves the overall disparity of the algorithm and improves the general ability. In different scenarios, our depth multiple hierarchical models achieve the best disparity estimation performance on both KITTI 2012 and 2015 data sets.

Table 1. The evaluation of KITTI is compared with other existing algorithms.

| index      | GC-Net[31] | DRR[34] | SGM-Net[33] | MC-CNN[12] | DispNet[35] | Ours       |
|------------|------------|---------|-------------|------------|-------------|------------|
| D1-bg-All  | 2.21 %     | 2.58 %  | 2.66 %      | 2.89 %     | 4.32 %      | **2.20%**  |
| D1-fg-All  | 6.61 %     | 6.04 %  | 8.64 %      | 8.88 %     | 4.41 %      | **3.40%**  |
6. Conclusion
In this paper, we propose an innovative depth multi-hierarchical stereo network by using thermal color guidance. The characteristics of the original image at different levels are extracted utilizing the deep multi-level pyramid method, and the traditional three-dimensional cost volume with thermodynamic color guided are fused in the disparity matching stage to construct a four-dimensional cost volume, which contains rich and accurate image disparity information. In the step of disparity refinement regression, we use a multi-level and densely connected hourglass module to carry out accurate disparity regression and finally output a high-precision disparity map. For other stereo methods, we have achieved sub-pixel accuracy and state-of-the-art results. Moreover, our algorithm is superior to other methods in various evaluation indexes.
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