Learning Tensor Train Representation with Automatic Rank Determination from Incomplete Noisy Data

Le Xu, Lei Cheng, Ngai Wong, and Yik-Chung Wu

Abstract—Tensor train (TT) decomposition, a powerful tool for analysing multidimensional data, exhibits superior performance in many signal processing and machine learning tasks. However, existing methods for TT decomposition either require the knowledge of the true TT ranks, or extensive fine-tuning of the balance between model complexity and representation accuracy. In this paper, a fully Bayesian treatment of TT decomposition is employed to enable automatic rank determination. In particular, theoretical evidence is established for adopting a Gaussian-product-Gamma prior to induce sparsity on the slices of the TT cores, so that the model complexity is automatically determined even under incomplete and noisy observed data. Based on the proposed probabilistic model, an efficient learning algorithm is derived under the variational inference framework. Simulation results on synthetic data show the success of the proposed model and algorithm on recovering the ground-truth TT structure from incomplete noisy data. Further experiments on real world data demonstrate the proposed algorithm performs better in image completion and image classification, compared to other existing TT decomposition algorithms.
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I. INTRODUCTION

RECENTLY, driven by the increasing demand for multidimensional big data analysis, tensor decomposition has come up as an emerging technique that shows superior performance in a variety of data analytic tasks, including image completion [1]–[4], classification [5]–[7], and neural network compression [8]–[10]. In particular, the tensor train (TT) decomposition has made remarkable success in the above-mentioned applications, owning to its particular algebraic format:

\[
\mathbf{X}_{j_1 j_2 \ldots j_D} = \sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \ldots \sum_{r_D=1}^{R_D} \mathbf{G}^{(1)}_{r_1, r_2, j_1} \mathbf{G}^{(2)}_{r_2, r_3, j_2} \ldots \mathbf{G}^{(D)}_{r_D, j_D},
\]

where \( \mathbf{X} \in \mathbb{R}^{J_1 \times \ldots \times J_D} \) is a \( D \)-th order tensor. From the first line of (1), it is stated that the \((j_1, j_2, \ldots, J_D)\)-th element of the \( D \)-th order tensor can be expressed as a multiple summation of the product of elements from a number of \( D \)-dimensional tensors \( \{ \mathbf{G}^{(d)} \}_{d=1}^{D} \), known as TT cores, with their size parameters \( \{ R_d \}_{d=1}^{D+1} \) termed as TT ranks (with \( R_1 \) and \( R_{D+1} \) fixed as 1). Furthermore, from the second line of (1), it can be seen that \( \mathbf{X}_{j_1 j_2 \ldots j_D} \) can also be interpreted as consecutive matrix products among frontal matrix slices in the TT cores. For the TT ranks \( \{ R_d \}_{d=1}^{D+1} \), they control the size of TT cores, and thus are deemed as the hyper-parameters that controls the model complexity. An example of the TT decomposition of a 3-dimensional tensor is illustrated in Fig. 1. In particular, \( \mathbf{X}_{2,3,1} = \mathbf{G}^{(1)}_{:,2} \mathbf{G}^{(2)}_{:,3} \mathbf{G}^{(3)}_{:,1} \) is highlighted in the figure, where the associated matrix slice index in the \( d \)-th TT core is the same as the \( d \)-th index of \( \mathbf{X}_{2,3,1} \).

Consequently, the goal of TT representation is to learn \( D \)-dimensional tensor cores \( \{ \mathbf{G}^{(d)} \}_{d=1}^{D} \) from the \( D \)-dimensional tensor data \( \mathbf{Y} \), with the following optimization problem [11]–[15]:

\[
\min_{\mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \ldots, \mathbf{G}^{(D)}} \left\| \mathcal{O} \circ \left( \mathbf{Y} - \mathbf{G}^{(1)} \cdots \mathbf{G}^{(D)} \right) \right\|_F^2,
\]

where \( \circ \) denotes element-by-element multiplication, and \( \mathcal{O} \) is the observation tensor with its element being 1 if the corresponding data element is observed and 0 otherwise. A number of algorithms have been put forward to solve special cases of (2) from the perspective of multi-linear algebra and optimization. For example, if the tensor is fully observed, TT-SVD [11] finds the TT cores based on truncated SVDs to the unfolding data matrices of tensor \( \mathbf{Y} \). Although simple to implement, it cannot handle missing data in \( \mathbf{Y} \), and is prone to overfitting of noises when the required reconstruction accuracy is set too high. On the other hand, when a tensor is not fully observed, alternating optimization methods, which update one TT-core in each iteration while keeping others fixed, are often adopted [12]–[15]. However, these methods require the knowledge of TT structure, or TT ranks explicitly, which unfortunately is unknown in practice. To bypass the challenge
of presetting TT ranks, recent works [2], [16] proposed a low-rank pursuing scheme, which targets at minimizing the weighted TT ranks, or incorporates the optimization of the TT ranks in a regularization term. While the tensor structure is not a prerequisite anymore, these schemes require fine-tuning the weightings in the objective function or regularization parameters, which may take different values under different applications, thus being very time-consuming in finding the right set of parameters. By far, identifying ranks in a TT model is still considered a challenge.

Identifying tensor ranks in other tensor decompositions is not new. For example, in the tensor canonical polyadic decomposition (CPD), the problem of finding the ranks has been well solved under the framework of Bayesian modeling and inference [3], [17], [18]. However, models from CPD cannot be straightforwardly extended to the TT format because of TT’s unique algebraic structure in the coupling of adjacent TT cores through the ranks. We might draw some inspirations from Bayesian Tucker Decomposition (TD) [18], where the ranks of different factor matrices are coupled in the central core tensor.

In particular, going along with the modeling in Bayesian TD, we adopt a Gaussian-product-Gamma prior for the TT slices, where the variance of each element of the TT cores is determined by two hyper Gamma distributed parameters. While previous works using similar model demonstrate automatic rank selection experimentally [18], [19], it is proved in this paper for the first time that such model could theoretically lead to sparsity in TT slices, thus establishing the legitimacy of such modeling. After setting up the model for probabilistic TT decomposition, variational inference is adopted to approximate posterior distribution of the unknown parameters. Numerical experiments using both synthetic and real-world data show the superiority of the proposed model and the inference algorithm.

The rest of the paper is organized as follows. Section II introduces the Gaussian-product-Gamma distribution and how it is adopted in the TT model. The inference algorithm is introduced in Section III. Numerical results are presented in Section IV and the conclusions are drawn in Section V.

**Notation:** In this paper, boldface lowercase and uppercase letters are used to denote vectors and matrices, respectively. Boldface calligraphic letters are used for tensors. \( I_n \) denotes the identity matrix with size \( n \times n \). \( \mathbb{E}[\cdot] \) represents the expectation of the variables. \( \mathcal{N}(\mu, \Sigma) \) denotes the Gaussian distribution with mean \( \mu \) and variance \( \Sigma \), and \( \text{Gamma}(\alpha, \beta) \) denotes the Gamma distribution with shape \( \alpha \) and rate \( \beta \). The operator \( \otimes \) denotes the kronecker product, and \( \odot \) denotes the entry-wise product of two tensors with the same size. Notation \( \text{diag}(\alpha) \) is a diagonal matrix, with \( \alpha \) on its diagonal. An element of a matrix or tensor is specified by the subscript, e.g. \( Y_{i,j,k} \) denotes the \((i,j,k)\)-th element of tensor \( Y \), while \( Y_{i,:,k} \) includes all elements in the first and second modes with \( k \) fixed at the third mode.

## II. Probabilistic Model for Tensor Train Representation

### A. Sparsity Enhancing Probabilistic Modeling

The Gaussian-Gamma distribution is commonly used to induce sparsity in Bayesian modeling. For example, in matrix factorization [20] and tensor CPD [3], [17], the rank-1 components are assigned with zero-mean Gaussian distributions, with their precisions being modeled as Gamma random variables. The sparsity promoting character of the Gaussian-Gamma distribution guarantees that the unimportant components can be easily recognized and thus be discarded automatically [18], [21]. However, this model is not suitable for the TT decomposition, since matrix factorization or tensor CPD is only controlled by a single rank, while TT decomposition consists of multiple ranks with each rank constraining the dimensions of two adjacent TT cores. To extend the Gaussian-Gamma distribution to model coupling, we could employ a strategy similar to Bayesian Tucker model [18], in which the precisions of the coupled components are multiplied together, leading to the following Gaussian-product-Gamma model:

\[
p(x|\lambda_1, \lambda_2) = \mathcal{N}(x|0, (\lambda_1 \lambda_2)^{-1}),
\]

\[
p(\lambda_1) = \text{Gamma}(\lambda_1|\alpha_1, \beta_1), \quad p(\lambda_2) = \text{Gamma}(\lambda_2|\alpha_2, \beta_2),
\]

(3)

where Gamma variables \( \lambda_1 \) and \( \lambda_2 \) jointly determine the precision of the Gaussian variable \( x \). Although empirically shown to be effective in rank selection [18], [19], the effect of the precision of precision parameters on the Gaussian-Gamma prior pair has never been theoretically analyzed. To gain more insights into the model in (3), we present the following two properties.

**Property 1.** The Gamma distribution is conditionally conjugate to the Gaussian distribution in (4). That is,

\[
p(\lambda_1|x, \lambda_2, \alpha_1, \beta_1, \alpha_2, \beta_2) = \text{Gamma}(\lambda_1|\alpha_1 + \frac{1}{2}, \lambda_2 x^2 + \beta_1),
\]

(4)

and a similar result holds for \( \lambda_2 \). While (4) is not the full conjugate property, it still ensures a closed-form update in the inference procedure.

**Proof:** See Appendix A

**Property 2.** The Gaussian-product-Gamma model in (3) is sparsity promoting. The marginal distribution of \( x \) is given by:

\[
p(x|\alpha_1, \beta_1, \alpha_2, \beta_2) = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2} \Gamma(\alpha_1 + \frac{1}{2})}{\sqrt{2\pi\Gamma(\alpha_1)\Gamma(\alpha_2)}} \int \exp\{-\beta_2 \lambda_2\} \lambda_2^{-\frac{1}{2}} \left( \frac{\sqrt{\lambda_2} x^2}{2} + \beta_1 \right)^{-(\alpha_1 + \frac{1}{2})} d\lambda_2,
\]

(5)

**Proof:** See Appendix A

The integration in (5) can be seen as an infinite mixture of student-t distributions [22], p. 103], in which the variable \( x \) is scaled by \( \sqrt{\lambda_2} \), and the mixing parameter \( \lambda_2 \) follows a Gamma distribution. Thus the marginal distribution would peak at zero, similar to the student-t distribution. Especially, when \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) all tend to zero, \( (\sqrt{\lambda_2} x^2 + \beta_1)^{-(\alpha_1 + \frac{1}{2})} \) in
Fig. 2: Marginal distribution (5) with $\alpha_1 = \alpha_2 = 10^{-6}$, $\beta_1 = \beta_2 = 10^{-6}$.

(5) would tend to $\sqrt{\frac{2}{\lambda x^2}}$, thus the marginal distribution of $x$ will be proportional to $\frac{1}{x}$, which highly peaks at zero and has a heavy tail. Fig. 2 illustrates the marginal distribution of $x$ with numerical integration of (5) when $\alpha_1 = \alpha_2 = 10^{-6}$, $\beta_1 = \beta_2 = 10^{-6}$.

B. Likelihood and Priors for the Tensor Train Model

The observed tensor can be expressed as

$$\mathbf{A} = \mathcal{O} \circ (\mathbf{Y} + \mathbf{W}),$$

where $\mathbf{Y} = \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg$ is the ground-truth tensor which is assumed to be in the TT format, and $\mathbf{W}$ is a noise tensor, with each element modeled as independent (i.i.d.) Gaussian variables with mean 0 and precision $\tau$ (i.e., the inverse of the variance). Correspondingly, the logarithm of the likelihood function of the observed tensor is

$$\ln \left( p(\mathbf{A} | \mathcal{O}, \{\mathcal{G}^{(d)}\}_{d=1}^{D}) \right) = \sum_{\{i_1, \ldots, i_D\} \in \Omega} \ln \mathcal{N}(\mathbf{A}_{i_1, \ldots, i_D} | \mathcal{G}^{(1)}_{i_1, \ldots, i_D}, \mathcal{G}^{(2)}_{i_1, \ldots, i_D}, \ldots, \mathcal{G}^{(D)}_{i_1, \ldots, i_D}, \tau^{-1})$$

$$= |\Omega| \ln \tau - \frac{\tau}{2} \left\| \mathcal{O} \circ (\mathbf{A} - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg) \right\|_F^2 + \text{const},$$

where $\Omega$ denotes the set of indices of the observed entries, and $|\Omega|$ denotes the cardinality of $\Omega$, which equals the number of observed entries. It is not difficult to see that the result of maximizing (7) will be the same as that of solving problem (2), regardless what the noise variance $\tau^{-1}$ is. However, as discussed in the last section, minimizing the square error works well only when the tensor train ranks are suitably chosen. Thus, instead of maximizing the log-likelihood, we build a hierarchical probabilistic model by treating $\{\mathcal{G}^{(d)}_{i_1, \ldots, i_D}\}_{d=1}^{D}$ as variables, which enhances the expressive power of the model, and allows automatic rank determination. As has been discussed in the last sub-section, the Gaussian-product-Gamma prior (3) can be adopted for the TT cores to induce sparsity:

$$p(\mathbf{G}^{(d)} | \lambda^{(d)}, \lambda^{(d+1)})$$

$$= \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} \mathcal{N}(\mathbf{G}^{(d)}_{k, \ell, :} | 0, (\lambda^{(d)}_{k} \lambda^{(d+1)}_{\ell})^{-1} \mathbf{I}_{L_d}),$$

$$\forall d \in \{1, 2, \ldots, D\},$$

$$p(\lambda^{(d)} | \alpha^{(d)}, \beta^{(d)}$$

$$= \prod_{k=1}^{L_d} \text{Gamma}(\lambda^{(d)}_{k} | \alpha^{(d)}_{k}, \beta^{(d)}_{k}), \forall d \in \{2, \ldots, D\},$$

where $\lambda^{(d)} = [\lambda^{(d)}_{1}, \ldots, \lambda^{(d)}_{L_d}]$ for $d = 2, \ldots, D$, $\lambda^{(1)}$ and $\lambda^{(D+1)}$ are scalars and set as 1 so that the expression in (8) is applicable for the first and last TT cores. Furthermore, $\alpha^{(d)} = [\alpha^{(d)}_{1}, \ldots, \alpha^{(d)}_{L_d}]$ and $\beta^{(d)} = [\beta^{(d)}_{1}, \ldots, \beta^{(d)}_{L_d}]$ for $d = 2, \ldots, D$ are hyperparameters of the Gamma distributions, with $\Gamma(x) = \beta^x x^{\beta-1} e^{-\beta x}$, $\Gamma(\alpha)$. In (8) and (9), $\{L_d\}_{d=1}^{D}$ are the assumed TT ranks, which are chosen as large numbers such that automatic selection of important tensor core slices $\mathcal{G}^{(d)}_{k, \ell, :}$ or $\mathcal{G}^{(d)}_{k, :, \ell}$ is possible during model inference. A simple demonstration of the coupling in (8) is depicted in Fig. 3.

Notice that the Gaussian-product-Gamma prior for the TT cores is more complicated than that in (8) since the $\lambda^{(d)}$ in (8) and (9) controls the $k$-th lateral slice of $\mathcal{G}^{(d-1)}$ and the $k$-th horizontal slice of $\mathcal{G}^{(d)}$, while $\lambda_1$ in (3) only controls a univariate $x$. Although with the difference, the sparsity promoting property still exists as follows, thus facilitating rank selection.

**Property 3.** The Gaussian-product-Gamma model in (8) and (9) would induce sparsity in all lateral and horizontal slices of the TT cores.
Proof: See Appendix [3].

Finally, for the noise precision, we model it as a Gamma distribution with hyperparameters $\alpha_\tau$ and $\beta_\tau$:

$$p(\tau|\alpha_\tau, \beta_\tau) = \text{Gamma}(\alpha_\tau|, \beta_\tau).$$  \hspace{1cm} (10)

Since we have no information about the distribution of $\{\lambda^{(d)}\}$ and $\tau$, we set $\alpha^{(d)} = \beta^{(d)} = 10^{-6} \times 1_{L_d \times 1}$ and $\alpha_\tau = \beta_\tau = 10^{-6}$ to make $\mathcal{G}^{(d)}$ and $\mathcal{G}^{(d)}_{\ell}$ non-informative. The hierarchical probabilistic model for the TT decomposition is shown in Fig. 4.

III. INFERENCE ALGORITHM

The goal of Bayesian inference is to find the posterior distribution of the unknown variables $\Theta := \{\{\mathcal{G}^{(d)}\}_{d=1}^{D}, \{\lambda^{(d)}\}_{d=2}^{D}, \tau\}$, and subsequently the marginal distribution of each of the variables. First of all, the logarithm of the joint distribution ln $(p(\mathcal{A}, \Theta))$ is obtained by summing the logarithm of the priors (8), (9), (10) and the log-likelihood (7):

$$\ln (p(A, \Theta)) = \frac{\ln 2}{2} \ln \tau - \frac{\tau}{2} \left\| \Theta \circ (A - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg) \right\|^2_F$$
$$+ \frac{1}{2} \sum_{d=1}^{D} \sum_{k=1}^{L_d} \sum_{\ell=1}^{L_{d+1}} \left(J_d \ln (\lambda^{(d)}_{k, \ell}) - \lambda^{(d)}_{k, \ell} \lambda^{(d+1)}_{\ell} \right)$$
$$+ \sum_{j=1}^{D} \sum_{j_d=1}^{D} \left( (\alpha^{(d)}_{k,j}) - 1 \right) \ln \lambda^{(d)}_{k} - \beta^{(d)}_{k} \lambda^{(d)}_{k}$$
$$+ (\alpha_\tau - 1) \ln \tau - \beta_\tau \tau + \text{const.}$$

(11)

From (11), it can be seen that the posterior distribution $p(\Theta|A) = p(A, \Theta)/p(A)$ is intractable due to the coupling of variables, which makes computing $p(A) = \int p(A, \Theta) d\Theta$ difficult. To bypass this problem, we turn to variational inference (VI), which uses a variational distribution $q(\Theta)$ to approximate the true posterior $p(\Theta|A)$, by minimizing their Kullback-Leibler (KL) divergence:

$$\min_{q(\Theta)} \text{KL} \left( q(\Theta) \parallel p(\Theta|A) \right) = \int q(\Theta) \ln \frac{q(\Theta)}{p(\Theta|A)} d\Theta.$$  \hspace{1cm} (12)

Mean-field approximation $q(\Theta) = \prod_{s=1}^{S} q(\Theta_s)$ with $\Theta_s \subset \Theta$, $\cup_{s=1}^{S} \Theta_s = \Theta$, and $\Theta_s \cap \Theta_t = \emptyset$ for $s \neq t$, is commonly adopted to simplify (12). Under this approximation, the optimal variational distribution of each variable set $\Theta_s$ can be obtained as [23, pp. 737]:

$$\ln q^*(\Theta_s) = \mathbb{E}_{q(\Theta_s)}ln[p(A, \Theta)] + \text{const.}$$  \hspace{1cm} (13)

where $\mathbb{E}_{q(\Theta_s)}$ means expectation with respect to $\Theta$ except $\Theta_s$. It is obvious that when computing $q^*(\Theta_s)$, we need to know $q(\Theta_t)$ where $t \neq s$. Therefore, the variational distribution needs to be updated iteratively for different $s$. Since (13) is a convex problem with respect to each $q(\Theta_s)$ [22, pp. 466], the convergence of the iterative updating procedure is guaranteed.

For the proposed TT model, we impose the mean-field approximation as $q(\Theta) = q(\tau) \prod_{d=1}^{D+1} q(\lambda^{(d)})$.

$$\prod_{d=1}^{D} \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} q(\mathcal{G}^{(d)}_{k,\ell}),$$
and the optimal variational distribution at each iteration is derived next.

Updating $q(\mathcal{G}^{(d)}_{k,\ell})$

$$\forall d \in \{1, \ldots, D\}, k \in \{1, \ldots, L_d\}, \ell \in \{1, \ldots, L_{d+1}\}$$

Substituting (11) into (13) with $\Theta_s$ set as $\mathcal{G}^{(d)}_{k,\ell}$, we obtain

$$\ln q(\mathcal{G}^{(d)}_{k,\ell}) = \mathbb{E}_{\Theta_s} q(\mathcal{G}^{(d)}_{k,\ell}) \left[ -\frac{\tau}{2} \left\| \Theta \circ (A - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg) \right\|^2_F$$
$$- \frac{1}{2} \lambda^{(d)}_{k} \lambda^{(d+1)}_{\ell} \sum_{j_d=1}^{D} q(\mathcal{G}^{(d)}_{j_d,\ell})^2 \right] + \text{const.}$$

(14)

For the Frobenius norm, it can be expanded as

$$\left\| \Theta \circ (A - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg) \right\|^2_F = \sum_{j_d=1}^{D} \sum_{j_d=}^{D} \left\{ \mathcal{O}_{j_d \ldots j_D} \left( -2\mathcal{A}_{j_d \ldots j_D} \mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots \mathcal{G}^{(D)}_{j_d \ldots j_D} \right) \right\} + (\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})^2) \right\} + \text{const.}$$

(15)

As shown in (14), the expectation is taken over all variables except $\mathcal{G}^{(d)}_{k,\ell}$.

The difficulty comes from the second order term $(\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})^2)$, since the slices of different TT cores are multiplied and then squared. Fortunately, notice that $(\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})^2)$ is a scalar and thus can be written as $(\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})$ using the mixed-product property of the Kronecker product $(A_1 \otimes A_D) \otimes (B_1 \otimes B_D) = (A_1 \otimes B_1) \ldots (A_D \otimes B_D)$, $(\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})^2$ can be further expressed as $\prod_{d=1}^{D} (\mathcal{G}^{(d)}_{j_d} \otimes (\mathcal{G}^{(d)}_{j_d})^2)$. By substituting this result into (15), $\ln (\mathcal{G}^{(d)}_{k,\ell})$ can be obtained as

$$\ln q(\mathcal{G}^{(d)}_{k,\ell}) = \sum_{j_d=1}^{D} \left\{ \mathbb{E}_{\Theta_s} q(\mathcal{G}^{(d)}_{j_d}) \left[ -\frac{\tau}{2} \sum_{j_1 \ldots j_D} \mathcal{O}_{j_1 \ldots j_D} \left( -2\mathcal{A}_{j_d \ldots j_D} \mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots \mathcal{G}^{(D-1)}_{j_d \ldots j_D} \mathcal{G}^{(D)}_{j_d \ldots j_D} \right) \right] + (\mathcal{G}^{(1)}_{j_d \ldots j_D} \cdots (\mathcal{G}^{(D)}_{j_d \ldots j_D})^2) \right\} + \text{const.}$$

(16)

It is noticed that (16) is a quadratic function of $\mathcal{G}^{(d)}_{k,\ell}$, so $q(\mathcal{G}^{(d)}_{k,\ell})$ must follow a Gaussian distribution. Moreover, it can be seen that the elements indexed by different $j_d$ are independent of each other, and thus can be updated separately. Therefore, $q(\mathcal{G}^{(d)}_{k,\ell}) = \prod_{j_d=1}^{D} \mathcal{N}(m^{(d)}_{j_d}, v^{(d)}_{j_d})$ with the
mean and variance given by
\[
m_{\langle d \rangle, k, \ell, j, l} = v_{\langle d \rangle, k, \ell, j, l} \langle \tau \rangle \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l}
+ \langle \delta^{(d)}_{k, \ell, j, l} \rangle \langle \lambda_{k, \ell}^{(d+1)} \rangle^{-1},
\]
where \( \langle \tau \rangle \) denotes the expectation of the variable \( x \) with respect to \( q(x) \). As can be seen from (18), the variance of the TT cores is affected by \( (\lambda^{(d)})_{k, \ell} = \frac{1}{2} \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \), and similar results hold for \( t^{(d)} \) and \( b^{(d)} \). For the expectation of the TT core \( \langle \sigma^{(d)}_{k, \ell, j, l} \rangle \), since \( \langle \sigma^{(d)}_{k, \ell, j, l} \rangle \) follows a Gaussian distribution, we take \( \langle \sigma^{(d)}_{k, \ell, j, l} \rangle = m_{\langle d \rangle, k, \ell, j, l} \). For the expectation of \( \langle \sigma_{k, \ell, j, l}^{(d)} \rangle \), it can be calculated by
\[
\langle \sigma_{k, \ell, j, l}^{(d)} \rangle = \langle \sigma^{(d)}_{k, \ell, j, l} \rangle \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \).
\]

From (20), it is not hard to see that \( q(\lambda^{(d)}) = \prod_{k=1}^{L_d} \text{Gamma}(\lambda^{(d)}_k | \alpha^{(d)}_k, \beta^{(d)}_k) \) with parameters
\[
\alpha^{(d)}_k = \frac{J_d L_{d+1} - 1}{2} + J_{d-1} L_{d-1} - 1 + \alpha^{(d)}_k,
\]
\[
\beta^{(d)}_k = \frac{1}{2} \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \),
\]
in which \( \langle \sigma^{(d)}_{k, \ell, j, l} \rangle \) can be obtained by picking up the \( (kL_d + k, \ell L_{d+1} + \ell) \)-th element from \( \langle \sigma_{k, \ell, j, l}^{(d)} \rangle \) in (19), and \( \langle \lambda^{(d)}_{k, \ell} \rangle = \alpha^{(d)}_k / \beta^{(d)}_k \), according to the property of the Gamma distribution [24, pp. 70].

**Updating \( q(\tau) \)**

To obtain the distribution update for \( \tau \), we compute
\[
\ln q(\tau) = \mathbb{E}_{\Theta | \tau} \left[ -\frac{1}{2} \| \mathcal{O} \circ \mathcal{A} \|^2_F - 2 \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \right] + \text{const},
\]
which clearly shows that \( \tau \) obeys a Gamma distribution, with parameters
\[
\hat{\alpha}_\tau = \frac{\| \mathcal{O} \circ \mathcal{A} \|^2_F - 2 \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \}}{2} + \alpha_\tau,
\]
\[
\hat{\beta}_\tau = \frac{1}{2} \left( \| \mathcal{O} \circ \mathcal{A} \|^2_F - 2 \sum_{j_1, j_2, \ldots, j_D} O_{j_1 j_2 \ldots j_D} (A_{j_1 j_2 \ldots j_D}) \langle t^{(d)}_{k, \ell, j, l} \rangle - \lambda_{k, \ell} L_{d+1} \delta_{k, \ell} \delta_{j, l} \right) + \beta_\tau + \text{const},
\]

The calculation of \( \langle \sigma^{(d)}_{k, \ell, j, l} \rangle \) and \( \langle \lambda^{(d)}_{k, \ell} \rangle \) have been discussed after (18).

**A. Summary of the algorithm**

Algorithm [11] summarizes the proposed iterative algorithm. Since we have set the hyperparameters of the prior Gamma distributions \( \alpha^{(d)}_k, \beta^{(d)}_k \) to be \( 10^{-6} \), the initialization of other variables can be set accordingly. In particular, the initialization of \( (\lambda^{(d)}_k) \) and \( \langle \tau \rangle \) are set as \( \alpha^{(d)}_k / \beta^{(d)}_k = 1 \) and \( \alpha^{(d)} / \beta^{(d)} = 1 \), respectively. Consequently, the covariance of the TT-cores is initialized as
\[
\sigma^{(d)}_{k, \ell, j, l} = (\lambda^{(d)}_k (\lambda^{(d+1)}_{k})^\langle \tau \rangle I_{j_d} = I_{j_d}. \]
For the mean of the TT-cores,
we complete the observed tensor with random values drawn from \(N(0,1)\), decompose it using TT-SVD, and apply the results as the initialization. For the initial ranks, we adopt the maximal possible ranks \(r_{\text{max}} \in \mathbb{R}^{(D+1)\times 1}\), with its \(d\)-th element \(r_{\text{max},d}\) being the rank of the unfolding matrix \(A_{[d]} \in \mathbb{R}^{\prod_{d'=1}^{d-1} J_{d'} \times \prod_{d'=d+1}^{D} J_{d'}}\) \(^{[11]}\), whose \(j_1 + \sum_{d'=2}^{d-1}(j_{d'} - 1) \prod_{d'=1}^{d-1} J_{d'} - 1 + \sum_{d'=d+2}^{D}(j_{d'} - 1) \prod_{d'=1}^{d-1} J_{d'} - 1\)-th element is the \([j_1, \ldots, j_d]\)-th element in \(A_{[d]}\). However, since the middle element of \(r_{\text{max}}\) commonly grows exponentially with respect to the order of the tensor, which might be too big for high order tensors, we further set the upper bound of the initial TT rank to be 15 times the tensor dimension. Consequently, the initial TT rank is chosen as \(L_d = \min(r_{\text{max},d}), 15J_d\).

For the rank selection, as has been discussed after (18), slices of TT cores will be forced to be zero if \(\lambda_k^{(d)}\) is big enough. Therefore, we can simply implement rank selection by eliminating slices with all-zero elements. Moreover, the pruning of all-zero slices can be done after each iteration, while not affecting the convergence of the algorithm, since every time when a slice is eliminated, it is equivalent to restarting the VI algorithm with a smaller model size and with the current variational distribution serving as a new initialization.

B. Complexity Analysis

The complexity of the proposed algorithm comes from the update of \(\{G^{(d)}_d\}_{d=1}^D\), \(\{\lambda^{(d)}_k\}_{d=1}^D\) and \(\tau\). For simplicity, we suppose that all TT-ranks are initially set as \(L\). For updating of each TT core \(G^{(d)}_d\), it takes \(O(2\Omega(DL^2))\) to get \(t^{(d)}\), \(O(3\Omega(DL^2))\) to get \(b^{(d)}\), then \(O(3\Omega(J_dL_1^2))\) to get the variance, and \(O(3\Omega(J_dL_1^2))\) to compute. It can be seen that the complexity is dominated by computing \(\{G^{(d)}_d\}_{d=1}^D\), and the overall complexity is \(O(\sum_{d=1}^D J_d + D J_d^2)\) \(L^2\)) to compute. It should be noticed that all-zero slices in TT cores can be pruned out after each iteration of the algorithm, thus the computational burden at later iterations would be smaller, especially for tensors with low true TT-ranks.

IV. NUMERICAL RESULTS ON SYNTHETIC AND REAL-WORLD DATA

A. Validation on Synthetic Data

We first test the capability of the proposed algorithm to estimate the TT-ranks. A synthetic tensor \(Y \sim \mathcal{G}^{(1)} \times \mathcal{G}^{(2)} \times \mathcal{G}^{(3)}\) with size \([20, 20, 20]\) is considered, where each element of \(G^{(d)}_d \in \mathbb{R}^{R_d \times R_{d+1} \times R_{d+2}}\) is drawn from a normal distribution \(N(0,1)\). Since the synthetic tensors are of order 3 and \(R_1 = R_4 = 1\), we only need to determine the second and third TT-ranks. The original tensor is contaminated by additive Gaussian noise tensor \(W\), with \(W_{1,1,1} \sim N(0,0.2)\). The observed tensor is \(A = O \circ (Y + W)\), where \(O\) is an indicator tensor with its elements drawn from the binomial distribution with certain missing rate. The performance of the proposed probabilistic TT model is tested under different signal-to-noise ratios (SNR) defined as \(20 \log\left(\|A\|_F/\|W\|_F\right)\), missing ratios and true TT-ranks. Each testing condition is simulated for 100 times. The results are presented in bar figures with the average estimated TT-ranks represented by the heights of the bars, and a pair of lines showing the one standard deviation. Furthermore, the estimation accuracy is also shown on the top of each figure.

Fig. 5 shows the rank accuracy under different ratios with the true TT-ranks [5, 5, 5] and missing rate 0%. It is observed

Algorithm 1 VI algorithm for the probabilistic TT-decomposition model

**Initialization:**

Input the observed tensor \(A\). Set initial ranks \(\{L_d\}_{d=1}^D\) and hyperparameters \(\{\alpha^{(d)} \}_{d=1}^D, \{\beta^{(d)} \}_{d=1}^D, \alpha, \beta\). Initialize \(\{\lambda^{(d)}\}_{d=1}^D, \{\tau\}, \{G^{(d)}_d\}_{d=1}^D\) and \(\nu^{(k)}_{G,d}\) for \(k = 1 : L_d\), \(\ell = 1 : L_{d+1}\) and \(d = 1 : D\).

**repeat**

update \(q(G^{(d)}_d)\):

for \(d = 1 : D\) do:

\(\ell = \ell + 1\)

\(t^{(d)} = (G^{(d)}_1 : \cdots G^{(d-1)}_1) \cdots (G^{(d)}_{L_d})\)

\(b^{(d)} = (G^{(d)}_1 : \cdots G^{(d-1)}_1) \cdots (G^{(d)}_{L_d})\)

for \(k = 1 : L_d\) do:

\(\nu^{(k)}_{G,d} \rightarrow\)

end for

end for

update \(q(\lambda^{(d)}_k)\):

for \(d = 2 : D\) do:

\(\lambda^{(d)}_k = \alpha^{(d)}_k \beta^{(d)}_k \cdots \alpha^{(d)}_{L_d} \beta^{(d)}_{L_d}\) with \(\lambda^{(d)}_k\) in (21)

and \(\beta^{(d)}_k\) in (22)

end for

update \(q(\tau)\):

\(\tau = \hat{\alpha}/\hat{\beta}\) with \(\hat{\alpha}\) in (24) and \(\hat{\beta}\) in (25)

until convergence

1The mapping is the same as \(A_{[d]} = \text{reshape}(A, \prod_{d'=1}^{d-1} J_{d'}, \prod_{d'=d+1}^{D} J_{d'})\) in MATLAB\textsuperscript{®}
that when the SNR is equal or larger than 5dB, the rank accuracy is 100%. However, when the SNR becomes 0dB, the proposed method fails to give accurate estimation of the TT ranks, which is understandable as the strong noise masks the underlying TT structure.

Fig. 5a shows the estimated rank accuracy under different true TT ranks, with the missing rate set as 20% and the SNR set as 20dB. When the true TT ranks are [1, 5, 5, 1] and [1, 10, 10, 1], the proposed method gives 100% accuracy. When the TT ranks are set as [1, 15, 15, 1] and [1, 20, 20, 1], the estimation accuracy becomes lower, and generally the estimated ranks are smaller than the true ranks. The same phenomenon was also observed in Bayesian matrix decomposition [25] and CPD [21], and the reason might be the strong sparsity promoting property of the Gaussian-Gamma model, and the adopted Gaussian-product-Gamma model inherits such property.

Next, we examine the tensor recovery ability using synthetic data, where Table I shows the relative standard error (RSE) of the recovered tensor $\hat{A}$: $\frac{\|\hat{A} - A\|_F}{\|A\|_F}$. In particular, the effects of the missing rate (with SNR = 20dB, TT ranks = [1, 5, 5, 1]), SNR (with 0% missing rate, TT ranks = [1, 5, 5, 1]), and the true TT ranks (with 20% missing rate, SNR = 20dB) are shown in Table Ia [I] and Ib [Ic] respectively. The results of the proposed method is compared with those of sparse tensor-train optimization (STTO) [4], simple low-rank tensor completion via TT (SiLRTC-TT) [2], tensor completion by parallel matrix factorization via TT (TMAC-TT) [2] and TT-SVD [11]. In addition, the tensor recovery performance of a non-TT-format tensor completion method - fully Bayesian CP factorization (FBCP) [3] is also compared. The tuning parameters of the above algorithms have been finely tuned to achieve the best performance. In particular, they are set as follows:

- For STTO, the TT rank parameters are set as [1, 5, 5, 1].
- For SiLRTC-TT, the weighting parameters $\{\alpha_k\}_{k=1}^{D-1}$ are set as $\alpha_k = \delta_k / \sum_{k=1}^{D-1} \delta_k$ with $\delta_k = \min(\prod_{r=1}^{k} J_r, \prod_{r=k+1}^{D} J_r)$, and the parameters $\{\beta_k\}_{k=1}^{D-1}$ are set as $\beta_k = f \alpha_k$ with $f$ being 0.5, as recommended in [2].
- For TMAC-TT, the weighting parameters $\alpha_k = \delta_k / \sum_{k=1}^{D-1} \delta_k$ are set in the same as in SiLRTC-TT, and the initial ranks $\{r_i\}_{i=1}^{D-1}$ are the number of components with singular values satisfying $\lambda_i^{(0)} / \lambda_{i, max}^{(0)} > 0.5$.
- For TT-SVD, the tolerance error is set as 0.
- For FBCP, the top-level hyperparameters $c_0$, $d_0$, $a_0$ and $b_0$ are all set to $10^{-6}$, as recommended in [3]. The initial CP rank is set as the maximum of the tensor size $R = \max_{k=1}^{D} J_k$, and the factor matrices are initialized randomly.

From Table I it can be seen that the proposed method outperforms other methods in all cases. In particular, TT-SVD is not applicable when there are missing entries, as shown in Table Ia while STTO, SiLRTC-TT, and TMAC-TT perform poorly when there is noise, as shown in Table Ib. For STTO, when there is little noise and the true ranks match its rank parameters, its performance is better than other optimization-based TT methods (i.e., SiLRTC-TT and TMAC-TT), but is still not as good as the performance of the proposed method, as Table Ic shows. On the other hand, when the true ranks are different from its rank parameters, STTO performs much worse than other methods, as shown in Table Ic. Finally, for FBCP, its performance is poor when the missing rate is high or the TT ranks are high, which is due to the mismatch between the assumed CPD format in FBCP and the more complicated TT structure in the synthetic data.

B. Image Completion

In this subsection, the results of image completion experiments on 13 images are presented, with the performance of
the proposed algorithm compared with those of SiLRTC-TT [2], TMAC-TT [2], STTO [4], TTC-TV [26], FBCP [3], and FaLRTC [1]. The parameter settings of the algorithms are as follows:

- For STTO, the original images with size $256 \times 256 \times 3$ are folded into 9-dimensional tensors with size $4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 3$, using tensor augmentation (will be introduced in the next paragraph), and the TT rank parameters are set as $[1, 4, 12, 12, 12, 12, 12, 12, 3, 1]$. For SiLRTC-TT and TMAC-TT, the parameter settings are the number of components with the singular values satisfying $\lambda^{[i]} / \lambda_{\text{max}}^{[i]} > 0.02$. Before adopting these algorithms, the original images are folded into size $4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 3$ using tensor augmentation.
- For TTC-TV, the tensor dimension is factorized into $4 \times 8 \times 8 \times 8 \times 8 \times 4 \times 3$ in the way demonstrated in [26], and the TT rank parameters are set as $[1, 4, 18, 18, 18, 12, 3, 1]$. The regularization parameters for the total variance terms are $\lambda_1 = 0.2, \lambda_2 = 0.2$, and the scaling parameter for the box shaped interpolation kernel is $h = 22$.
- For FBCP, the parameter settings are the same as those in Section IV-A.
- For FaLRTC, the coefficients of the objective function are set as $\alpha = [1, 1, 10^{-3}]$, and the relaxation parameters are set as $[5/256, 5/256, 5 \times 10^{-3}] / 3$.

For each image, Gaussian noise is added (with levels of noise specified in the result tables), and then 80 percents of the pixels are randomly removed.

Before performing image completion, we adopt the tensor augmentation on the images, which is firstly introduced in [27], and further proved to be effective in image completions in [2]. The core concept of tensor augmentation is to fold a matrix into a high-order tensor. In particular, given a matrix $A \in \mathbb{R}^{M \times N}$, its dimension $M$ and $N$ can be written as $M = \prod_{i=1}^{d} M_i$, and $N = \prod_{i=1}^{d} N_i$, for some integers $\{M_i\}$ and $\{N_i\}$. Then, we construct a tensor with elements $A_{(M_1 N_1), (M_2 N_2), ..., (M_d N_d)} = A_{M_1 M_2 ... M_d N_1 N_2 ... N_d}$, and finally get an $f$-th order tensor $A_{\mathbb{R}^{M_1 N_1} \times M_2 N_2 \times \ldots \times M_d N_d}$. Tensor augmentation is equivalent to have the original matrix

| missing rate | 0%   | 20%  | 40%  | 60%  | 80%  |
|-------------|------|------|------|------|------|
| proposed method | $8.22 \times 10^{-3}$ | $1.10 \times 10^{-3}$ | $1.50 \times 10^{-3}$ | $2.60 \times 10^{-3}$ | $4.12 \times 10^{-3}$ |
| STTO        | 1.00e-2 | 8.30e-3 | 6.90e-3 | 6.00e-3 | 6.89e-2 |
| SiLRTC-TT   | 1.00e-2 | 1.00e-2 | 1.58e-2 | 7.38e-2 | 5.27e-1 |
| TMAC-TT     | 1.00e-2 | 1.63e-2 | 2.44e-2 | 1.26e-2 | 5.45e-1 |
| FBCP        | 2.20e-3 | 2.60e-3 | 4.00e-3 | 7.60e-3 | 3.26e-1 |
| TT-SVD      | 9.80e-3 | Not applicable |

(a) with respect to the missing rate (SNR = 20dB, true TT ranks = $[1, 5, 5, 1]$)

| SNR (dB) | 0 | 5 | 10 | 15 |
|----------|---|---|----|----|
| proposed method | $7.90 \times 10^{-2}$ | $2.52 \times 10^{-2}$ | $8.10 \times 10^{-3}$ | $2.60 \times 10^{-3}$ |
| STTO      | 1.01 | 3.17e-1 | 1.00e-1 | 3.12e-2 |
| SiLRTC-TT | 1.00 | 3.16e-1 | 1.00e-1 | 3.16e-2 |
| TMAC-TT   | 1.00 | 3.17e-1 | 1.00e-1 | 3.16e-2 |
| FBCP      | 1.77e-1 | 5.95e-2 | 2.06e-2 | 7.00e-3 |
| TT-SVD    | 1.01 | 3.21e-1 | 9.90e-2 | 3.11e-2 |

(b) with respect to SNR (0% missing rate, true TT ranks = $[1, 5, 5, 1]$)

| True TT ranks | 5 | 10 | 15 | 20 |
|---------------|---|----|----|----|
| proposed method | $1.01 \times 10^{-2}$ | $3.90 \times 10^{-3}$ | $1.38 \times 10^{-2}$ | $7.40 \times 10^{-2}$ |
| STTO          | 8.30e-3 | 9.83e-2 | 1.57e-1 | 1.63e-1 |
| SiLRTC-TT     | 1.00e-2 | 1.90e-2 | 5.33e-2 | 9.17e-2 |
| TMAC-TT       | 1.63e-2 | 4.62e-2 | 6.96e-2 | 8.32e-2 |
| FBCP          | 2.60e-3 | 1.07e-2 | 1.11e-1 | 1.97e-1 |
| TT-SVD        | Not applicable |

(c) with respect to TT ranks (20% missing rate, SNR = 20dB)

Table I: RSE = $\|A - \hat{A}\|_F / \|A\|_F$ of tensor recovery from incomplete and noisy observed tensors.
TABLE II: Performance of image completion without noise

| Algorithm    | PSNR | SSIM  |
|--------------|------|-------|
| propose      |      |       |
| SiLRTC-TT    | 21.78| 0.588 |
| TMAC-TT      | 21.78| 0.588 |
| STTO         | 20.09| 0.674 |
| TTC-TV       | 21.06| 0.529 |
| FBCP         | 22.50| 0.611 |
| FaLRTC       | 22.02| 0.677 |

TABLE III: Performance of image completion under Gaussian noise with variance 0.1

| Algorithm    | PSNR | SSIM  |
|--------------|------|-------|
| propose      |      |       |
| SiLRTC-TT    | 14.11| 0.207 |
| TMAC-TT      | 15.00| 0.224 |
| STTO         | 15.23| 0.218 |
| TTC-TV       | 16.57| 0.218 |
| FBCP         | 14.76| 0.239 |
| FaLRTC       | 13.50| 0.163 |

TABLE IV: Average run time over 26 images

| Algorithm    | SiLRTC-TT | TMAC-TT | STTO | TTC-TV | FBCP | FaLRTC |
|--------------|-----------|---------|------|--------|------|--------|
| propose      |           |         |      |        |      |        |
| average runtime\(\text{s}\) | 732.99 | 25.73 | 35.07 | 478.09 | 12.34 | 29.51 | 17.17 |
Fig. 7: Visual effects of the image completion experiments, from top to bottom: (1) original images; (2) images with 80% missing data and without noise; (3) recovered images from 80% missing data through: the proposed algorithm, SiLRTC-TT, TMAC-TT, STTO, TTC-TV, FBCP, FaLRTC, respectively; (4) images with 80% missing data under Gaussian noise with variance 0.1; (5) recovered images from 80% missing data and Gaussian noise with variance 0.1 through: the proposed algorithm, SiLRTC-TT, TMAC-TT, STTO, TTC-TV, FBCP, FaLRTC, respectively.
proposed algorithm achieves about 2dB higher PSNR and more than 0.1 higher SSIM than the second best, and recovers recognizable figures as shown in Fig. [7]. One thing worth to note is that SiLRTC-TT, TMAC-TT and FaLRTC all set $A = A$ as a constraint in their optimization schemes. Thus, they inherently cannot handle noisy data, and this is clearly corroborated in the poorly recovered images in Fig. [7].

Table [IV] shows the average runtime of various algorithms for the tested incomplete images, with the testing environment being MATLAB2018b on a desktop computer with an Intel i7 six-core processor at 3.7GHz and 16GB RAM. On the surface, it might seem that the proposed algorithm take more time to recover the images, but it is important to recognize that the proposed algorithm does not require any parameter tuning, and it automatically balances the model complexity and avoidance of noise overfitting. Given the small runtime of other algorithms, one may contemplate tuning the parameters to improve their performance. However, such a strategy is not practical as computing PSNR and SSIM requires the ground truth image, which is not available in practical applications. Even if we could come up with a tuning objective without the ground truth, the exhaustive tuning may eventually end up with longer runtime than the proposed algorithm. Take the most time efficient algorithm TTC-TV as an example, there are at least 5 parameters (corresponding to the ranks of the tensor cores, regularization terms and the scaling parameter) that need to be fine-tuned. Even if each parameter is tested for only 10 different values, the overall computation time will be $10^5$ times the average runtime in Table [IV]. From this perspective, the proposed algorithm provides an economical complexity while achieving automatic model selection.

C. Image Classification

In this subsection, we test the performance of the proposed algorithm on image classification. In particular, after the TT decomposition, the TT cores of the decomposed data are fed into the support tensor train machine (STTM) [7], which extends the support vector machine (SVM) to tensors and adopts TT-structured weighting parameters for classification. The original STTM uses TT-SVD to decompose the data for training and testing, while in our experiments the proposed algorithm is adopted. Additionally, the performance of SVM is also tested for comparison. The cifar-10 dataset [29] is used in the experiments, from which different sample sizes are used for training (specified in Fig. 8) and 1000 images are used for testing. Three scenarios are considered: clean data for training and testing, noisy data for training and testing, training on clean data and testing on noisy data. Gaussian noise with zero mean and variance 0.01 is added to generate the noisy data. Since both STTM and SVM are binary classifiers, but there are totally 10 classes in the dataset, we perform classification for every two classes, and calculate the average error rate.

The results of the classification are presented in Fig. 8. From Fig. 8a it can be seen that for the clean data, STTM combined with TT-SVD and the proposed algorithm achieve similar performance, under all training sample sizes, and both outperform SVM. However, as illustrated in Fig. 8b and 8c when there is noise, no matter in both training and testing data, or in only the testing data, STTM combined with TT-SVD performs much worse than the proposed algorithm. This is because that the proposed algorithm can recover the underlying TT structure of the data even under noise perturbation, while TT-SVD cannot.

V. CONCLUSIONS

In this paper, a probabilistic TT model, with the capability of automatic rank determination was proposed. The legitimacy of the proposed model was verified by establishing the sparsity promoting property of the adopted Gaussian-product-Gamma prior. Learning algorithm was derived under variational inference framework. Simulation results on synthetic data demonstrated the ability of the proposed algorithm to accurately
recover the underlying TT structure from incomplete noisy data. Furthermore, experiments on image completion and image classification showed the proposed algorithm leads to higher recovery or classification accuracy than other state-of-the-art TT decomposition algorithms.

**APPENDIX A**

**PROPERTIES OF THE GAUSSIAN-PRODUCT-GAMMA MODEL**

With the model in (3), the joint distribution is given by:

\[ P(x, \lambda_1, \lambda_2|\alpha_1, \beta_1, \alpha_2, \beta_2) = \mathcal{N}(x|0, (\lambda_1, \lambda_2)^{-1}) \text{Gamma}(\lambda_1|\alpha_1, \beta_1)\text{Gamma}(\lambda_2|\alpha_2, \beta_2) \]

\[ = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\sqrt{2\pi} \Gamma(\alpha_1) \Gamma(\alpha_2)} \lambda_1^{-\frac{1}{2}} \lambda_2^{-\frac{1}{2}} \times \exp\{- (\frac{\lambda_1}{2} x^2 + \beta_1 \lambda_1 + \beta_2 \lambda_2)\}. \tag{26} \]

Integrating out \( \lambda_1 \), then the joint distribution of \( x \) and \( \lambda_2 \) can be obtained:

\[ P(x, \lambda_2|\alpha_1, \beta_1, \alpha_2, \beta_2) = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\sqrt{2\pi} \Gamma(\alpha_1) \Gamma(\alpha_2)} \lambda_2^{-\frac{1}{2}} \times \exp\{- (\frac{\lambda_2}{2} x^2 + \beta_1) \lambda_2\} \times \exp\{- \beta_2 \lambda_2\}. \tag{27} \]

The integration is calculated by observing that the factors to be integrated is an unnormalized Gamma distribution with \( \alpha' = \alpha_1 + \frac{1}{2} \) and \( \beta' = \frac{\lambda_2}{2} x^2 + \beta_1 \). Divide \( 26 \) by \( 27 \), then the conditional posterior distribution of \( \lambda_1 \) is obtained:

\[ P(\lambda_1|x, \lambda_2, \alpha_1, \beta_1, \alpha_2, \beta_2) = \frac{P(x, \lambda_1, \lambda_2|\alpha_1, \beta_1, \alpha_2, \beta_2)}{P(x, \lambda_2|\alpha_1, \beta_1, \alpha_2, \beta_2)} \]

\[ = \frac{1}{\Gamma(\alpha_1 + \frac{1}{2})} \frac{\lambda_2^{\alpha_1 + \frac{1}{2}}}{2} x^2 + \beta_1)^{\alpha_1 + \frac{1}{2}} \lambda_1^{-\frac{1}{2}} \times \exp\{- (\frac{\lambda_2}{2} x^2 + \beta_1) \lambda_2\}. \tag{28} \]

It can be seen that the conditional distribution of \( \lambda_1 \) is still a Gamma distribution, more exactly, Gamma\((\alpha_1 + \frac{1}{2}, \frac{\lambda_2}{2} x^2 + \beta_1)\). The proof of the conditional posterior of \( \lambda_2 \) is similar with that of \( \lambda_1 \).

For the marginal distribution of \( x \), we need to further integrate out \( \lambda_2 \) in (27):

\[ P(x|\alpha_1, \beta_1, \alpha_2, \beta_2) = \int P(x, \lambda_2|\alpha_1, \beta_1, \alpha_2, \beta_2) d\lambda_2 \]

\[ = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2} \Gamma(\alpha_1 + \frac{1}{2})}{\sqrt{2\pi} \Gamma(\alpha_1) \Gamma(\alpha_2)} \int \lambda_2^{\alpha_1 - \frac{1}{2}} \left( \frac{\lambda_2}{2} x^2 + \beta_1 \right)^{-\alpha_1 + \frac{1}{2}} \times \exp\{- \beta_2 \lambda_2\} d\lambda_2. \tag{29} \]

Since \( \alpha_1 + \frac{1}{2} > 0 \) and \( \beta_1 > 0 \), we have \( (\frac{\lambda_2}{2} x^2 + \beta_1)^{-\alpha_1 + \frac{1}{2}} \leq \beta_1^{-\frac{1}{2}} \) when \( \lambda_2 \in [0, \infty) \). Then because \( \beta_1^{-\frac{1}{2}} \int_0^\infty \lambda_2^{\alpha_1 - \frac{1}{2}} \exp\{- \beta_2 \lambda_2\} d\lambda_2 \) converges, the integration in equation (29) converges.

**APPENDIX B**

**SPARSITY OF THE PROBABILISTIC TT MODEL**

To prove that (3) and (9) would induce sparsity, we need to prove that the marginal prior distribution \( p(\lambda_{k:d}^{(d)}) \) and \( p(\lambda_{k:d}^{(d+1)}) \) are sparsity promoting. Below, we focus on \( p(\lambda_{k:d}^{(d)}) \) as the logic for \( p(\lambda_{k:d}^{(d+1)}) \) is the same. To get its marginal prior distribution, we first obtain \( p(\lambda_{k:d}^{(d)}, \lambda_k^{(d+1)}) \) by picking up relevant factors from the product of (3) and (9), which is

\[ p(\lambda_{k:d}^{(d)}, \lambda_k^{(d+1)}) = \prod_{d=1}^{L_{d+1}} \left( \frac{\sqrt{\lambda_k^{(d+1)}}}{\sqrt{2\pi}} \right)^{J_d} \exp\{- \frac{\lambda_k^{(d+1)}}{2} \sum_{j \neq d} G_{k,l,j}^{(d+1)} \} \]

\[ \times \frac{\beta_k^{(d)} \alpha_k^{(d)} \lambda_k^{(d)} \alpha_{k+1}^{(d)} \beta_{k+1}^{(d+1)}}{\Gamma(\alpha_k^{(d)}) \Gamma(\alpha_{k+1}^{(d+1)})} \exp\{- \beta_k^{(d+1)} \lambda_k^{(d+1)} \} \times \prod_{d=1}^{L_{d+1}} \frac{\beta_k^{(d+1)} \alpha_k^{(d+1)} \lambda_k^{(d+1)} \alpha_{k+1}^{(d+1)} \beta_{k+1}^{(d+1)}}{\Gamma(\alpha_k^{(d+1)}) \Gamma(\alpha_{k+1}^{(d+1)})} \exp\{- \beta_k^{(d+1)} \lambda_k^{(d+1)} \}. \tag{30} \]

Next (30) is rewritten as

\[ p(\lambda_{k:d}^{(d)}, \lambda_k^{(d+1)}) \]

\[ \propto \lambda_k^{(d+1)} + \alpha_k^{(d+1)} \exp\{- \beta_k^{(d+1)} \lambda_k^{(d+1)} \} \times \prod_{d=1}^{L_{d+1}} \lambda_k^{(d+1)} \exp\{- \beta_k^{(d+1)} \lambda_k^{(d+1)} \} \times \prod_{d=1}^{L_{d+1}} \lambda_k^{(d+1)} \exp\{- \beta_k^{(d+1)} \lambda_k^{(d+1)} \}. \tag{31} \]

By observing that each \( \lambda_k^{(d+1)} \) follows a Gamma distribution with a new set of hyperparameters, we can integrate out \( \lambda_k^{(d+1)} \) and obtain

\[ p(\lambda_{k:d}^{(d)}) \]

\[ \propto \lambda_k^{(d)} \exp\{- \beta_k^{(d)} \lambda_k^{(d)} \} \times \prod_{d=1}^{L_{d+1}} \left( \frac{\lambda_k^{(d)} \sum_{j \neq d} G_{k,l,j}^{(d)}}{2} + \beta_{k+1}^{(d+1)} \right)^{-\frac{1}{2}} \tag{32} \]

With \( \alpha_{k+1}^{(d+1)} \) and \( \beta_k^{(d+1)} \) tend to zero, as \( \left( \frac{\lambda_k^{(d)} \sum_{j \neq d} G_{k,l,j}^{(d)}}{2} + \beta_{k+1}^{(d+1)} \right)^{-\frac{1}{2}} \) tends to \( \left( \frac{\lambda_k^{(d)} \sum_{j \neq d} G_{k,l,j}^{(d)}}{2} \right)^{-\frac{1}{2}} \).
becomes

$$
\lim_{\alpha^{(d+1)} \to 0} p(G^{(d)}_{k,:,:)}, k^2)
\propto \lambda_k^{d+1}(1-L_{d+1})+\alpha_k^{d+1} \exp\left\{-\beta_k^{d+1} \lambda_k^{d}\right\}
$$

(33)

$$
\times \prod_{\ell=1}^{L_{d+1}} \left(\sum_{j_d} G^{(d)}_{k,\ell,j_d} \right)^2 - \frac{d}{d_k},
$$

in which the distribution of $\lambda_k^{(d)}$ and $G^{(d)}_{k,:,:}$ can be separated, and thus we get

$$
p(G^{(d)}_{k,:,:}) \propto \prod_{\ell=1}^{L_{d+1}} \left(\sum_{j_d} G^{(d)}_{k,\ell,j_d} \right)^2 - \frac{d}{d_k}.
$$

(34)

The distribution of $G^{(d)}_{k,:,:}$ will take very large value when the sum of squares of all $G^{(d)}_{k,\ell,j_d}$, $\ell \in [1:L_{d+1}]$ tend to zero. Thus the marginalized prior distribution (34) induces sparsity in the whole slice $G^{(d)}_{k,:,:}$. A demonstration of (34) with $L_{d+1} = 2$ is shown in Fig. [9]. It can be seen that most of the probability density concentrates in a region where $\sum_{j_d} G^{(d)}_{k,1,j_d}$ and $\sum_{j_d} G^{(d)}_{k,2,j_d}$ tend to zero. Similar conclusion can also be drawn under other $L_{d+1}$.
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