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In this paper, we structure some new reproducing kernel spaces based on Jacobi polynomial and give a numerical solution of a class of time fractional order diffusion equations using piecewise reproducing kernel method (RKM). Compared with other methods, numerical results show the reliability of the present method.

1. Introduction

In this paper, we consider the following time-fractional order diffusion equation:

\[
\begin{aligned}
&D_t^c u(x, t) + \beta_1(x, t) \frac{\partial u(x, t)}{\partial x} + \beta_2(x, t) \frac{\partial^2 u(x, t)}{\partial x^2} \\
&= f(x, t), (x, t) \in \Omega = [0, 1] \times [0, 1], \\
&u(x, 0) = \phi_1(x), 0 \leq x \leq 1, \\
&u(0, t) = \varphi_1(t), u(1, t) = \varphi_2(t), 0 \leq t \leq 1,
\end{aligned}
\]  

where \( \beta_1(x, t), \beta_2(x, t), f(x, t) \) are known functions, and \( D_t^c u(x, t) \) is the variable order Caputo fractional derivative of order \( c \):

\[
D_t^c u(x, t) = \frac{1}{\Gamma(1-c)} \int_0^t (t-\tau)^{-c} \frac{\partial u(x, \tau)}{\partial \tau} \, d\tau.
\]

The time-fractional order equation [1–4] has widespread applications in viscoelastic materials, signal processing, fluid mechanics, and dynamic of viscoelastic materials. The analytic solution to this equation is almost impossible to obtain. In recent years, several numerical methods [5–11] have been proposed. In previous work, the author used Taylor’s formula or Delta function to construct reproducing kernel space [12–17]. In this paper, we structure some new reproducing kernel spaces based on Jacobi polynomials and give a numerical solution of a class of time-space fractional order diffusion equation using piecewise reproducing kernel method.

Definition 1. Let \( H \) be a real Hilbert spaces of functions \( f: \Omega \longrightarrow R \). A function \( K: \Omega \times \Omega \longrightarrow R \) is called reproducing kernel for \( H \) if

\[
\begin{align*}
(i) & \ K(x, \cdot) \in H \text{ for all } x \in \Omega, \\
(ii) & \ f(x) = \langle f, K(\cdot, x) \rangle_H \text{ for all } f \in H \text{ and all } x \in \Omega.
\end{align*}
\]

2. Structuring Reproductive Kernel Space Based on the Shifted Jacobi Polynomials

The shifted Jacobi polynomials \( P^{\alpha, \beta}_{i,j}(x) \) of degree \( i \) is given [18] by

\[
P^{\alpha, \beta}_{i,j}(x) = \sum_{k=0}^{i} (-1)^{(i-k)} \frac{\Gamma(i+\beta+1)\Gamma(i+k+1+\alpha+\beta)}{\Gamma(k+1+\beta)\Gamma(i+\alpha+\beta+1)(i-k)!} x^{i-k},
\]

where
where $P_{i,j}^{α,β}(x)$ is a weight function and

$$h_k = \begin{cases} \Gamma(k + \alpha + 1) / \Gamma(k + \alpha + \beta + 1), & n = m, \\ 0, & n \neq m. \end{cases}$$

Theorem 2. Let

$$\mathcal{H}_n[0, 1] = \left\{ P_{i,j}^{α,β}(x) \mid \int_0^1 \omega(x) P_{i,j}^{α,β}(x) dx < \infty, \right\}$$

where $i = 1, \ldots, n$, is the weighted inner product space of the shifted Jacobi polynomials on [0, 1]. The inner product and norm are defined as

$$\langle P_{i,j}^{α,β}(x), P_{i,j}^{α,β}(x) \rangle = \int_0^1 \omega(x) P_{i,j}^{α,β}(x) P_{i,j}^{α,β}(x) dx,$$

where

$$\left\| P_{i,j}^{α,β}(x) \right\|_{\mathcal{H}_n} = \sqrt{\langle P_{i,j}^{α,β}(x), P_{i,j}^{α,β}(x) \rangle_{\mathcal{H}_n}},$$

and $\mathcal{H}_n[0, 1]$ is a reproducing kernel Hilbert space. Its reproducing kernel is

$$R_n(x, y) = \sum_{i=0}^n e_i(x)e_i(y),$$

where $e_i(x) = \frac{1}{\Gamma((2k + \alpha + \beta + 1) / \Gamma(k + \alpha + 1) \Gamma(k + \beta + 1))} P_{i,j}^{α,β}(x)$. Using Ref. [5] and the reproducing kernel of $\mathcal{H}_n[0, 1]$, we can get following reproducing kernel spaces.

(1) Space $H_2 = \{ u(x) \mid u(x) \in \mathcal{H}_n, u(0) = 0 \}$, $H_n$ with the same inner product as $\mathcal{H}_n$, is a reproducing kernel space and its reproducing kernel is

$$K_2(x, y) = R_n(x, y) - \frac{R_{n+1}(x,y)}{\left\| R_{n+1}(0,0) \right\|^2}.$$

(2) Space $H_{n+1} = \{ u(x) \mid u(x) \in \mathcal{H}_{n+1}, u(0) = 0, \ u(1) = 0 \}$, $H_{n+1}$ with the same inner product as $\mathcal{H}_{n+1}$, is a reproducing kernel space and its reproducing kernel is

$$K_{n+1}(x, y) = \frac{k_{n+1}(1,x)k_{n+1}(y,1)}{\left\| k_{n+1}(1,1) \right\|^2}.$$

where $k_{n+1}(x, y) = R_{n+1}(x, y) - (R_{n+1}(0,x)R_{n+1}(y,0)/\left\| R_{n+1}(0,0) \right\|^2)$.

(3) Space $H(Ω) = H_2 \otimes H_3 = \{ u(x,t) \mid u(x,t) \in H_2 \otimes H_3 \}$, $u(0,t) = u(1,t) = u(x,0) = 0$, and its reproducing kernel is

$$K(x, t, y, s) = K_n(x, y) \times K_{n+1}(t, s), (x, y), (t, s) \in Ω,$$

where $K_2(x, y), K_{n+1}(x, y)$ from (11) and (12). Reproducing kernels with different $α, β$ are shown in Figures 1–8.

### 3. Piecewise Reproducing Kernel Method

After homogenization, equation (1) is converted to the following form:

$$\begin{cases} \mathcal{H}_{(x,t)} v(x,t) = g(x,t), (x,t) \in Ω = [0, 1] \times [0, 1], \\ v(x, 0) = 0, \ 0 \leq x \leq 1, \\ v(0, t) = v(1, t) = 0, \ 0 \leq t \leq 1, \end{cases}$$

where $\mathcal{H}$ is a operator, and

$$\mathcal{H}_{(x,t)} u(x,t) = D^2_{11} u(x,t) + \beta_1(x,t) \frac{\partial u(x,t)}{\partial x} + \beta_2(x,t) \frac{\partial^2 u(x,t)}{\partial x^2}$$

$$v(x,t) = u(x,t) - U(x,t) - u_0(x) + U_0(x), \quad U(x,t) = \phi_1(t)(1 - x) + \varphi_2(t),$$

where $\mathcal{H}_{(x,t)} = \mathcal{H}_{(x)} \mathcal{H}_{(t)}$, $\psi_i(x,t) = \mathcal{H}_{(x)}\mathcal{H}_{(t)}$, $i = 1, 2, \ldots, \infty$.

$$\mathcal{H}_{(x)} = \sum_{k=1}^{\infty} \beta_{ik} \psi_{ik}$$

where the $\beta_{ik}$ are the coefficients resulting from Gram–Schmidt orthonormalization.

Theorem 1 (see [11, 19–23]). If $\mathcal{H}^{-1}$ is existing and $\{x_i, t_j\}_{i=1}^\infty$ is denumerable dense points in $Ω$, then

$$v(x,t) = \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} \beta_{ik} g(x_k, t_k) \psi_i(x,t),$$

is an analytical solution of (14). Deriving from the form of (17), we get the approximate solution of (14) as

$$v_N(x, t) = \sum_{i=1}^{N} \sum_{k=1}^{\infty} \beta_{ik} g(x_k, t_k) \psi_i(x,t).$$

However, the direct application of (17) could not have a good numerical simulation effect possibly for (1). The focus of this paper is to fill this gap, so we use the piecewise reproducing kernel method. The main technique of the piecewise reproducing kernel method see Ref. [16, 21, 24, 25].
Figure 1: Reproducing kernel $R_n(x,y)$ of space $\mathcal{H}_3[0,1]$ with $\alpha = \beta = 1$.

Figure 2: The set of reproducing kernel $R_n(x,y)$ with $n = 1,2,\ldots,7$, $\alpha = \beta = 1$.

Figure 3: Reproducing kernel $R_3(x,y)$ of space $\mathcal{H}_3[0,1]$ with $\alpha = 2, \beta = 3$.

Figure 4: The set of reproducing kernel $R_n(x,y)$ with $n = 1,2,\ldots,7$, $\alpha = 2, \beta = 3$.

Figure 5: Reproducing kernel $R_3(x,y)$ of space $\mathcal{H}_3[0,1]$ with $\alpha = -0.5, \beta = 1$.

Figure 6: The set of reproducing kernel $R_n(x,y)$ with $n = 1,2,\ldots,7$, $\alpha = 0.5, \beta = 1$. 

Figure 7: Reproducing kernel $R_3(x,y)$ of space $\mathcal{H}_3[0,1]$ with $\alpha = 1, \beta = 1$.
More about convergence theorem and error estimation, those detailed proof can be seen in [23–26].

4. Numerical Experiments

In this section, some numerical experiments are studied to demonstrate the accuracy of the present method.

**Experiment 1.** We consider the following time fractional reaction-diffusion equation:

\[
D_t^{\alpha} u(x,t) = \frac{x^2}{\Gamma(3-\gamma)} \frac{\partial^3 u(x,t)}{\partial x^3} - \frac{x}{\Gamma(3-\gamma)} \frac{\partial u(x,t)}{\partial x} + f(x,t), \quad 0 < x < 1, 0 \leq t \leq 1,
\]

\[
\begin{align*}
  u(x,0) &= x^2 (1-x), \quad u(0,t) = 0, \quad u(1,t) = 0,
\end{align*}
\]
Absolute errors

Table 1: Comparison of absolute errors obtained for Experiment 1 at $\alpha = \beta = 0.5, \gamma = 0.8, t = 0.01, n = 4$.

| $x$  | Exact solution | Traditional RKM $N = 2$ | Present method $(h = 0.001) N = 2$ | Present method $(h = 0.000001) N = 2$ |
|------|----------------|--------------------------|-------------------------------------|----------------------------------------|
| 0.1  | 0.0090         | 2.272e−03                | 4.565e−06                           | 6.536e−11                              |
| 0.2  | 0.0320         | 4.032e−03                | 9.332e−06                           | 1.164e−09                              |
| 0.3  | 0.0630         | 5.284e−03                | 1.384e−05                           | 3.207e−09                              |
| 0.4  | 0.0960         | 6.029e−03                | 1.765e−05                           | 5.585e−09                              |
| 0.5  | 0.1251         | 6.270e−03                | 2.028e−05                           | 7.818e−09                              |
| 0.6  | 0.1441         | 6.010e−03                | 2.129e−05                           | 9.425e−09                              |
| 0.7  | 0.1471         | 5.250e−03                | 2.023e−05                           | 9.927e−09                              |
| 0.8  | 0.1281         | 3.994e−03                | 1.663e−05                           | 8.843e−09                              |
| 0.9  | 0.0810         | 2.243e−03                | 1.004e−05                           | 5.694e−09                              |

where $f(x, t) = ((8x^2(1 - x)t^{2-\gamma} + 3x^3(4t^2 + 1))/\Gamma(3 - \gamma))$, the exact solution $u_T(x, t) = x^2(1 - x)(4t^2 + 1)$. Numerical solution of Experiment 1 is shown in Figures 9–11 and Table 1. From Table 1, we can see that the absolute error is getting smaller and smaller when $h$ is smaller. Figure 10 shows the relationship between absolute error and reproducing kernel. Figure 11 shows the relationship between absolute error and $\gamma$.

**Experiment 2.** We consider the following time fractional reaction-diffusion equation [7]

$$D_t^\alpha u(x, t) + x \frac{\partial u(x, t)}{\partial x} - \frac{\partial^2 u(x, t)}{\partial x^2} = f(x, t),$$

$$0 < x < 1, 0 \leq t \leq 1,$$

$$u(x, 0) = x^2 - x^3, u(0, t) = u(1, t) = 0,$$

where $f(x, t) = ((2t^{2-\gamma})/\Gamma(3 - \gamma))(x^2 - x^3) + (t^2 + 1)(2x^2 - 3x^3 + 6x - 2)$, the exact solution $u_T(x, t) = (t^2 + 1)(x^2 - x^3)$. Numerical solution of Experiment 2 is shown in Table 2. From Table 2, we can see that the absolute
error obtained by the present method is smaller than the absolute error obtained by Ref. [7].

**Experiment 3.** We consider the following time-space fractional advection-reaction-diffusion equation:

\[
D_0^\gamma u(x,t) = \alpha x^2 t^\gamma - \beta u(x,t) \frac{\partial u(x,t)}{\partial x^\gamma} + \frac{\Gamma(2 - \gamma) }{\Gamma(3 - \gamma) } \frac{\partial^\gamma u(x,t)}{\partial x^\gamma} + f(x,t),
\]

\[
0 < x < 1, 0 \leq t \leq 1,
\]

\[
u(x,0) = x^2, u(0,0) = 0, u(1,0) = 0.05 x^2 + 1,
\]

where \( f(x,t) = -32 x^2 t^\gamma - \beta / \Gamma(3 - \gamma) \), the exact solution \( \nu(x,t) = x^2 (4t^2 + 1) \). Numerical solution of Experiment 3 is shown in Figure 12 and Table 3.

**Experiment 4.** We consider the following time-space fractional advection-reaction-diffusion equation:

\[
D_0^\gamma u(x,t) = \frac{\partial^\gamma u(x,t)}{\partial x^\gamma} + f(x,t), \quad 0 < x < 1, 0 \leq t \leq 1,
\]

\[
u(x,0) = 0, u(0,0) = u(1,0) = 0,
\]

where \( f(x,t) = (3 \sqrt{\pi} / 4l^4 (2.5 - \alpha) )t^{1.5 - \alpha} x^4 (x - 1) \), the exact solution \( \nu(x,t) = x^2 (1 - x) t^{1.5} \). By mathematical 8.0, the numerical comparison of absolute errors by present method are given in Figures 13–20 at \( n = 2, N = 5 \). The reproducing kernel of Experiment 4 with different \( \alpha, \beta \) is shown in Table 4 by present method at \( n = 2, N = 5 \). Figures 13 and 14 show the relationship between absolute error and \( \alpha, \beta \). From Figures 15 and 16, we can see that the absolute error is small. Figures 17–20 show the relationship between absolute error and \( \gamma \).
Table 4: The reproducing kernel of Experiments 1 and 4 with different $\alpha, \beta$.

| $\alpha$ | $\beta$ | $K_1(x, y)$ | $K_3(x, y)$ |
|---------|---------|-------------|-------------|
| $\alpha = 0$ | $\beta = 0$ | $4xy(12 - 15y + 5x(-3 + 4y))$ | $60xy(-1 + x)(-1 + y)(4 - 7y + 7x(-1 + 2y))$ |
| $\alpha = 1/2$ | $\beta = 1/2$ | $(128xy/7\pi)(21 - 28y + 4x(-7 + 10y))$ | $(1024y/5\pi)(-1 + x)y(-1 + y)(9 - 16y + 16x(-1 + 2y))$ |
| $\alpha = 2$ | $\beta = 1$ | $30xy(10 - 14y + 7x(-2 + 3y))$ | $280(-1 + x)y(-1 + y)y(5 - 9y + 9x(-1 + 2y))$ |
| $\alpha = 1/2$ | $\beta = 1$ | $(1155/512)xy(80 - 104y + 13x(-8 + 11y))$ | $(6435/512)(-1 + x)y(-1 + y)y(80 - 136y + 17x(-8 + 15y))$ |
| $\alpha = 2$ | $\beta = 3$ | $504xy(7 - 10y + 5x(-2 + 3y))$ | $2772(-1 + x)y(-1 + y)y(7 - 12y + 2x(-6 + 11y))$ |

Figure 13: Absolute errors of Experiment 4 with different reproducing kernels for $t = 0.1, h = 0.01, \gamma = 0.5$.

Figure 14: Absolute errors of Experiment 4 with different reproducing kernels for $t = 0.1, h = 0.0001, \gamma = 0.5$.

Figure 15: Absolute errors of Experiment 4 by the present method for $t = 0.1, h = 0.0001, \alpha = \beta = 1$.

Figure 16: Absolute errors of Experiment 1 by the present method for $t = 0.1, \alpha = \beta = 1, \gamma = 0.5$.

Figure 17: Absolute errors of Experiment 4 with different fractional derivatives at $h = 0.001, t = 0.1, \alpha = (1/2), \beta = 1$.

Figure 18: Absolute errors of Experiment 4 with different fractional derivatives at $h = 0.001, t = 0.1, \alpha = \beta = 0$. 
Absolute errors of Experiment 4 with different fractional derivatives at $h = 0.01, t = 0.1, \alpha = \beta = 1.$

5. Conclusions

In this paper, some new reproductive kernels are given. The numerical results of some models show that the present method has high precision compared with traditional RKLM, and has a better convergence for this kind of model. Besides, the method can also be used to study other time variable fractional order advection-dispersion model.
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