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Abstract

We present a reduced-dimension multiuser detector (RD-MUD) structure that significantly decreases the number of required correlation branches at the receiver front-end, while still achieving performance similar to that of the conventional matched-filter (MF) bank. RD-MUD exploits the fact that the number of active users is typically small relative to the total number of users in the system and relies on ideas of analog compressed sensing to reduce the number of correlators. The correlating signals used by each correlator are chosen as an appropriate linear combination of the users’ spreading waveforms, which in turn are chosen from a large class of spreading codes. We derive the probability-of-error when using two methods for recovery of active users and their transmitted symbols: the reduced-dimension decorrelating (RDD) detector, which combines subspace projection and thresholding to determine active users and sign detection for data recovery, and the reduced-dimension decision-feedback (RDDF) detector, which combines decision-feedback orthogonal matching pursuit for active user detection and sign detection for data recovery. We identify conditions such that error is dominated by active user detection. We then show that the number of correlators needed to achieve a small probability-of-error under these conditions is on the order of the logarithm of the number of users in the system for a given projection method based on random discrete Fourier transform (DFT) matrices, which is significantly lower than the number of correlators required by the conventional MUD using the MF-bank. Our theoretical results take into consideration the effects of correlated signature waveforms as well as near-far issues. The theoretical performance results for both detectors are validated via numerical simulations.

I. INTRODUCTION

Multiuser detection (MUD) is a classical problem in multiuser communications and signal processing (see, e.g., [1][2][3] for classic reviews with extensive reference lists and [4][5][6] for some recent development in the field). In multiuser systems, the users communicate simultaneously with a given
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receiver by modulating information symbols onto their unique signature waveforms, which can be characterized by the chip waveform and the signature sequences (also called the spreading code) [7]. The received signal consists of a noisy version of the superposition of the transmitted waveforms. The MUD has to detect the symbols of all users simultaneously. The channel model associated with the MUD may be synchronous or asynchronous. In the synchronous channel model [8], the transmission rate of all users is the same and their symbol epochs are perfectly aligned. This requires closed-loop timing control or synchronization among all transmitters. In the asynchronous channel model [9][10], user time epochs need not be aligned and the transmitted waveforms arrive at the receiver with different time delays. Allowing users to be asynchronous simplifies system design but complicates the system model. The synchronous channel model can be viewed as a special case of the asynchronous channel with delays of all users to be the same. In this paper we will focus on the synchronous channel model. Part of the MUD problem is signature sequence selection, for which there has been a large body of work, both theoretical [11][12][13][14][15][16][17][18][19][20][21] and practical [7][22]. If we require the signature waveforms to be orthogonal, for a system with bandwidth $B$, the number of orthogonal signature waveforms available (and hence the number of users that the system can support) is approximately $2^TB$ [3]. This hard limit on system capacity can be relaxed if we allow nonorthogonal signature waveforms, and instead require the crosscorrelation of the selected signature waveforms to be sufficiently low. In this work, we do not consider optimizing signature waveforms and hence our results will be parameterized by the crosscorrelation properties of the signature waveforms used in our design. When the signature waveforms are nonorthogonal, there is mutual interference among users, which degrades system performance for all users. Hence, an important issue in multiuser systems with nonorthogonal signature waveforms is the near-far problem [3]: a strong user with high enough power at the receiver may cause severe performance degradation of a weak user. One of the key challenges in MUD is to design a detector that works well when user signals are received at different power levels. Such detectors are discussed in more details below.

While there has been a large body of work developed for the multiuser detection problem over the last several decades, it is not yet widely implemented in practice, largely due to its complexity and high-precision A/D requirements. The complexity of MUD arises both in the analog circuitry for decorrelation as well as in the digital signal processing for data detection of each user. We characterize the decorrelation complexity using the number of correlators used at the receiver front-end, and measure
the data detection complexity by the complexity-per-bit [8], which is the number of real floating point operations required per bit decision.

The conventional MUD detection structure consists of a matched-filter (MF) bank front-end followed a linear or nonlinear digital multiuser detector. The MF-bank front-end is a set of correlators, each correlating the received signal with the signature waveform of a different user. Hence the conventional MUD requires the number of correlators to be equal to the number of users. The MF-bank front-end obtains a set of sufficient statistics for MUD when the receiver noise is Gaussian.

To recover user data from the MF-bank output, various digital detectors have been developed. Verdu in a landmark paper [9] establishes the optimal MUD detector as the maximum likelihood sequence estimator (MLSE), which minimizes the probability of error for symbol detection. The upper bound on the probability of error for symbol detection, or the bit-error-rate (BER), is due to [9] and the analysis is also given in [23]. Although the MLSE detector can nearly eliminate the degradation in performance due to multiuser interference, it has two main limitations: complexity and required complete channel state information [3]. The complexity-per-bit of the MLSE detector is exponential in the number of users when the signature waveforms are nonorthogonal. To address the complexity issue, other MUD suboptimal detectors have been developed. The MLSE detector is an example of a nonlinear detector that detects symbols of all users jointly. Another example of nonlinear detectors is the decision feedback (DF) detector [24][25], which is based on the idea of interference cancellation and takes various forms. One such form is the successive interference cancellation (SIC) detector [26][27]. This idea of interference cancellation dates back to the information theoretic study of the Gaussian multiple-access channel [28]. The DF detector decodes symbols iteratively and subtracts the detected symbols of strong users first to facilitate detection of weak users. The DF detector also requires complete channel state information but it has less complexity-per-bit than the MLSE detector. The number of correlators required by the DF detector is also equal to the number of users. The DF detector is a good compromise between complexity and performance among all nonlinear and linear techniques (see, e.g., [25]). For this reason we will analyze the DF detector below as an example of a nonlinear detector, but in a reduced dimensional setting.

Linear detection methods, which apply a linear transform to the receiver front-end output and then detect each symbol separately, have lower complexity than nonlinear methods but also worse performance. Linear MUD techniques include the single-user detector, the decorrelating detector and the minimum
mean-square-error (MMSE) detector. The single-user detector is the simplest linear detector, which follows the MF-bank front-end the conventional single-user detection in each branch, which detects symbols by comparing the front-end output with a threshold [8]. When the signature waveforms are orthogonal and synchronous, the single-user detector coincides with the MLSE detector and it minimizes the probability-of-error. In this case, by correlating with each user’s signature waveform, the MF-bank maximizes the output signal-to-noise ratio (SNR) for each individual user. When the signature waveforms are nonorthogonal, users interfere with each other, so the probability-of-error of the single-user detector degrades [1]. A linear detector that eliminates user inference is the decorrelating detector [8][10], which, for each user, projects the received signal onto the subspace associated with the signature waveform of that user. This projection amplifies noise when the signature waveforms are nonorthogonal. The decorrelating detector also gives the best joint estimate of symbols and amplitudes in the absence of knowledge of the complete channel state information [8], and it optimizes the near-far resistance among linear detectors [29]. The near-far resistance is a performance measure for the degree of robustness against the near-far problem achieved by a multiuser detector [3]. The MMSE detector [30][31][32] is designed to minimize the mean-square-error (MSE) between symbols and the linear transformed MF-bank front-end output. The MMSE detector takes into account the background noise and interference, and hence to some extent it mitigates the noise amplification effect of the decorrelating detector in the low and medium SNR regimes [25]. A drawback of the MMSE detector is that it requires complete channel state information and it does not achieve the optimal near-far resistance. When the signal-to-noise power ratio (SNR) goes to infinity, the MMSE detector converges to the decorrelating detector [3]. Because of the many advantages of the decorrelating detector, it has received much attention in the MUD literature and is one of the most common linear detectors in MUD [2]. Hence, in this paper, we will focus on the decorrelating detector as an example of a linear detector in the reduced-dimension setting. The decorrelating detector requires inverting the correlation matrix of the signature waveforms, but this computation can be done offline once the signature waveforms are selected. Its complexity-per-bit (other than inverting the correlation matrix) can be shown to be linear in the number of users [8].

Both linear and nonlinear MUDs have sufficiently high complexity to preclude their wide adoption in deployed systems. They both require the number of correlators at the receiver front-end to be equal to the number of users in the system. The complexity-per-bit of the nonlinear detectors are exponential in
the number of users in system for the MLSE detector, and less for the DF detector. The complexity-per-bit of the linear detectors are linear in the number of users, which is much less than that of the nonlinear methods. In a typical communication system, there may be thousands of users. Hence, the complexity of the conventional methods has been a major obstacle for implementing the MF-bank based conventional MUD detectors. Our methods reduce the front-end complexity far below that of the nonlinear and linear techniques in large systems, and their complexity-per-bit are comparable to those of the conventional nonlinear and linear techniques. For example, when the random partial discrete Fourier transform (DFT) matrix is used to construct the correlating signals, the number of correlators used by our methods is proportional to the logarithm of the number of users and proportional to the square of the number of active users, and the complexity-per-bit of our method is comparable to the corresponding conventional MUD detectors.

In this work, we develop a low complexity front-end for MUD along with corresponding digital detectors. We call this structure a reduced-dimension multiuser detector (RD-MUD). The RD-MUD reduces the number of correlators while still achieving performance similar to that of conventional MUDs that are based on the MF-bank front-end. We reduce complexity by exploiting the fact that at any given time the number of active users, $K$, is typically much smaller than the total number of users, $N$. This analog signal sparsity allows us to use techniques from analog compressed sensing, which exploits sparsity in analog signals (see, e.g., [33][34][35][36][37][38][39] and [40] for more details on these techniques). Our RD-MUD has a front-end that correlates the received signal with $M$ correlating signals, where $M$ is much smaller than $N$. The correlating signals are formed as linear combinations of the signature waveforms via a (possibly complex) coefficient matrix $A$ as is done in the analog compressed sensing literature for sparse signal recovery. Our choice of $A$ will be shown to be crucial for performance. The output of the RD-MUD front-end can thus be viewed as a projection of the MF-bank output onto a lower dimensional detection subspace. To recover information from this detection subspace, we process the front-end output using algorithms that combine ideas from compressed sensing and MF-bank based conventional MUD. We study two such detectors in detail: the reduced-dimension decorrelating (RDD) detector, a linear detector that combines subspace projection and thresholding to determine active users with a sign detector for data recovery [41][42], and the reduced-dimension decision-feedback (RDDF) detector, a nonlinear detector that combines decision-feedback orthogonal matching pursuit (DF-OMP) [43][44] for active user detection with sign detection for data recovery in
an iterative manner. We present theoretical probability-of-error performance guarantees for these two specific detectors in terms of the coherence of the matrix $A$ in a non-asymptotic regime with a fixed number of users and active users. Based on these results, we develop a lower bound on the number of correlators $M$ needed to attain a certain probability-of-error performance. For example, if $A$ is a random partial discrete Fourier transform matrix, the $M$ required by these two specific detectors is on the order of $\log N$. We validate these theoretical performance results via numerical examples.

Previous work on MUD based on active user detection falls into two categories: conventional methods and compressed sensing methods. Specifically, to detect active users in the system, conventional MUD approaches use techniques such as the multiple signal classification algorithm (MUSIC) \cite{45}, quickest change detection \cite{46}, random set theory, sphere detection and Bayesian filter \cite{47}\cite{48}\cite{49}\cite{50}. In particular, \cite{46} focuses on the on-line detection of the entrance of a new user into the system, and \cite{45}\cite{47}\cite{50} consider the case when the number of active users is unknown. There has also been work about detecting a subset of active users of interest \cite{51}, which belongs to a more general technique called group detection \cite{52}. The group detection technique partitions active users into groups and jointly detects users within a group using the generalized likelihood ratio test. A compressed sensing approach has also been applied for active user detection. However, in contrast to our approach, which processes analog signals, most existing work on exploiting compressed sensing ideas for signal detection based on the original compressed sensing results \cite{53}\cite{54} assume discrete signals. In particular, most prior work on MUD exploiting user sparsity applies compressed sensing techniques on discrete signals via matrix multiplication \cite{55}\cite{56}\cite{57}\cite{58}\cite{59}\cite{60}, whereas in our work the compressed sensing techniques are incorporated into the RD-MUD analog front-end. Furthermore, RD-MUD aims at detecting active users as well as their transmitted symbols, whereas prior work \cite{61}\cite{62} \cite{55}\cite{56}\cite{57} aims at detecting only the active users and hence the problem is equivalent to support recovery. These prior works establish conditions on the number of correlators $M$ required to achieve a zero probability-of-error of active user detection when the number of users $N$ tends to infinity. While providing important insights into complexity reduction in large systems, they did not answer questions for practical system design with a finite number of users, such as how many correlators should be used to achieve a target probability-of-error. There is another branch of compressed detection work that focuses on detecting the presence of a discrete signal that is sparse in time \cite{63}\cite{59}\cite{64}. This work is not relevant to our problem since the MUD signal we consider is sparse in the number of users.
Our RD-MUD consists of two stages: active user detection and data detection of active users. The first stage is closely related to [65]. However, our problem differs in that the probability-of-error must consider errors in both stages. We derive conditions under which the probability-of-error is dominated by errors in the first stage. Also, the decision-feedback (DF) detector we consider is different in its active user detection because it subtracts out detected data symbols whose values are from a finite alphabet (rather than subtracting out the estimated data symbols whose values are real) from the second stage, which makes detection of the remaining active users easier.

The rest of the paper is organized as follows. Section II discusses the system model and reviews conventional detectors using the MF-bank front-end. Section III presents the RD-MUD front-end and detectors. Section IV contains the theoretical performance guarantee of two RD-MUD detectors: the RDD and RDDF detectors. Section V validates the theoretical results through numerical examples, and finally Section VI concludes the paper.

II. SYSTEM MODEL

A. Notation

The notation we use is as follows. Vectors and matrices are denoted by boldface lower-case and boldface upper-case letters, respectively. The real and complex numbers are denoted by \(\mathbb{R}\) and \(\mathbb{C}\), respectively. The real part of a scalar \(x\) is represented as \(\Re\{x\}\). The conjugate of a complex number \(x\) is denoted by \(x^*\). The set of indices of the nonzero entries of a vector \(x\) is called the support of \(x\). Given an index set \(\mathcal{I}\), \(X_{\mathcal{I}}\) denotes the submatrix formed by the columns of a matrix \(X\) indexed by \(\mathcal{I}\), and \(x_{\mathcal{I}}\) denotes the subvector formed by the entries indexed by \(\mathcal{I}\). The entry of a matrix \(X\) at the \(n\)th row and \(m\)th column is indicated by \([X]_{nm}\). The identity matrix is denoted by \(I\). The transpose, conjugate transpose, and inverse of a matrix \(X\) are denoted by \(X^T\), \(X^H\), and \(X^{-1}\), respectively. The inner product between two vectors \(x, y \in \mathbb{R}^{N \times 1}\) with entries \(x_n\) and \(y_n\), respectively, is defined as: \(x^H y = \sum_{n=1}^{N} x_n^* y_n\). The \(l_2\) norm of a vector \(x\) is denoted by \(\|x\| = (x^H x)^{1/2}\). The minimum and maximum eigenvalues of a positive-semidefinite matrix \(X\) are denoted by \(\lambda_{\text{min}}(X)\) and \(\lambda_{\text{max}}(X)\), respectively. The trace of a square matrix \(X\) is denoted as \(\text{tr}(X)\). The spectral norm of \(X\) is denoted by \(\rho(X) = [\lambda_{\text{max}}(X^H X)]^{1/2}\). The function \(\delta_{nm}\) is defined such that \(\delta_{nm} = 1\) only when \(n = m\) and otherwise is equal to 0. The sign function is defined as \(\text{sgn}(x) = 1\), if \(x > 0\), \(\text{sgn}(x) = -1\), if \(x < 0\), and otherwise is equal to 0. The expectation of a random variable \(x\) is denoted as \(\mathbb{E}\{x\}\) and the probability of an event \(A\) is denoted as \(P(A)\). The union, intersection, and difference of two sets \(\{A\}\) and \(\{B\}\) are denoted by \(\{A\} \cup \{B\}\),
\{A\} \cap \{B\}, and \{A\}/\{B\}, respectively. The complement of a set \{A\} is denoted as \{A\}^c. The notation \(A \subset B\) means that set \(A\) is a subset of set \(B\).

B. System Model

Consider a multiuser system with \(N\) users. Each user is assigned a unique signature waveform from a set \(S = \{s_n(\cdot) : [0, T] \to \mathbb{R}, 1 \leq n \leq N\}\). The signature waveforms are assumed given and known, and possess certain properties discussed in more detail below. Each user modulates its data signal by its signature waveform to transmit its data symbols. The symbols carry information and are chosen from a constellation depending on the specific modulation scheme. The duration of the data symbol \(T\) is referred to as the symbol time, which is also equal to the inverse of the data rate for binary modulation.

Define the inner product (or crosscorrelation) between two real analog signals \(x(t)\) and \(y(t)\) in \(L_2\) as

\[
\langle x(t), y(t) \rangle = \frac{1}{T} \int_{0}^{T} x(t)y(t)dt
\]

over the symbol time \(T\). We also define the \(L_2\) norm of a real analog signal \(x(t)\) as

\[
\|x(t)\| = \langle x(t), x(t) \rangle^{1/2}.
\]

Two signals are orthogonal if their crosscorrelation is zero. We assume that the signature waveforms are linearly independent. That is, any linear combinations of different signature waveforms cannot be another signature waveform (or its multiples) in order to avoid cancellation of each other’s transmission. The crosscorrelations of the signature waveforms are characterized by the Gram matrix \(G\), defined as

\[
[G]_{nl} \triangleq \langle s_n(t), s_l(t) \rangle, \quad 1 \leq n \leq N, \quad 1 \leq l \leq N.
\]

For convenience, we assume that \(s_n(t)\) has unit energy: \(\|s_n(t)\| = 1\) for all \(n\) so that \([G]_{nn} = 1\). Due to our assumption of linear independence of the signature waveforms, \(G\) is invertible. The signature waveforms typically have low crosscorrelations, so we also assume that the magnitudes of the off-diagonal elements of \(G\) are much smaller than 1.

We consider a synchronous MUD model with Binary Phase Shift Keying (BPSK) modulation [3]. There are \(K\) active users out of \(N\) possible users transmitting to the receiver. The set \(I\) contains indices of all active users, and its complement set \(I^c\) contains indices of all non-active users. The active users modulate their signature waveforms using BPSK modulation with the symbol of the user \(n\) denoted by
The $n$th user transmits its modulated signal at power $P_n$ through a wireless channel with channel amplitude $g_n$. We assume that the channel amplitude $g_n$ can be estimated and is known to the receiver (CSIR). Define the gain $r_n \triangleq \sqrt{P_n g_n}$ where we assume $r_n$ is also known at the receiver. For simplicity, we assume that $g_n$ is real and, hence, $r_n$ is real and can be negative. The nonactive user can be viewed as transmitting with power $P_n = 0$, or equivalently transmitting zeros: $b_n = 0$, for $n \in \mathcal{I}^c$.

The received signal $y(t)$ is a superposition of the transmitted signals from the active users, plus white Gaussian noise $w(t)$ with zero-mean and variance $\sigma^2$:

$$y(t) = \sum_{n=1}^{N} r_n b_n s_n(t) + w(t), \quad t \in [0, T], \quad (4)$$

with $b_n \in \{1, -1\}$, $n \in \mathcal{I}$, and $b_n = 0$, $n \in \mathcal{I}^c$. In the presence of delays of the asynchronous channel model, the ideas can be combined with the methods developed in [39] for time-delay recovery from low-rate samples.

The goal of multiuser detection (MUD) is to detect the set of active users, i.e. users with indices in $\mathcal{I}$, and their transmitted symbols $\{b_n : n \in \mathcal{I}\}$. In practice the number of active users $K$ is typically much smaller than the total number of users $N$, which is a form of user sparsity. As we will show, this user sparsity enables us to reduce the number of correlators at the front-end and still be able to achieve performance similar to that of a conventional MUD using a bank of MFs. To simplify the detection algorithm, we assume that $K$ is known. To consider joint estimation of $K$ as well as the active users and their symbols greatly complicates analysis for the probability-of-error, since in that case the error will come from three sources: estimating the wrong number of active users, estimating the wrong set of active users, and estimating the wrong symbols. By assuming $K$ is known, we will consider the latter two sources of errors in our analysis. The problem of estimating $K$ can be treated using techniques such as those in [45] and [47].

In the following subsection, we present the structure of conventional MUD detectors using the MF-bank front-end. In Section III we introduce the new reduced-dimension MUD (RD-MUD) front-end and detectors.
C. Conventional MUD

A conventional MUD detector has a front-end consisting of a bank of matched filters followed by a digital detector. In the following we review the MF-bank front-end and various digital detectors.

1) **MF-bank front-end:** For single-user systems, the matched filter (MF) passes the signal $s(t)$ through a filter with impulse response $s^*(T - t)$ or, equivalently, multiplies the received signal $s(t)$ with itself and integrates over a symbol time: this maximizes the output SNR of the decision statistic among the class of all linear detectors [3]. The MF-bank is an extension of the MF for multiple users, and it has $N$...
MFs in parallel: the \( n \)th branch correlates the received signal with the corresponding signature waveform \( s_n(t) \), as illustrated in Fig. 1a. As stated earlier, the output of the MF-bank is a set of sufficient statistics for MUD when the gains \( r_n \) are known \([3]\). Hence, no information is left in the MF-bank front end of the MUD receiver.

Using the model for the received signal (4), the output of the \( n \)th correlator of the MF-bank can be written as

\[
z_n = \langle y(t), s_n(t) \rangle = r_n b_n + \sum_{l \neq n} [G]_{nl} r_l b_l + u_n, \quad 1 \leq n \leq N. \tag{5}
\]

The output noise \( u_n = \langle w(t), s_n(t) \rangle \) is a Gaussian random variable with zero mean and covariance \( \mathbb{E}\{u_n(t)u_m(t)\} = \sigma^2[G]_{nm} \) (for derivation see Section 2.9 in [3]). Let \( z = [z_1, \cdots, z_N]^\top \), \( R \in \mathbb{R}^{N \times N} \) be a diagonal matrix with \( [R]_{nn} = r_n \), \( b = [b_1, \cdots, b_N]^\top \) and \( u = [u_1, \cdots, u_N]^\top \). We can express the output of the MF-bank (5) in a vector form as:

\[
z = GRb + u, \tag{6}
\]

where \( u \) is a Gaussian random vector with zero mean and covariance \( \mathbb{E}\{uu^H\} = \sigma^2 G \).

2) MF-bank detection: Conventional MUD detectors based on using the MF-bank output can be classified into two categories: linear and nonlinear detectors. The diagrams of these two detectors are illustrated in Fig. 2. In the literature, typically the basic synchronous MUD model assumes all users are active, i.e. \( b_n \in \{1, -1\} \), and hence the goal of the MUD detectors is to detect all user symbols.

The linear detector applies a linear transform to the MF-bank output (illustrated in Fig. 2a):

\[
Tz = TGRb + Tu, \tag{7}
\]

and detects symbol for each user separately using a sign detector:

\[
\hat{b}_n = \text{sgn}(r_n [Tz]_n), \quad 1 \leq n \leq N. \tag{8}
\]

Several commonly used linear detectors are the single-user detector, the decorrelating detector and the minimum-mean-square-error (MMSE) detector. The single-user detector \([8]\) is equivalent to having \( T = I \) in (7), and detecting symbols as \( \hat{b}_n = \text{sgn}(r_n z_n) \). The decorrelating detector \([8]\) is motivated by the fact that when the signature waveforms are nonorthogonal, even in the absence of noise, the single-user detector (8) will not lead to good detection, when there is non-negligible interference between
users (captured mathematically in (9) by the second term in parenthesis), since generally

\[ \hat{b}_n = \text{sgn}(r_n z_n) = \text{sgn} \left( r_n^2 b_n + \sum_{l \neq n, l=1}^{N} [G]_{nl} r_l b_l \right) \neq \text{sgn}(r_n^2 b_n) = b_n. \]  

The decorrelating detector addresses this problem by applying a linear transform \( T = G^{-1} \) in (7). The decorrelating detector can recover symbols perfectly in the absence of noise; however, it also amplifies noise when \( G \neq I \) and requires \( G \) to be invertible. The minimum mean square error (MMSE) detector is based on the criterion to minimize the mean square error (MSE) between the linear transform of the MF-bank output and symbols. Based on this principle, MMSE uses a linear transform \( T = (G + \sigma^2 R^{-2})^{-1} \) in (7) [3].

The nonlinear detectors, on the other hand, detect symbols jointly and (or) iteratively as illustrated in Fig. 2b. The nonlinear detectors include the maximum likelihood sequence estimator (MLSE) and the successive interference cancellation (SIC) detector [3]. The MLSE achieves the minimum probability-of-error by solving the following optimization problem to detect symbols jointly:

\[ \max_{b_n \in \{1,-1\}} 2y^H Rb - b^H RGRb. \]  

If the signature waveforms are orthogonal, \( G \) is a diagonal matrix and the optimization problem of (10) decouples into \( N \) single user problems, and the optimal solution is the sign detector (8) (with \( T = I \)). However, when the signature waveforms are nonorthogonal this optimization problem (10) is exponentially complex in the number of users [66]. It can be solved by exhaustive search which is computationally very expensive. The SIC detector first finds the active user with the largest gain, detects its symbol, subtracts its effect from the received signal, and iterates the above process using the residual signal. After \( K \) iterations, the SIC detector determines all active users. As we will show later, the ideas of SIC and the orthogonal matching pursuit (OMP) in compressed sensing are similar.

III. REDUCED-DIMENSION MUD (RD-MUD)

The RD-MUD front-end, illustrated in Fig. 1b, correlates the received signal \( y(t) \) with a set of correlating signals \( h_m(t) \), \( m = 1, \cdots M \), where \( M \) is typically much smaller than \( N \). This is in contrast to the conventional matched filter (MF) bank, which correlates the received signal with the full set of \( N \) signature waveforms [3]. The front-end output is processed by either a linear or nonlinear detector to detect active users and their symbols, as shown in Fig. 2 for both linear and nonlinear detectors.
A. RD-MUD: Front-End

The design of the correlating signals \( h_m(t) \) is the key for RD-MUD to reduce the number of correlators. To construct these signals, we rely on biorthogonal waveforms. The related notion of the biorthogonal function has been used in analog compressed sensing to construct multichannel filters to sample the analog signal \([35]\). The biorthogonal signals with respect to \( \{ s_n(t) \} \) are defined as a linear combination of all signature waveforms using a weighting coefficient matrix \( G^{-1} \):

\[
\hat{s}_n(t) = \sum_{l=1}^{N} [G^{-1}]_{nl} s_l(t), \quad 1 \leq n \leq N, \tag{11}
\]

and have the property that \( \langle s_n(t), \hat{s}_m(t) \rangle = \delta_{nm} \), for all \( n, m \), i.e. the set of signals \( \{ \hat{s}_m(t) \} \) are biorthogonal to the signature waveforms \( \{ s_n(t) \} \). This is because

\[
\langle s_n(t), \hat{s}_m(t) \rangle = \left\langle s_n(t), \sum_{l=1}^{N} [G^{-1}]_{ml} s_l(t) \right\rangle = \sum_{l=1}^{N} [G^{-1}]_{ml} \langle s_n(t), s_l(t) \rangle = \sum_{l=1}^{N} [G^{-1}]_{ml} [G]_{ln} = \delta_{nm}. \tag{12}
\]

Since we assume that the signature waveforms are linearly independent in Section II-B, \( G \) is invertible. Note that when \( \{ s_n(t) \} \) are orthogonal, \( G = I \) and \( \hat{s}_n(t) = s_n(t) \).

The RD-MUD front-end uses as its correlating signals \( \{ h_m(t) \} \) which are linear combinations of the biorthogonal waveforms. The linear combination uses (possibly complex) weighting coefficients \( a_{mn} \) that we choose:

\[
h_m(t) = \sum_{n=1}^{N} a_{mn} \hat{s}_n(t), \quad 1 \leq m \leq M. \tag{13}
\]

The performance of RD-MUD depends on these coefficients \( \{ a_{mn} \} \). Define a coefficient matrix \( A \in \mathbb{R}^{M \times N} \) with \( [A]_{mn} \triangleq a_{mn} \) and denote the \( n \)th column of \( A \) as \( a_n \triangleq [a_{1n}, \ldots, a_{Mn}]^\top, \ n = 1, \ldots, N \).

We normalize the columns of \( A \) so that \( \|a_n\| = 1 \). The design of the correlating signals is equivalent to the design of the coefficient matrix \( A \) for a given \( \{ s_n(t) \} \). We will use coherence as a measure of the quality of \( A \), which is defined as \([67][65]\):

\[
\mu \triangleq \max_{n \neq l} |\langle a_n^H a_l \rangle|. \tag{14}
\]

As we will show later, it is desirable that the columns of \( A \) have small correlation such that \( \mu \) is small. This requirement for small \( \mu \) also reflects a tradeoff in choosing how many correlators \( M \) to use in the RD-MUD front-end. We will show later that with more correlators, the coherence of \( A \) can be lower and the performance of RD-MUD can be better.
We now derive the output of the RD-MUD front-end. From the choice of the correlating signals (13) and the receive signal model (4), the output of the \( m \)th correlator is given by:

\[
y_m = \langle h_m(t), y(t) \rangle = \left( \sum_{n=1}^{N} a_{mn} \hat{s}_n(t), \sum_{l=1}^{N} r_l b_l s_l(t) \right) + \left( \sum_{n=1}^{N} a_{mn} \hat{s}_n(t), w(t) \right) = \left( \sum_{n=1}^{N} a_{mn} \hat{s}_n(t), N \sum_{l=1}^{N} r_l b_l s_l(t) \right) + \left( w_m \right)
\]

where we have defined \( w_m = \left( \sum_{n=1}^{N} a_{mn} \hat{s}_n(t), w(t) \right) \), and used the property that \( \langle s_n(t), \hat{s}_m(t) \rangle = \delta_{nm} \). We define the output noise \( w_m = \sum_{n=1}^{N} a_{mn} \hat{s}_n(t) \), and used the property that \( \langle s_n(t), \hat{s}_m(t) \rangle = \delta_{nm} \).

This is a Gaussian random variable with zero-mean, variance \( \sigma_m^2 = \sigma^2 \left[ A G^{-1} A^H \right]_{mm} \), and covariance \( \rho_{nm} = \mathbb{E}\left[ w_n w_m \right] = \sigma^2 \left[ A G^{-1} A^H \right]_{nm} \) (for derivation see Appendix A). Denoting \( y = [y_1, \cdots, y_M]^\top \) and \( w = [w_1, \cdots, w_M]^\top \), we can express the RD-MUD output (17) in vector form as

\[
y = A R b + w,
\]

where \( w \) is a Gaussian random vector with zero mean and covariance \( \sigma^2 A G^{-1} A^H \). The vector \( y \) can be viewed as a linear projection of the MF-bank front-end output onto a lower dimensional subspace which we call the detection subspace. Since there are at most \( K \) active users, \( b \) has at most \( K \) non-zero entries. The idea of RD-MUD is that when the original signal vector \( b \) is sparse, with proper choice of the matrix \( A \), the detection performance for \( b \) based on \( y \) of (19) in the detection subspace can be similar to the performance based on \( z \) (6), the output of the MF-bank front-end.

B. RD-MUD: Detectors

We now discuss how to recover \( b \) from the RD-MUD front-end output \( y \) of (19) using digital detectors. The model for the output (19) of the RD-MUD front-end has a similar form to the observation model in the compressed sensing literature [56][65], except that the noise in the RD-MUD front-end output is colored due to matched filtering at the front-end. Hence, to recover \( b \), we can adopt the ideas developed in the context of compressed sensing, and combine them with techniques in MF-bank detection.
The linear detector for RD-MUD first estimates active users $\hat{I}$ using support recovery techniques from compressed sensing [68][56][69]. These support recovery techniques include thresholding [42], which we will describe in more detail later and use for active user detection in the RDD detector and other linear detectors, and orthogonal matching pursuit (OMP) [43][44], which we extend to the decision-feedback OMP and use for joint active user and symbol detection in the RDDF detector.

Once the active users are estimated, their symbols $\hat{b}_I$ can be detected. Based on the estimated index set of active users $\hat{I}$ (which may be different from $I$), we can write the RD-MUD front-end output model (19) as

$$y = A_{\hat{I}} R_{\hat{I}} \hat{b}_I + w.$$  (20)

The symbols $\hat{b}_I$ can be detected from (20) by applying a linear transform to the front-end output and detecting symbols separately. The nonlinear detector for RD-MUD detects active users and their symbols jointly (and/or iteratively).

We will focus on recovery based on two algorithms: (1) the reduced-dimension decorrelating (RDD) detector, a linear detector that uses subspace projection along with thresholding [42] to determine active users and sign detection for data recovery; (2) the reduced-dimension decision feedback (RDDF) detector, a nonlinear detector that combines decision-feedback orthogonal matching pursuit (DF-OMP) for active user detection and sign detection for data recovery. DF-OMP differs from the conventional OMP [43][44] in that in each iteration, the binary-valued detected symbols, rather than the real-valued estimates, are subtracted from the received signal to form the residual used by the next iteration. The residual consists of the remaining undetected active users. By subtracting interference from the strongest active user we make it easier to detect the remaining active users. DF-OMP can also be viewed as a successive interference cancellation (SIC) detector [26][27] in the detection subspace: DF-OMP detects each user by computing the inner product of the received signal vector and the signature waveform vector in the projection subspace and subtracts the effect of each user using the data model (19), whereas the SIC detector does this using a difference data model (6). These two algorithms are summarized in Table I.

1) Reduced-dimension decorrelating (RDD) detector: The RDD detector works as follows. As per (19), the front-end of the RD-MUD projects the received signal $y(t)$ onto the detection subspace as a vector $y$. By considering the RD-MUD front-end output when the input signal is $s_n(t)$, we can show
that the column $\mathbf{a}_n$ of $\mathbf{A}$ corresponds to the $n$th signature waveform vector in the detection subspace:

$$\langle h_m(t), s_n(t) \rangle = \sum_{l=1}^{N} a_{ml} \langle \hat{s}_l(t), s_n(t) \rangle = a_{mn}, \quad 1 \leq m \leq M. \quad (21)$$

Considering the detection method of the conventional MUD, a natural strategy for RD-MUD is to match the received signal vector $\mathbf{y}$ and the $n$th signature waveform vector in the detection subspace by computing their inner product, which is given by $\mathbf{a}_n^H \mathbf{y}, n = 1, \cdots, N$. To detect active users, we can rank the magnitudes of these inner products and detect the index of the $K$ largest as active users:

$$\hat{\mathcal{I}} = \{ n : \text{if } |\Re[\mathbf{a}_n^H \mathbf{y}]| \text{ is among the } K \text{ largest of } |\Re[\mathbf{a}_n^H \mathbf{y}]|, n = 1, \cdots, N \}. \quad (22)$$

This method (22) has also been used for sparsity pattern recovery in the compressed sensing literature (e.g. [56]). To detect their symbols, we use sign detection:

$$\hat{b}_n = \begin{cases} \text{sgn} (r_n \Re[\mathbf{a}_n^H \mathbf{y}]), & n \in \hat{\mathcal{I}}; \\ 0, & n \notin \hat{\mathcal{I}}. \end{cases} \quad (23)$$

In detecting active users (22) and their symbols (23), we take the real parts of the inner products because the imaginary part of $\mathbf{a}_n^H \mathbf{y}$ contains only noise and interference. To see this, expand

$$\mathbf{a}_n^H \mathbf{y} = r_n b_n + \sum_{l \neq n, l \in \mathcal{I}} r_l b_l (\mathbf{a}_n^H \mathbf{a}_l) + \mathbf{a}_n^H \mathbf{w}, \quad n \in \mathcal{I}, \quad (24)$$

$$\mathbf{a}_n^H \mathbf{y} = \sum_{l \in \mathcal{I}} r_l b_l (\mathbf{a}_n^H \mathbf{a}_l) + \mathbf{a}_n^H \mathbf{w}, \quad n \notin \mathcal{I}. \quad (25)$$

Recall that symbols $b_n$ and gains $r_n$ are real and only $\mathbf{A}$ can be complex. Hence the term $r_n b_n$ in (24), which contains the transmitted symbol, is real, and the rest of the terms in (24) and (25), which contain noise and interference, are complex. For real $\mathbf{A}$, (22) and (23) are equivalent to decisions based on the magnitudes of the inner products.

The RDD detector computes the inner products of the received signal vector and the signature waveform vector $\mathbf{a}_n^H \mathbf{y}, n = 1, \cdots, N$, which is equivalent to computing $\mathbf{A}_n^H \mathbf{y}$. This requires $MN$ floating point operations when $\mathbf{A}$ is real (or $2MN$ operations when $\mathbf{A}$ is complex) for detection of $N \log_2 3$ bits (since equivalently we are detecting $b_n \in \{-1, 0, 1\}$). Hence the complexity-per-bit of the RDD detector is proportional to $M$. For other RD-MUD linear detectors, following the inner product computation, linear processing can be done by multiplying an $N \times N$ matrix that incurs $N^2$ operations. Hence the complexity-per-bit of other RD-MUD linear detectors is proportional to $M + N$. Since $M \leq N$ in
TABLE I: RD-MUD Detection

| RDD detector | RDDF detector |
|--------------|--------------|
| Detect active users: find $\hat{I}$ that contains indices of the $K$ largest $|\Re[\mathbf{a}_n^H \mathbf{y}]|$. | Initialize: $\hat{I}$ is empty, $\mathbf{b}^{(0)} = 0$, $\mathbf{v}^{(0)} = \mathbf{y}$. Iterate $K$ times: $k = 1, \cdots, K$. Detect active user: $n_k = \arg \max_n |\Re[\mathbf{a}_n^H \mathbf{v}^{(k-1)}]|$ Detect symbol: $\hat{b}_n^{(k)} = \text{sgn}(r_{nk} \Re[\mathbf{a}_n^H \mathbf{v}^{(k-1)}])$, for $n = n_k$, and $\hat{b}_n^{(k)} = \hat{b}_n^{(k-1)}$ for $n \neq n_k$. Update residual: $\hat{I}^{(k)} = \hat{I}^{(k-1)} \cup \{n_k\}$, and $\mathbf{v}^{(k)} = \mathbf{y} - \mathbf{A}\mathbf{R}\mathbf{b}^{(k)}$. |
| Detect symbols: $\hat{b}_n = \text{sgn}(r_n \Re[\mathbf{a}_n^H \mathbf{y}])$ for $n \in \hat{I}$, and $\hat{b}_n = 0$ for $n \notin \hat{I}$. |

RD-MUD, the complexity for data detection of the RDD detector and other RD-MUD linear detectors is on the same order as that of the conventional linear MUD detector. But the RDD detector and other linear RD-MUD detectors require much lower decorrelation complexity in the analog front-end than the conventional linear detector.

2) Reduced-dimension decision feedback (RDDF) detector: The RDDF detector determines active users and their corresponding symbols iteratively. It starts with an empty set as the initial estimate for the set of active user $\hat{I}^0$, zeros as the estimated symbol vector $\mathbf{b}^{(0)} = \mathbf{0}$, and the front-end output as the residual vector $\mathbf{v}^{(0)} = \mathbf{y}$. Subsequently, in each iteration $k = 1, \cdots, K$, the algorithm selects the column $\mathbf{a}_n$ that is most highly correlated with the residual $\mathbf{v}^{(k-1)}$ as the detected active user in the $k$th iteration, with the active user index:

$$n_k = \arg \max_n |\Re[\mathbf{a}_n^H \mathbf{v}^{(k-1)}]|. \quad (26)$$

This index is then added to the active user set $\hat{I}^{(k)} = \hat{I}^{(k-1)} \cup \{n_k\}$. The symbol for user $n_k$ is detected with other detected symbols staying the same:

$$b_n^{(k)} = \begin{cases} \text{sgn}(\Re[r_{nk} \mathbf{a}_n^H \mathbf{v}^{(k-1)}]), & n = n_k; \\ b_n^{(k-1)}, & n \neq n_k. \end{cases} \quad (27)$$

Then the residual vector is updated through

$$\mathbf{v}^{(k)} = \mathbf{y} - \mathbf{A}\mathbf{R}\mathbf{b}^{(k)}. \quad (28)$$
The residual vector represents the part of $b$ that has yet to be detected by the algorithm along with noise. The iteration repeats $K$ times (as we will show, with high probability DF-OMP never detects the same active user twice), and finally the active user set is given by $\hat{I} = \hat{I}^{(K)}$ with the symbol vector $\hat{b}_n = b_n^{(K)}$, $n = 1, \cdots , N$.

The RDDF detector computes the inner product between the received signal vector and the signature waveform vector $a_n^H v^{(k)}$, $n = 1, \cdots , N$, for $k = 1, \cdots , K$. This requires $KMN$ floating point operations when $A$ is real ($2KMN$ operations when $A$ is complex) for detection of $N \log_2 3$ bits. Hence the complexity-per-bit is proportional to $KM$. Since $M \leq N$, this implies that the complexity for data detection of the RDDF detector is on the same order as that of the conventional DF detector (the complexity-per-bit of the DF detector is proportional to $KN$). But the RDDF detector requires much lower decorrelation complexity in the analog front-end than the conventional DF detector.

3) Noise whitening transform: The noise in the RD-MUD output (19) is in general colored due to the matched filtering at the front-end. We can whiten the noise at the front-end output by applying a linear transform before detecting active users and symbols, as illustrated in Fig. 3. The linear transform to whiten noise in the RD-MUD output is given by $(AG^{-1}A^H)^{-1/2}$, and the whitened output is given by:

$$y_w \triangleq (AG^{-1}A^H)^{-1/2}y = (AG^{-1}A^H)^{-1/2}ARb + w_0,$$

where $w_0$ is a Gaussian random vector with zero mean and covariance matrix $\sigma^2 I$. If we define a new measurement matrix

$$A_w \triangleq (AG^{-1}A^H)^{-1/2}A,$$

then the RDD and RDDF detectors work with the whitened output (29) if we replace $A$ with $A_w$ and $y$ with $y_w$ in (22), (23), (26) and (27). While whitening the noise in RD-MUD front-end output, the noise whitening transform also distorts the signal component. As we will demonstrate via numerical examples in Section V-B2, the benefits of noise whitening exceed the impact of the corresponding signal detection only when the signature waveforms $\{s_n(t)\}$ are highly correlated. Since this is typically not the case in multiuser systems due to the interference between users that coexists [3], our analysis will focus on detectors without noise whitening, and the benefits of omitting the noise whitening demonstrated in our numerical results.
4) Other RD-MUD linear detectors: As we discussed in Section I, various linear detectors have been developed for the MF-bank front-end output in the conventional MUD setting. In this section we explore some alternate linear detectors other than the decorrelating detector in the reduced-dimension setting. In particular, we will examine the reduced-dimension MMSE (RD-MMSE) and the reduced-dimension least-squares (RD-LS) detectors.

Reduced-dimension MMSE (RD-MMSE) detector:

Similar to the MMSE detector of the conventional MUD, a linear detector based on the MMSE criterion can be derived for (20) based on the active user set estimate \( \hat{I} \) given by (22). In other words, we want to find a linear transform \( M \) that minimizes \( E\{\|b_{\hat{I}} - My\|^2\} \), where the expectation is with respect to the vector of transmitted symbols \( b_{\hat{I}} \) and the noise vector \( w \). Following the approach for deriving the conventional MMSE detector [3], we assume that \( b_{\hat{I}} \) has a distribution that is uncorrelated with the noise \( w \) and \( E\{b_{\hat{I}}b_H\} = I \). Adapting the techniques for deriving the conventional MMSE detector [3] and taking into account the noise covariance matrix \( AG^{-1}A^H \) of the reduced-dimension model (20), we obtain the linear transform for the reduced-dimension MMSE (RD-MMSE) detector as:

\[
M = R_{\hat{I}}A_{\hat{I}}^H(A_{\hat{I}}R_{\hat{I}}^2A_{\hat{I}}^H + \sigma^2AG^{-1}A^H)^{-1}.
\] (31)

The derivations are given Appendix B. Accordingly, the RD-MMSE detector determines symbols as:

\[
\hat{b}_n = \begin{cases} 
\text{sgn}([R_{\hat{I}}A_{\hat{I}}^H(A_{\hat{I}}R_{\hat{I}}^2A_{\hat{I}}^H + \sigma^2AG^{-1}A^H)^{-1}y]_n), & n \in \hat{I}; \\
0, & n \notin \hat{I}.
\end{cases}
\] (32)

In summary, the RD-MMSE detector determines active users first through the support recovery method of (22) and then uses (32) to detect symbols.

Reduced-dimension least squares (RD-LS) detector:

In the reduced-dimension model (20), based on the active user set estimate \( \hat{I} \) given by (22), the matrix \( A_{\hat{I}}R_{\hat{I}} \) introduces interference when we detect \( \hat{b}_n \). From the view of the system of linear equations, (20)
is an over-determined system with more equations than unknowns since in general we require the number of branches to be greater than the number of active users $M > K$. Hence we cannot directly invert the matrix $A^H_x R_x A_x$ to remove interference, mimicking the idea of the decorrelating detector of conventional MUD. Alternately, we can alleviate the effect of interference using the method of least-squares (LS) to find an estimate of $b_{\hat{x}}$. The solution is given by

$$
\hat{b}_{\hat{x}} = \arg \min_x \| y - A_x R_x x \|^2,
$$

and detecting symbols as the signs of the estimated vector. The solution is given by

$$
\hat{b}_{\hat{x}} = R_x^{-1}(A_x^H A_x)^{-1} A_x^H y.
$$

This corresponds to the maximum likelihood estimate of $b_{\hat{x}}$ if (a) we ignore the covariance of the noise $w$ in (20) and assume it is white; (b) we know the active users, i.e. $\hat{I} = \mathcal{I}$, and (c) the gains $r_n$ are known. We call this the reduced-dimension least squares (RD-LS) detector. In summary, the RD-LS detector first detects active users by support recovery method of (22). Since $\text{sgn}([\hat{b}_x]_n) = \text{sgn}([R_x^2 \hat{b}_{\hat{x}}]_n)$, the RD-LS detects symbols by:

$$
\hat{b}_n = \begin{cases} 
\text{sgn} \left( r_n \Re \left( (A_x^H A_x)^{-1} A_x^H y \right)_n \right), & n \in \hat{I}; \\
0, & n \notin \hat{I}.
\end{cases}
$$

We can show that the RD-LS detector (33) and the RDD detector (23) give quite similar results in low noise and with low coherence of $A$. To see this, write $A_x^H A_x = I + E$, where the symmetric matrix $E$ has zeros on the diagonal and the off-diagonals are bounded by the coherence $\mu$ of $A$. As discussed in more detail in Section III-C, for the RDD detector to work well, we choose $A$ with small $\mu$. When $(K - 1)\mu < 1$, by Gershgorin’s Theorem, we have that the spectral norm of the symmetric matrix $E$ is bounded by $\rho(E) \leq (K - 1)\mu < 1$. Hence, using Lemma 4 in [70], we can write $(A_x^H A_x)^{-1} = I + \sum_{n=1}^{\infty} (-E)^n$, and bound the spectral norm of the series by a small number:

$$
\rho(\sum_{n=1}^{\infty} (-E)^n) \leq (K - 1)\mu/[1 - (K - 1)\mu].
$$

This means

$$
\left\| (A_x^H A_x)^{-1} A_x^H y - A_x^H y \right\| = \left\| \sum_{n=1}^{\infty} (-E)^n A_x^H y \right\| \leq (K - 1)\mu/[1 - (K - 1)\mu] \left\| A_x^H y \right\|.
$$

(34)

When the coherence $\mu$ of $A$ is sufficiently small relative to $K$ and $\left\| A_x^H y \right\|$, (34) says that the difference between the two vectors $(A_x^H A_x)^{-1} A_x^H y$ and $A_x^H y$ is small. Then when $\mu$ is small and with sufficiently small noise, detecting symbols using $(A_x^H A_x)^{-1} A_x^H y$ in (33) is similar to detecting symbols using $A_x^H y$ in (23). As numerically shown in Section V-B3, the conditional probability of detecting wrong symbols given the correct support of active users, i.e. $P(\hat{b} \neq b | \hat{I} = \mathcal{I})$, for (33) is similar to that for (23).

5) Maximum likelihood detector: The optimal detector that minimizes the probability-of-error for the RD-MUD output is the nonlinear maximum likelihood detector. The maximum likelihood detector
finds the active users and symbols by minimizing the likelihood function, or, equivalently, minimizing the quadratic function \(\| (AG^{-1}A^H)^{-1/2}(y - ARb) \|^2\). This is equivalent to solving the following integer optimization problem

\[
\max_{b_n \in \{-1, 0, 1\}} 2y^H(AG^{-1}A^H)^{-1}ARb - b^HRA^H(AG^{-1}A^H)^{-1}ARb,
\] (35)

where \(b_n = 0\) corresponds to the \(n\)th user being inactive and this creates an augmented state space with one more state of possible transmitted symbols corresponding to a null symbol “0”. Hence (35) is more complex than the conventional maximum likelihood detector for MUD with BPSK modulation (10) since we add the “0” symbol. Similar to the conventional maximum likelihood detector of the conventional MF-bank, the maximization in (35) is a combinatorial optimization problem, which can be solved by exhaustive search with complexity-per-bit exponential in the number of users.

C. Choice of \(A\)

In Section III-A we have shown that the coefficient matrix \(A\) is our design parameter. In Section III-B1 and Section III-B2 we have shown that both the RDD and RDDF detectors are based on the inner products between the projected received signal vector and the columns of \(A\), which correspond to the signature waveform vectors in the detection subspace. Hence, intuitively, for the RDD and RDDF detectors to work well, the inner products between columns of \(A\), or its coherence defined in (14), should be small, since each column of \(A\) represent a signature waveform vector in the detection subspace. Several commonly used random matrices in compressed sensing that have small coherence with high probability are:

1. Gaussian random matrices: entries \(a_{nm}\) are independent and identically distributed (i.i.d.) with a zero mean and unit variance Gaussian distribution, with columns normalized to have unit norm;
2. Randomly sampled rows of an unitary matrix that satisfies \(XX^H = X^HX = I\). For instance, the random partial discrete Fourier transform (DFT) matrix, which is formed by randomly selecting rows of a DFT matrix \(F\): \([F]_{nm} = e^{i\frac{2\pi}{N}nm}\) and normalizing the columns of the sub-matrix, where \(i = \sqrt{-1}\).

We will focus on the random partial DFT matrix for the following reason. If we choose the number of correlators equal to the number of users, i.e. \(M = N\), there is no dimension reduction, and the performance of RD-MUD should equal that of the MF-bank. When \(M = N\), the random partial DFT
matrix becomes the DFT matrix with the property that $\mathbf{A}^H \mathbf{A} = \mathbf{I}$, i.e., $\mathbf{a}_n^H \mathbf{a}_m = \delta_{nm}$. Consequently, in this case, $\{\mathbf{a}_n^H \mathbf{y}\}$, which is a set of statistics that the RDD and RDDF detectors are based on, has the same distribution as the MF-bank output. To see this, write

$$\mathbf{a}_n^H \mathbf{y} = \mathbf{a}_n^H \left( \sum_{m=1}^{N} \mathbf{a}_m r_m \mathbf{b}_m \right) + \mathbf{a}_n^H \mathbf{w} = r_n \mathbf{b}_n + \mathbf{a}_n^H \mathbf{w},$$

where $\mathbf{a}_n^H \mathbf{w}$ is a Gaussian random variable with zero mean and covariance $\sigma^2 \mathbf{a}_n^H \mathbf{A} \mathbf{G}^{-1} \mathbf{A}^H \mathbf{a}_m = [\mathbf{G}^{-1}]_{nm}$.

However, the Gaussian random matrix does not have this property: when $M = N$, $\mathbf{a}_n^H \mathbf{a}_m \neq 0$ for $n \neq m$, and so the performance of RD-MUD using the Gaussian random matrix $\mathbf{A}$ is worse than that using the random partial DFT matrix. This has been validated in our numerical results in Section V-A3 where we will show that when $M$ is relatively large, the Gaussian random matrix performs worse than the random partial DFT matrix.

IV. PERFORMANCE OF RD-MUD

In the following, we study the performance of RD-MUD with the RDD and RDDF detectors. We begin by considering the scenario of a single active user without noise, and then move on to analyze the more general scenario with multiple active users and noise.

A. Single Active User

The following discussion shows that, when there is only one active user in the absence of noise, the RDD detector can detect the correct active user and symbol by using only two correlators, if the columns of $\mathbf{A}$ are linearly independent. Later we will also show this is a corollary (Corollary 2) from the more general Theorem 1.

Assume there is no noise and only one user with index $n_0$ is active. In this case $y(t) = r_{n_0} b_{n_0} s_{n_0}(t)$, and by assumption we know only one user is active, i.e. we know $K = 1$. In the conventional MUD, the single-user detector based on the MF-bank detects the active user by finding $\hat{n}_0 = \arg \max_n |\langle y(t), s_n(t) \rangle|$ and the symbol by $\hat{b}_{n_0} = \text{sgn}(r_{n_0} \langle y(t), s_{n_0}(t) \rangle)$. From the Cauchy-Schwarz inequality, for any $n$,

$$|\langle y(t), s_n(t) \rangle| = |\langle r_{n_0} b_{n_0} s_{n_0}(t), s_n(t) \rangle| \leq |r_{n_0}||s_{n_0}(t)||s_n(t)|| = |r_{n_0}|,$$

(36)

with equality if and only if $s_n(t) = cs_{n_0}(t)$ for some constant $c$, and thus $\hat{n}_0 = n_0$. The symbol can also be recovered perfectly, since

$$\hat{b}_{n_0} = \text{sgn}(r_{n_0} \langle y(t), s_{n_0}(t) \rangle) = \text{sgn}(r_{n_0}^2 b_{n_0} \langle s_{n_0}(t), s_{n_0}(t) \rangle) = b_{n_0}.$$

(37)
In RD-MUD, with two correlators, the RDD detector determines the active user by finding

\[
\hat{n}_0 = \arg \max_{n=1, \ldots, N} |a_{1n} \langle h_1(t), y(t) \rangle + a_{2n} \langle h_2(t), y(t) \rangle|.
\] (38)

From the Cauchy-Schwarz inequality,

\[
|a_{1n} \langle h_1(t), y(t) \rangle + a_{2n} \langle h_2(t), y(t) \rangle|^2 \leq (a_{1n}^2 + a_{2n}^2) [\langle h_1(t), y(t) \rangle^2 + \langle h_2(t), y(t) \rangle^2],
\] (39)

with equality if and only if \(a_{mn} = c(n_0) a_{mn_0}\) for both \(m = 1, 2\) with some constant \(c(n_0)\). If the columns of \(A\) are linearly independent, we cannot have two indices \(n\) such that \(a_{mn} = c(n_0) a_{mn_0}\) for \(m = 1, 2\). Also recall that the columns of \(A\) are normalized, \(a_{1n}^2 + a_{2n}^2 = \|a_n\|^2 = 1\). Therefore, the maximum is achieved only for \(n = n_0\) and \(c(n_0) = 1\), which detects the correct active user. The detected symbol is also correct, since

\[
\hat{b}_{n_0} = \text{sgn}(r_{n_0} [a_{1n_0} \langle y(t), h_1(t) \rangle + a_{2n_0} \langle y(t), h_2(t) \rangle]) = \text{sgn}(r_{n_0} b_{n_0} [a_{1n_0}^2 + a_{2n_0}^2]) = b_{n_0}.
\] (40)

In the presence of noise, detectors in RD-MUD as well as those based on the conventional MF-bank will make detection errors. However, RD-MUD can have a performance similar to the detectors based on the MF-bank, as we now explain using a geometric intuition and later prove formally in Section IV-C. Consider a scenario with three users having orthogonal signature waveforms, where only the first user is active. Suppose that \(b_1 = 1\) and \(r_1 = 1\), as illustrated in Fig. 4. By correlating with signature waveforms, the MF-bank (Figure 4a) obtains inner products (5) of the received signal \(y(t)\) with each of the signature waveforms \(\{s_n(t)\}\) and detects based on these inner products. Because of noise, in Fig. 4a the received signal \(y(t)\) does not coincide with \(s_1(t)\). However, when the noise is sufficiently small, as shown in Fig. 4a, the inner product of the received signal with the first signature waveform is the largest and positive, and hence in this scenario the single-user detector based on the conventional MF-bank detects the correct active user and its symbol. On the other hand, for the same setting, the RDD detector with two correlators (Fig. 4b) projects the received signal onto the detection subspace via (17), and then obtains the decision statistics by computing the inner product between \(y\), the mapping of the received signal onto the subspace, and \(a_n\), the projection of each signature waveform onto the subspace. Because of noise, in Fig. 4b the projected signal vector \(y\) does not coincide with the first signature waveform vector \(a_1\). However, when the noise is sufficiently small, as shown in Fig. 4b, the inner product with the first signature vector is still the largest and positive, and hence in this scenario
the RDD detector also detects the correct active user and symbol. From the above discussion we see that the RDD detector works well when the columns of $A$ are nearly orthogonal and the noise is sufficiently small. The former requirement is equivalent to requiring the coherence of $A$ to be as small as possible. The above discussion applies to the RRDF detector as well since its detection is also based on the inner products in the projection space.

$$s_1(t)$$ $$s_2(t)$$ $$s_3(t)$$

$$y(t) = s_1(t) + w(t)$$

Fig. 4: A MUD problem with $N = 3$, $M = 2$, $K = 1$ and the received signal is due to the first user. Illustration of the detection by (a) the single-user detection of the MF-bank, and (b) the RD-MUD. The projection of the signature waveform onto the projection subspace results in signature waveform vectors $\{\hat{s}_n\}$.

B. Noise Amplification of Subspace Projection

The RDD and RRDF detectors use the set of statistics $\{a_n^H y\}$ to detect active users and their symbols, which has noise components $\{a_n^H w\}$. We will show that the projection onto the detection subspace amplifies noise. To see this, first consider a special case with orthogonal signature waveforms, i.e. $G = I$, and hence the noise amplification is not caused by correlated signature waveforms. Assume the random partial DFT matrix is used as the coefficient matrix $A$. Using (19), the noise variance of the detection statistic for the $n$th user is given by $\sigma^2 a_n^H A A^H a_n = \sigma^2 (N/M)$ by the definition of the random partial DFT matrix in Section III-C. Hence in this special case the noise variance for each user
is amplified by a factor \( N/M \geq 1 \) due to subspace projection.

In general, from (19) the detection statistic for the \( n \)th user has a noise variance \( \sigma^2 a_n^H A G^{-1} A^H a_n \). We will show this noise variance can be greater than \( \sigma^2 \). First we bound the output noise variance of the RD-MUD for each user as

\[
\sigma^2 \lambda_{\min}(G^{-1}) \| A^H a_n \|^2 \leq \sigma^2 a_n^H A G^{-1} A^H a_n \leq \sigma^2 \lambda_{\max}(G^{-1}) \| A^H a_n \|^2.
\]  

We now show that the upper bound in (41) is greater than \( \sigma^2 \). The factor \( \lambda_{\max}(G^{-1}) \) captures the largest possible noise amplification due to correlated signature waveforms. We have \( \lambda_{\max}(G^{-1}) \geq 1 \) for the following. The sum of all the eigenvalues \( \sum_{k=1}^N \lambda_k(G) = \text{tr}(G) = N \) since all the diagonal entries of \( G \) are one. Since all eigenvalues of \( G \) are nonnegative (a property of \( G \) is that it is positive semi-definite), if \( \lambda_{\min}(G) > 1 \), the sum of the eigenvalues will exceed \( N \), and hence \( \lambda_{\min}(G) \leq 1 \). Since the eigenvalues of \( G^{-1} \) are the inverse of the eigenvalues of \( G \), \( \lambda_{\max}(G^{-1}) \geq 1 \). On the other hand, the factor \( \| A^H a_n \|^2 \) captures the noise amplification due to subspace projection. It is lower-bounded by 1:

\[
\| A^H a_n \|^2 = 1 + \sum_{i=1, i \neq n}^N |a_i^H a_n|^2 \geq 1 + \min_{i \neq n} |a_i^H a_n|^2.
\]

When \( M < N \), the inner product \( \min_{i \neq n} |a_i^H a_n| \) is non-zero, and hence the factor \( \| A^H a_n \|^2 \) will be strictly greater than one. As a result, the upper bound on the noise variance in (41) is greater than \( \sigma^2 \).

In the following section, we will capture this noise amplification more precisely by relating the noise variance of the decision statistic to the performance of the RD-MUD detectors.

C. Coherence Based Performance Guarantee

In this section, we present conditions under which the RDD and RDDF detectors can successfully recover active users and their symbols. The conditions depend on \( A \) through its coherence and are parameterized by the crosscorrelations of the signature waveform through the properties of the matrix \( G \). Our performance measure is the probability-of-error, which is defined as the chance of the event that the set of active users is detected incorrectly, or any of their symbols are detected incorrectly:

\[
P_e = P(\hat{I} \neq I) + P(\{\hat{I} = I\} \cap \{\hat{b} \neq b\}).
\]  

We will show in the later section that the second term of (42) is dominated by the first term when (22) and (26) are used for active user detection. The noise plays two roles in the \( P_e \) of (42). First, the noise can be sufficiently large relative to the weakest signal such that a nonactive user is determined as active;
second, the noise can be sufficiently large such that the transmitted symbol plus noise is detected in an incorrect decision region and hence decoded in error.

The first error term in (42) is related to the probability-of-error for support recovery (see, e.g. [55] in noise, and the first steps of the greedy algorithms to recover support [65]). There are two major differences in our results on this aspect of RD-MUD performance relative to those previous works. First, although noise in the analog signal model (4) is white, matched filtering at the RD-MUD front-end introduces colored noise in (19). Second, we take into account the second term in (42), which has not been considered in previous work. We find the conditions such that the second term of (42) is dominated by the first term of (42).

Define the largest and smallest channel gains as

\[ |r_{\text{max}}| \triangleq \max_{n=1}^{N} |r_n|, \quad |r_{\text{min}}| \triangleq \min_{n=1}^{N} |r_n|. \]  (43)

Our main result is the following theorem:

**Theorem 1.** Let \( b \in \mathbb{R}^{N \times 1} \) be an unknown deterministic symbol, \( b_n \in \{-1, 1\}, \ n \in \mathcal{I}, \) and \( b_n = 0, \ n \in \mathcal{I}^c, \ n = 1, \cdots, N. \) Assume that the number of active users \( K \) is known. Given the RD-MUD front-end output \( y = ARb + w, \) where \( A \in \mathbb{C}^{M \times N} \) and \( G \in \mathbb{R}^{N \times N} \) are known, and \( w \) is a Gaussian random vector with zero mean and covariance \( \sigma^2 AG^{-1}A^H, \) if the columns of \( A \) are linearly independent and the coherence of \( A \) (14) satisfies the following condition:

\[ |r_{\text{min}}| - (2K - 1) \mu |r_{\text{max}}| \geq 2\sigma \sqrt{2(1 + \alpha) \log N} \cdot \sqrt{\lambda_{\text{max}}(G^{-1})} \cdot \sqrt{\max_n (a_n^HAA^Ha_n)}, \]  (44)

for some constant \( \alpha > 0, \) and \( N^{-1(1+\alpha)}[\pi(1 + \alpha) \log N]^{-1/2} \leq 1, \) then the probability-of-error (42) for the RDD detector is upper bounded as:

\[ P_e \leq N^{-\alpha}[\pi(1 + \alpha) \log N]^{-1/2}. \]  (45)

If the columns of \( A \) are linearly independent and the coherence of \( A \) (14) satisfies a weaker condition:

\[ |r_{\text{min}}| - (2K - 1) \mu |r_{\text{min}}| \geq 2\sigma \sqrt{2(1 + \alpha) \log N} \cdot \sqrt{\lambda_{\text{max}}(G^{-1})} \cdot \sqrt{\max_n (a_n^HAA^Ha_n)}, \]  (46)

for some constant \( \alpha > 0, \) and \( N^{-1(1+\alpha)}[\pi(1 + \alpha) \log N]^{-1/2} \leq 1, \) then the probability-of-error (42) for the RDDF detector is upper bounded by the right hand side of (45).
Proof: See Appendix C.

Note in Theorem 1 that the condition of having a small probability-of-error for the RDDF detector is weaker than for the RDD detector. Intuitively, the iterative approach of decision feedback removes the effect of the largest element in $Rb$ iteratively, which helps the detection of weaker users. This is an extension of the ideas in SIC for standard MUD, except that now the presence as well as the data of the strongest user is detected, then removed in the detection subspace, which makes it easier to detect the presence and data of the next strongest user, after which the process repeats.

The main idea of the proof is the following. Consider $1 - P_e = P(\hat{I} = \mathcal{I} \cap \{\hat{b} = b\})$. First we define an event $G = \{\max_n |a_n^Hw| < \tau\}$ for a quantity $\tau$ proportional to the right hand side in (44), and prove that $G$ occurs with high probability. This bounds the probability that the noise projected onto the detection subspace exceeds $\tau$, i.e. it bounds the tail probability of the projected noise. Then we show that under the condition (44), whenever $G$ occurs, the active users can be correctly detected, which means $G \subset \{\hat{I} = \mathcal{I}\}$. On the other hand, we show that under a condition weaker than (44), whenever $G$ occurs, the user data symbols can be correctly detected, which means $G \subset \{\hat{b}_n = b_n, n \in \mathcal{I}\}$. In other words, condition (44) ensures that whenever $G$ occurs, both the correct set of active users are detected and that their data are correctly decoded. This means that under condition (44) for the RDD detector, $G \subset \{\hat{I} = \mathcal{I}\} \cap \{\hat{b} = b\}$, and thus $P(G) \leq P(\{\hat{I} = \mathcal{I}\} \cap \{\hat{b} = b\})$, which concludes the proof. A similar but inductive approach is used to prove the performance guarantee for the RDDF detector.

A special case for Theorem 1 is when $AA^H = (N/M)I$, $\max_n(a_n^HAA^Ha_n) = N/M$ and $G = I$, $\lambda_{\text{max}}(G^{-1}) = 1$. This is true when $A$ is the random partial DFT matrix and the signature waveforms are orthogonal, and hence the noise in (19) is white. If we scale $\sigma^2$ by $M/N$, the right hand sides of (44) and (46) are then identical to the corresponding quantities in Theorem 4 of [65]. Hence, for the random partial DFT matrix for $A$, Theorem 1 has the same conditions as those of Theorem 4 in [65]. However, Theorem 4 in [65] guarantees detecting the correct sparsity pattern of $b$ (equivalently, the correct active users), whereas Theorem 1 guarantees correct detection of not only the active users but their symbols as well. That is because, as mentioned above, correct detection of these transmitted symbols comes “for free” when the conditions to correctly detect the active users are met.

Remarks:

The term $\max_n(a_n^HAA^Ha_n)$ on the right hand side of (44) and (46) is bounded by

$$1 \leq \max_n(a_n^HAA^Ha_n) \leq 1 + (N-1)\mu^2.$$  (47)
Equation (47) follows because \( \max_n (a_n^H A A^H a_n) = \max_n \sum_{l=1}^N (a_n^H a_l)^2 \), and
\[
(47)\quad 1 = (a_n^H a_n)^2 \leq \max_n \sum_{l=1}^N (a_n^H a_l)^2 = 1 + \max_n \sum_{l \neq n} (a_n^H a_l)^2 \leq 1 + (N-1)\mu^2.
\]

On the other hand, there is a noise phase-transition effect, in the following sense. Conditions (44) and (46) suggest that for the RDD and RDDF detectors to have \( P_e \) as small as (45), we need to have
\[
|r_{\text{min}}|^2 / \sigma^2 > 8 \log N \lambda_{\text{max}}(G^{-1}),
\]
(49)
because \( \alpha > 0 \) and (47) holds. If the minimum SNR, i.e. the SNR associated with the minimum gain \( r_{\text{min}} \) is not sufficiently high, these algorithms cannot attain small probability-of-error. We illustrate this effect via numerical examples in Section V-B1 (a similar effect can be observed in standard MUD detectors using linear or DF detection).

\subsection*{D. Bounding probability-of-error of RDD and RDDF}

Theorem 1 provides a condition on how small \( \mu \) has to be to achieve a small probability-of-error. The condition and the achievable small probability-of-error are related by the constant \( \alpha \). We can eliminate this constant and write Theorem 1 in an equivalent form that gives error bounds for the RDD and RDDF detectors explicitly. Define the minimum signal-to-noise ratio (SNR) in the projection subspace as
\[
\text{SNR}_{\text{min}} = \frac{|r_{\text{min}}|^2}{\sigma^2 \lambda_{\text{max}}(G^{-1})},
\]
(50)
where the factor \( \lambda_{\text{max}}(G^{-1}) \) captures the noise amplification effect in the projection due to nonorthogonal signature waveforms. Also define two factors \( \beta_1 \) and \( \beta_2 \) as
\[
\beta_1 \triangleq \frac{[1 - (2K - 1)\mu |r_{\text{max}}| / |r_{\text{min}}||^2}{\max_n (a_n^H A A^H a_n)}, \quad \beta_2 \triangleq \frac{[1 - (2K - 1)\mu]^2}{\max_n (a_n^H A A^H a_n)}.
\]
(51)

For the RDD detector, we have already implicitly assumed that \( 1 - (2K - 1)\mu |r_{\text{max}}| / |r_{\text{min}}| \geq 0 \), since the right hand side of (44) in Theorem 1 is non-negative. For the same reason, for the RDDF detector, we have assumed that \( 1 - (2K - 1)\mu > 0 \). By (47) and (51), \( \beta_1 \leq 1 \) and \( \beta_2 \leq 1 \). We have the following corollary from Theorem 1:

\textbf{Corollary 1.} Under the setting of Theorem 1, with the definitions (50) and (51), the probability-of-error...
for the RDD detector is upper-bounded by

\[ P_{e, \text{RDD}} \leq \frac{2N}{\sqrt{\pi}} \left( \frac{\text{SNR}_{\min}}{2} \cdot \beta_1 \right)^{-1/2} e^{-\frac{1}{4} \frac{\text{SNR}_{\min}}{2} \beta_1}, \]  

(52)

with \( 1 - (2K - 1)\mu |r_{\max}|/|r_{\min}| \geq 0 \), and the probability-of-error for the RDDF detector is upper bounded by

\[ P_{e, \text{RDDF}} \leq \frac{2N}{\sqrt{\pi}} \left( \frac{\text{SNR}_{\min}}{2} \cdot \beta_2 \right)^{-1/2} e^{-\frac{1}{4} \frac{\text{SNR}_{\min}}{2} \beta_2}, \]  

(53)

with \( 1 - (2K - 1)\mu > 0 \).

**Proof:** We begin by bounding the probability-of-error of the RDD detector from Theorem 1. Under condition (44), by (45) the probability-of-error of the RDD detector is bounded by \( N^{-\alpha} \left[ \pi \log(N^{1+\alpha}) \right]^{-1/2} \) for some constant \( \alpha > 0 \). To make the bound tight, we choose \( \alpha \) as large as possible such that it still satisfies (44). With definitions (50) and (51), for the RDD detector, we can rewrite (44) as

\[ \left[ \log N^{(1+\alpha)} \right]^{1/2} \leq \frac{1}{2} \left[ \frac{\text{SNR}_{\min}}{2} \cdot \beta_1 \right]^{1/2}, \]  

(54)

or equivalently

\[ N^\alpha \leq N^{-1} e^{\frac{1}{4} \frac{\text{SNR}_{\min}}{2} \beta_1}. \]  

(55)

The right hand sides of (54) and (55) are the largest values for \( \left[ \log N^{(1+\alpha)} \right]^{1/2} \) and \( N^\alpha \) we can obtain under (44), for given \( \text{SNR}_{\min} \), \( A \), \( K \) and \( N \). Combining (54) and (55) in (45), we have (52). Similarly, by choosing the largest possible \( \alpha \) satisfying (46), we derive the bound (53) on the probability-of-error of the RDDF detector.

**Remarks:**

For bounds (52) and (53) to be meaningful, they have to be less than one, and hence \( \text{SNR}_{\min} \) should be on the order of \( \log N \). Also note that the error bounds (52) and (53) for the RD-MUD detectors are larger when the signature waveforms are correlated, since these error bounds increase in \( \text{SNR}_{\min} \), and \( \text{SNR}_{\min} \) decreases in \( \lambda_{\max} (G^{-1}) \). This implies that the performance of the RD-MUD detectors tend to perform worse when signature waveforms are nonorthogonal (the same effect can also be observed for the conventional MUD detectors based on the MF-bank).

By letting the noise variance \( \sigma^2 \) go to zero in (52) and (53) for the RDD and RDDF detectors, we can derive the following corollary from Theorem 1 (another proof for the RDD detector in this case has been given in Section IV-A).
Corollary 2. Under the setting of Theorem 1, in the absence of noise, the RDD detector can correctly detect the active users and their symbols if \( \mu < \frac{|r_{\text{min}}|}{|r_{\text{max}}|} (2K - 1) \), and the RDDF detector can correctly detect the active users and their symbols if \( \mu < \frac{1}{(2K - 1)} \). In particular, if \( K = 1 \), with \( M = 2 \) correlators, \( P_e = 0 \) for the RDDF detector, and if furthermore \( |r_{\text{max}}| = |r_{\text{min}}| \), \( P_e = 0 \) for the RDD detector (which has also been shown in Section IV-A).

Proof: In Theorem 1, if we let \( \sigma^2 \) go to zero, then \( \text{SNR}_{\text{min}} \) goes to infinity, and the right hand sides of both (52) and (53) go to zero, i.e. \( P_e = 0 \), as long as \( \beta_1 > 0 \) and \( \beta_2 > 0 \), or equivalently, \( 1 - (2K - 1)|r_{\text{max}}|/|r_{\text{min}}| > 0 \) and \( 1 - (2K - 1)\mu > 0 \). When \( K = 1 \), the bound on \( \mu \) for the RDDF detector becomes \( 1/(2K - 1) = 1 \), which is satisfied for any \( \mu \) as long as \( M \geq 2 \) (since Theorem 1 also requires linear independence of the columns of \( A \) and this rules out the possibility of \( M = 1 \)).

E. Comparison with existing bounds

In this section we compare the bound on the probability-of-error in the literature for the decorrelating detector of the conventional MUD with our bound for the RDD and RDDF detectors derived from Theorem 1. The decorrelating detector is the counterpart of the RDD detector in the conventional MUD setting. To see this, note that for the RD-MUD front-end, when \( M = N \), we can choose the coefficient matrix \( A = I \) such that the output data model (19) is equivalent to the MF-bank decorrelating detector (7) (with \( T = G^{-1} \)).

For the decorrelating detector of the conventional MUD, a commonly used performance measure is the probability of error of each user [71][8], which is given by [71] [3]:

\[
P(\hat{b}_n \neq b_n) = Q\left( \frac{|r_n|}{\sigma \sqrt{(G^{-1})_{nn}}} \right),
\]

where \( Q(x) = \int_{x}^{\infty} (1/\sqrt{2\pi}) e^{-z^2/2} dz \) is the Gaussian tail probability. To compare (56) with the \( P_e \) bound defined by (42), which consists of both active user detection error and symbol error, we consider the case when all users are active, i.e. \( K = N \), and then \( P_e \) is only due to symbol error. In this setting, we have, using the union bound and (56):

\[
P_e = P(\hat{b} \neq b) \leq \sum_{n=1}^{N} P(\hat{b}_n \neq b_n) \leq NQ\left( \sqrt{\text{SNR}_{\text{min}}} \right) \leq N \frac{\text{SNR}_{\text{min}}}{2\sqrt{\pi}} \left[ \frac{\text{SNR}_{\text{min}}}{2} \right]^{-1/2} e^{-\frac{\text{SNR}_{\text{min}}}{4}},
\]

where we have also used the fact that \( |r_n|/\left[ \sigma \sqrt{(G^{-1})_{nn}} \right] \geq \sqrt{\text{SNR}_{\text{min}}} \) and \( Q(x) \) is decreasing in \( x \), as
well as the bound on $Q(x)$ [3] on $Q(x)$ given by

$$Q(x) \leq \frac{1}{x \sqrt{2\pi}} e^{-x^2/2}. \quad (58)$$

The bounds on $P_e$ of the RDD and RDDF detectors when $1 \leq K \leq N$ are given in (52) and (53), respectively. Since $\beta_1 \leq 1$ and $\beta_2 \leq 1$, the error bounds (52) for the RDD detector and (53) for the RDDF detector are larger than the bound (57) for conventional MUD. This is because the RDD and RDDF detectors have one extra source of error from detecting the wrong set of active users, and also because the noise can be amplified by the projection onto the detection subspace, as discussed in Section IV-B. The enlargement of the error bound due to subspace projection is captured by factors $\beta_1$ and $\beta_2$ for the RDD and RDDF detectors, respectively. These factors reduce the effect of $\text{SNR}_{\text{min}}$ in the bounds. Note that $\beta_1$ and $\beta_2$ increase in $\mu$, and hence we want small $\mu$, which leads to a small error bound for RD-MUD detectors.

A special case is when $K = N$, $A = I$. Then $\mu = 0$, $\max_n (a_n A A^H a_n) = 1$, and by definition (51), $\beta_1 = \beta_2 = 1$. At the beginning of this section, we have shown that this correspond to the decorrelating detector of the conventional MUD. In this case the bounds (53) and (57) become the same expression

$$P_e \leq \frac{2N}{\sqrt{\pi}} \left[ \frac{\text{SNR}_{\text{min}}}{2} \right]^{-1/2} e^{-\frac{1}{4} \frac{\text{SNR}_{\text{min}}}{2}}. \quad (59)$$

Compared with the bound (57) for $P_e$ of the conventional decorrelating detector, the bound (59) obtained from our result is larger. This can be explained since (59) is obtained as a special case of RD-MUD which must also detect active users. As we have shown in the proof for Theorem 1, the error from detecting active users dominates the error from detecting symbols.

**F. Lower Bound on the Number of Correlators**

Theorem 1 is stated for any matrix $A$. If we substitute the expression for coherence of a given $A$ in terms of its dimensions $M$ and $N$ into Theorem 1, we can obtain a lower bound on the smallest number of correlators $M$ needed to achieve a certain probability-of-error.

There is a general lower bound on the coherence of any $M \times N$ matrix $A$ given by [72]:

$$\mu \geq \left[ \frac{N - M}{M(N - 1)} \right]^{1/2} = M^{-1/2} \left( \frac{N}{N - 1} \right)^{1/2} \cdot (1 - M/N)^{1/2} \sim M^{-1/2}, \quad (60)$$

when $N$ is large relative to $M$ and $N$ is much larger than 1. In the absence of noise, the upper bound
on the coherence in Corollary 2 together with the bound (60) imply that, for the RDDF detector to have perfect detection, the number of correlators $M$ should be on the order of $(2K - 1)^2$. In the compressed sensing literature, it is known that the bounds obtained using the coherence of the matrix $A$ may not be as sharp as those obtained using the restricted isometry properties of $A$ [72]. For example, in compressed sensing, to estimate a sparse vector with $\kappa$ non-zero entries, the lower bound on the number of measurements obtained from the coherence of $A$ is proportional to $\kappa^2$, while that obtained from the restricted isometry properties is proportional to $\kappa$. This effect is referred to as the “quadratic bottleneck” in the compressed sensing literature [72]. Nevertheless, the coherence properties are easy to evaluate, while evaluating the restricted isometry property of a given matrix $A$ is in general NP-hard [65]. Also as we demonstrate in the proof of Theorem 1, the coherence is a convenient measure of the user interference level in the detection subspace. For this reason, our result is based on the coherence of matrix $A$.

In the compressed sensing literature, the matrix $A$ is often chosen to be random, in which case its coherence can be bounded in probability. Consider for example a random partial DFT matrix. We have the following result (which can be proven easily by the complex Hoeffding’s inequality [73]):

**Lemma 1.** Let $A \in \mathbb{C}^{M \times N}$ be a random partial DFT matrix. Then the coherence of $A$ is bounded by

$$\mu < [4(2 \log N + c)/M]^{1/2},$$

with probability exceeding $1 - 2e^{-c}$, for some constant $c > 0$.

Using Lemma 1, we have the following corollary to Theorem 1:

**Corollary 3.** Consider the setting of Theorem 1, where $A$ is a random partial DFT matrix $A$. Suppose the number of correlators satisfies the following lower bound for the RDD detector

$$M \geq 4 \left[ \frac{(2K - 1)|r_{\text{max}}|}{|r_{\text{min}}| - 2\tau} \right]^2 (2 \log N + c),$$

or satisfies the following smaller lower bound for the RDDF detector

$$M \geq 4 \left[ \frac{(2K - 1)|r_{\text{min}}|}{|r_{\text{min}}| - 2\tau} \right]^2 (2 \log N + c),$$

for some constants $c > 0$ and $\alpha > 0$, and $|r_{\text{min}}| > 2\tau$, for $\tau$ defined in (70). Then the probability-of-error
The probability of error of the RDD detector or the RDDF detector is bounded by

\[ 1 - (1 - N^{-\alpha}[\pi(1 + \alpha) \log N]^{-1/2})(1 - 2e^{-\epsilon}), \]

(64)

for some constant \( \alpha > 0 \).

This corollary says that to attain a small probability-of-error, the number of correlators needed by the RDD and RDDF detectors is on the order of \( \log N \), which is much smaller than that required by the conventional MUD using a MF-bank, which is on the order of \( N \).

V. NUMERICAL EXAMPLES

As an illustration of the performance of RD-MUD, we present some numerical examples mainly of both the RDD and RDDF detectors. The results are obtained from \( 10^5 \) Monte Carlo trials. For each trial, we generate a Gaussian random noise vector as well as a random partial DFT matrix for \( A \), and form the signal vector according to (19). To simplify, we assume that the gains for all the users are the same: \( |r_{\min}| = |r_{\max}| \equiv r = 1 \). First we consider noise-free scenarios with an increasing number of users \( N \) for a fixed number of active users \( K \), and then with increasing \( K \) for a fixed \( N \). Next we consider two noisy scenarios with orthogonal waveforms \( G = I \) and nonorthogonal waveforms \( G \neq I \).

A. Noise-Free Scenario

In the absence of noise, from (7) of the MF-bank, the conventional decorrelating detector has output \( z = Rb \). The conventional decorrelating detector determines the active users by choosing the \( K \) largest of \( |z_n| \), which is equivalent to choosing the \( K \) largest of \( \{|r_nb_n|\} \) in the absence of noise. Recall that the inactive users have \( r_n = 0 \), which means the conventional decorrelating detector can correctly detect the active users. It then detects symbols by \( \hat{b}_n = \text{sgn}(r_n^2b_n) = b_n \). For the above reasons, the conventional decorrelating detector has \( P_e = 0 \) in the absence of noise.

1) \( P_e \) vs. \( M \), as \( N \) increases: Fig. 5 shows the \( P_e \) of the RDD detector as a function of \( M \), for fixed \( K = 2 \), and different values of \( N \). The data points marked on the curves correspond to \( M = \log N \), \( 2 \log N \), and \( 4 \log N \). When \( M = 8 \log N \), \( P_e = 0 \) for the RDD detector for all values of \( N \). This example clearly demonstrates the \( \log N \) scaling factor for the required number of correlators in Corollary 3.

2) \( P_e \) vs \( M \), as \( K \) increases: Fig. 6a demonstrates the \( P_e \) of the RDD detector as a function of \( M \), for a fixed \( N = 100 \), and different values of \( K \). The points marked on the curves correspond to
Fig. 5: In the absence of noise, $P_e$ versus $M$ of the RDD detector, for $K = 2$ and different $N$. The marked points on the curves are equal to $\log N$, $2\log N$, and $4\log N$. When $M = 8\log N$, $P_e = 0$ for the RDD detector.

$M = (K \log N)/2, K \log N, 1.5K \log N, 2K \log N$ and $\min\{N, 3K \log N\}$. Clearly, the number of correlators needed to obtain $P_e < 10^{-4}$ increases as $K$ increases. When $K = 10$, the RDD detector needs about 80 correlators to obtain $P_e < 10^{-4}$. The number of correlators needed to achieve a small probability-of-error can be improved by using the RDDF detector. As shown in Fig. 6b, when $K = 10$, the RDDF detector uses only 60 correlators to obtain $P_e < 10^{-4}$.

Fig. 6a also demonstrates how Corollary 2 can be used to estimate the number of correlators needed to achieve a small probability-of-error. Corollary 2 says that we need $\mu < 1/(2K - 1)$ in the absence of noise to have perfect detection. When $K = 2$, this requires $\mu < 1/3$. We then obtain an estimate for coherence of the random partial DFT matrix with $N = 100$ and various $M$, by averaging over $10^5$ trials, and find that when $M$ is about 30 the coherence is less than $1/3$. This is consistent with Fig. 6a, which shows that when $M = 28$, $P_e$ is on the order of $10^{-4}$.

3) Random partial DFT vs. Gaussian random matrices: We compare the performance of the RDD detector using the random partial DFT matrix versus using the Gaussian random matrix for $A$ (defined in Section III-C). In Fig. 7, the probability-of-error of the Gaussian random matrix converges to a value much higher than zero, whereas that of the random partial DFT matrix converges to zero (the value
Fig. 6: In the absence of noise, $P_e$ versus $M$ for $N = 100$, using (a): the RDD detector for different $K$, and (b): the RDDF detector compared with the RDD detector when $K = 10$.

achieved by the conventional decorrelating detector), when $M$ increases to $N$.

B. Noisy Scenario

Next, we consider noisy scenarios. For comparison, we also consider the conventional decorrelating detector, which corresponds to the RDD detector with $M = N$ as we explained in Section IV-E.

1) $P_e$ vs. $M$, as SNR increases, $G = I$: We study $P_e$ versus $M$ for the RDD detector as SNR increases when the signature waveforms are orthogonal and $G = I$ and hence the noise in (19) is white. In this case $\text{SNR}_{\text{min}} = |r_{\text{min}}|^2/\sigma^2 = r^2/\sigma^2$, which is denoted as SNR in Fig. 8. Assume $N = 100$ and $K = 2$. In Fig. 8, when SNR increases, the curves converge to the noise-free curve for $K = 2$ shown in Fig. 6a, and to the noise-free curve for $N = 100$ shown in Fig. 5. Note that there is a noise phase-transition effect in Fig. 6a, which is discussed in the Remarks of Section IV-C. The analysis in (49) implies that for $N = 100$ and $G = I$, we need SNR to be at least 15.7dB to obtain a small $P_e$, which is consistent with Fig. 6a.
Fig. 7: In the absence of noise, $P_e$ versus $M$ of the RDD detector using the random partial DFT versus using the Gaussian random matrices for $N = 100$ and $K = 6$.

2) $P_e$ vs. $M$, performance of the noise whitening transform, $G \neq I$: Next we consider a scenario when the signature waveforms are nonorthogonal $G \neq I$. We generate an arbitrary symmetric $G$ with ones on the diagonal and fix it in the Monte Carlo trials. In the first case we consider highly correlated signature waveforms with $\lambda_{\text{max}}(G^{-1}) = 493.9595$. In the second case we consider nearly orthogonal signature waveforms with $\lambda_{\text{max}}(G^{-1}) = 4.0771$. Then we compare the $P_e$ of the RDD detector in these two cases without and with the noise whitening transform in Section III-B3. Assume $N = 100$, $K = 2$, $r = 1$ and $\sigma = 0.1$. In Fig. 9a, when the signature waveforms are highly correlated, the noise whitening transform significantly reduces $P_e$ for large $M$. In this case, the conventional decorrelating detector without the noise whitening transform has a non-negligible probability-of-error, and that with the noise whitening transform has a probability-of-error less than $10^{-4}$. In Fig. 9b, when the signature waveforms are nearly orthogonal, the noise whitening transform does not reduce $P_e$ much. In this case, the conventional decorrelating detector without and with the noise whitening transform both have probability-of-error less than $10^{-4}$. We also verified that using the noise whitening transform cannot achieve the probability-of-error that is obtained with orthogonal signature waveforms $G = I$. This is because the noise whitening transform distorts the signal component.
Fig. 8: Performance of the RDD detector, $P_e$ versus $M$ for different SNRs, when the signature waveforms are orthogonal, i.e. $G = I$. The dashed lines show $P_e$ for the conventional decorrelating detectors at the corresponding SNR. When SNR is greater than 15 dB (with $N = 100$ correlators), the probability-of-error of the decorrelating detector is less than $10^{-4}$.

3) $P_e$ vs. $M$, RD-MUD linear detectors: In this example, we compare the performance of RD-MUD linear detectors when $G \neq I$. In Theorem 1 we have proven that the error is dominated by that from active user detection. So we compare the performance of these RD-MUD linear detectors using their conditional probability of symbol error given the correct detection of active users $P(\hat{b} \neq b | \bar{I} = I)$. Assume $N = 100$, $K = 2$, $r = 1$, $\sigma = 0.1$, and let $G$ take the same form as those used in Fig. 9. In Fig. 10, the performance of the RDD detector is similar to that of the RD-LS detector (the explanation is given in Section III-B4). In comparison, the RD-MMSE detector has smaller conditional probability of error, especially in Fig. 10a with highly correlated signatures. This improvement is because the linear transform (32) of the RD-MMSE detector alleviates the effect of correlated signature waveforms by including an inversion of $G$ in the linear transform. The conditional probability-of-error of the conventional decorrelating detector is less than $10^{-4}$. 
VI. CONCLUSIONS AND DISCUSSIONS

We have developed a reduced dimension multiuser detection (RD-MUD) structure, which decreases the number of correlators at the front-end of a MUD receiver by exploiting the fact that the number of active users is typically much smaller than the total number of users in the system. Motivated by the idea of analog compressed sensing, the RD-MUD front-end projects the received signal onto a lower dimensional detection subspace by correlating the received signal with a set of correlating signals. The correlating signals are constructed as linear combinations of the signature waveforms using a coefficient matrix $A$, which determines the performance of RD-MUD and is our key design parameter. Based on the front-end output, RD-MUD detectors recover active users and their symbols in the detection subspace. We have studied in detail two such detectors. The reduced-dimension decorrelating (RDD) detector, which is a linear detector that combines subspace projection along with thresholding for active user detection and sign detection for data recovery. The reduced-dimension decision feedback (RDDF)
Fig. 10: Comparison of the conditional probability of error $P(\hat{b} \neq b | \hat{I} = I)$, for RD-MUD linear detectors: RDD, RD-LS, and RD-MMSE. The RD-MMSE detector has the smallest conditional probability of symbol error.

Our results are based on binary modulation and can be extended to higher order modulation with symbols taking more possible values. With higher order modulation, however, the conditions to guarantee correct symbol detection may be stronger than the conditions to guarantee correct active user detection is a nonlinear detector that combines decision-feedback orthogonal matching pursuit (DF-OMP) for active user detection with sign detection for data recovery. We have shown that to achieve a desired probability-of-error, the number of correlators used by the RD-MUD can be much smaller than that used by the conventional MUD, and the complexity-per-bit of the RD-MUD detectors are not higher than their counterpart in the conventional MUD setting. In particular, when the random partial DFT matrix is used for the coefficient matrix $A$ and the RDD and RDDF detectors are used for detection, the RD-MUD front-end requires the number of correlators proportional to the log of the number of users, whereas the conventional MF-bank front-end requires the number of correlators equal to the number of users in the system. We have obtained theoretical performance guarantees for the RDD and RDDF detectors in terms of the coherence of $A$, which are validated via numerical examples.
This general modulation set-up is further related to problems in compressed classification and compressed learning (see, e.g., [74]). We have also assumed that the signature waveforms are given. Better performance of RD-MUD might be obtained through joint optimization of the signature waveforms and the coefficient matrix A.

**APPENDIX A**

**COVARIANCE OF RD-MUD OUTPUT NOISE**

Consider the covariance of the output noise at the $n$th and the $m$th branches in the RD-MUD front-end:

$$
\rho_{nm} = \mathbb{E}\{w_n w_m\} = \mathbb{E}\left\{ \sum_{k=1}^{N} \sum_{l=1}^{N} a_{nk} a_{ml} \langle \hat{s}_k(t), w(t) \rangle \langle \hat{s}_l(t), w(t) \rangle \right\}
$$

$$
= \sum_{k=1}^{N} \sum_{l=1}^{N} a_{nk} a_{ml} \mathbb{E}\{ \langle \hat{s}_k(t), w(t) \rangle \langle \hat{s}_l(t), w(t) \rangle \}
$$

We want to show that $\rho_{nm} = \sigma^2 [AG^{-1}A^H]_{nm}$. We have

$$
\mathbb{E}\{ \langle \hat{s}_k(t), w(t) \rangle \langle \hat{s}_l(t), w(t) \rangle \} = T^{-2} \int_0^T \int_0^T \hat{s}_k(t) \hat{s}_l(u) \mathbb{E}\{ w(t) w(u) \} dt du
$$

$$
= T^{-2} \int_0^T \int_0^T \hat{s}_k(t) \hat{s}_l(u) \sigma^2 \delta(t-u) dt du = \sigma^2 T^{-1} \int_0^T \hat{s}_k(t) \hat{s}_l(t) dt
$$

$$
= \sigma^2 \left( \sum_n [G^{-1}]_{nk} s_n(t), \sum_m [G^{-1}]_{ml} s_m(t) \right) = \sigma^2 \left( \sum_n \sum_m [G^{-1}]_{nk}[G^{-1}]_{ml} \langle s_n(t), s_m(t) \rangle \right)
$$

$$
= \sigma^2 \sum_n \sum_m [G^{-1}]_{nk}[G^{-1}]_{ml}[G]_{nm} = \sigma^2 [G^{-1}]_{lk}
$$

Substituting this back into (65), we have $\rho_{nm} = \mathbb{E}\{w_n w_m\} = \sigma^2 \sum_{k=1}^{N} \sum_{l=1}^{N} a_{nk} a_{ml} [G^{-1}]_{lk} = \sigma^2 [AG^{-1}A^H]_{nm}$.

Setting $n = m$, we have $\sigma_m = \mathbb{E}\{w_m^2\} = \sigma^2 [AG^{-1}A^H]_{mm}$. This completes the proof.

**APPENDIX B**

**DERIVATION OF RD-MUD MMSE**

*Proof:* Given the active user index set $\hat{I}$ obtained from (22), we define $W = A_{\hat{I}} R_{\hat{I}}^2 A_{\hat{I}}^H + \sigma^2 A G^{-1} A^H$, and $\bar{M} = R_{\hat{I}} A_{\hat{I}}^H W^{-1}$. We want to show that $\bar{M} = \arg \min_M \mathbb{E}\{ \| b_{\hat{I}} - M y \|^2 \}$. Using the same method for deriving the conventional MMSE detector of the MF-bank [3], we assume that $b_{\hat{I}}$ has a distribution that is uncorrelated with the noise $w$ and that $\mathbb{E}\{b_{\hat{I}} b_{\hat{I}}^H\} = I$. Based on $\hat{I}$, we refer to the model (20). Since $\|x\|^2 = tr(xx^H)$, we can write the MSE as $\mathbb{E}\{\|b_{\hat{I}} - M y\|^2\} = tr(\mathbb{E}\{(b_{\hat{I}} - M y)(b_{\hat{I}} - M y)^H\})$. 

Now we expand

\[
\mathbb{E}\{(b^*_I - My)(b^*_I - My)^H\} = \mathbb{E}\{b^*_I b^*_I\} - \mathbb{E}\{b^*_I y^H\}M^H - M\mathbb{E}\{yb^*_I\} + M\mathbb{E}\{yy^H\}M^H
\]

(67)

\[
= I + M(A^*_I R^*_I A^*_I + \sigma^2 A G^{-1} A^H)M^H - R^*_I A^*_I M^H - M A^*_I R^*_I.
\]

It can be verified that \(MA^*_I R^*_I = MW\). Hence from (67), we have

\[
\mathbb{E}\{(b^*_I - My)(b^*_I - My)^H\} = I + MWM^H - MWM^H
\]

(68)

\[
= I - MWM^H + (M - \bar{M})W(M - \bar{M})^H
\]

\[
= I - R^*_I A^*_I W^{-1} A^*_I R^*_I + (M - \bar{M})W(M - \bar{M})^H.
\]

Since \(W\) is a positive semidefinite matrix, the trace of the second term in (68) is always nonnegative. So we conclude that the matrix \(M\) that minimizes the MSE \(\text{tr}(\mathbb{E}\{(b^*_I - My)(b^*_I - My)^H\})\) is \(\bar{M}\), or equivalently, \(\mathbb{E}\{\|b^*_I - My\|^2\}\), as required.

\section*{Appendix C}

\textbf{Proof of Theorem 1}

The proof of Theorem 1 for both the RDD and RDDF detectors are closely related. To exploit this similarity, we first prove several lemmas that are useful for both results. First, we will demonstrate that the random event

\[
G \triangleq \left\{ \max_{1 \leq n \leq N} |a_n^H w| < \tau \right\}
\]

(69)

occurs with high probability, where

\[
\tau \triangleq \sigma \sqrt{2(1 + \alpha)} \log N \cdot \sqrt{\lambda_{\max}(G^{-1})} \cdot \sqrt{\max_n (a_n^H A A^H a_n)},
\]

(70)

and \(\alpha > 0\). Then we show that when \(G\) occurs, both algorithms can detect the active users and their symbols. The proofs follow the arguments in [65] with modifications to account for the fact that \(w\) is colored noise, and the error can also be caused by incorrect symbol detection. However, as we will show, the error probability of active user detection dominates the latter case.

Sidak’s lemma [75] states the following:

\textbf{Lemma 2 (Sidak’s lemma).} Let \([X_1, \cdots, X_n]^T\) be a vector of random variables having the \(n\)-dimensional normal distribution with zero means, arbitrary variances \(\sigma^2_1, \cdots, \sigma^2_n\), and an arbitrary correlation matrix
\[ [P]_{mk} = \rho_{mk}. \] Then, for any positive numbers \( c_1, \ldots, c_n, \)

\[
P(|X_1| \leq c_1, |X_2| \leq c_2, \ldots, |X_n| \leq c_n) \geq P(|X_1| \leq c_1) \cdot P(|X_2| \leq c_2, \ldots, |X_n| \leq c_n). \tag{71}
\]

**Lemma 3.** Suppose that \( w \) is a Gaussian random vector with zero mean and covariance \( \sigma^2 A G^{-1} A^H. \) If 

\[
N^{-\left(1+\alpha\right)} \left[ \pi \left(1 + \alpha\right) \log N \right]^{-1/2} \leq 1 \text{ for some } \alpha > 0,
\]

then the event \( G \) of (69) occurs with probability at least one minus (45).

**Proof:** The random variables \( \{a_n^H w\}_{n=1}^N \) are jointly Gaussian, with means equal to zero, variances \( \sigma_n^2 \) equal to \( \sigma^2 a_n^H A G^{-1} A^H a_n, \) and covariances \( \rho_{nm} \) between the \( n \)th and \( m \)th random variables equal to \( \sigma^2 a_n^H A G^{-1} A^H a_m. \) Define

\[
\hat{\tau} \triangleq \sigma \left[2(1 + \alpha) \log N \right]^{1/2} \cdot \left[ \max_n (a_n^H A G^{-1} A^H a_n) \right]^{1/2}, \tag{72}
\]

and an event

\[
\hat{G} \triangleq \left\{ \max_{1 \leq n \leq N} |a_n^H w| < \hat{\tau} \right\}. \tag{73}
\]

Using Sidak’s lemma, we have

\[
P\left( \hat{G} \right) = P\left( |a_1^H w| < \hat{\tau}, \ldots, |a_N^H w| < \hat{\tau} \right) \geq \prod_{n=1}^N P(|a_n^H w| < \hat{\tau}). \tag{74}
\]

Since \( a_n^H w \) is a Gaussian random variable with zero mean and variance \( \sigma_n^2, \) the tail probability of the colored noise can be written as

\[
P(|a_n^H w| < \hat{\tau}) = 1 - 2Q \left( \frac{\hat{\tau}}{\sigma_n} \right). \tag{75}
\]

By the bound (58) on \( Q(x), \) (75) can be bounded as

\[
P(|a_n^H w| < \hat{\tau}) \geq 1 - \eta_n, \tag{76}
\]

where \( \eta_n \triangleq \sqrt{\frac{2}{\pi}} \cdot \frac{\sigma_n}{\hat{\tau}} e^{-\hat{\tau}^2/(2\sigma_n^2)}. \) Define

\[
\sigma_{\max} \triangleq \max_n \sigma_n = \sigma \left[ \max_n (a_n^H A G^{-1} A^H a_n) \right]^{1/2}, \tag{77}
\]

\[
\eta_{\max} \triangleq \sqrt{\frac{2}{\pi}} \frac{\sigma_{\max}}{\hat{\tau}} e^{-\hat{\tau}^2/(2\sigma_{\max}^2)}. \]
Since \( \sigma_{\text{max}} / \hat{\tau} = [2(1+\alpha) \log N]^{-1/2} \) by the definition of \( \hat{\tau} \), we have \( \eta_{\text{max}} = \sqrt{2/\pi} [2(1+\alpha) \log N]^{-1/2} e^{-(1+\alpha) \log N} \).

It is easy to show that \( \eta_n \) increases as \( \sigma_n \) increases. Hence \( \eta_n \leq \eta_{\text{max}} \). When \( \eta_{\text{max}} \leq 1 \), we can use the inequality \( (1 - x)^N \geq 1 - N x \) when \( x \geq 0 \) and substitute the value of \( \eta_{\text{max}} \) to write (74) as

\[
P(\hat{G}) \geq \prod_{n=1}^{N} (1 - \eta_n) \geq (1 - \eta_{\text{max}})^N \geq 1 - N \eta_{\text{max}} = 1 - N^{-\alpha} [\pi (1 + \alpha) \log N]^{-1/2},
\]

which holds for any \( \eta_{\text{max}} \leq 1 \) and \( N \geq 1 \).

Next we show that \( \hat{\tau} \leq \tau \). Note that

\[
a_n^H A G^{-1} A^H a_n \leq \| A^H a_n \|^2 \lambda_{\text{max}}(G^{-1}) \leq [\max_n \langle a_n^H A A^H a_n \rangle] \lambda_{\text{max}}(G^{-1}).
\]

From inequality (79) and definitions (70) for \( \tau \) and (72) for \( \hat{\tau} \), we obtain \( \hat{\tau} \leq \tau \). Hence

\[
P(\hat{G}) = P(\max_{n} |a_n^H w| < \tau) \geq P(\max_{n} |a_n^H w| < \hat{\tau}) = P(\hat{G}).
\]

Combining (78) and (80), we conclude that \( P(\hat{G}) \) is greater than one minus the expression (45), as required.

The next lemma shows that, under appropriate conditions, ranking the inner products between \( a_n \) and \( y \) is an effective method of detecting the set of active users. The proof of this lemma is adapted from Lemma 3 in [65] to account for the fact that the signal vector \( y \) here can be complex as \( A \) can be complex. Since only the real part contains all the useful information, to prove this lemma, we basically follow the proof for Lemma 3 in [65] while using the following inequality whenever needed:

\[
|\Re[a_n^H a_m]| \leq |a_n^H a_m| \leq \mu \text{ for } n \neq m, \text{ and } |\Re[a_n^H w]| \leq |a_n^H w|.
\]

**Lemma 4.** Let \( b \) be a vector with support \( \mathcal{I} \) which consists of \( K \) active users, and let \( y = A R b + w \) for a Gaussian noise vector \( w \) with zero mean and covariance \( A G^{-1} A^H \). Define \( |r_{\text{max}}| \) and \( |r_{\text{min}}| \) as in (43), and suppose that

\[
|r_{\text{min}}| - (2K - 1) \mu |r_{\text{max}}| \geq 2 \tau.
\]

Then, if the event \( \mathcal{G} \) of (69) occurs, we have

\[
\min_{n \in \mathcal{I}} |\Re[a_n^H y]| > \max_{n \notin \mathcal{I}} |\Re[a_n^H y]|.
\]
If, rather than (81), a weaker condition holds:

\[ |r_{\text{max}}| - (2K - 1) \mu |r_{\text{max}}| \geq 2\tau. \]  

(83)

Then, if the event \( G \) of (69) occurs, we have

\[ \max_{n \in \mathcal{I}} |\Re[a_n^H y]| > \max_{n \notin \mathcal{I}} |\Re[a_n^H y]|. \]  

(84)

**Proof:** We begin by deriving a lower-bound for \( \min_{n \in \mathcal{I}} |\Re[a_n^H y]| \) under the event \( G \):

\[
\min_{n \in \mathcal{I}} |\Re[a_n^H y]| = \min_{n \in \mathcal{I}} \left| b_n r_n + \sum_{m \neq n} b_m r_m \Re[a_n^H a_m] + \Re[a_n^H w] \right|
\geq \min_{n \in \mathcal{I}} \left( |b_n||r_n| - \sum_{m \neq n} |b_m r_m \Re[a_n^H a_m]| - |\Re[a_n^H w]| \right)
\geq |r_{\min}| - \max_{n \in \mathcal{I}} \sum_{m \neq n} |b_m||r_m||a_n^H a_m| - \max_{n \in \mathcal{I}} |\Re[a_n^H w]|
\]

\[
> |r_{\min}| - (K - 1) \mu |r_{\text{max}}| - \tau,
\]  

(85)

where we have used the triangle inequality, the fact that \( |b_n| = 1 \), \( |r_{\min}| \leq |r_n| \leq |r_{\text{max}}| \), \( |\Re[a_n^H a_m]| \leq |a_n^H a_m| \leq \mu \) for \( n \neq m \), and \( |\Re[a_n^H w]| \leq |a_n^H w| \). On the other hand, we can similarly expand and upper-bound \( \max_{n \notin \mathcal{I}} |\Re[a_n^H y]| \), under the event \( G \), as

\[
\max_{n \notin \mathcal{I}} |\Re[a_n^H y]| = \max_{n \notin \mathcal{I}} \left| \sum_{m \in \mathcal{I}} b_m r_m \Re[a_n^H a_m] + \Re[a_n^H w] \right|
\leq \max_{n \notin \mathcal{I}} \sum_{m \in \mathcal{I}} |b_m||r_m||\Re[a_n^H a_m]| + \max_{n \notin \mathcal{I}} |\Re[a_n^H w]|
\]

\[
< K\mu |r_{\text{max}}| + \tau.
\]  

(86)

Combining (85) and (86), we have that under the event \( G \),

\[
\min_{n \in \mathcal{I}} |\Re[a_n^H y]| > |r_{\min}| - (2K - 1) \mu |r_{\text{max}}| - 2\tau + \max_{n \notin \mathcal{I}} |\Re[a_n^H y]|.
\]  

(87)

So when \( G \) occurs, under the condition (81), we obtain (82).

Similarly, when \( G \) occurs, we expand and lower-bound \( \max_{n \in \mathcal{I}} |\Re[a_n^H y]| \). Assume that \( n_0 \) is the index
achieving the largest absolute gain: $|r_{n_0}| = |r_{\text{max}}|$. Then under event $G$:

$$
\max_{n \in I} |\Re[a_n^H y]| \geq |\Re[a_{n_0}^H y]| = |b_{n_0}r_{n_0} + \sum_{m \neq n_0} b_m r_m \Re[a_m^H a_{n_0}] + \Re[a_{n_0}^H w]|
$$

$$
\geq |r_{\text{max}}| - \sum_{m \neq n_0} |b_m| |r_m| |\Re[a_{n_0}^H a_m]| - |\Re[a_{n_0}^H w]|
$$

$$
> |r_{\text{max}}| - (K - 1)\mu |r_{\text{max}}| - \tau.
$$

Combining (88) and (86), we have that under the event $G$,

$$
\max_{n \in I} |\Re[a_n^H y]| > |r_{\text{max}}| - (2K - 1)\mu |r_{\text{max}}| - 2\tau + \max_{n \notin I} |\Re[a_n^H y]|.
$$

(89)

So when $G$ occurs, under the condition (83), we obtain (84), as required.

The following lemma demonstrates that the sign detector can effectively detect transmitted symbols for the RDD and RDDF detectors.

**Lemma 5.** Let $b$ be a vector with $b_n \in \{1, -1\}$, for $n \in I$ and $b_n = 0$ otherwise, and let $y = ARb + w$ for a Gaussian noise vector $w$ with zero mean and covariance $\sigma^2 AG^{-1} A^H$. Suppose that

$$
|r_{\text{min}}| - (K - 1)\mu |r_{\text{max}}| \geq \tau.
$$

(90)

Then, if the event $G$ occurs, we have

$$
\text{sgn}(r_n \Re[a_n^H y]) = b_n, \quad n \in I.
$$

(91)

If, instead of (90), a weaker condition

$$
|r_{\text{max}}| + |r_{\text{min}}| - 2(K - 1)\mu |r_{\text{max}}| \geq 2\tau
$$

(92)

holds, then under the event $G$, we have

$$
\text{sgn}(r_{n_1} \Re[a_{n_1}^H y]) = b_{n_1},
$$

(93)

for

$$
n_1 = \arg \max_n |\Re[a_n^H y]|.
$$

(94)

**Proof:** To detect correctly, for $b_n = 1$, $\Re[r_n a_n^H y]$ has to be positive, and for $b_n = -1$, $\Re[r_n a_n^H y]$ has to be negative. First assume $b_n = 1$. We expand $\Re[r_n a_n^H y]$, find the lower-bound and the condition
such that the lower bound is positive. Substituting in the expression for \( y \), using the inequality that \( x + y + z \geq x - |y| - |z| \), under the event \( G \), we obtain

\[
\Re[r_n a_n^H y] = |r_n|^2 + \sum_{m \neq n} b_m r_n r_m \Re[a_m^H a_n] + r_n \Re[a_n^H w]
\]

\[
\geq |r_n||r_{\min}| - \sum_{m \neq n} |r_n||r_m||\Re[a_m^H a_n]| - |r_n||\Re[a_n^H w]|
\]  

(95)

\[
> |r_n||r_{\min}| - (K-1)\mu|r_{\max}| - \tau.
\]

From (95), \( \Re[r_n a_n^H y] > 0 \) for \( n \in \mathcal{I} \) if (90) holds and \( b_n = 1 \). Similarly, we can show for \( b_n = -1 \), under event \( G \), if (90) holds, \( \Re[r_n a_n^H y] < 0 \). Hence if (90) holds we obtain (91).

Recall that \( n_0 \) is the index of the largest gain: \( |r_{n_0}| = |r_{\max}| \). Due to (94), we have

\[
|\Re[a_{n_1}^H y]| \geq |\Re[a_{n_0}^H y]|.
\]

(96)

We will show that under the event \( G \), once (92) holds, then \( \text{sgn}(r_{n_1} \Re[a_{n_1}^H y]) \neq b_{n_1} \) leads to a contradiction to (96). First assume \( b_{n_1} = 1 \). If \( \hat{b}_{n_1} = \text{sgn}(r_{n_1} \Re[a_{n_1}^H y]) \neq b_{n_1} \), then

\[
\hat{b}_{n_1} = \text{sgn}\left(r_{n_1}^2 + \sum_{m \neq n_1} b_m r_{n_1} r_m \Re[a_m^H a_{n_1}] + r_{n_1} \Re[a_{n_1}^H w]\right) = -1.
\]

(97)

So the expression inside the \( \text{sgn} \) operator of (97) must be negative. Since \( r_{n_1}^2 > 0 \), we must have

\[
\sum_{m \neq n_1} b_m r_{n_1} r_m \Re[a_m^H a_{n_1}] + r_{n_1} \Re[a_{n_1}^H w] < 0.
\]

(98)

Multiplying the left-hand-side of (96) by \( |r_{n_1}| \), and using the equality \( |x| \cdot |y| = |xy| \), we obtain

\[
|r_{n_1}||\Re[a_{n_1}^H y]| = |r_{n_1}| \left| \sum_{m \neq n_1} b_m r_{n_1} r_m \Re[a_m^H a_{n_1}] + r_{n_1} \Re[a_{n_1}^H w]\right|
\]

\[
= \left| r_{n_1}^2 + \sum_{m \neq n_1} b_m r_{n_1} r_m \Re[a_m^H a_{n_1}] + r_{n_1} \Re[a_{n_1}^H w]\right|.
\]

(99)

Due to (97), the last line of (99) inside the \( |\cdot| \) operator is negative. Using the fact that \( r_{n_1}^2 > 0 \) and (98), and the identity \( |x + y| = -(x + y) = |y| - x \) when \( x + y < 0 \) and \( y < 0 \), under the event \( G \), we
obtain that
\[
| r_{n_1} || \Re [a_{n_1}^H y] | = \sum_{m \neq n_1} b_m r_{n_1} r_m \Re [a_{n_1}^H a_m] + r_{n_1} \Re [a_{n_1}^H w] - r_{n_1}^2 \\
< | r_{n_1} | (K - 1) \mu | r_{\max} | + | r_{n_1} | \tau - | r_{n_1} | | r_{\min} | = | r_{n_1} | [(K - 1) \mu | r_{\max} | + \tau - | r_{\min} |].
\]

(100)

On the other hand, multiply the right-hand-side of (96) by \( | r_{n_1} | \). Similarly, using the equality \( | x | \cdot | y | = | x y | \) and triangle inequality, under the event \( G \), we obtain
\[
| r_{n_1} || \Re [a_{n_0}^H y] | = | r_{n_1} r_{n_0} b_{n_0} + \sum_{m \neq n_0} b_m r_{n_1} r_m \Re [a_{n_0}^H a_m] + r_{n_1} \Re [a_{n_0}^H w] | \\
> | r_{n_1} | | | r_{\max} | - (K - 1) \mu | r_{\max} | - \tau].
\]

(101)

Combining (100) and (101), we have that once (92) holds, if \( b_{n_1} = 1 \), then \( \text{sgn}(r_{n_1} \Re [a_{n_1}^H y]) = -1 \) leads to \( | \Re [a_{n_1}^H y] | < | \Re [a_{n_0}^H y] | \), which contradicts (96), and hence \( \text{sgn}(r_{n_1} \Re [a_{n_1}^H y]) = 1 \). A similar argument can be made for \( b_{n_1} = -1 \), which completes the proof.

We are now ready to prove Theorem 1. The proof for the RDD detector is obtained by combining Lemmas 3, 4 and 5. Lemma 3 ensures that the event \( G \) occurs with probability at least as high as one minus (45). Whenever \( G \) occurs, Lemma 4 guarantees by using (22), that the RDD detector can correctly detect active users under the condition (44), i.e. \( G \subset \{ \hat{L} = I \} \). Finally, whenever \( G \) occurs, Lemma 5 guarantees that, based on the correct support of active users, their transmitted symbols can be detected correctly under the condition (90), i.e. \( G \subset \{ \hat{b}_n = b_n, n \in I \} \). Clearly condition (90) is weaker than (44), since (44) can be written as \(| r_{\min} | - (K - 1) \mu | r_{\max} | \geq \tau + (\tau + K \mu | r_{\max} |) > \tau \), and hence if (44) holds then (90) also holds. In summary, under condition (44), \( G \subset \{ \hat{L} = I \} \cap \{ \hat{b} = b \} \), and \( 1 - P_e = P(\{ \hat{L} = I \} \cap \{ \hat{b} = b \}) \geq P(G) \), which is greater than one minus (45), which concludes the proof for the RDD detector.

We now prove the performance guarantee for the RDDF detector adopting the technique used in proving Theorem 4 in [65]. First we show that whenever \( G \) occurs, the RDDF detector correctly detects an active user in the first iteration, which follows from Lemmas 3 and 4. Note that (46) implies (83), and therefore, by Lemma 4, we have that by choosing the largest \( | \Re [a_{n}^H y] | \), the RDDF detector can detect a correct user in the set \( I \). Second, we show that whenever \( G \) occurs, the RDDF detector
correctly detects the transmitted symbol of this active user. Note that (46) also implies (92), since (46) can be written as $|r_{\min}| \geq 2\tau/[1 - (2K - 1)\mu]$, which implies $|r_{\max}| \geq 2\tau/[1 - (2K - 1)\mu]$, and hence $|r_{\max}| + |r_{\min}| - 2(K - 1)\mu|r_{\max}| \geq 2\tau[1 - 2(K - 1)\mu]/[1 - (2K - 1)\mu] + |r_{\min}| > 2\tau$, since $[1 - 2(K - 1)\mu]/[1 - (2K - 1)\mu] \geq 1$. Therefore, by Lemma 5, using a sign detector, we can detect the symbol correctly. Consequently, the first step of the RDDF detector correctly detect the active user and its symbol, i.e. $\mathcal{G} \subset \{\hat{I}^{(1)} \subset \mathcal{I}, \hat{b}_{n_1}^{(1)} = b_{n_1}\}$.

The proof now continues by induction. Suppose we are currently in the $k$th iteration of the RDDF detector, $1 \leq k \leq K$, and assume that correct users and their symbols have been detected in all the $k - 1$ previous steps. The $k$th step is to detect the user with the largest $|\Re[a_n^Hv^{(k)}]|$. Using the same notations as those in Section III-B2 and by definition of $v^{(k)}$, we have

$$v^{(k)} = AR(b - b^{(k-1)}) + w = ARx^{(k-1)} + w,$$

(102)

where $x^{(k-1)} \triangleq b - b^{(k-1)}$. This vector has support $I/I^{(k-1)}$ and has at most $K - k + 1$ non-zero elements, since $b^{(k-1)}$ contains correct symbols at the correct locations for $(k - 1)$ active users, i.e. $b_{n}^{(k-1)} = b_n$, for $n \in I^{(k-1)}$. This $v^{(k)}$ is a noisy measurement of the vector $ARx^{(k-1)}$. The data model in (102) for the $k$th iteration is identical to the data model in the first iteration with $b$ replaced by $x^{(k-1)}$ (with a smaller sparsity $K - k + 1$ rather than $K$), $I$ replaced by $I/I^{(k-1)}$, and $y$ replaced by $v^{(k)}$. Since

$$|r_{\max}^{(k)}| \triangleq \max_{n \in I/I^{(k-1)}} |r_n| \geq |r_{\min}|,$$

(103)

we have that under condition (46) this model (102) also satisfies the requirement (83). Consequently, by Lemma 4, we have that under the event $\mathcal{G}$,

$$\max_{n \in I/I^{(k-1)}} |\Re[a_n^Hv^{(k-1)}]| > \max_{n \in (I/I^{(k-1)})^c} |\Re[a_n^Hv^{(k-1)}]|.$$

(104)

Therefore, in the $k$th iteration, the RDDF detector can detect an active user correctly, i.e. $\mathcal{G} \subset \{\hat{I}^{(k)} \subset \mathcal{I}\}$, and no index of active users that has been detected before will be chosen again. On the other hand, since (46) can be written as $|r_{\min}| \geq 2\tau/[1 - (2K - 1)\mu]$, from (103) this implies $|r_{\max}^{(k)}| \geq 2\tau/[1 - (2K - 1)\mu]$, and hence $|r_{\max}^{(k)}| - (2K - 1)\mu|r_{\max}^{(k)}| \geq 2\tau$, and consequently $|r_{\max}^{(k)}| - (2K - 2)\mu|r_{\max}^{(k)}| + |r_{\min}| \geq 2\tau$. Consequently, condition (92) is true for (102). Then by Lemma 5, we have that under the event $\mathcal{G}$,

$$\text{sgn}(\Re[r_{nk}a_{nk}^Hv^{(k-1)}]) = b_{nk},$$

(105)
i.e. \( G \subset \{ b_n^{(k)} = b_n \} \). By induction, since no active users will be detected twice, it follows that the first \( K \) steps of the RDDF detector can detect all active users and their symbols, i.e.

\[
G \subset \bigcup_{k=1}^{K} \{ \hat{\mathcal{I}}^{(k)} \subset \mathcal{I}, b_n^{(k)} = b_n \} = \{ \hat{\mathcal{I}}^{(K)} = \mathcal{I}, b_n^{(K)} = b_n, n \in \mathcal{I}^{(K)} \}.
\]

(106)

Note that condition (83) is weaker than (46), since (46) can be written as \(|r_{\min}|[1 - (2K - 1)\mu] \geq 2\tau\), which implies \(|r_{\max}|[1 - (2K - 1)\mu] \geq 2\tau\). This further implies \(|r_{\max}|[1 - 2(K - 1)\mu] + |r_{\min}| \geq 2\tau\), since \(1 - 2(K - 1)\mu \leq 1 - (2K - 1)\mu\) and \(|r_{\min}| \geq 0\). Consequently, under condition (46), from (106),

\[
G \subset \{ \hat{\mathcal{I}} = \mathcal{I} \} \cap \{ \hat{b} = b \}, \text{and } 1 - P_e = P(\{ \hat{\mathcal{I}} = \mathcal{I} \} \cap \{ \hat{b} = b \}) \geq P(G) \text{ which is greater than one minus (45), which concludes the proof for the RDDF detector. This completes the proof of Theorem 1.}
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