Computation of three-dimensional displacements from the elastic strain field: application to mixed-mode indentation cleavage cracks in silicon
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Abstract

A method has been derived to compute an experimentally measured strain field's equivalent three-dimensional displacement field by integration with Finite Element discretisation. The fields are approximated using piece-wise interpolation functions, with the deformation expressed as nodal displacements obtained using least squares optimisation and the assumption of linear elasticity.

The method is demonstrated in an analysis of (\{1\}0) and (11\{1\}) cleavage cracks initiated at a micro-indentation impression on the (001) surface of a mono-silicon sample (single crystal) where the near-surface elastic deformation field was measured by high (angular) resolution electron backscatter diffraction. The displacement field defines the local boundary conditions of the residual field acting on cracks, and this has been used to calculate their three-dimensional stress intensity factors ($K_{I,II,III}$). The computed out-of-plane surface displacements are consistent with the topography measured by atomic force microscopy. However, the out-of-plane displacement depends on the (assumed) EBSD depth of information.
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1. Introduction

Fracture toughness at the microscale (e.g., of brittle coatings, particles and hard surfaces) is typically estimated by analysis of indentation-induced cracking via empirical equations, with assumptions of the crack geometry [1–3] and the loading history of the crack-tip during indentation [4]. For example, Lawn et al. [5–8] showed that the mode I fracture toughness ($K_{IC}$) can be estimated for a half-penny-shaped crack that is induced by Vickers indentation with knowledge of the contact impression radius ($a$), the surface crack length ($l$), Young’s modulus ($E$), Hardness ($H$), and maximum indenter load ($P$), as in equation 1.

$$K_{IC} = x_v \left( \frac{E}{H} \right)^{1/2} \frac{P}{c^{3/2}},$$

where $x_v$, is a fitting factor with a value of $0.015 \pm 0.007$ [2,9]. Dukino and Swain [10] modified equation (1) for Berkovich indentation. One potential drawback of using indentation to assess toughness is the uncertainty of the true subsurface crack shape, as the Palmqvist cracks that can initiate from the indentation impression corners [11] appear similar to median or radial cracks [8]. The significant range of $x_v$ also leads to some inconsistency (and forced consistency [12]) in the toughness values obtained using indentation. Indentation cracking is complex, as can be illustrated by considering the case of silicon at room temperature. Silicon can deform in compression by a high-pressure phase transformation from a diamond cubic structure (Si-I phase) to a body-centred-tetragonal structure (β-Si or Si-II phase). The change in stress field with the application and removal of the indenter leads to elastic ‘pop-in’ and ‘pop-out’ by transformation-induced plasticity to the cubic BC8 ($\alpha$-Si or Si-III phase) or rhombohedral R8 structure (Si-XII). Cracking occurs due to the resulting strain mismatch [13,14].

One in-depth review [15] concluded that – even for a highly finished surface – the indentation fracture method has “poor value” due to large scatter and user bias, and some believe that fracture toughness determined using indentation should not be accepted, and such data can only be used for comparative purposes [16]. Some of the issues – especially for anisotropic brittle materials – are dependency on the indenter tip angle [17–19], crack deflection [20,21], indentation depth/load dependency [22], and the effects of surface pile-up and size-dependent plastic deformation [23]. For further critical reviews on the indentation
fracture method, the reader is referred to ref. [24–26]). Nonetheless, indentation methods have significant practical advantages since they enable materials testing at small length scales, so it is vital to improve confidence in their reliability. This may be aided by a better understanding the deformation fields that propagate cracks from indentations. Furthermore, the cracks that develop at the microscale within single grains on specific cleavage planes, or along grain boundaries, are not necessarily oriented perpendicular to the indented surface and may propagate under mixed-mode conditions. Such loading can be understood in terms of the displacements of the crack flanks that determine the three-dimensional stress intensity factors. Still, these displacements are quite difficult to measure in brittle elastic materials.

Our previous work on the full-field analysis of the deformation fields has shown that maps of the elastic strains local to the crack tip [27–30] can be analysed via a finite-element-based method to obtain their equivalent displacement fields. The finite element approach has also been applied by Friedman et al. [31] to compare the out-of-plane surface displacements and strain gradients around a wedge-indentation in mono-silicon, where these were derived independently using HR-EBSD and atomic force microscopy (AFM).

This analysis also quantifies the potential elastic strain energy release rate of quasi-static crack propagation via the $J$-integral, which can be decomposed to its equivalent stress intensity factors [32,33]. Hence the thermodynamic criteria for quasi-static crack propagation may be quantified by local measurements around the tip of a critical crack without knowledge of the external boundary conditions (i.e., applied load, crack length). The first such studies, with synchrotron X-ray diffraction [27–30], were done on mm-scale mode I cracks with low spatial resolution at a relatively large scale (cm-size specimens) via strain mapping in a two-dimensional (rectangular) field of view of regularly spaced square elements. Strain mapping to evaluate the $J$-integral and equivalent mixed mode stress intensity factors of stress-concentrating features can also be done at the microscale using high (angular) resolution electron backscatter diffraction (HR-EBSD), as demonstrated by both ex situ and in situ studies of slip bands [34–36], and twins [37,38], and cleavage cracks [31,39].

Hence, if measured using a suitably high-resolution method, the local displacement fields of a crack propagating from an indentation could be used to evaluate its critical strain energy release rate (and hence fracture toughness) without assumptions of crack length and
geometry if the crack tip is in static equilibrium with the stress field. However, the stress field acting on a crack at an unloaded indentation is relaxed, particularly by lateral cracking [4,40,41], so its potential strain energy release rate is below the critical value for crack propagation [4]. Direct evaluation of the critical condition will require in situ observations under load. Still, ex situ studies of unloaded indentation cracks are worthwhile since establishing high confidence in their analysis is a necessary step toward more technically difficult in situ studies. In particular, a general method is required to evaluate cleavage cracks that are not necessarily orthogonal to the indented surface and are therefore subjected to mixed-mode loading (i.e., opening and shear). To address this issue, a robust method is required to derive the three-dimensional displacement field from a near-surface strain field measured at the micro-scale by high-resolution EBSD. The method must also have the flexibility to solve a non-uniform strain map with non-square elements, as this will facilitate efficient strain mapping experiments and also allow the direct use of the data as an input to standard Finite Element software codes (e.g., ABAQUS® [42]).

Here, a novel method for numerical integration of the elastic deformation field is derived and implemented. It uses the finite element method for discretising the field before assembling the boundary system of equations and solving for the nodal displacements using a least squares method. The method is scale independent, but as a demonstration, we calculate the 3D deformation field around cleavage cracks propagating from a Vickers indentation using high (angular) resolution electron backscatter diffraction (HR-EBSD). We then assess this by atomic force microscopy of the surface displacements. Finally, we use the displacement field calculated by the three-dimensional integration of the elastic strain field to obtain the residual stress intensity factors acting on cracks that the indentation has initiated.

2. Methodology

The numerical method for approximating the displacement from the measured strain or deformation gradient field is derived below (section 2.1). It is then applied to a measured HR-EBSD field around a Vickers indent impression in a mono-silicon crystal, which is discussed in the experimental part of the methodology (section 2.2).
2.1. Numerical method

Consider a class of problems in which the deformation field is given in a deformation measurement, such as the engineering strain or deformation gradient, in the deformed configuration. Hence, the scope of the proposed formulation is to determine the displacement field by integrating the deformation measure at a given set of points (i.e., mesh nodes). Thus, consider a body subjected to mechanical loading, which results in a deformation defined by the deformation gradient.

\[
F_{ij} = \frac{\partial x_i}{\partial X_j} = \delta_{ij} + \frac{\partial u_i}{\partial X_j}
\]

where \(X_i, x_i, 1,2,3\), is a standard Cartesian coordinate system for the reference and deformed configurations, \(u_i = x_i - X_i\) is the displacement vector, \(\delta_{ij}\) is the second-order identity tensor and \(H_{ij} = \partial u_i / \partial X_j\) is the displacement gradient. Thus, the displacement gradient can be split into infinitesimal strain \(\varepsilon_{ij}\) (symmetric part) and rotations \(\omega_{ij}\) (asymmetric part) that are given by:

\[
\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial X_j} + \frac{\partial u_j}{\partial X_i} \right), \quad \omega_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial X_j} - \frac{\partial u_j}{\partial X_i} \right)
\]

The body can be discretised using finite elements to determine the nodal displacement field. Thus, the displacement field is interpolated as:

\[
u_i(X_j, t) = \sum_{l=1}^{N_{\text{nodes}}} N_l(X_j) u_{il}(t)
\]

where \(N_l\) are the standard finite element shape functions, which can also be expressed in terms of the parent element coordinates \(\xi_l \in (\xi, \eta, \zeta)\), \(N_{\text{nodes}}\) is the total number of nodes in the mesh and \(u_{il}\) are the values of the displacement fields. The reference and current configurations are respectively interpolated as:

\[
X_i(X_j) = \sum_{l=1}^{N_{\text{nodes}}} N_l(X_j) X_{il}, \quad x_i(X_j, t) = \sum_{l=1}^{N_{\text{nodes}}} N_l(X_j) x_{il}(t)
\]

where \(X_{il}\) and \(x_{il}\) are the coordinates of node \(l \in \Omega\) in the reference and current configurations, respectively. Using the definitions in equations (2) and 4), the displacement
gradient can be obtained by:

\[ H_{ij}(X_k, t) = \frac{\partial u_i(X_k, t)}{\partial x_j} = \sum_{l=1}^{N_{\text{nodes}}} \frac{\partial N_l(X_k)}{\partial x_j} u_{il}(t) = \sum_{l=1}^{N_{\text{nodes}}} \frac{\partial N_l}{\partial \xi_i} \frac{\partial \xi_i}{\partial x_j} u_{il}(t) \]

where \( J_{ij} = \frac{\partial x_i}{\partial \xi_j} \) is the mapping gradient from a reference configuration to the parent domain that can be determined from equation (7) as:

\[ J_{ij} = \frac{\partial x_i}{\partial \xi_j} = \sum_{l=1}^{N_{\text{nodes}}} \frac{\partial N_l}{\partial \xi_j} x_{il} \]

The mapping gradient of the current configuration to the parent domain is similarly determined from equation (8) as:

\[ j_{ij} = \frac{\partial x_i}{\partial \xi_j} = \sum_{l=1}^{N_{\text{nodes}}} \frac{\partial N_l}{\partial \xi_j} x_{il} \]

where \( F_{ij} = j_{ik} J_{kj}^{-1} \). Hence, the displacement gradient can be written in terms of the current configuration as follows:

\[ H_{ij}(X_k, t) = \sum_{l=1}^{N_{\text{nodes}}} \frac{\partial N_l}{\partial \xi_k} \frac{\partial \xi_k}{\partial x_j} F_{ik} u_{il}(t) \]

The expressions (6) or (9) contain a system of equations in which the unknowns are the nodal displacements \( u_{il} \) that are of a number \( N_{\text{Un}} = N_{\text{nodes}} \times N_{\text{Dim}} \), where \( N_{\text{Dim}} \) is the number of dimensionality of the problem. The displacement gradient in the left-hand side can be prescribed anywhere within the element. Therefore, a set of computational points (i.e., \( N_p \) points) that lie within the element can be chosen. Thus, the total number of equations becomes \( N_{\text{Eq}} = N_{\text{Ele}} \times N_p \times N_d \), where \( N_{\text{Ele}} \) is the total number of elements in the mesh and \( N_d \) is the number of components of the deformation measure, e.g., in 3D problems, \( N_d = 9 \). The system of equations can be written in the algebraic form in (10)^2.

---

^2 Equation (10) is the well-known \( F = KU \) equation for the finite element method, where \( F \) is the force vector, \( K \) is the elements stiffness matrix and \( U \) is the displacement vector. More details in supplementary information: Error! Reference source not found.
\[ A_{ij} d_j = b_i \]

where \( A_{ij} \) is a \( N_{\text{Eq}} \times N_{\text{Un}} \) coefficients matrix, \( d_j \) is a vector that encapsulates the unknown nodal displacements \( u_{ij} \), \( b_i \) is a vector that encapsulates the displacement gradient \( \partial u_{ij} / \partial X_j \). The linear algebraic equations in (10) result in one of three solution sets:

(i) If \( N_{\text{Eq}} = N_{\text{Un}} \) this will lead to a single unique solution. Thus, \( A_{ij} \) has a full rank, and its inverse \( A_{ij}^{-1} \) is unique.

(ii) If \( N_{\text{Eq}} > N_{\text{Un}} \) this will make the system of equations overdetermined, and the solution can be best solved using the least-squares method. Thus, a minimisation of the square error can be written as below:

\[
\min \| A_{ij} d_j - b_i \|^2
\]

The solution to the minimisation problem of the values of the nodal displacements \( d_j \) is then obtained by equation (12).

\[
d_j = (A_{ij}^T A_{ij})^{-1} A_{ij}^T b_i
\]

(iii) If \( N_{\text{Eq}} < N_{\text{Un}} \) this will make the system of equations underdetermined with an infinite number of solutions unless the problem is subjected to a constraint or regularisations (e.g., condition matrix when using pseudoinverse method \( \text{cond}(A_{ij}) = \| A_{ij} \| \| A_{ij}^+ \| \), where \( A_{ij}^+ \) is the Moore–Penrose inverse of an \( A_{ij} \) matrix).

This method's implementation and benchmarking using synthetic two- and three-dimensional data can be found in the supplementary information.
2.2. Experimental Method

A pre-polished single crystal Silicon sample was micro-indentated on the surface (001) plane at room temperature using a Vickers Diamond Pyramid indenter (136° between faces), loaded with 50-gramme force (gf) for 1 second. These conditions are suitable for initiating half-penny cracks with minimal chipping or radial-cracks. The unloaded sample was then fixed to an aluminium stub using conductive paste (Silver DAG), which minimises image drift and the intensity of blooming caused by electron beam charging. The sample was subsequently attached to a Universal EBSD 70° pre-tilt sample holder and placed inside a Carl Zeiss Merlin field emission gun scanning electron microscope (FEG-SEM) for the acquisition of high-quality 800 x 600-pixel electron backscattering patterns (EBSPs) in a conventional EBSD setup (Figure 1a) using Bruker eFlash CCD camera. The operating parameters were 20 kV/10 nA beam condition, 18 mm working distance, 200 millisecond exposure time per pattern, 4 x 4 hardware pattern binning, and 0.25 µm step size.

The elastic deformation of the surface was calculated using a cross-correlation-based analysis (high angular resolution electron backscatter diffraction [43,44]) on the collected EBSP with a reference pattern chosen remotely from the stress concentration [45]. The independent change in interplanar spacing and shifts in zone axes were measured in 30 regions of interest (ROI) in each EBSP with a bicubic interpolation method for the best-fit solution. The measured small shifts and distortion between EBSPs and reference EPSP were then related to the elastic displacement gradient (\( \nabla u^e \)) and polarly decomposed to deviatoric strains (symmetric part, where \( ij = ji \)), \( \varepsilon_{ij} \), and lattice rotations (asymmetric part, where \( ii = jj = 0 \)), \( \omega_{ij} \). Stress was calculated using (001) Silicon anisotropic elastic constants of \( C_{11} = 165.7, C_{44} = 79.6, C_{12} = 63.9 \) in GPa [46]. For the 18 dislocation types (12 edge and six screw dislocation systems) of face-centric cubic (FCC) mono-Si crystal, the geometrically necessary dislocation (GND) density was also estimated from the lattice rotation [47].

Hexahedron (brick) elements with eight nodes were then used to structurally mesh the field with the assumption of thickness Z of the membrane layer probed by the backscattered electrons. The model excluded the cracks (Figure 3a), which were identified by their locally elevated level of GND density (>1.6 x 10\(^{13}\) m\(^{-2}\)). The thickness Z was obtained by simulating the EBSP acquisition process using a Monte Carlo Simulation (Casino v2.48 [48]) of the trajectory.
of 5 million electrons impinging a bulk Si sample (Figure 1a) with a beam radius of 25 nm at these conditions [49]. The probabilities of the (EBSP) signal being from a certain depth was binned (Figure 1b) into ranges of 1, 2, 5, 8, 11, 16, 20, 40, 60, 80, 100, 130, 173, 210, 280, 350, 450, 570, 700, 850, 1100, and 1600 nm with the mean (50% probability) being at 173 nm and the mode at 40 nm. The strain field was then integrated into the equivalent elastic displacement field for these values of Z.

![Figure 1: (a) Monte Carlo simulation of electrons trajectory. (b) Probability of backscattered electrons.](image)

The topography around the indentation contact impression was measured using a Veeco AutoProbe (high-resolution) atomic force microscopy (AFM) in contact mode using a 10 nm probe tip and < 1 nm accuracy with a scan speed of 0.35 line/sec and 15.6 nm step size for an 8 x 8 µm field of view.

The subsurface geometry of the cracks was revealed using Focused Ion Beam (FIB) slicing. The indented sample was placed inside a Zeiss Auriga dual-beam SEM-FIB system with a Schottky field emission Gemini electron column and an Orsay Physics “Cobra” Ga+ ion FIB. The sample was tilted after achieving eccentricity at 54° before moving to a working distance of 5 mm. The FIB and electron beam coincidence was achieved by adjusting the stage-beam working distance and spatial stage movement, allowing simultaneous milling and secondary electron imaging (SEM). Once eccentricity and coincidence were achieved, a protective ~1.5 µm platinum and ~1.5 µm carbon layers were deposited using a 240 pA/ 30 kV beam to protect the surface, as shown in Figure 2.a. A 35 µm deep trapezium trench was milled using 16 nA/
30 kV to allow for easy viewing of the feature in the 3rd dimension (Figure 2b). In-lens and Secondary Electron (SE) Imaging conditions with 36° tilt correction (effective 90° viewing) were used for fine milling into the indentation contact impression (green arrow in Figure 2a) using ATLAS 3D with 600 pA/ 30kV milling conditions (Figure 2c).

Figure 2: (a) deposition of protective Platinum (Pt) and Carbon (C) layers. (b) Trapezium trench. (c) SE image for the crack. (d) Segmented crack geometry (purple) in a Silicon (green) covered with a Pt layer (red).
The obtained 16-bit image stacks from the FIB slicing each had a voxel size of \(10 \times 10 \times 25 \text{ nm}^3\) and examined a volume of \(28.29 \times 12.09 \times 23.35 \text{ µm}^3\). 3D image drift was corrected using Fiji ImageJ [50] before manually training a Weka Segmentation classifier [51] on 20 frames to detect cracks from the matrix and the protective Pt layer (Figure 2d) before applying the trained classifier to the entire image stack. The segmented stack was then processed using AVIZO (version 2020.3.1) to visualise the crack in 3D.

3. Results and discussion

One crack emanated from each of the four corners of the Vickers micro-indentation. The cracks were slightly curved near the contact impression but propagated in a straight line along the \([110]\) and \([\overline{1}10]\) directions (x and y-axis, respectively) (Figure 4a). Starting from the crack in the \([\overline{1}10]\) direction (labelled 1 in Figure 4a) and going anticlockwise until the crack labelled 4 in Figure 4a; the surface crack length \((l)\) is \(4.25 \pm 0.05 \text{ µm}, \quad 6.70 \pm 0.13 \text{ µm}, \quad 7.44 \pm 0.17 \text{ µm},\) and \(5.02 \pm 0.05 \text{ µm},\) respectively. The indentation contact’s impression radius, from the centre to the corner, \((a)\) is \(4.42 \pm 0.09 \text{ µm}.\) All dimensions were measured from SEM images using ImageJ [50].

The fracture toughness \((K_{IC})\) was estimated for each crack using equation (1), with Young’s modulus \((E)\) of 165.6 GPa [46], a fitting factor of \((x_v)\) of 0.0164 ± 0.004 [2] for monocrystal (001) Silicon, maximum indenter load \((P)\) (obtained by multiplying the load in gf by standard gravity \(g_0\)), and the hardness \((H)\) in MPa was approximated as \(H \approx 0.4636 F g_0/a^2\) [52] where \(F\) is the load in Kgf and \(a\) in mm; this yields a hardness of 11.66 ± 0.03 GPa that agrees with reported experimental data [21,53]. The ratio \(C/\alpha\) need to be 2.5 or greater to fit the Lawn-Evans-Marshall (LEM) model [8]; this was not satisfied for cracks 1 and 4, and the estimated fracture toughness \((K_{IC})\) for crack (2) is \(0.82 \pm 0.14 \text{ MPa m}^{0.5}\) and crack (3) is \(0.74 \pm 0.12 \text{ MPa m}^{0.5}\). The variance is mainly due to uncertainties in \(x_v.\) These values of \(K_{IC}\) are within the expected silicon fracture toughness, which varies from 0.62 to 1.29 MPa m\(^{0.5}\), with \{111\} being the weakest plane [54,55].

The 3D observation of the cracks caused by the indentation shows they did not have the same length, straight surface trace, and did not conform to a specific cleavage system, but – in general – may they be described as having a Half-penny geometry for the \langle110\rangle\{111\} cracks
labelled (1) and (3) inclined by ~35° from the (110) near the surface and branching into a lateral crack (Figure 4b) ~3 µm away from the indentation site and deep into the sample. The half-penny crack starts from the expected location of the plastic zone under the indentation impression. The radial geometry for the (110){110} crack labelled (2) and the (530){110} crack (4) also branched to a lateral crack which can cause chipping. Radial vertical cracks started outside the plastic zone and are shallower than the half-penny cracks. The half-penny geometry of the crack switches between crystal planes, as seen in Figure 2d, where the crack changes the (111) plane to (211) plane before going back to the (111). The sporadicty of the crack-changing planes increases near the indentation plastic deformation site. Median cracks, parallel to the loading axis and induced due to the outward stress, were observed directly beneath the indentation impression and reached a maximum depth of ~1.1 µm.

Figure 3: (a) Membrane layer, representing the probed field excluding the crack stem, meshed using eight nodes Hexahedron element. (b) Crack geometry as revealed by focused ion beam (see supplementary data).

The sequence of crack formation with indentation generally starts with median cracks, and once the indent is lifted, leaving a residual impression, the residual tensile stresses cause
lateral cracks that may curve upward to meet the surface and cause chipping, whereas the residual hoop stress causes shallow radial cracks [56]. Microcracks generated by stresses from the plastic deformation at the contact impression vicinity coalesce to form a large crack that propagates towards the surface and may influence the radial crack geometry [57]. Crack deflection may also be related to the crack propagation velocity [58,59]. These factors all contribute to the irregular crack shape [21].

The elastic deformation fields (Figure 3a) were calculated by first choosing a remote reference pattern from the deformation site. The high-quality EBSPs yielded a field with an excellent average cross-correlation peak height of 0.87 ± 0.08, and an extremely low mean angular error of ± 2.82 x 10^{-4} rad (excluding the cracks and indentation itself). In addition, the deformation fields are symmetrical around the indentation impression, e.g., compressive normal strains can be seen along the x and y-axis with in-plane shear positive and negative along the cracks, all indicating a residual crack opening stress field.

The out-of-plane shear strain is minimal, but there is a slight gradient in $\varepsilon_{yz}$ and $\varepsilon_{xz}$ (Figure 4b) integration to the displacement field describes a rigid body rotation. This gradient

Figure 4: (a) Secondary electron microscopy (SEM) image for the indentation on the (001) mono-Si crystal. (b) HR-EBSD deviatoric strain and rotation components. The location of the reference EBSP0 is highlighted with a star in $\varepsilon_{yz}$. 


is due to the uncorrected pattern centre (PC) shift from beam movement during pattern acquisition [60]. The effect of this gradient on the integrated displacements can be removed by assigning the absolute minimum displacement to zero and then taking this as the origin to extract the rotation angles ($\psi, \theta, \phi$) using Kevin Shoemaker’s method [63]. This allows one to construct the transformation matrix ($R$ in equation 13) and correct the displacement field’s rigid body movement [64]. Figure 5 shows the inverse relationship between the induced rigid body rotation and thickness ($Z$) of the HR-EBSD information depth.

\[
R = \begin{bmatrix}
\cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\
\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi & \sin \psi \sin \theta \sin \phi + \cos \psi \cos \theta & \cos \psi \cos \theta \sin \phi + \sin \psi \sin \phi \\
\cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi & \cos \psi \sin \theta \sin \phi - \sin \psi \cos \phi & \cos \psi \cos \theta \sin \phi - \sin \psi \cos \phi
\end{bmatrix}
\]  

13

Figure 5: Corrected rigid body Euler angles ($\psi, \theta, \phi$) extracted from the out of plane shear strain field gradients of Figure 4b, as a function of the assumed layer thickness, $Z$, of HR-EBSD information depth.

The out-of-plane (positive) normal strain distribution ($\varepsilon_{zz}$ in Figure 4b) is similar to out-of-plane surface displacements that have been obtained from optical interference measurements of a Palmqvist crack system [11] and correlate with the calculated GND density distribution (Figure 6a). The GND density near the indentation impression edges is $7.7 \pm 1.8 \times 10^{12}$, decreasing gradually to about $2.7 \pm 0.9 \times 10^{12}$ m$^{-2}$ with 83% of the dislocations at $45^\circ/(110)b$ to the surface normal (between 1 and 2 in Figure 6) before falling to a background density of $0.3 \pm 0.1 \times 10^{12}$ m$^{-2}$. Silicon is a brittle material at room temperature, but when
indentated, the deformation is accompanied by a competitive process of transformation-induced plasticity [13,14] and dislocation nucleation at the surface [61,62]. As the indenter moves into the sample, uniform material pile-up occurs around the indentation, changing the local orientation and strain status compared to undeformed material away from the indenter contact site. The GND represents lattice rotations from the distortion of the crystal and does not necessarily indicate actual plasticity. Thus, the calculated geometrically necessary dislocations (Figure 7a) represent equivalent dislocations that maintain the material change in orientation. Interestingly, the GND distribution (Figure 6a) is elliptical and rotated by 1.2 from the edge trace of the indentation ($\theta$ in Figure 6a). This may be due to the indenter being slightly inclined relative to the surface, which would affect the measured field and cracks lengths.

![Figure 6](image.png)

(а)  

(b)

Figure 6: (a) Estimated geometrically necessary dislocations (GND) density with the theoretical circular profile around the indentation in dashed white lines and experiment with an oblique profile in continuous white lines. The angle between the circle and oblique is $\theta$. Dashed black line is where the GND density line profile shown in (b) is taken, starting from near the indentation impression and going outward.

The elastic strain fields were integrated into the equivalent displacement fields, assuming different ranges of the EBSP information depth ($Z$). The profile of the out-of-plane displacement $U_z$ increases towards the indenter centre, similar to the GND density profile discussed earlier. The magnitude of the $U_z$ changed with the assumed membrane thickness, as did the spatial distribution (Figure 7). However, the in-plane displacements ($U_x$ and $U_y$) were
identical in magnitude and did not change with Z. Results for Z=700 nm are shown in Figure 8b to d. The in-plane displacements (Figure 8c and d) indicate that the cracks may be under a residual tensile opening; it is generally assumed that once the indenter was removed, the cracks should be minimally loaded [4,40,41] only by the residual tensile stresses exerted due to the compressed plastic zone. This assumption will be investigated shortly.

Figure 7: Displacement Integration assuming different membrane (Z) thickness illustrated as (a) U_z maps (b) absolute average. The integrated displacement fields' absolute average was calculated from a window of 25 x 25 µm² around the indent to match the AFM window.

The out-of-plane displacement fields, calculated using a range of assumed depth Z, were compared to the topographical profile of the indentation impression measured using AFM. Agreement in magnitude was found at Z of 700 nm and 16 nm (Figure 7b), but the distributions agreed best at 700 nm, which is also the depth within which 91.7% of the signal
is produced. The actual depth resolution cannot be concluded as deep as 700 nm just by virtue of the Uz profile (obtained as the integrated elastic displacement from the elastic strains) being matched with the AFM profile. The depth resolution of EBSD is widely accepted to vary between 10 to 40 nm, decreasing with the material atomic number [63]. AFM measures the indentation impression profile, which is also affected by plasticity [64]. Hence the significant value of the apparent depth resolution may be caused by these additional displacements. However, some experimental studies [65] have concluded that depth resolution could extend to 1000 nm due to inelastic scattering, so the apparent depth of 700 nm may be reasonable.

The depth resolution of EBSD is widely accepted to vary between 10 to 40 nm, decreasing with the material atomic number [63]. Nevertheless, experimental measurement, using a

Figure 8: (a) AFM measured topography around the indentation impression. Integrated (b) Uz, (c) Ux, and (d) Uy elastic displacement calculated while assuming 700 nm depth (Z).
differently thick transparent amorphous layer of Cr coating a mono-Si crystal, indicated that the depth of resolution is as shallow as 2 nm, determined by Si pattern quality deteriorating by ~50% when using a FEG-SEM with 15 kV beam conditions and 15 mm working distance between the beam and sample and 65 mm between the sample and the detector and without considering the channelling effect [66]. Using a similar experimental approach, different results were reported (Table 1), e.g., Isabell and David [65] concluded that depth resolution could extend to 1 µm due to inelastic scattering (including tangential smearing and channelling effect).

Table 1: Measured EBSP depth resolution from experiments and Monte Carlo (MC) based simulation to infer EBSP depth resolution.

| Author                        | Material | Density (kg/m$^3$)$^3$ | Voltage (kV) | Depth Resolution (nm) |
|-------------------------------|----------|------------------------|--------------|-----------------------|
| Dingley [63]                  | –        | –                      | –            | 10-40                 |
| Dingley and Randle [67]       | –        | –                      | –            | 10                    |
| El-Dasher et al. [68]         | –        | –                      | –            | ~20                   |
| Bhattacharyya and Eades [69]  | –        | –                      | –            | < 1000 (MC)           |
| Zaefferer [66]                | Si       | 2.33                   | 15           | 3.5 ± 1.5             |
| Yamamoto [70]                 | Al       | 2.70                   | 20           | 50                    |
| Bhattacharyya and Eades [69]  | Al       | 2.70                   | 20           | 15-40                 |
| Baba-Kishi [71]               | Al       | 2.70                   | 20           | > 50                  |
| Ren et al. [72]               | Al       | 2.70                   | 20           | 115 (MC)              |
| Isabell and Dravid [65]       | Al       | 2.70                   | 30           | ~400                  |
| Michael and Goehner [73,74]   | Al       | 2.70                   | 40           | 100                   |
| Yamamoto [70]                 | Al       | 2.70                   | 50           | 120                   |
| Isabell and Dravid [65]       | Nb       | 3.58                   | 30           | < 1000                |
| Isabell and Dravid [65]       | SrTiO$_3$| 5.11                   | 30           | ~300                  |
| Keller et al. [75]            | GaAs     | 5.32                   | 15           | 30                    |
| Steinmetz and Zaefferer [76]  | Fe       | 7.87                   | 7.5          | 10                    |

$^3$ At room temperature.
| Author                        | Material | Density ($\text{kg/m}^3$) | Voltage (kV) | Depth Resolution (nm) |
|-------------------------------|----------|---------------------------|--------------|-----------------------|
| Bordin et al. [77]            | $\sigma$-Fe | 7.87                      | 20           | 16 (MC)               |
| C. Zhu et al. [78]             | Ni       | 8.91                      | 10           | 10 (MC)               |
| Harland et al. [79]$^4$        | Ni       | 8.91                      | 30           | $\leq$ 10             |
| Kohl [65,80]                  | Ni       | 8.91                      | 30           | 5-6 (MC)              |
| Michael and Goehner [73,74]   | Ni       | 8.91                      | 40           | 20                    |
| Chen et al. [81]              | Cu       | 8.96                      | 5            | 38                    |
| Chen et al. [81]              | Cu       | 8.96                      | 10           | 46                    |
| Yamamoto [70]                 | Cu       | 8.96                      | 20           | 20                    |
| Ren et al. [72]               | Cu       | 8.96                      | 20           | 35 (MC)               |
| Chen et al. [81]              | Cu       | 8.96                      | 30           | 72                    |
| Yamamoto [70]                 | Cu       | 8.96                      | 50           | 50                    |
| Ren et al. [72]               | Ag       | 10.49                     | 20           | 30 (MC)               |
| Isabell and Dravid [65]       | W        | 19.30                     | 30           | $\sim$50              |
| Ren et al. [72]               | Au       | 19.30                     | 20           | 22 (MC)               |
| Harland et al. [82]           | Au       | 19.30                     | 30           | 80                    |
| Michael and Goehner [73,74]   | Au       | 19.30                     | 40           | 10                    |

MC simulation results seem more consistent, decreasing with the material density, as the calculated depth of resolution for EBSPs formation is understood using Block wave theory where backscattered primary electrons, after interacting with the crystal lattice, exit the surface carrying information about the crystallinity of volume that is interacting with the electrons. The backscattered electrons (BSE) energy distribution depends on the material’s characteristics and the beam conditions [83]. This BSE wave field is also affected by the thermal diffuse scattering process that causes incoherent and inelastic (energy loss) scattering – after the Bragg diffraction events – which does not, yet, have a complete physical description that can be related to mechanisms that constitute EBSP depth resolution [84,85]. However,

$^4$ Using small angle detector.
there are supporting arguments that MC simulation gives an (accurate [80,86]) approximation that is based on the wrong assumptions [66].

On the contrary, the experimental results in Table 1 are not consistent. These experiments are highly cumbersome due to the need for highly precise and well-calibrated equipment, with the results open to interpretation [87]. This is mainly because there is no agreement about the definition/criteria of depth resolution. For example, definitions that are dependent on where ~92% of the signal is generated [88,89], pattern quality [66], or as ambiguous as “where useful information is obtained” [90]. All reported values in Table 1 either do not mention a definition or do not have a rationale for the definition. In addition, most of these experiments do not mention the beam size, tilt angle, beam-to-sample and sample-to-detector working distance, and – sometimes – even the beam energy, which are critical parameters for determining (or simulating) the depth resolution of the patterns as the interaction volume increases with beam energy and size and decreases with the sample atomic number or density [65]. Also, the beam current is mostly not considered a parameter that can affect the depth resolution, neither in experimental nor in simulation. However, it affects the beam spot size and pattern signal-to-noise (S/N) ratio [78,91,92]. Most importantly, conclusions drawn from both experiments and simulations assumed the surface is pristine and heterogeneity of the depth resolution, which are not valid for a deformed sample [66].

Determining the depth resolution is still challenging, as it was made clear from the contradicting depth resolution reported in the literature; thus, we will assume the depth resolution as 700 nm (where 91.7% of the information is coming, Figure 1) considering that this depth resolution yields (elastic) out-of-plane displacement that is similar to AFM.

To characterise the indentation cracks, we use the elastic strain field obtained from HR-EBSD to calculate the stress intensity factors for the inclined (11\bar{1}) crack labelled (3) and the orthogonal (\bar{1}10) crack labelled (2). The three-dimensional stress intensity factors (SIFs) can be extracted using the interaction integral natively implemented in ABAQUS® finite element solve, which uses the displacement field obtained from integrating the elastic strains at 700 nm depth of information as a boundary condition and the material’s elastic stress-strain
relationship [36]). Plane stress conditions were assumed by considering the thin probed layer and that the sample is not constrained at the surface; thus, it deforms freely in the third dimension [93]. The interaction integral approach – as implemented in ABAQUS® – is robust [94] and less sensitive to the crack position compared to field fitting approaches [95].

The field at crack 3 (the (111) crack) was mainly compressive $\varepsilon_{xx}$, with a minimal $\varepsilon_{yy}$ (localised at the crack tip) and a uniform in-plane shear strain along the crack. The strains $\varepsilon_{xx}$ and $\varepsilon_{zz}$ uniformly encapsulated the crack (Figure 9a). The analysis of the field, when calculated for integration contours where convergence stabilised (shaded area in Figure 9b), obtained a total mode I stress intensity factor ($K_I^T$) of 0.02 ± 0.00 MPa m$^{0.5}$, including the in-plane component of mode I ($K_I$) that equals 0.01 ± 0.00 MPa m$^{0.5}$, in-plane mode II shear ($K_{II}$) of -0.38 ± 0.00 MPa m$^{0.5}$, and out-of-plane mode III shear ($K_{III}$) of -0.38 ± 0.01 MPa m$^{0.5}$. The (negative) sign of the in-plane $K_{II}$ and out-of-plane $K_{III}$ shear depends on the arrangement of the nodes at the tip and does not carry any physical meaning [42]. Therefore, the crack has a residual shear loading, in a direction inclined to the indented surface, with a negligible opening load.

Code and example are available at https://doi.org/10.5281/zenodo.6411568.
Figure 9: (a) Elastic strain and displacement fields for (11̅1) crack number 3 in Figure 4a. Displacement was integrated, assuming a 700 nm depth resolution. (b) J-integral and stress intensity factors were calculated from the crack field.

On the other hand, crack 2 (the (1̅10) crack) has a field with similar in-plane and out-of-plane shear strain but without an apparent strain $\varepsilon_{yy}$ localisation at the crack tip. The strains $\varepsilon_{xx}$ and $\varepsilon_{zz}$ are also not uniformly distributed around the crack. The crack plane is orthogonal to the surface and is loaded by a $K_I^T$ of $-0.31 \pm 0.04$ MPa m$^{0.5}$, $K_I$ of $-0.19 \pm 0.03$ MPa m$^{0.5}$, $K_{II}$ of $0.26 \pm 0.02$ MPa m$^{0.5}$, and $K_{III}$ of $-0.66 \pm 0.01$ MPa m$^{0.5}$.

The higher out-of-plane mode III ($K_{III}$) and the out-of-plane component of mode I ($K_I^T$) in these examples, inflate the value of the strain energy release rate ($J$-integral) to extend it can be higher than those measured for loaded cracks [96]. This is because $K_{III}$ and $K_I^T$ are dependent on the depth resolution and the size of the integrated window [97]. Thus, these values should be dismissed unless correction methods are developed to encounter these dependencies.
Figure 10: (a) Elastic strain and displacement fields for (110) crack number 2 in Figure 4a. Displacement was integrated, assuming a 700 nm depth resolution. (b) J-integral and stress intensity factors were calculated from the crack field.

Although it is somewhat speculative to draw conclusions from these analyses; the observation of mode I in crack (2), which is orthogonal to the surface, and the higher mode II of crack (3), which is inclined to the surface, is interesting. This difference in the mechanical conditions ahead of these cracks may be due to the orientation of the crack plane geometry relative to the indentation. Both cracks have the same directional Young’s modulus and Poisson’s ratio [46] due to similar forces from the indentation. The difference in crack planes between crack (2) and (3) is speculated to be due to the relationship between the plane normalised stress to the plane fracture toughness, i.e., for crack (2) \( \frac{\sigma_{\perp\{110\}}}{K_{IC\{110\}}} > \frac{\sigma_{\perp\{111\}}}{K_{IC\{111\}}} \) [98] and surface cracks mixed modality may be due to stress relaxation from lateral cracking [99].

Considering the crack shape, the measured surface mechanical conditions will change with depth; an in situ three-dimensional strain map will be optimal to fully characterise the crack field and properly link it to geometry, especially in materials where the local fracture behaviour needs further investigation. In principle, this might be achieved by a 3D strain measurement technique such as Laue micro-diffraction [100] performed in situ, or it might be done using in situ EBSD with a sample geometry that allows examination of the crack under
load – such as indentation close to an edge (see [101]). Thus, the method discussed here can be used with (three-dimensional [99,100,102]) local deformation measurement to calculate fracture toughness without detailed knowledge of the indentation deformation process or the crack length; thus, analysing short cracks that do not fit Lawn-Evans-Marshall (LEM) model.

4. Conclusion

A novel approach was derived to compute the elastic displacement field from a measured elastic deformation field (i.e., deformation gradient or strain). The method is based on integrating the deformation field using finite element discretisation, and was applied to investigate the deformation and cracks of Vickers micro-indentation on a (001) mono-Si crystal sample.

The elastic deformation fields at the indented surface, calculated from the measured electron backscattered patterns (EBSPs), reveal a symmetrical deformation field around the indentation impression. The elastic strain was integrated into the equivalent displacements field; with the assumption of a depth resolution of 700 nm, the out-of-plane displacement field agreed with the topography measured by atomic force microscopy (AFM).

The stress intensity factors (SIFs) were calculated from the local deformation field at the crack vicinity. This indicated that an opening mode I loading existed at the crack orthogonal to the surface, and a significant in-plane shear mode II existed, with no mode I, for the inclined crack.
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