Abstract: Skin lesion segmentation is the first and indispensable step of malignant melanoma recognition and diagnosis. At present, most of the existing skin lesions segmentation techniques often used traditional methods like optimum thresholding, etc., and deep learning methods like U-net, etc. However, the edges of skin lesions in malignant melanoma images are gradually changed in color, and this change is nonlinear. The existing methods can not effectively distinguish banded edges between lesion areas and healthy skin areas well. Aiming at the uncertainty and fuzziness of banded edges, the neutrosophic set theory is used in this paper which is better than fuzzy theory to deal with banded edge segmentation. Therefore, we proposed a neutrosophy domain-based segmentation method that contains six steps. Firstly, an image is converted into three channels and the pixel matrix of each channel is obtained. Secondly, the pixel matrixes are converted into Neutrosophic Set domain by using the neutrosophic set conversion method to express the uncertainty and fuzziness of banded edges of malignant melanoma images. Thirdly, a new Neutrosophic Entropy model is proposed to combine the three memberships according to some rules by using the transformations in the neutrosophic space to comprehensively express three memberships and highlight the banded edges of the images. Fourthly, the feature augment method is established by the difference of three components. Fifthly, the dilation is used on the neutrosophic entropy matrixes to fill in the noise region. Finally, the image that is represented by transformed matrix is segmented by the Hierarchical Gaussian Mixture Model clustering method to obtain the banded edge of the image. Qualitative and quantitative experiments are performed on malignant melanoma image dataset to evaluate the performance of the NeDSeM method. Compared with some state-of-the-art methods, our method has achieved good results in terms of performance and accuracy.
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1. Introduction

Malignant melanoma is a dangerous skin cancer, with a substantial death rate [1]. Skin lesion segmentation is the first and indispensable step in the the identification and diagnosis of malignant melanoma [2]. Due to the features shown in skin lesions and the skin itself among different people are diverse, the segmentation work is complicated. Meanwhile, the edges of malignant melanoma are irregular or have notches, etc., and the malignant melanoma does not have a smooth round or oval outline like ordinary nevus. The definition of skin lesion borders is also a difficulty [3–5]. Malignant melanoma can occur in any part of the body. It may occur on the skin surface of the abdomen and lower limb skin of the body. It can also appear in areas that do not heal easily, such as the lips, eyes, toenails, and on the surface of cavities such as the nose [6]. Experienced specialists are required when the malignant tumor resections are performed. Meanwhile, if the surgical injury is too large, the injury will not heal easily. If the wound is small, the skin lesion area
may not be completely removed, and the patient may get sick again. Therefore, manual image segmentation is a very time-consuming job. It is necessary to accurately segment the skin lesion region, and to improve diagnostic accuracy and effectiveness further.

At present, people have done a lot of research on medical image segmentation and developed many different segmentation methods. The initial skin lesion segmentation method is generally in line with detection method of the edge, region growing, and optimum thresholding. Zhou et al. introduced a Gradient Vector Flow (GVF) algorithm based on mean shift which can correctly drive internal/external energy. The normal GVF cost function is added to the operation of mean shift by using this model. The borders of skin lesions in images can be accurately determined by the proposed method [7]. The Expectation Maximization (EM) facial skin color segmentation algorithm is proposed. The algorithm uses color space knowledge and different light conditions to correct and segment the front and side facial color images. It has a better effect on segmenting facial images by the presented EM algorithm [8]. Ehsan used bilateral filtering to form a fuzzy C-means (FCM) algorithm for segmenting an image. This filter is used to reduce noise and make a soft picture. It could avoid the over-segmentation of images through the method which is on the basis of the pixels [9]. Xu and Mandal proposed the method to realize the segmentation of coarse epidermis based on global thresholding and shape analysis. Moreover, the line segments perpendicular to the central axis of the initially segmented epidermis mask are applied to measure the thickness of epidermis. The K-means algorithm is used to perform secondary precision segmentation on these coarse segmentation results to improve the performance [10]. Shi X et al. proposed a Hierarchical Gaussian Mixture Model (HGMM), the model can segment the high-resolution remote sensing image well. The weighted sums of elements are used to define these components to accurately simulate the complex distributions of pixel intensities in object areas. In order to simulate the pixel intensity distribution in the local area of the object area, Gaussian distribution is applied to determine the element of the component. In the light of the Bayesian theorem, the HGMM and the prior distributions of parameters are combined to establish the segmentation model [11]. Wang Y et al. proposed a hierarchical Gaussian mixture model segmentation algorithm on the basis of Markov random field (MRF). The hierarchical processing of Gaussian mixture model is applied for replacing the traditional Gaussian mixture model distribution, the MRF is constructed for image pixels, and the prior probability of the hierarchical Gaussian mixture model is updated [12]. However, a lot of manual participation are needed and a lot of hyperparameters need to be adjusted in order to obtain better segmentation results of these traditional methods.

In recent years, deep learning technology has developed rapidly, more and more models are used in medical images, especially for skin lesion area segmentation. The literature built a Fully Convolution Residual Network (FCRN) in the line with the Fully Convolutional Network (FCN). The feature extraction capability for skin lesion segmentation is improved by combining multi-scale context information [13]. Oktay et al. proposed adding Attention Gate (AG) to U-net skipping connections to improve prediction accuracy and sensitivity in a pancreas segmentation protocol [14]. A novel loss function is proposed to make the task of segmentation better, and it is on the basis of Jaccard distance. A U-shaped network (U-net) is built in the literature, and it is now widely used to segment skin lesions [15]. A dense deconvolutional network and U-net combined for the automatic segmentation of skin lesion is introduced [16,17], where multiple dense blocks are stacked together to improve the representativeness of the model [18,19]. Deshpande N M et al. explored an efficient and hybrid segmentation that proposes a more efficient and effective system for leukemia diagnosis. A very popular publicly available database, the acute lymphoblastic leukemia image database (ALL-IDB), is used in this research. First, the images are pre-processed and segmentation is done using Multilevel thresholding with Otsu and Kapur methods. To further optimize the segmentation performance, the Learning enthusiasm-based teaching-learning-based optimization (LebTLBO) algorithm is employed [20]. Agrawal R et al. proposed to employ two modified U-Net
architectures to segment the demarcation line/ridge and vessel automatically, namely, squeeze and excitation U-Net (SE U-Net) and U-Net with attention gates (AG U-Net). In basic U-Net, each channel of feature maps is weighted equally, whereas, in SE U-Net, the weights of each channel are adjusted adaptively by adding parameters to it. The AG U-Net selects only salient features of an image and prunes the irrelevant features by applying a weighted feature map function for each object and paying attention to a particular object in an image [21]. The novelty of the literature lies in detailed analysis and discussion of U-Net++ results and implementation of U-Net++ in lung segmentation using X-ray. A thorough comparison of U-Net++ with three other benchmark segmentation architectures and segmentation in diagnosing TB or other pulmonary lung diseases is also made in the literature [22]. A Full convolutional Residual Network (FcRN) for end-to-end training is proposed, and it obtains a better result of segmentation [23]. U-Net and Deeplabv3 are combined to built DeepLabv3+, a decoder module to recover the boundaries of the object is added as an extension of Deeplabv3. Recently, attention-based networks have been diffusely used in various problems of computer vision [24]. Mu et al. proposed channel context and dual-domain attention based U-Net (CDU-Net) for segmentation of skin lesion attributes. The channel context feature fusion module (CCM) is used to further extract context information. dualdomain attention (DA) modules are further combined to improve the accuracy of segmentation result [25]. Jignesh G. et al. proposed a new convolutional neural network-based approach for skin lesion segmentation. Meanwhile, a novel multi-scale feature extraction module is proposed for extracting more discriminative features for dealing with the challenges related to complex skin lesions; this module is embedded in the U-Net, replacing the convolutional layers in the standard architecture. Further, two different attention mechanisms refine the feature extracted by the encoder and the post-upsampled features [26]. Nida N et al. proposed a deep learning method for automatic detection and segmentation of melanoma regions within the dermoscopic images for precise melanoma segmentation. The proposed method generates bounding boxes around multiple regions to precisely detect the affected regions using RetinaNet. Further, conditional random field (CRF) is applied to the detected regions for segmentation of the melanoma lesion [27]. However, many segmentation methods using convolutional neural networks often fail to extract lesion boundaries accurately. Meanwhile, the edges of the lesions in medical images are fuzzy and constantly oscillating. However, deep learning methods do not preserve edges very well. Meanwhile, deep learning methods always require a high cost of medical image collection and labeling, it is difficult to collect enough and balanced training samples for medical image segmentation.

Neutrosophic Set (NS) theory provides a new method for solving uncertainty problems. NS method has been used in image processing and has achieved good results [28]. In general, the perception of the fuzzy-based approaches is generalized by the neutrosophic set. It includes the fuzzy set and intuitionistic fuzzy set [29]. In the NS domain, Guo and Cheng introduced fuzzy c-means clustering, and the indeterminacy of the image is calculated by the entropy. The research put forward an image segmentation model, the model combines NS theory with level set theory. The uncertainty of the image is reduced by using a filter which is newly defined. The boundary of the object is automatically extracted by using the level set algorithm [30]. Cheng and Guo converted the image in NS domain, and segmented the image through the thresholding-based segmentation method. The three NS memberships, that is True (T), Indeterminacy (I), and False (F) are generated. Next, the indetermination is estimated by calculating the entropy in NS. The uncertainty of the set is reduced by applying the mean operation [31,32]. Sert and Alkan proposed a Chan Vese segmentation approach on the basis of NS, and it is used for detecting the edge [33]. Zhang et al. combined the neutrosophy theory with image segmentation, the image is mapped in the NS domain. The image is segmented by using a watershed method [34]. Shan et al. proposed an neutrosophic L-means (NLM) for segmenting images. The method is a clustering procedure on the basis of NS [35]. However, the three memberships (T, I, F) in the neutrosophic set are independent of each other. In order to simulate human decision-
Making in the process of image segmentation, a single-valued Neutrosophic Entropy (NE) is constructed through T, I, and F to effectively represent the fuzzy boundary features of skin lesion area, healthy skin area and banded edge area in the image. The proposed NeDSeM method further improves the accuracy of the uncertainty of things reflected by the neutrosophic entropy. In this way, it can improve the description of the fuzzy features of the banded edge of the skin lesion area and assist the doctor in effectively resecting the skin lesion area. All knowledge is obtained from the image by unsupervised learning without too much reliance on human experience, and the result is more objective.

Although the above methods have achieved better results, many methods are difficult to transfer to the real world. Compared with the fixed human body structure in other medical images, the distribution of skin lesions in skin diseases often does not have inherent laws. For the segmentation of malignant melanoma, to the best of our knowledge, the representation of images in the existing methods does not conform to the medical diagnosis rules, and their segmentation results retain less edge information. Neutrosophy domain-based segmentation method (NeDSeM) is proposed in this paper according to the background of malignant melanoma image segmentation. Aim of our work is automatically confirm the resection range of skin lesions and effectively segment the edges of skin lesions in malignant melanoma images. It can assist doctors to perform precise skin lesions resection. The proposed method is evaluated on real dataset. Experimental results show that the segmentation accuracy of our method exceeds baseline methods. Overall, the main contributions of our work are listed below:

- In this paper, a segmentation method integrated with morphology and neutrosophy is proposed to segment the banded edges in malignant melanoma images well. In this method, the pixel matrixes of images are optimized at multiple levels. The method in this paper can quickly and accurately obtain better segmentation effect by clustering the final optimized pixel matrixes.
- Due to the banded edges between the skin lesion areas and the healthy skin areas in malignant melanoma images have stronger uncertainty and fuzziness. Neutrosophic Set is used to solve this problem that is superior to a fuzzy set. The three memberships in the neutrosophic set can well highlight the banded edges of images. This paper incorporates the closing operation and the gradient of the morphology into the neutrosophic set conversion process to get these memberships.
- A new neutrosophic entropy model is proposed to comprehensively express T, I, F and highlight the banded edges in the images. The neutrosophic entropy is explained from its spatial geometric meaning, and a new concept of the isentropic cylinder is proposed in the perspective of the intuitiveness and the fuzziness.

Section Methods provides an overview of the proposed segmentation method and discusses the detail of the model. Section Experiments presents the performance evaluation of the method for malignant melanoma image segmentation. Section Conclusions concludes the paper and discusses the possible future works.

2. Methods
2.1. Overview of the Method

In this paper, an automatic segmentation framework for malignant melanoma images is proposed, as shown in Figure 1. Firstly, an image is converted into three channels, that is R, G and B, and the pixel matrix of each channel is obtained. Secondly, the boundaries between the skin lesion areas and the healthy skin areas in malignant melanoma images are fuzzy and uncertain. Therefore, a malignant melanoma image can be subdivided into a skin lesion area, a healthy skin area and a banded edge area between the skin lesion area and the healthy skin area. The three memberships in the neutrosophic set can well highlight the banded edges. NS is more successful than a fuzzy set in solving uncertain situations, especially in the application of image edge detection and segmentation. Therefore, the pixel matrixes are converted from RGB domain into NS domain by using the neutrosophic set conversion method. The NS matrixes are obtained and denoted as (T_R, I_R, F_R),…
2.2. Morphology-Based Operations

In this section, the closing operation, the gradient and the dilation in morphology are introduced, respectively. The closing operation and gradient are used in the process of NS conversion. The holes or the small points in the object can be eliminated by using the closing operation in the morphology and the real pixels of the target image can be restored. So the closing operation is used in the conversion process of T and F. The gradient is used to highlight the edge contours of the target object and it can represent the degree of uncertainty of T, I and F. Therefore, the gradient is used in the conversion process of I. Thirdly, the colour of the edges between the skin lesion areas and the healthy skin areas in malignant melanoma images is gradual change. However, the three memberships in the neutrosophic set are independent of each other. Therefore, a new neutrosophic entropy model is proposed to combine the three memberships according to some rules by using the transformations in the neutrosophic space. It can comprehensively express T, I, F and highlight the banded edges of the objects. It can map the two-dimensional image pixels to the three-dimensional neutrosophic space one by one. The irregular and uneven pixels in the image can be regularized by isentropic cylinder. Meanwhile, it can also represent the pixel distribution characteristics of malignant melanoma dermoscopic images and facilitate the calculation of segmentation model. The neutrosophic entropy matrixes are obtained and denoted as $E_R$, $E_C$ and $E_B$. Fourthly, the edges of the skin lesion areas of malignant melanoma images are irregular and constantly changing. It is difficult to describe the edge features accurately by using only a single component. Therefore, a feature augment method is established by the difference of the three components. It can reduce the complexity of the model and the consumption of computing resources. The effective edge information of malignant melanoma images are retained as much as possible. The neutrosophic entropy matrixes after using the feature augment method are denoted as $R_b$. Fifthly, due to the dilation operation can enlarge the binary areas according to the structuring element, the dilation is used on the neutrosophic entropy matrixes and the matrixes after dilation operation (DI matrixes) are obtained. Finally, the image that is represented by transformed matrix is segmented by the Hierarchical Gaussian Mixture Model clustering method to obtain the banded edge of the malignant melanoma image.

Figure 1. The framework of the NeDSeM method.
so the gradient is used in the conversion process of I. The dilation operation can enlarge the areas according to the structuring element, so the dilation is used before clustering.

Firstly, the pixel matrices of R, G, and B of the images are extracted. Morphology is a nonlinear filtering method. The basic idea is to measure and extract corresponding shapes to achieve image analysis and object identification using structural elements with a certain morphology. Morphological operation is formed by the interaction of the object shape set and structural elements. It is not only can suppress noise, but also can detect the real edge greatly [36]. Thus, the use of morphology can not only effectively filter out noise but also retain the original detail information in the image, and it has a better edge detection effect. The morphology contains two basic operations: Erosion and Dilation [37]. Examples of corrosion and expansion processes are shown in Figure 2. For an image, the results of erosion and dilation operation can be obtained.

\[
M_E = P \ominus S = \{ x, y | S_{xy} \subseteq P \} \tag{1}
\]

\[
M_D = P \oplus S = \{ x, y | S_{xy} \cap P = \phi \} \tag{2}
\]

where the erosion and dilation operations are represented by \( \ominus \) and \( \oplus \), respectively. The results of the erosion and dilation are \( M_E \) and \( M_D \). The pixel matrix of the image is denoted as \( P \). The structuring element is denoted as \( S \). Compared with structuring element, the smaller areas are removed by erosion operation. On the contrary, the binary regions are enlarged in the light of structuring element by using dilation operation.

\[
M_P = P \circ S = (P \oplus S) \ominus S \tag{3}
\]

where the closing operation is represented by \( \circ \), and it denoted as \( M_P \). The pixel matrix of the image is denoted as \( P \). The structuring element is denoted as \( S \). The closing operation has two steps, step 1: the erosion operation is applied to filter the binary area; step 2: the dilation operation. The holes to connect the whole binary region are eliminated by the closing operation.

The intensity of pixels in the image can be enhanced through morphological gradient based on the difference between dilation and erosion. It is used to highlight the edge contour of the target object. The mathematical expression is as follows:

\[
M_G = M_D - M_E \tag{4}
\]
where the morphological gradient is denoted as $M_G$. $M_D$ and $M_E$ represent the results of the dilation and erosion.

2.3. The Neutrosophic Set Domain Conversion

The boundaries between the skin lesion areas and the healthy skin areas in malignant melanoma images are fuzzy and uncertain. The three memberships in the neutrosophic set can well highlight the banded edges of the areas. In this section, the pixel matrices are converted into the form of neutrosophic set by using the neutrosophic set conversion method. In the process of conversion, the closing operation and the gradient in the morphology are used. Then the fuzziness of image edge can be solved better.

Neutrosophic Set (NS) is a useful theory for computing fuzzy situations. In recent years, NS has made a initial attempt in the applications of image processing. NS is more successful than a fuzzy set (FS) in solving uncertain problems, especially in detecting the edge of image and segmenting image [38,39]. All image pixels are subdivided into $T$, $I$, and $F$ memberships when the NS theory is applied in image segmentation.

The images are converted to the NS domain, and the images are processed in the NS field [40]. $P(i, j)$ is the pixel matrix in the original images, where $i = 1, \ldots , m$, $j = 1, \ldots , n$. $P_C$ is the pixel matrix set of $P(i, j)$ in R, G and B. The conversion formula is the follows:

- $P_C = \{R(i, j), G(i, j), B(i, j)\}$
- $\hat{p}' = M_C (p')$  
- $T(i, j) = \frac{\hat{p}'(i, j) - \hat{p}'_{\min}}{\hat{p}'_{\max} - \hat{p}'_{\min}}$  
- $F(i, j) = 1 - T(i, j)$  
- $\delta(i, j) = \text{abs}(M_C( p'))$  
- $I(i, j) = \frac{\delta(i, j) - \delta_{\min}}{\delta_{\max} - \delta_{\min}}$

where, $P'$ are the pixel matrices of any channel in $P_C$. $P'$ are converted into $\hat{p}'$ by the closing operation in morphology, where $\hat{p}'(i, j)$ is the pixel matrix of $\hat{p}'$, the maximum and minimum values of $\hat{p}'$ are $\hat{p}'_{\max}$ and $\hat{p}'_{\min}$, respectively. The sum of $T$ and $F$ is 1. The pixel matrices of $\delta(i, j)$ are obtained by the morphological gradient conversion and absolute value calculation for $P'$. $\delta_{\max}$ and $\delta_{\min}$ are the maximum and minimum values of $\delta$, respectively.

In summary, the neutrosophic matrices of R, G and B are obtained, denoted as $(T_R, I_R, F_R)$, $(T_G, I_G, F_G)$ and $(T_B, I_B, F_B)$.

2.4. The Neutrosophic Entropy Domain Conversion

Due to the color of the edge of malignant melanoma image is gradual, it cannot effectively define the boundary between the lesion area and the skin area. As shown in Figure 3, the banded edge is existed between the healthy skin area and the skin lesion area in the malignant melanoma image.

In Figure 3, there is a gradually fuzzy banded edge between the inner edge and the outer edge. When doctors often determine the cutting range of the skin lesion in the banded edge, there is no effective en-bloc resection due to human subjective factors. The colour of the edge between the skin lesion area and the healthy skin area in malignant melanoma image is gradual change. However, the three memberships in the neutrosophic set are independent of each other. Therefore, the neutrosophic entropy model is introduced to combine the three memberships according to some rules by using the transformations in the neutrosophic space. It can comprehensively express $T$, $I$, $F$ and highlight the banded edges of the objects. In this section, a new neutrosophic entropy model is proposed from the perspective of the intuitiveness and the fuzziness of image lesion features. The neutrosophic entropy is explained from its spatial geometric meaning, which further improves the...
accuracy of the uncertainty of things reflected by the neutrosophic entropy. A new concept of the isentropic cylinder is proposed, and a new neutrosophic entropy model is constructed. The existing neutrosophic entropy method can describe the fuzzy decision-making process of doctors during diagnosis, it can help doctors determine the cutting position of the lesions during the operation. However, it only transforms for pixel values and does not consider the distribution of pixels in the dermatoscopic image. Therefore, the concept of isentropic cylinder is proposed. On the two-dimensional plane, the distribution of the same or similar pixels are irregular and uneven, so a new neutrosophic transformation method is proposed to map the points on the two-dimensional image to three-dimensional space of the neutrosophic one by one. It ensures that the original similarity relationship of pixels remains unchanged, so that these similar points fall on a cylinder determined by a fixed axis and radius. The results after image pixel mapping processing can be expressed explicitly, which can represent the pixel distribution characteristics of malignant melanoma dermatoscopic images. Meanwhile, it is beneficial to the calculation of segmentation model. \((T_R, I_R, F_R), (T_G, I_G, F_G)\) and \((T_B, I_B, F_B)\) are input into the neutrosophic entropy model for calculation, respectively.
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**Figure 3.** The edge of malignant melanoma image. The malignant melanoma image can be divided into three areas. Outside the outer edge is the background area; Between inner edge and outer edge is the fuzzy edge of the skin lesion, that is, the banded edge; Inside the inner edge is the skin lesion area.

Now the comparison of entropy between a point \(x_i\) in the cube and several key points around it is considered, as shown in Figure 4a,b. Ali proposed a single-valued neutrosophic entropy \(E\) [41,42]:

\[
E = \frac{1}{n} \sum_{j=1}^{n} \left(1 - \frac{1}{b - a} \int_{a}^{b} |t - f|/|i - i_j| dx\right) \tag{11}
\]

The neutrosophic set contains both the membership information, namely \(t, f, i\), and the unknown information, namely \(i\). Therefore, the neutrosophic set should be composed of two parts, one is fuzziness, which can be measured by \(|t - f|\), and the other is intuitiveness, which can be measured by \(|i - i_k|\).

For the convenience of comparison, all points are projected on plane ACDF, as shown in Figure 5. Finally, only the entropy between \(Q_i\) and \(x_i\) is compared, and it has \(E(Q_1) < E(x_i) < E(Q_2) < E(x_i) < E(Q_2)\). Because of \(E(x_i) < E(Q_2)\) and \(E(Q_2) < E(Q_3)\), \(E(x_i) < E(Q_3)\) is obtained. The same is true for \(E(x_i) > E(Q_0)\), that is, \(E(Q_0) < E(x_i) < E(Q_3)\). However, it is impossible to compare point \(x_i\) with point \(Q_1\) and point \(Q_0\), because when \(x_i\) moves to \(Q_1\) or \(Q_0\), increase and decrease characteristics of its intuitiveness and fuzziness are opposite. It is impossible to intuitively judge which aspect is more important through geometric figures, so the entropy cannot be compared. To solve this problem, a cylindrical
surface is made with the intersection line \( \{ z = 0.5 \} \) of plane \( z = 0.5 \) and plane \( \text{EGBO} \) as the axis and \( d \) as the radius, as shown in Figure 6. As point A approaches point B, the fuzziness increases and the intuitiveness decreases. We can assume that their interactions cancel each other out, so that the uncertainty information at this point is constant, that is, the entropy is constant, that is, \( E(A) = E(B) \), this arc is called an isentropic cylinder.

Figure 4. (a) The position of point \( x_i \) in the cube (b) The key points around point \( x_i \).

Figure 5. The position relationship between point \( x_i \) and surrounding key points projected on plane \( \text{ACDF} \).

Figure 6. The geometric meaning of single-valued neutrosophic entropy.
As can be seen from Figure 6, the points on the isentropic cylinder have the feature of equal entropy, and the entropy has an obvious decreasing trend with the increase of d. Therefore, the neutrosophic entropy corresponding to this point can be measured according to the distance between any point in the cube and the straight line \( z = 0.5, t = f \). A more reasonable and reliable entropy formula can be established based on this. Theorem 1 can be obtained after the research.

**Theorem 1.** Suppose X is a domain, \( X = \{x_1, x_2, \ldots, x_n\} \). It is a non-empty set, and the element of it is denoted as \( x \). A = \{x_i, T_A(x_i), I_A(x_i), F_A(x_i)\} \subseteq \text{SVNS}(X) \) is called as a Neutrosophic Set (NS) on X. Where \( T_A(x), I_A(x), \) and \( F_A(x) \) are the membership degree, the hesitancy degree, and the non-membership degree of the element \( x \) in X belonging to set A. For \( \forall x \in X \),

\[
T_A(x) : X \rightarrow [0, 1]^+ \\
I_A(x) : X \rightarrow [0, 1]^+ \\
F_A(x) : X \rightarrow [0, 1]^+ 
\]

and \(-0 \leq T_A(x) + I_A(x) + F_A(x) \leq 3^+\). That is, the three functions are independent of each other. For the convenience of study, it is called \( \alpha = \langle T, I, F \rangle \) is a neutrosophic number.

Where \([-0, 1]^+\] is the non-standard unit interval relative to the closed interval \([0, 1]\). If

\[
E = \frac{1}{n} \sum_{i=1}^{n} \left\{ 1 - \frac{2}{3} \sqrt{\frac{\left( T(x_i) - f(x_i) \right)^2}{2} + \left( I(x_i) - F(x_i) \right)^2} \right\} \\
= \frac{1}{n} \sum_{i=1}^{n} \left\{ 1 - \frac{2}{3} \sqrt{\frac{\left( T(x_i) - f(x_i) \right)^2}{2} + \left( 1 - 2I(x_i) \right)^2} \right\} 
\]

(15)

Then E is the entropy of the intuitionistic fuzzy set.

In summary, the neutrosophic entropy matrixes are obtained, denoted as \( E_R, E_C \) and \( E_B \). The results processed by neutrosophic entropy not only better solve the problem of fuzzy edges of malignant melanoma images, but also more consistent with the decision-making of human. The detailed derivation process and some properties of single-valued neutrosophic entropy can be found in Supplementary Materials File S1.

2.5. Segmentation Method

The edges of the skin lesion areas of malignant melanoma images are irregular and constantly changing. Therefore, the difficulty of edge feature extraction is that it is difficult to describe using only a single component accurately. However, much computations are required by using three components for description at the same time. In this paper, the edge feature of the malignant melanoma image is established by the difference among the three components to reduce the complexity of the model and the consumption of computing resources. At the same time, the effective edge information of the malignant melanoma image is retained as much as possible. The influence of the blue channel component on feature extraction is considered. It is necessary to eliminate the area with a higher blue component value in the red component. Therefore, the edge feature of the malignant melanoma image is extracted, denoted as:

\[
R_b = E_R - E_B
\]

(16)

where \( E_R \) is the neutrosophic entropy conversion result of channel R, and \( E_B \) is the neutrosophic entropy conversion result of channel B.

Due to the dilation operation can enlarge the binary areas according to the structuring element, the dilation is used on the neutrosophic entropy matrixes. DI matrixes are obtained by using Formula (2). The processed image is shown in Figure 7.
Finally, the Hierarchical Gaussian Mixture Model clustering method is used to segment the skin lesion areas of malignant melanoma images.

The HGMM algorithm adds hierarchical processing on the basis of traditional Gaussian Mixture Model, and performs K Gaussian mixture modeling again with K Gaussian distributions [12]. That is, the Gaussian mixture model is used to replace the $k^{th}$ Gaussian distribution. Suppose the image $P$ contains $N$ pixels, $P = (p_1, \ldots, p_n)$, the following density function is defined to divide the image into $K$ categories.

$$f(x_i | \Pi, \Theta) = \sum_{j=1}^{K} \pi_{ij} \prod_{r=1}^{R} \eta_{jr} G(x_i | \Theta_{jr})$$  \hspace{1cm} (17)

where, $G(x_i | \Theta_{jr})$ is the Gaussian distribution. $\Pi = \{\pi_{ij}, j = 1, 2, \ldots, K, i = 1, 2, \ldots, N\}$ is a parameter set, $\Theta = [\mu_{jr}, \Sigma_{jr}, j = 1, 2, \ldots, K, r = 1, 2, \ldots, R]$ is a parameter set. $\pi_{ij}$ represents the prior probability of the pixel $x_i$ belonging to the $j^{th}$ category, $\eta_{jr}$ represents the prior probability that this pixel point belongs to the $r^{th}$ Gaussian distribution in the $j^{th}$ category.

In order to increase noise immunity, Markov random field is introduced into the hierarchical Gaussian mixture model. The joint probability density function of Formula (19) is known by Bayes theorem of Formula (18).

$$p(\Pi, \Theta | Y) \propto p(Y | \Pi, \Theta)p(\Pi)$$  \hspace{1cm} (18)

$$p(\Pi) = Z^{-1} \exp \left\{ \frac{1}{W} \sum_{i=1}^{N} \sum_{j=1}^{K} \beta \pi_{ij}^{(t)} \log \pi_{ij}^{(t+1)} \right\}$$  \hspace{1cm} (19)

$$\delta_{ij}^{(t)} = \exp \left[ \frac{\beta}{2N_i} \sum_{m \in N_i} \left( z_{mj}^{(t)} + \gamma_{mj}^{(t)} \right) \right]$$  \hspace{1cm} (20)

where $\Pi = \{\pi_{ij}, i = 1, 2, \ldots, N, j = 1, 2, \ldots, K\}$ is parameter set, $t$ is the iteration times, $Z$ is the normalization constant, the value of $W$ is usually 1. $g_{ij}^{(0)}$ is the probability information that the pixel $x_i$ belongs to the $j^{th}$ category combined with neighborhood information. $\beta$ is the parameter of adjust the image smoothness. $z_{mj}$ in Formula (21) is the posterior probability. $N_i$ is the neighborhood information of pixel $x_i$, the neighborhood is $3 \times 3$. \(N_i\) is the index value set of the neighborhood point of the pixel $x_i$.

$$z_{ij}^{(t)} = \pi_{ij}^{(t)} G \left( x_i | \mu_{ij}^{(t)}, \sum_{j=1}^{K} \pi_{ij}^{(t)} G \left( x_i | \mu_{ij}^{(t)}, \sum_{j=1}^{K} \right) \right)$$  \hspace{1cm} (21)
During the iteration process, update $\mu_j$ and $\pi_{ij}$. The formulas are as follows,

$$\mu_{j}^{t+1} = \frac{\sum_{i=1}^{N} z_{ij}^{(t)} x_i}{\sum_{i=1}^{N} z_{ij}^{(t)}}$$  \hfill (22)

$$\sum_{j}^{t+1} = \left(z_{ij}^{(t)}\right)^T \left(x_i - \mu_{j}^{t+1}\right) / \sum_{i=1}^{N} z_{ij}^{(t)}$$ \hfill (23)

$$\pi_{ij}^{(t+1)} = \frac{Z_{ij}^{(t)} + G_{ij}^{(t)}}{\sum_{j}^{K} Z_{ij}^{(t)} + C_{ij}^{(t)}}$$ \hfill (24)

Take the logarithm Likelihood function:

$$\log^{(t)} \left(= \sum_{i=1}^{N} \sum_{j=1}^{K} \left(z_{ij}^{(t)} \log \pi_{ij}^{(t)} + \log G \left(\frac{x_i \mid \mu_{j}^{(t)}, \sum_{i}^{(t)} j\right)\right)\right) + \sum_{i=1}^{N} \sum_{j=1}^{K} g_{ij}^{(t)} \log \pi_{ij}^{(t)} \right)$$ \hfill (25)

The iterative estimation is performed for the Formula (25). When $\log^{(t+1)} - \log^{(t)} < 0.1$, then the iteration is stopped. The posterior probability function $Z_{ij}$ is maximized, and then the image segmentation is realized.

3. Experiments

In this section, the performance of the proposed malignant melanoma image segmentation method is evaluated. At first, the experimental environment and the used dataset are described. Then, the results of our experiments are discussed.

3.1. Implementation Details

3.1.1. Dataset and Training Settings

The experiments are conducted on a computer equipped with an NVIDIA GTX 3090 GPU. The manufacturer of the GPU is Shenzhen Colorful Technology Development Limited Corporation, and its country of origin is America. The memory card is Kingston FURY 128 GB (32 G × 4) DDR4 3200. The motherboard is Gigabyte X570 AORUS PRO WIFI. Our method is implemented in CUDA 10.0, cuDNN 7.5, tensorflow2.0, and python 3.7. The malignant melanoma images are obtained partly from a well-known local hospital and from ISIC2018. Because the collected dataset is small, it is difficult to effectively train the neural network model. In this paper, the training data is the training set of ISIC2018 dataset, and the models are tested on ISIC2018 dataset and our collected dataset.

3.1.2. Evaluation Metrics

For performance evaluation, we adopt several metrics recommended by the ISIC, namely, accuracy (Acc), specificity (SP), Jaccard index (JA), and Dice coefficient (Dice). The formulas for these evaluation criteria are:

$$\text{Acc} = \frac{TP + TN}{TP + FN + FP + FN} \hfill (26)$$

$$\text{SP} = \frac{TN}{TN + FP} \hfill (27)$$

$$\text{JA} = \frac{TP}{TP + FN + FP} \hfill (28)$$

$$\text{Dice} = \frac{2 \ast TP}{FP + 2 \ast TP + FN} \hfill (29)$$
where the skin lesion pixel is assumed to be a positive class and the background pixel is a negative class. TP, FP, TN, and FN represent the numbers of true positives, false positives, true negatives, and false negatives, respectively. Given a set of images, Acc is the accuracy, SP is the specificity. JA computes the similarity between the predicted region of the object present in the image and the ground truth region, representing the ratio of overlap between the predicted segmentation results and the ground truth labels. Dice is a common performance metric to evaluate the segmentation results, which measures the gap between the segmentation results and the label.

3.2. Experimental Results

3.2.1. The Visualized Results after Applying the Neutrosophic Entropy

In this paper, the results of R, G, B, and \( R_b \) are transformed by neutrosophic entropy, and the comparison figure is obtained through the three-color scale processing of blue-yellow-red as shown in Figure 8. The R component can effectively extract the edge information of the skin lesion area. However, only the inner edge information of the skin lesion is captured for the area band with a gradually shallower edge. At the same time, the characteristic influence of the lesion area is effectively suppressed. The background contains a lot of noise information caused by hair and bubbles in the dermoscopic image. The G component captures the edge information on the outside of the image, which weakens the influence of the background noise compared with the R component, but the influence on the inside of the lesion area is more significant. The B component also captures the outer edge features of the edge while effectively suppressing the influence of background noise. However, it is also affected by the feature of the lesion area inside the skin lesion. \( R_b \) combines the advantages between the two, and it can effectively divide the inner edge and the outer edge between the edge band and the blue-white veil background. At the same time, the influence of a large amount of background noise and internal features of skin lesions is suppressed. Finally, the morphology is used to remove a large amount of background noise, and at the same time, the small edge roughness is removed.

![Image of results](image)

**Figure 8.** Results of neutrosophic entropy conversion. The first line is the unprocessed conversion results of each channel after the neutrosophic entropy conversion, and the second line is the conversion results of each channel with morphological processing after the neutrosophic entropy conversion.

3.2.2. The Visualized Results of the Clustering Methods

The classic K-means, Fuzzy c-means (FCM), and Hierarchical Gaussian Mixture Model (HGMM) clustering methods are used to segment the images without morphological processing after the neutrosophic entropy processing, and the segmentation results are compared. As shown in Figure 9, the first to fourth columns show the clustering segmentation results of the R, G, B, and \( R_b \) components, respectively. As the result of experiment 3.2.1,
the \(R_b\) component is superior to the single component in capturing the edge and denoising for the background and skin lesion features. The comparison results of the three clustering methods show that the HGMM algorithm can effectively capture the edge band features of the skin lesion. This method can maintain the structure boundary of the object region even if the structure edge of the image is blurred and the lines are irregular. On the other hand, the segmentation method based on neutrosophic entropy and the HGMM algorithm can effectively eliminate a large amount of noise in the background of the malignant melanoma image and the influence of lesion features of the skin lesion area.

![The segmentation results of different clustering methods.](image)

**Figure 9.** The segmentation results of different clustering methods.

### 3.2.3. The Visualized Results of the Morphology Method

The combination of neutrosophic entropy and morphological technology is used to improve the identification and representation of edge band features in the lesion area of malignant melanoma images. The problem of irregular edges, blurring and color gradation of malignant melanoma images is well solved, and the skin lesion area segmentation performance is greatly improved. In the segmentation process of our method, some steps can add morphological methods to fill in holes and missing points. Since morphology will affect subsequent processing steps, the recall rate of image pixels is reduced. Therefore, the later is morphology added, the better the original information of the image can be guaranteed. However, at the same time, the irregular and frizzy edges of the skin lesion area will affect the accuracy of the malignant melanoma edge segmentation. Therefore, the results of adding morphological filling techniques in different links are compared to determine the best position of adding morphology. The visualization of the processing results after adding morphology in different steps is shown in Figure 10. It shows the transformation results after adding morphology of five malignant melanoma images in \(R_b\), first expansion and then \(R_b\), first \(R_b\) and then expansion.

It can be seen from Figure 10 that in the \(R_b\) component of the raw image, there is still noise even if channel R is subtracted from channel B due to a large amount of original noise in the image, which affects the final segmentation effect. A large amount of noise can be effectively avoided either by first conducting morphology and then extracting the \(R_b\) component or by extracting the \(R_b\) component and then conducting morphology. However, it can better capture the edge band information of the skin lesion area by first extracting the \(R_b\) component and then performing morphology for the internal features of the skin lesion area. At the same time, it has a better effect on edge burrs, edges, and corners, etc., as shown in the red circle in Figure 10. In summary, our method can improve segmentation accuracy through neutrosophic entropy conversion, and it can effectively remove noise by morphological methods. The improved image feature extraction method is helpful to capture irregular contour features effectively.
3.2.4. Comparison with Other State-of-the-Art Segmentation Methods

The accurate segmentation technique for malignant melanoma proposed in this paper can be used in an unsupervised adaptive contour model. This technique helps to separate the required banded edge entities from the background and skin lesions. The image pixels are blurred by neutrosophic entropy, and then the information is collected from neighboring pixels of a similar class. Thus the effective segmentation of malignant melanoma of different intensities is ensured.

In order to prove the advantages of our method in fuzzy edge segmentation of malignant melanoma, our method is compared with other state-of-the-art segmentation methods. Our proposed algorithm achieved the highest score in most of the performance indicators used. In terms of evaluation indicators, Acc, SP, JA, and Dice are used. Table 1 provides a quantitative comparison between some state-of-the-art methods and our method. It can be seen from Table 1 that our method obtained the highest scores in Acc and SP, and it is only 0.002 worse than the optimal method in Dice. It shows that the segmentation result of our method is closer to the expected segmentation object. Meanwhile, compared with the deep learning method, our method greatly reduces the training time, and the results are relatively stable. Therefore, NeDSeM method in this paper has better segmentation performance than other advanced malignant melanoma segmentation methods.

Table 1. The comparison results of different segmentation methods on ISIC2018 dataset.

| Method          | Acc   | SP    | JA    | Dice  |
|-----------------|-------|-------|-------|-------|
| U-net           | 0.8440| 0.9255| 0.7919| 0.8066|
| DeepLabv3+      | 0.9352| 0.9288| 0.9009| 0.8171|
| CDU-Net         | 0.8480| 0.8560| 0.8410| 0.8132|
| Jignesh G. et al.| 0.9592| 0.9700| 0.8541| 0.9152|
| Nida N. et al.  | 0.9400| 0.9700| 0.9100| 0.9300|
| Our Method      | 0.9678| 0.9813| 0.8668| 0.9281|

Figure 10. The results after adding morphology in different steps. (a) Raw malignant melanoma images (b) The results of the only Rb processing. (c) The results of firstly morphological processing followed by Rb processing. (d) The results of firstly Rb processing followed by morphological processing.
3.2.5. Visualization of the Results

To further evaluate our proposed method and visually evaluate the segmentation results of different methods, three baseline methods with high segmentation accuracy in Table 1 are selected. The segmentation results of eight representative malignant melanoma images from our dataset and the ISIC2018 dataset are shown in Figure 11. In the visual comparison results, the comparison results of the edge region quality after image segmentation with the different methods are showed. Combining the sample information and analyzing the lesion segmentation in Figure 11, it can be found that the contour of the lesion can be roughly segmented using Deeplabv3+, and a large amount of edge information is not effectively segmented. The contour of the skin lesion area can be successfully segmented by using Jignesh’s method. However, the result of segmentation still has the phenomenon of edge information loss. At the same time, many background skin pixels are inefficiently segmented, and the quality of the segmented edges is low. The edge information is effectively segmented and the segmentation result is smoother by using Nida’s method. However, there are still large deviations between the edge shape and the expected in the case of edge fuzzy is serious, which causes many skin pixels to be misclassified. In the segmentation results of our method, the segmentation edges are smoother, and the shape of the outer edges is more similar to the expected segmentation, which effectively captures the irregular edge shape features of the skin lesion area of a malignant melanoma image. However, the morphological method is used for smoothing, resulting in the situation of red circle marking in our method, that is, the violent and similar local edge fluctuations are not effectively segmented.

![Figure 11. Visualization of the segmentation results of our dataset and ISIC2018 dataset.](image)

4. Discussion

Supervised segmentation methods have proved to be extremely effective for many problems in medical image segmentation, but the performance of these methods heavily depends on the quality of the labels. However, in practical applications, labels are usually lacking or even no labels, and large-scale labeling on medical images will also cost a lot of labor and time costs. Therefore, most of the current methods use unsupervised learning methods. Especially in recent years, with the further research of deep learning, unsupervised deep learning methods have made great progress in the field of image segmentation. They have great potential for effective image segmentation by utilizing large amounts of unlabeled data.

For semantic segmentation, some networks like U-Net also handle feature map reduction and detail loss. When recovering the resolution to the input size, the feature maps in the top and shallow layers are concatenated, and details are directly used to restore
object boundaries. Although this skip connection mechanism can improve segmentation performance, directly taking features from shallow layers induces noise in the top layers, thus undermining the segmentation accuracy. Meanwhile, U-Net is more suitable for segmenting larger images, such as contours of brain region. However, malignant melanoma dermoscopic images usually do not have such a large scale. Compared with the fixed human body structures in other medical images, the distribution of skin lesions in skin diseases is not very regular, and the semantics are more complex. So it is difficult to provide target object recognition information for U-Net in low resolution. This is the reason why the performance of U-Net-based method is lower than other methods in Table 1. Therefore, the characteristics of the U-Net method itself lead to scenes that are not suitable for dermoscopy image segmentation, and this paper also proves this point from the aspect of experiment. Similarly, in Deeplabv3+, since malignant melanoma dermoscopic images have no fixed rules similar to natural images, the distribution of medical features in the images is mostly irregular, with fuzzy and irregular edges. Therefore, the knowledge obtained from training is only included in the training set after Deeplabv3+ performs encoder and decoder operations. However, some novel edge shapes or pixel distribution features are difficult to be matched effectively by the model in verification and actual use. This results in the segmentation result of Deeplabv3+ in Figure 11, which divides a large amount of normal skin into skin lesion area. In the literature [27], image features are extracted by FPN, and Conditional Random Field (CRF) is used for fine segmentation of images. CRF obtains as much information as possible from neighboring points and encourages similar pixels to be assigned the same label, while pixels with a large difference are assigned different labels. In this way, CRF can segment the image at the boundary as much as possible, so as to obtain more accurate segmentation results. But CRF only operates on adjacent nodes, which will lose some contextual information. In response to this problem, the difference of the fully connected CRF model is that it describes the relationship between each pixel and all other pixels. The target region can be greatly refined and segmented on the image by using this model, which is also the main reason why the method in reference [27] in experiment 3.2.4 has better performance on the two indicators of JA and Dice. It is confirmed that the accuracy of the method in the literature [27] on the dermoscopy image segmentation task is higher than that of the FCN method and the SegNet method. However, this method consumes more computing power and is more expensive to restore the local detailed structure of the target.

Deep learning-based methods can automatically learn advanced features from raw data, however, this extraction method is not limited by human rules. In medicine, the impact of this situation will be magnified, even sometimes deviating from the strict requirements of the medical field and wasting valuable experience accumulated over the years in the medical field. Therefore, we prefer human in rules, so that the final result has a certain degree of interpretability. Compared with the above deep learning methods, we focus on finding a good space or representation method to characterize the spatial features of pixels in malignant melanoma images. The complex dermoscopy image segmentation problem is transformed into a clustering problem in the neutrosophic space. The neutrosophic conversion and neutrosophic entropy methods proposed in this paper can flexibly map complex pixel distributions to different isentropic cylinders, enhance the accurate representation of the fuzziness and intuitiveness of pixel categories, and measure the similarity of the entropy values of all pixels in the space to achieve image segmentation. Experimental results show that the proposed method has a significant improvement in segmentation accuracy, and our method is better than the baseline methods on two metrics (ACC is 0.9678, SP is 0.9813). The visualization is validated on the real malignant melanoma dermoscopy image dataset collected by us in a well-known local hospital and ISIC2018 dataset, and the effectiveness of our method is also demonstrated through Experiment 3.2.4 and Experiment 3.2.5. In this paper, the banded segmentation edge is more in line with the needs of doctors for diagnosis, that is, en-bloc resection of the skin lesion area is guaranteed for different
body incidence locations, which shows the effectiveness and practicability of the method in this paper.

5. Conclusions

Starting from the real application scenario, this paper simulates the real diagnosis process of the doctor through a long-term close cooperation with a well-known local hospital. Therefore, a representation of the fuzziness and intuitiveness in the doctor’s decision-making process is added into our proposed NeDSeM method. The fuzzy modeling of malignant melanoma images is realized by the neutrosophic conversion and neutrosophic entropy methods proposed in this paper. By segmenting the skin lesions of malignant melanoma images, it can assist doctors in the rapid and automatic preliminary diagnosis of dermoscopic images, unify the medical segmentation standards of dermoscopic images, reduce the influence of human bias, and reduce the heavy work pressure of doctors in diagnosing the skin lesion areas of a large number of dermatoscopic images. Our method mainly contains three modules, a NS domain conversion module, a NE domain conversion module, and an image segmentation module. In the NS domain conversion module, the gradient and closing operations in morphology are used to calculate indeterminacy (I) and true (T), respectively. The NS matrixes are obtained by the NS conversion method. The NE domain conversion module considers both the intuitiveness and the fuzziness of images and proposes a new neutrosophic entropy model to further improve the accuracy of the banded edges of the segmented images. The image segmentation module uses the morphological method to expand the NE matrixes, and the obtained DI matrixes are segmented by HGMM clustering method. The experimental evaluation of our malignant melanoma dataset and the ISIC2018 dataset demonstrates that our method has higher accuracy and better effect. In the future work, it will be verified that the NeDSeM method can be extended to other medical image segmentation tasks.
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