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Abstract
We study actions of discrete subgroups $\Gamma$ of semi-simple Lie groups $G$ on associated oriented flag manifolds. These are quotients $G/P$, where the subgroup $P$ lies between a parabolic subgroup and its identity component. For Anosov subgroups $\Gamma \subset G$, we identify domains in oriented flag manifolds by removing a set obtained from the limit set of $\Gamma$, and give a combinatorial description of proper discontinuity and cocompactness of these domains. This generalizes analogous results of Kapovich–Leeb–Porti to the oriented setting. We give first examples of cocompact domains of discontinuity which are not lifts of domains in unoriented flag manifolds. These include in particular domains in oriented Grassmannians for Hitchin representations, which we also show to be nonempty. As a further application of the oriented setup, we give a new lower bound on the number of connected components of $B$-Anosov representations of a closed surface group into $\text{SL}(n, \mathbb{R})$.
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1 | INTRODUCTION

Since their introduction by Labourie [29], Anosov representations have been established as a
meaningful generalization of convex cocompact representations into Lie groups $G$ of higher rank.
While the original definition was restricted to representations of surface groups into $\text{PSL}(n, \mathbb{R})$,
it has been extended to representations of any word hyperbolic group $\Gamma$ into any semi-simple Lie
group $G$ in [19]. Furthermore, the original more dynamical definition involving the geodesic flow
has since been shown to be equivalent to several simpler descriptions in [24], [23], [16] and [2]
(see [25] for an overview of different equivalent definitions).

A central feature of Anosov representations is the existence of a continuous, equivariant boundary
map from the Gromov boundary $\partial_{\infty} \Gamma$ to a flag manifold $\mathcal{F}_\theta = G/P_\theta$. Here, $P_\theta$ is a parabolic
subgroup defined by a subset $\theta \subset \Delta$ of the simple restricted roots, assumed to be invariant under
the opposition involution.

Anosov representations have multiple desirable properties. They form an open subset of the
representation variety, so any small deformation of an Anosov representation is still Anosov.
Moreover, every Anosov representation is a quasi-isometric embedding of $\Gamma$, equipped with the word metric, into $G$. The most interesting feature for us, however, is that they give rise to ‘nice’ actions of $\Gamma$ on some flag manifolds $F_\eta$, where $\eta \subset \Delta$ is another subset of the simple restricted roots. Such actions were investigated in [19] and [26]. For many choices of a flag manifold $F_\eta$ they found cocompact domains of discontinuity $\Omega \subset F_\eta$, open $\Gamma$–invariant subsets on which $\Gamma$ acts properly discontinuously with compact quotient $\Gamma \backslash \Omega$. Following the Ehresmann–Thurston principle, the existence of such domains allows to interpret Anosov representations as holonomy representations of geometric structures on the quotient. For example, the Hitchin component in $\text{PSL}(3, \mathbb{R})$, for a closed surface $\Sigma$, is homeomorphic to the moduli space of (marked) convex projective structures on $\Sigma$ [8].

In [26], these domains are described by balanced ideals or balanced thickenings. A balanced ideal is a certain subset of the Weyl group $W$ of $G$. It specifies a submanifold for every point in $\xi(\partial_\infty \Gamma)$ which has to be removed from $F_\eta$ to obtain a cocompact domain of discontinuity $\Omega \subset F_\eta$.

For some choices of $\theta$ and $\eta$ there are no balanced ideals, so this construction does not produce any cocompact domains of discontinuity. But in many cases, for example, if we are interested in geometric structures, it can also be useful to get a cocompact domain of discontinuity in some finite cover of $F_\eta$ instead. This is the situation we investigate here.

### 1.1 Domains of discontinuity

Our main goal in this paper is to generalize the construction of cocompact domains of discontinuity from [26] to actions on oriented flag manifolds. Before giving more details on what we mean by that, let us start with a motivating example.

First, let $\rho : \Gamma \to \text{SL}(3, \mathbb{R})$ be a Hitchin representation of the fundamental group $\Gamma$ of a closed surface $\Sigma$ with genus $g \geq 2$. These are continuous deformations of the holonomy representations $\Gamma \to \text{SO}_0(2, 1)$ of hyperbolic structures on $\Sigma$, composed with the standard embedding into $\text{SL}(3, \mathbb{R})$. We consider the action of $\Gamma$ on $\mathbb{RP}^2$ defined by this representation. It is well known that it preserves an open convex subset $\Omega \subset \mathbb{RP}^2$ (see [8]) and that the quotient of $\Omega$ by this action is homeomorphic to $\Sigma$, endowing $\Sigma$ with a so-called convex $\mathbb{RP}^2$ structure. In the simple case of a Fuchsian representation, that is, if the image of $\rho$ is contained in $\text{SO}_0(2, 1)$, then $\Omega$ is an open disc, the Klein model of hyperbolic space.

As a Hitchin representation, $\rho$ is Anosov. Its limit map $\xi : \partial_\infty \Gamma \to F_\emptyset$ maps to the complete flags comprising a point on the boundary of $\Omega$ and the line tangent to $\partial \Omega$ at this point. Note that $\Omega$ can be reconstructed from the limit map: It is the complement of the union of all these tangent lines.

If we take $\Sigma$ to be a surface with boundary, a few things behave differently. Now $\Gamma = \pi_1(\Sigma)$ is a free group. The holonomy representations $\Gamma \to \text{SO}_0(2, 1) \to \text{SL}(3, \mathbb{R})$ of convex cocompact hyperbolic structures are again Anosov, as are small deformations, but they can lose the Anosov property if we deform too far. Assume that $\rho : \Gamma \to \text{SL}(3, \mathbb{R})$ is close to a convex cocompact hyperbolic holonomy and therefore Anosov. The image of the limit map $\xi : \partial_\infty \Gamma \to F_\emptyset$ is now a Cantor set of flags (see Figure 1 right). The maximal domain of discontinuity for this action is once more obtained from the limit map by removing the union of these lines. It consists of a countable number of open quadrilaterals and a central ‘big’ connected component containing hyperbolic space, whose quotient is a non-compact surface with open ends. This action has no cocompact domain of discontinuity in $\mathbb{RP}^2$ [32].
Surprisingly, a cocompact domain of discontinuity for this representation exists in the space of oriented lines, which is simply the double cover $S^2$ of $\mathbb{R}P^2$. This was first observed by Choi and can be found in [9]. We can describe the domain as follows. First, there are two copies of the ‘big’ component from the unoriented case. For every point in the limit set of these two copies, we have to remove half of the tangent great circle, where the choices are made consistently so the half circles are all disjoint (see Figure 2). As a result, the two regions are joined by a countable number of ‘strips’, one for every gap in the limit set. In the quotient, these strips become tubes connecting...
the two copies of the surface with open ends. It is therefore homeomorphic to the double of a surface with boundary and in particular compact.

As it turns out, this example is far from the only one where passing to a finite cover of the flag manifold leads to new cocompact domains of discontinuity. For instance, the above can be generalized to higher dimensions. Let $\rho : \Gamma \to \text{PSL}(4n+3, \mathbb{R})$ be a small deformation of the composition of a convex cocompact representation into $\text{PSL}(2, \mathbb{R})$ and the irreducible representation. Then there is a cocompact domain of discontinuity in $S^{4n+2}$. It is obtained by removing the spherical projectivizations of $2n+2$--dimensional (half-dimensional) half-spaces.

In fact, this construction also works if $\Gamma$ is a closed surface group and $\rho$ is a Hitchin representation. In $S^2$, it will only give the two lifts of the domain in $\mathbb{RP}^2$, but in higher dimensional $S^{4n+2}$ we get cocompact domains which do not exist in the unoriented case. This family of examples was independently found by Danciger, Guéritaud and Kassel.

In this paper, we try to gain a better understanding of this behavior by generalizing the construction in [26] to actions on oriented flag manifolds. The above examples will be special cases of this. An example of an oriented flag (for $\text{SL}(n, \mathbb{R})$) is a sequence of nested subspaces with orientations assigned to some of these spaces. More generally, for a semi-simple Lie group $G$, we consider as oriented flag manifolds the homogeneous spaces $G/P$ where $P$ is a proper subgroup of $G$ containing the identity component $B_0$ of a minimal parabolic subgroup.

Unfortunately, this inconspicuous change leads to quite a bit of additional setup. We have to replace the Weyl group $W = N_K(\mathfrak{a})/Z_K(\mathfrak{a})$ by a different group, the ‘extended Weyl group’ $\tilde{W} = N_K(\mathfrak{a})/Z_K(\mathfrak{a})_0$. Then the oriented flag manifolds $\mathcal{F}_R$ are parametrized by certain subgroups $R \subset \tilde{W}$ which we call their oriented parabolic types (Definition 3.5). In order to construct cocompact domains of discontinuity in oriented flag manifolds, the limit map of an Anosov representation needs to lift to some oriented flag manifold. Let us assume that $\mathcal{F}_R = G/P_R$ is a finite cover of the unoriented flag manifold $\mathcal{F}_0$. Then we call a $P_0$--Anosov representation $P_R$--Anosov if its limit map $\xi$ lifts continuously and equivariantly to $\mathcal{F}_R$. There is in fact a unique maximal choice of such an oriented flag manifold $\mathcal{F}_R$ that one can lift $\xi$ to (Proposition 4.6). To such a lift, we can associate its transversality type, which is the relative position of two flags in its image (Definition 3.13). It can be represented by an element $w_0 \in \tilde{W}$ which is a lift of the longest element in $W$.

Finally, there is a natural partial order on $\tilde{W}$ which is an analogue of the Bruhat order on the Weyl group, and we can define the notion of a balanced ideal also in this setting. An ideal $I \subset \tilde{W}$ is a subset such that whenever $w \in I$ and $w' \leq w$, then $w' \in I$. The term balanced refers to the action of the transversality type $w_0 \in \tilde{W}$ on $\tilde{W}$: This is an order-reversing involution, and $I$ is balanced if every orbit has two elements, exactly one of which is contained in $I$. Our main theorem is then

**Theorem 1.1.** Let $\Gamma$ be a non-elementary word–hyperbolic group and $G$ a connected, semi-simple, linear Lie group. Let $\rho : \Gamma \to G$ be a $P_0$--Anosov representation with limit map $\xi : \partial_\infty \Gamma \to \mathcal{F}_0$ which admits a $\rho$--equivariant continuous lift $\tilde{\xi} : \partial_\infty \Gamma \to \mathcal{F}_R$. Furthermore, let $w_0 \in \tilde{W}$ represent the transversality type of $\tilde{\xi}$ and $I \subset \tilde{W}$ be a $w_0$--balanced, $R$--left invariant and $S$--right invariant ideal, where $S \subset \tilde{W}$ is another oriented parabolic type. Define $\mathcal{K} \subset \mathcal{F}_S$ by

$$\mathcal{K} = \bigcup_{x \in \partial_\infty \Gamma} \bigcup_{w \in I} \{ [gw] \in \mathcal{F}_S \mid g \in G, [g] = \tilde{\xi}(x) \}.$$  

Then $\mathcal{K}$ is $\Gamma$--invariant and closed, and $\Gamma$ acts properly discontinuously and cocompactly on the domain $\Omega = \mathcal{F}_S \setminus \mathcal{K}$.  

If we take $F_R$ and $F_S$ to be unoriented flag manifolds (so in particular $F_R = F_S$), then we recover the original theorem from [26]. The $R$-left and $S$-right invariant balanced ideals in $\tilde{W}$ are in this case just lifts of balanced ideals in the Weyl group $W$.

An application of this theorem concerns the action of Hitchin representations on Grassmannians. If $\rho: \Gamma \to \text{PSL}(n, \mathbb{R})$ is a Hitchin representation, it defines an action of $\Gamma$ on the Grassmannian $\text{Gr}(k, n)$ of $k$-dimensional subspaces of $\mathbb{R}^n$. If $n$ is even and $k$ is odd, then there is a balanced ideal in $W$ and therefore a cocompact domain of discontinuity $\Omega \subset \text{Gr}(k, n)$. For odd $n \geq 5$, no cocompact domains exist in any $\text{Gr}(k, n)$ [32]. However, we find oriented Grassmannians admitting cocompact domains of discontinuity in these cases. More precisely, there is a cocompact domain of discontinuity in the oriented Grassmannian $\text{Gr}^+(k, n)$ whenever $n$ is odd and $k(n + k + 2)/2$ is even (see Proposition 7.3).

Note that, like [26], we are only concerned with domains of discontinuity which are open subsets of the oriented flag manifold. In contrast, there are recent works by Danciger, Gueritaud and Kassel [10, 11] and Zimmer [35] constructing cocompact domains of discontinuity in $\mathbb{R}P^n$ and in $\mathbb{H}^{p,q}$ and proving that their existence is equivalent to the Anosov property. These domains are not open subsets.

### 1.2 Connected components of Anosov representations

Another use of the theory we develop concerns connected components of Anosov representations, based on the following proposition.

**Proposition 1.2** (Proposition 4.11). The set of $P_R$-Anosov representations is open and closed in the space of all $P_S$-Anosov representations.

Consequently, this notion can be used to distinguish connected components of Anosov representations: If two $P_S$-Anosov representations lie in the same connected component, then both the maximal choice of $F_R$ that their boundary maps can be lifted to and the transversality type of their boundary maps must agree (Corollary 4.13). We apply this fact in Section 8 to $B$-Anosov representations of closed surface groups into $\text{SL}(n, \mathbb{R})$ for odd $n$. Namely, we consider block embeddings constructed by composing a Fuchsian representation into $\text{SL}(2, \mathbb{R})$ with irreducible representations into $\text{SL}(k, \mathbb{R})$ and $\text{SL}(n - k, \mathbb{R})$. For different choices of block sizes, we show that these representations lie in different connected components of $B$-Anosov representations. Together with an observation by Thierry Barbot and Jaejeong Lee, which is explained in [27, Section 4.1], this leads to the following lower bound for the number of connected components.

**Proposition 1.3** (Corollary 8.2). Let $\Gamma = \pi_1(\Sigma)$, where $\Sigma$ is a closed surface of genus $g \geq 2$, and let $n$ be odd. Then the space $\text{Hom}_{B\text{-Anosov}}(\Gamma, \text{SL}(n, \mathbb{R}))$ has at least $2^{2g-1}(n - 1) + 1$ connected components.

### 1.3 Organization of the paper

In Section 2, we recall basic facts about parabolic subgroups and the Weyl group and fix the notation we use. We also give a refined version of the Bruhat decomposition. In Section 3, we introduce oriented flag manifolds and explain how to describe relative positions of oriented flags in terms of
the group $\widetilde{W}$. Moreover, we introduce the Bruhat order on $\widetilde{W}$ and derive a combinatorial description of it in Proposition 3.23. We also deal with the fact that in $\widetilde{W}$, there is no unique longest element, and multiple choices can be valid.

In Section 4, we define $P_R$-Anosov representations and examine their properties. In particular, we show that they form a union of connected components of the set of $P_\varnothing$-Anosov representations, where $\varnothing$ is the subset of simple restricted roots contained in $R$. We also prove that starting with a $P_\varnothing$-Anosov representation, there is a unique maximal choice of oriented flag manifold $F_R$ that one can lift its boundary map to. In Section 5, we prove Theorem 1.1. In Section 6, we give some examples of balanced ideals for the group $SL(n, \mathbb{R})$. In particular, we give a complete description of the Bruhat order on the extended Weyl group of $SL(3, \mathbb{R})$, contrast it with the unoriented case, and list the balanced ideals it admits. Furthermore, we give a geometric interpretation of oriented relative positions.

We turn to applications in Section 7. One such application is a list of oriented Grassmannians admitting cocompact domains of discontinuity for Hitchin representations. We then discuss generalized Schottky representations, obtaining as a special case the domain from our motivating example (Figure 2). Section 8 concerns connected components of $B$-Anosov representations in $SL(n, \mathbb{R})$, for odd $n$. We give a lower bound on the number of connected components by showing that certain block embeddings of Fuchsian representations must land in different components, proving Proposition 1.3.

A number of technical results were included as an appendix to improve readability: Section A is concerned with orbits and orbit closures of the $B_0 \times B_0$-action on $G$. A combinatorial description of such orbit closures with respect to the refined Bruhat decomposition is derived. Section B contains the results necessary to relate expansivity of a group action to cocompactness. This relation is a key component of the cocompactness part of Theorem 1.1.

2 | PARABOLIC SUBGROUPS

Let $G$ be a connected semi-simple Lie group with finite center and $\mathfrak{g}$ its Lie algebra. Choose a maximal compact subgroup $K \subset G$. Let $\mathfrak{k} \subset \mathfrak{g}$ be the Lie algebra of $K$ and $\mathfrak{p} = \mathfrak{k}^\perp$ its orthogonal complement with respect to the Killing form. Choose a maximal abelian subalgebra $\mathfrak{a}$ in $\mathfrak{p}$ and let $\mathfrak{a}^*$ be its dual space.

For any $\alpha \in \mathfrak{a}^*$, let

$$\mathfrak{g}_\alpha = \{X \in \mathfrak{g} | \forall H \in \mathfrak{a} : [H, X] = \alpha(H)X\}$$

and let $\Sigma \subset \mathfrak{a}^*$ be the set of restricted roots, that is the set of $\alpha \neq 0$ such that $\mathfrak{g}_\alpha \neq 0$. $\Sigma$ is in general not reduced, that is, there can be $\alpha \in \Sigma$ with $2\alpha \in \Sigma$ (but no other positive multiples except 2 or 1/2). Choose a simple system $\Delta \subset \Sigma$ (a basis of $\mathfrak{a}^*$ such that every element of $\Sigma$ can be written as a linear combination in $\Delta$ with only non-negative or only non-positive integer coefficients). Let $\Sigma^\pm$ be the corresponding positive and negative roots, $\Sigma_0$ the indivisible roots (the roots $\alpha \in \Sigma$ with $\alpha/2 \notin \Sigma$) and let $\Sigma_0^\pm = \Sigma^\pm \cap \Sigma_0$. Let $a^+ = \{X \in \mathfrak{a} | \alpha(X) > 0 \forall \alpha \in \Delta\}$ and $a^+ = \{X \in \mathfrak{a} | \alpha(X) \geq 0 \forall \alpha \in \Delta\}$.

The above choices are always possible and such a triple $(K, \mathfrak{a}, \Delta)$ is unique up to conjugation in $G$ (see, for example, [20, Theorem 2.1] and [28, Theorems 2.63, 6.51, 6.57]).
For any proper subset $\theta \subsetneq \Delta$, define the Lie algebras
\[
\mathfrak{n} = \bigoplus_{\alpha \in \Sigma^+} \mathfrak{g}_\alpha, \quad \mathfrak{n}^- = \bigoplus_{\alpha \in \Sigma^-} \mathfrak{g}_\alpha, \quad \mathfrak{b} = \bigoplus_{\alpha \in \Sigma^+ \cup \{0\}} \mathfrak{g}_\alpha, \quad \mathfrak{p}_\theta = \bigoplus_{\alpha \in \Sigma^+ \cup \text{span}(\theta)} \mathfrak{g}_\alpha.
\]

The $\mathfrak{p}_\theta \subset \mathfrak{g}$ are the standard parabolic subalgebras and $\mathfrak{b} = \mathfrak{p}_\emptyset$ is the minimal standard parabolic subalgebra. A parabolic subalgebra is a subalgebra which is conjugate to a standard parabolic subalgebra.

Let $A, N, N^- \subset G$ be the connected subgroups with Lie algebras $\mathfrak{a}, \mathfrak{n}, \mathfrak{n}^-$. The exponential map of $G$ restricts to diffeomorphisms $\exp : \mathfrak{a} \to A$, $\exp : \mathfrak{n} \to N$ and $\exp : \mathfrak{n}^- \to N^-$. Let $P_\emptyset = N_G(\mathfrak{p}_\emptyset) \subset G$ be the (standard) parabolic subgroups and $B = P_\emptyset$ the (standard) minimal parabolic subgroup. The Lie algebra of $P_\emptyset$ is $\mathfrak{p}_\emptyset$. A parabolic subgroup is typically defined to be a subgroup conjugate to some $P_\emptyset$. However, when we write ‘parabolic subgroup’ here, we will just mean $P_\emptyset$ for some $\emptyset \subsetneq \Delta$. Using the Iwasawa decomposition $G = KAN$, the minimal parabolic can also be described as $B = Z_K(\mathfrak{a})AN$, with $Z_K(\mathfrak{a})$ being the centralizer of $\mathfrak{a}$ in $K$.

The quotients
\[
P_\emptyset := G/P_\emptyset
\]
are compact $G$-homogeneous spaces and are called (partial) flag manifolds.

Define the groups
\[
W = N_K(A)/Z_K(\mathfrak{a}), \quad \tilde{W} = N_K(\mathfrak{a})/Z_K(\mathfrak{a})_0, \quad \tilde{M} = Z_K(\mathfrak{a})/Z_K(\mathfrak{a})_0,
\]
where $Z_K(\mathfrak{a})_0$ is the identity component of the centralizer of $\mathfrak{a}$ in $K$. The group $W$ is the Weyl group of $G$, and we call $\tilde{W}$ the extended Weyl group. The set of simple roots $\Delta$ can be realized as a subset of $W$ by identifying $\alpha \in \Delta$ with the Killing orthogonal reflection along $\ker \alpha$ in $\mathfrak{a}$. Then $\Delta \subset W$ is a generating set. We denote by $\ell : W \to \mathbb{N}$ the word length with respect to the generating set $\Delta$. There is a unique longest element $w_0 \in W$. Conjugation by $w_0$ preserves $\Delta$ and defines a map $\iota : \Delta \to \Delta$ which is called the opposition involution. If we write $\ell(\pi(w))$ for $w \in \tilde{W}$, we mean the length $\ell(\pi(w))$ of its projection to $W$.

Though the groups $W, \tilde{W}$ and $\tilde{M}$ are not really subgroups of $G$, we can often simplify notation by pretending they are. For example, if $H \subset G$ is a subgroup containing $Z_K(\mathfrak{a})_0$, we will write $H \cap \tilde{M}$ as a shorthand for $(H \cap Z_K(\mathfrak{a}))/Z_K(\mathfrak{a})_0 \subset \tilde{M}$, or $wH$ for the coset $nH$ where $n \in N_K(\mathfrak{a})$ is any choice of representative for $w \in \tilde{W}$.

See Section 6.2 for a description of $\Delta, \tilde{W}, \tilde{M}$, etc., in the case $G = \text{SL}(n, \mathbb{R})$.

An central feature of $W$ for us is the Bruhat decomposition [28, Theorem 7.40]
\[
G = \bigsqcup_{w \in W} BwB.
\]

Analogous to this, we have the following statement for $\tilde{W}$ and the identity component $B_0$. A proof is given as Proposition A.3 in the appendix.

**Proposition 2.1** (Refined Bruhat decomposition). $G$ decomposes into the disjoint union
\[
G = \bigsqcup_{\omega \in \tilde{W}} B_0 \omega B_0.
\]
We write $L_g$ and $R_g$ for left and right multiplication by $g \in G$. For subsets $T_1, \ldots, T_n$ of a group, we write $\langle T_1, \ldots, T_n \rangle$ for the smallest subgroup containing all of them. When speaking about quotients of groups, we usually denote equivalence classes by square brackets. To avoid confusion, we use double brackets $[ ]$ for all quotients of the group $\tilde{W}$. It should always be clear from the context which quotient we are referring to.

Our attention in this paper will be restricted to semi-simple Lie groups $G$ such that the group $\tilde{M}$ is finite abelian and consists entirely of involutions. This holds for all $G$ which are linear, that is, isomorphic to a closed subgroup of some $GL(n, \mathbb{R})$ (see [28, Theorem 7.53] and note that all connected linear Lie groups have a complexification). Also, every linear semi-simple Lie group has a finite center [28, Proposition 7.9]. All our arguments work equally well for Lie groups which are not linear, as long as their center is finite and $\tilde{M}$ is finite abelian and consists of involutions. These assumptions on $\tilde{M}$ do not appear to be essential for our theory, but they significantly simplify several arguments, for example, the statement and proof of Lemma A.6.

If $\tilde{M}$ is trivial, the class of oriented flag manifolds (see Definition 3.1) reduces to ordinary flag manifolds. Our theory gives nothing new in this case. In particular, this happens whenever $G$ is a complex Lie group, since their minimal parabolic subgroups are connected.

3 | ORIENTED RELATIVE POSITIONS

3.1 | Oriented flag manifolds

Let $B$ be the minimal parabolic subgroup as defined in Section 2 and $B_0$ its identity component. Note that a proper closed subgroup $B_0 \subset P \subset G$ containing $B_0$ has a parabolic Lie algebra and is thus a union of connected components of a parabolic subgroup.

**Definition 3.1.** Let $B_0 \subset P \subset G$ be a proper closed subgroup containing $B_0$. We call such a group (standard) oriented parabolic subgroup and the quotient $G/P$ an oriented flag manifold.

**Example 3.2.** Let $G = SL(n, \mathbb{R})$ be the special linear group. Then $B_0$ is the set of upper triangular matrices with positive diagonal entries $\lambda_1, \ldots, \lambda_n$. The space $G/B_0$ can be identified with the space of complete oriented flags, that is, complete flags with a choice of orientation in every dimension. An example of a closed subgroup $B_0 \subset P \subset G$ is the group of upper triangular matrices where $\lambda_1$ and $\lambda_2$ are allowed to be (both) negative, while the remaining entries must be positive. The space $G/P$ identifies with the space of complete flags with a choice of orientation on every component except the 1-dimensional one. In this way, all partial flag manifolds with a choice of orientation on a subset of the components of the flags can be obtained. However, we can also consider, for example, the group $P' = \langle B_0, -1 \rangle$ if $n$ is even. Its corresponding oriented flag manifold $G/P'$ is the space of complete oriented flags up to simultaneously changing the orientation on every odd-dimensional component.

The parabolic subgroups of $G$ are parametrized by proper subsets $\vartheta$ of $\Delta$. We want a similar description for oriented parabolics. To define this, we first need a lift $\nu : \Delta \to \tilde{W}$ of our generating set $\Delta \subset W$, which behaves well in the sense that $\nu(\alpha) \in (P_{\alpha})_0$ for all $\alpha \in \Delta$ (see Lemma 3.12).
The construction requires some Lie theory. If $\langle \cdot, \cdot \rangle$ is the Killing form on $\mathfrak{g}$ and $\Theta$ the Cartan involution which is 1 on $\mathfrak{k}$ and $-1$ on $\mathfrak{p}$, then $\|X\|^2 = -\langle X, \Theta X \rangle$ defines a norm on $\mathfrak{g}$. Its restriction to $\mathfrak{a}$ is just $\langle \cdot, \cdot \rangle$. For $\alpha \in \mathfrak{a}^*$ let $H_\alpha \in \mathfrak{a}$ be its dual with respect to $\langle \cdot, \cdot \rangle$, that is, $\langle H_\alpha, X \rangle = \alpha(X)$ for all $X \in \mathfrak{a}$. We use the norm on $\mathfrak{a}^*$ defined by $\|\alpha\|^2 = \langle H_\alpha, H_\alpha \rangle$.

**Definition 3.3.** For every $\alpha \in \Delta$, choose a vector $E_\alpha \in \mathfrak{g}_\alpha$ such that $\|E_\alpha\|^2 = 2\|\alpha\|^{-2}$. Then we define

$$\nu(\alpha) = \exp\left( \frac{\pi}{2}(E_\alpha + \Theta E_\alpha) \right).$$

By [28, Proposition 6.52(c)], this is in $N_K(\mathfrak{a})$ and acts on $\mathfrak{a}$ as a reflection along the kernel of the simple root $\alpha$. We will regard $\nu(\alpha)$ as an element of $\tilde{W} = N_K(\mathfrak{a})/Z_K(\mathfrak{a})_0$.

**Remarks 3.4.**

(i) $\nu(\alpha) \in \tilde{W}$ is almost independent of the choice of $E_\alpha$: If $\dim \mathfrak{g}_\alpha > 1$, then the set of admissible $E_\alpha$ is connected. Since $\tilde{W}$ is discrete and $\nu(\alpha)$ depends continuously on $E_\alpha$, this means that $\nu(\alpha) \in \tilde{W}$ is independent of $E_\alpha$. In particular, we get the same $\nu(\alpha)$ when substituting $E_\alpha$ by $-E_\alpha$, so $\nu(\alpha) = \nu(\alpha)^{-1}$. On the other hand, if $\dim \mathfrak{g}_\alpha = 1$, then $\nu(\alpha)$ need not be of order 2, and there can be two different choices for $\nu(\alpha)$, which are inverses of each other. If they do not coincide, $\nu(\alpha)$ is of order 4 since $\nu(\alpha)^2$ acts trivially on $\mathfrak{a}$ and is therefore contained in $\tilde{M}$. By our assumption of $G$ being linear, $\tilde{M}$ consists of involutions. In the group $SL(n, \mathbb{R})$, for example, $\nu(\alpha)$ is of order 4 for all simple restricted roots $\alpha$, while in $SO_0(p, q)$, $p < q$, the image of the ‘last’ simple root $\alpha_p$ is of order 2.

(ii) For every $\alpha \in \Delta$, we have $\pi(\nu(\alpha)) = \alpha \in W$, so the projection of $\nu(\Delta)$ to $W$ is just the usual generating set $\Delta$. In fact, $\nu(\Delta)$ also generates the group $\tilde{W}$ (this can be seen using Lemma 3.12 with $\theta = \Delta$, it still holds in that case).

Now we can define our objects parametrizing oriented parabolic subgroups.

**Definition 3.5.** Let $\theta \subset \Delta$ and $\bar{M}_\theta = \langle \nu(\theta) \rangle \cap \bar{M}$. Let $\bar{M}_\theta \subset E \subset \bar{M}$ be a subgroup. Then we call the group $R = \langle \nu(\theta), E \rangle \subset \tilde{W}$ an **oriented parabolic type**.

**Remarks 3.6.**

(i) This definition does not depend on the choices involved in $\nu$ (see Remark 3.4(i)).

(ii) For every oriented parabolic type $R$, there is a unique pair $(\theta, E)$ with $\theta \subset \Delta$, $\bar{M}_\theta \subset E \subset \bar{M}$, and $R = \langle \nu(\theta), E \rangle$. In fact, using Lemma 3.9 below, we can recover $\theta$ and $E$ from $R$ by

$$R \cap \bar{M} = \langle \nu(\theta) \rangle E \cap \bar{M} = \bar{M}_\theta E = E$$

and

$$\pi(R) \cap \Delta = \pi(\langle \nu(\theta) \rangle) \cap \Delta = \langle \theta \rangle \cap \Delta = \theta$$

where $\pi$ is the projection from $\tilde{W}$ to $W$. 

Proposition 3.7. The map

\{\text{oriented parabolic types}\} \to \{\text{oriented parabolic subgroups}\}

mapping \( R \) to \( P_R = B_0RB_0 \) is a bijection. Its inverse maps \( P \) to \( P \cap \widetilde{W} \). We will call \( P \cap \widetilde{W} \) the type of \( P \).

Definition 3.8. Let \( P_R \) be the oriented parabolic of type \( R = \langle \nu(\theta), E \rangle \). Then we write

\[ T_R = G/P_R, \quad T_\theta = G/P_\theta \]

for the associated oriented and unoriented flag manifolds.

The remainder of Section 3.1 is a proof of Proposition 3.7. We first need a few lemmas.

Lemma 3.9. Let \( \alpha \in \Delta \) and \( w \in \widetilde{W} \) such that \( \pi(w) \) and \( \alpha \) are commuting elements of \( W \). Then \( w\nu(\alpha)w^{-1} \in \{\nu(\alpha), \nu(\alpha)^{-1}\} \subset \widetilde{W} \). In particular, this holds for any \( w \in \widetilde{M} \). As a consequence, for any \( \theta \subset \Delta \) and any subgroup \( E \subset \widetilde{M} \)

\[ \langle \nu(\theta), E \rangle = \langle \nu(\theta) \rangle E = E \langle \nu(\theta) \rangle. \]

Proof. We compute, using that \( \text{Ad}_w \) commutes with the Cartan involution,

\[ w\nu(\alpha)w^{-1} = \exp \left( \frac{\pi}{2} (\text{Ad}_w E_\alpha + \Theta \text{Ad}_w E_\alpha) \right). \]

Since \( \text{Ad}_w \) preserves \( \| \cdot \| \) and the root \( \alpha \) is preserved by \( w \) this just corresponds to a different choice of \( E_\alpha \in \mathfrak{g}_\alpha \) in the definition of \( \nu(\alpha) \), so \( w\nu(\alpha)w^{-1} \) must be either \( \nu(\alpha) \) or \( \nu(\alpha)^{-1} \) by Remark 3.4(i). So in particular \( m \langle \nu(\theta) \rangle m^{-1} \subset \langle \nu(\theta) \rangle \) for any \( m \in \widetilde{M} \) and \( \theta \subset \Delta \), which shows the second statement.

Lemma 3.10. Let \( R, S \) be oriented parabolic types and \( w \in \widetilde{W} \). Then

\[ B_0RB_0wB_0SB_0 = B_0RwSB_0. \]

Proof. Let \( R = \langle \nu(\theta), E \rangle \). We first prove \( B_0w'B_0wB_0 \subset B_0RwB_0 \) for all \( w \in \widetilde{W} \) and \( w' \in R \) by induction on \( \ell(w') \). If \( \ell(w') = 0 \), then \( w' \in \widetilde{M} \), so \( B_0w'B_0wB_0 = B_0w'wB_0 \subset B_0RwB_0 \). If \( \ell(w') > 0 \), then we can find \( \alpha \in \theta \) and \( s = \nu(\alpha) \) with \( w' = w's \) and \( \ell(w') = \ell(w'') + 1 \). So by Lemma A.8

\[ B_0w'B_0wB_0 = B_0w''sB_0wB_0 = B_0w''B_0sB_0wB_0 \]

\[ \subset B_0w''B_0wB_0 \cup B_0w''B_0swB_0 \cup B_0w''B_0s^2wB_0, \]

which is in \( B_0RwB_0 \) by the induction hypothesis, since \( s, w'' \in R \). So \( B_0RB_0wB_0 \subset B_0RwB_0 \). By the same argument \( B_0SB_0w^{-1}B_0 \subset B_0Sw^{-1}B_0 \), and thus \( B_0wB_0SB_0 \subset B_0wSB_0 \). Together, this shows the lemma.

Lemma 3.11. If \( R \) is an oriented parabolic type, then \( B_0RB_0 \) is a closed subgroup of \( G \).
Proof. Closedness follows from Proposition A.10 as \( A_w \subset R \) for every \( w \in R \). This is because we can write \( w = w'm \) with \( w' \in \langle \nu(\theta) \rangle \) and \( m \in E \), and then \( A_w = A_{w'm} \subset R \). To see that \( B_0RB_0 \) is a subgroup, we take \( w, w' \in R \) and need to prove that \( B_0wB_0w'B_0 \subset B_0RB_0 \). But this follows from Lemma 3.10 (with \( S = 1 \)).

**Lemma 3.12.** Let \( \theta \subset \Delta \). Then \( P_\theta \cap \tilde{W} = \langle \nu(\theta), \tilde{M} \rangle \) and \( (P_\theta)_0 \cap \tilde{W} = \langle \nu(\theta) \rangle \).

**Proof.** Since \( P_\theta \) is \( B \)-invariant from both sides, it is a union of Bruhat cells, so \( P_\theta \cap \tilde{W} = \pi^{-1}(P_\theta \cap W) \). Recall that \( P_\theta = N_G(p_\theta) \), so \( w \in W \) is in \( P_\theta \) if and only if \( \text{Ad}_w p_\theta \subset p_\theta \). This holds if and only if \( w \) preserves \( \Sigma^+_0 \cup \text{span}(\theta) \). A simple computation shows that this is equivalent to \( \Sigma^+_0 \cap w\Sigma^-_0 \subset \text{span}(\theta) \), which in turn is equivalent to \( w \in \langle \theta \rangle \subset W \) by Lemma A.4. This proves the first equality.

For the second one, note that \( \nu(\alpha) \in (P_\alpha)_0 \subset (P_\theta)_0 \) by Lemma A.6 for every \( \alpha \in \theta \), so \( \langle \nu(\theta) \rangle \subset (P_\theta)_0 \cap \tilde{W} \). By Lemma 3.11, \( P_{\langle \nu(\theta) \rangle} \) is a closed subgroup of \( G \) and \( P_{\langle \nu(\theta) \rangle} \subset (P_\theta)_0 \). But by the preceding paragraph, \( P_\theta = P_{\langle \nu(\theta), \tilde{M} \rangle} = P_{\langle \nu(\theta) \rangle} \tilde{M} \) is a union of finitely many copies of \( P_{\langle \nu(\theta) \rangle} \). This is only possible if \( P_{\langle \nu(\theta) \rangle} = (P_\theta)_0 \). \( \square \)

**Proof of Proposition 3.7.** Lemma 3.11 shows that \( P_R = B_0RB_0 \) is a closed subgroup containing \( B_0 \) for every oriented parabolic type \( R \). On the other hand, the Lie algebra of such a subgroup \( P \) contains \( b \) and is therefore of the form \( p_\theta \) for some \( \theta \subset \Delta \) [28, Proposition 7.76]. So \( (P_\theta)_0 \subset P \subset P_\theta \) and, by Lemma 3.12, \( \langle \nu(\theta) \rangle \subset P \cap \tilde{W} \subset \langle \nu(\theta) \rangle \tilde{M} \). Let \( E = P \cap \tilde{M} \). Then \( \tilde{M}_\theta \subset E \subset \tilde{M} \) and \( P \cap \tilde{W} = \langle \nu(\theta) \rangle E \) is an oriented parabolic type.

So the maps in both directions are well-defined. It is clear by Proposition 2.1 that they are inverses of each other. \( \square \)

### 3.2 Relative positions

Let \( P_R \) and \( P_S \) be the oriented parabolic subgroups of types \( R = \langle \nu(\theta), E \rangle \) and \( S = \langle \nu(\eta), F \rangle \) and let \( F_R, F_S \) be the oriented flag manifolds.

**Definition 3.13.** The *set of relative positions* is the quotient

\[
\tilde{W}_{R,S} = G \backslash (F_R \times F_S),
\]

where \( G \) acts diagonally on \( F_R \times F_S \). The projection

\[
\text{pos}_{R,S} : F_R \times F_S \to \tilde{W}_{R,S}
\]

is called the *relative position map*.

**Example 3.14.** Consider the group \( G = \text{SL}(2, \mathbb{R}) \) and \( R = S = \{1\} \), so that both \( F_R \) and \( F_S \) are identified with \( S^1 \), the space of oriented lines in \( \mathbb{R}^2 \). Then there are two 2-dimensional and two 1-dimensional \( G \)-orbits in the space \( S^1 \times S^1 \). The 2-dimensional orbits consist of all transverse pairs \((v, w)\) defining a positively or negatively oriented basis of \( \mathbb{R}^2 \). The 1-dimensional orbits consist of pairs \((v, \pm v)\).
The relative positions admit a combinatorial description in the framework of the preceding sections. This is the main reason why we consider the parabolic types as subgroups of \( \tilde{W} \), and the reason for the notation \( \tilde{W}_{R,S} \). When we write \( \tilde{W}_{R,S} \) in the following, we will usually regard it as \( R \backslash \tilde{W} / S \) and we will write double brackets \([ \cdot ]\) for equivalence classes in these quotients.

**Proposition 3.15.** There are bijections

\[
R \backslash \tilde{W} / S \rightarrow P_R \backslash G / P_S \rightarrow G \backslash (P_R \times P_S).
\]

The first map is induced by the inclusion of \( N_K(\mathfrak{a}) \) into \( G \) and the second by mapping \( g \in G \) to \( ([1], [g]) \in P_R \times P_S \). In particular, \( \tilde{W}_{R,S} \) is a finite set.

**Proof.** It is clear from the definitions that the maps are well-defined and the second map is injective. It is surjective since \( G \) acts transitively on \( P_R \times P_S \) can thus be brought into the form \( ([1], [g]) \) by the diagonal action. To see that the first map is surjective, let \( P_R g P_S \subset P_R \backslash G / P_S \). By Proposition 2.1, \( g \in B_0 w B_0 \) for some \( w \in \tilde{W} \). Then \( [w] \in R \backslash \tilde{W} / S \) maps to \([g]\).

To prove injectivity of the first map, let \( w, w' \in \tilde{W} \) with \( P_R w P_S = P_R w' P_S \). Since \( P_R = B_0 R B_0 \) and \( P_S = B_0 S B_0 \) by Lemma 3.11, we can write \( w' \in P_R w P_S = B_0 R B_0 w B_0 S B_0 \). By Lemma 3.10, \( B_0 R B_0 w B_0 S B_0 = B_0 R w S B_0 \), and by Proposition 2.1 this implies \( w' \in R w S \), proving injectivity. \( \square \)

A particularly important subset of relative positions consists of transverse or ‘maximally generic’ ones. It will be studied in more detail in Section 3.5.

**Definition 3.16.** A element \( w_0 \in \tilde{W} \) is called transverse if it is a lift of the longest element of \( W \). The set of transverse elements in \( \tilde{W} \) will be denoted by \( T \).

A relative position \( [w_0] \in \tilde{W}_{R,S} \) is called transverse if it is a projection of a transverse position in \( \tilde{W} \). The set of transverse positions in \( \tilde{W}_{R,S} \) will be denoted by \( T_{R,S} \).

### 3.3 Refined Schubert strata

**Definition 3.17.** Let \( f \in P_R \) and \( [w] \in \tilde{W}_{R,S} \). Then we call the set

\[
C^{R,S}_{[w]}(f) := \{ f' \in P_S \mid \text{pos}_{R,S}(f, f') = [w] \}
\]

of flags at position \( [w] \) with respect to \( f \) a **refined Schubert stratum**. We sometimes omit the superscript \( R, S \) if it is clear from the context.

Every refined Schubert stratum admits the following simple (but in general not injective) parametrization by \( R \) and the unipotent subgroup \( N \subset G \):

**Lemma 3.18.** Let \( w \in \tilde{W} \). Then

\[
C^{R,S}_{[w]}([1]) = NR[w] \subset P_S.
\]
Proof. Let $g \in G$ such that $[g] \in C^{R,S}_{[w]}([1])$. Then by Lemma 3.10, we have

$$g \in P_RW_S = B_0RW_S.$$  

Using the Iwasawa decomposition $B_0 = NAZ_K(𝔞_0)$ and the fact that both $A$ and $Z_K(𝔞)$ are normalized by $N_K(𝔞)$, this implies

$$B_0RW_S = NAZ_K(𝔞_0)RW_S = NRwAZ_K(𝔞_0)W_S = NRwS.$$  

□

If $R = S$ and $[w_0] \in \widetilde{W}_{R,R}$ is a transverse position, then $C_{[w_0]}(f)$ is a cell, parametrized as follows.

**Lemma 3.19.** Assume that $\iota(\theta) = \theta$ and let $w_0 \in T$ such that $w_0Ew_0^{-1} = E$. Define

$$n^-_\theta = \bigoplus_{\alpha \in \Sigma^- \setminus \text{span}(\theta)} g_\alpha.$$  

Then the map

$$\varphi : n^-_\theta \rightarrow C^{R,R}_{[w_0]}([w_0^{-1}]), \quad X \mapsto [e^X]$$  

is a diffeomorphism.

Proof. Let $N^-_\theta \subset G$ be the connected subgroup with Lie algebra $n^-_\theta$. As a subgroup of $N^-$ its exponential map $n^-_\theta \rightarrow N^-_\theta$ is a diffeomorphism. So it suffices to show that the projection map $\bar{\varphi} : N^-_\theta \rightarrow P_R$ is a diffeomorphism onto $C_{[w_0]}([w_0^{-1}])$.

First we verify that $C_{[w_0]}([w_0^{-1}]) = \{[n] \mid n \in N^-_\theta\}$. We have

$$C_{[w_0]}([w_0^{-1}]) = \{f \in P_R \mid \text{pos}_{R,R}([1], w_0f) = [w_0]\} = \{f \in P_R \mid \exists p \in G : [1] = [p], w_0f = [pw_0]\} = \{[w_0^{-1}pw_0] \mid p \in P_R\}$$  

and $w_0N^-_\theta w_0^{-1} \subset (P_\iota(\theta))_0 \subset P_R$, so it remains to show that $w_0^{-1}P_Rw_0 \subset N^-_\theta P_R$. As a consequence of the Langlands decomposition [28, Propositions 7.82(a) and 7.83(d)] we can write $P_\theta = N^+_\theta Z_G(𝔞_\theta)$ with $N^+_\theta = w_0N^-_\theta w_0^{-1} = w_0N^-_\theta w_0^{-1}$ and $a_\theta = \bigcap_{\beta \in \theta} \ker \beta$. Now $\text{Ad}_{w_0}$ preserves $a_\theta$ and thus $w_0^{-1}Z_G(𝔞_\theta)w_0 = Z_G(𝔞_\theta)$, hence $w_0^{-1}P_\theta w_0 = N^-_\theta Z_G(𝔞_\theta)$. As $N^-_\theta$ is connected, we even get

$$w_0^{-1}(P_\theta)_0w_0 = N^-_\theta Z_G(𝔞_\theta)_0$$  

and therefore

$$w_0^{-1}P_Rw_0 = w_0^{-1}(P_\theta)_0Ew_0 = w_0^{-1}(P_\theta)_0w_0E = N^-_\theta Z_G(𝔞_\theta)_0E \subset N^-_\theta P_R.$$  

To prove injectivity of $\bar{\varphi}$, let $n, n' \in N^-_\theta$ with $[n] = [n']$. Then $n^{-1}n' \in N^-_\theta \cap P_R = \{1\}$ by [28, Proposition 7.83(c)], so $\bar{\varphi}$ is injective. To see that $\bar{\varphi}$ is regular, we observe that $n^-_\theta$ is composed of the root spaces of roots in $\Sigma^- \setminus \text{span}(\theta)$ while $p_\theta$ has the root spaces $\Sigma^+ \cup \text{span}(\theta)$. So $g = n^-_\theta \oplus p_\theta$ and $D_1\bar{\varphi} : n^-_\theta \rightarrow g/p_\theta$ is an isomorphism. By equivariance, we then see that $\bar{\varphi}$ is a diffeomorphism onto its image. □
### 3.4 The Bruhat order

Again, let $P_R$ and $P_S$ be the oriented parabolic subgroups of types $R = \langle v(\theta), E \rangle$ and $S = \langle v(\eta), F \rangle$ and let $F_R, F_S$ be the oriented flag manifolds.

**Definition 3.20.** The Bruhat order on $\tilde{W}_{R,S} = G\backslash(F_R \times F_S)$ is the inclusion order on orbit closures, that is,

$$G(f_1, f_2) \leq G(f_1', f_2') \iff \overline{G(f_1, f_2)} \subset \overline{G(f_1', f_2')}.$$  

In other words, if we have sequences of flags $f_n \rightarrow f \in F_R$ and $f'_n \rightarrow f' \in F_S$ with $\text{pos}_{R,S}(f_n, f'_n)$ constant, then

$$\text{pos}_{R,S}(f, f') \leq \text{pos}_{R,S}(f_n, f'_n).$$

The Bruhat order thus encodes the genericity of a pair of flags.

If we view the set of relative positions as the double quotient $R \backslash \tilde{W} / S$ via the correspondence in Proposition 3.15, the Bruhat order is given as follows.

**Lemma 3.21.** Let $w, w' \in \tilde{W}$ and denote by $[w], [w'] \in \tilde{W}_{R,S}$ the equivalence classes they represent. Then we have

$$[w] \leq [w'] \iff P_RwP_S \subset P_Rw'P_S.$$  

**Proof.** Recall that $w$ represents the orbit $G([1], [w])$. The inequality $[w] \leq [w']$ is equivalent to the existence of a sequence $(g_n) \in G^\infty$ such that $[g_n] \rightarrow [1]$ in $F_R$ and $[g_n w'] \rightarrow [w]$ in $F_S$. This means that there exist sequences $(p_n) \in P_R^\infty$ and $(q_n) \in P_S^\infty$ such that $g_n p_n \rightarrow 1$ and $g_n w' q_n \rightarrow w$. Writing

$$g_n p_n p_n^{-1} w' q_n \rightarrow w$$

shows that $p_n^{-1} w' q_n \rightarrow w$.

Conversely, if such sequences $(p_n)$ and $(q_n)$ are given, we can simply take $g_n = p_n$ in the description above. \qed

The following lemma shows how the Bruhat order on $\tilde{W}$ relates to that on the quotients $\tilde{W}_{R,S} = R \backslash \tilde{W} / S$.

**Lemma 3.22.** Let $R \subset R'$ and $S \subset S'$ be oriented parabolic types. In this lemma, we write $[w]$ for the equivalence class of $w \in \tilde{W}$ in $\tilde{W}_{R,S}$ and $[w]'$ for its equivalence class in $\tilde{W}_{R', S'}$. Then for every $w_1, w_2 \in \tilde{W}$:

(i) If $[w_1] \leq [w_2]$, then $[w_1]' \leq [w_2]'$.

(ii) If $[w_1]' \leq [w_2]'$, then there exists $w_3 \in \tilde{W}$ with $[w_3]' = [w_2]'$ and $[w_1] \leq [w_3]$.

(iii) If $[w_1]' \leq [w_2]'$, then there exists $w_3 \in \tilde{W}$ with $[w_3]' = [w_1]'$ and $[w_3] \leq [w_2]$.

**Proof.** If $[w_1] \leq [w_2]$, then $w_1 \in P_R w_2 P_S \subset P_{R'} w_2 P_{S'}$. As the last term is $P_{R'}$-left and $P_{S'}$-right invariant and closed, this implies $P_{R'} w_1 P_{S'} \subset P_{R'} w_2 P_{S'}$, hence (i).
The assumption in (ii) is equivalent to $w_1 \in P_{R'}w_2P_{S'}$. By Lemma 3.10 and Lemma 3.11, $P_{R'}w_2P_{S'} = B_0R'w_2S'B_0$, so there exist $r \in R'$ and $s \in S'$ such that $w_1 \in B_0rw_2sB_0$. So $w_3 = rw_2s$ satisfies the properties we want.

In part (iii), as $[w_1]' \leq [w_2]'$ there is a sequence $(g_n) \in G^\mathbb{N}$ such that $[g_n] \to [1]$ in $P_R'$ and $[g_nw_2] \to [w_1]$ in $P_S'$. Passing to a subsequence, we can also assume that $[g_n] \to f_1 \in P_R$ and $[g_nw_2] \to f_2 \in P_S$. Let $[w_3] = \text{pos}_{R,S}(f_1, f_2)$. Then $[w_3] \leq [w_2]$ and $[w_3]' = \text{pos}_{R',S'}(\pi_{R'}(f_1), \pi_{S'}(f_2)) = \text{pos}_{R',S'}([1], [w_1]) = [w_1]'$. □

The Bruhat order on $\widetilde{W}$ is defined by orbit closures of the $B_0 \times B_0$-action. Proposition A.10 describes this in combinatorial terms. Combining this with Lemma 3.22 allows us to also describe the Bruhat order on $\widetilde{W}_{R,S}$ combinatorially. Essentially, we get everything lower than $[w]$ in the Bruhat order by deleting or squaring letters in a suitable reduced word for $w$.

**Proposition 3.23.** For any $w \in \widetilde{W}$ choose $\alpha_1, \ldots, \alpha_k \in \Delta$ and $m \in \widetilde{M}$ such that $w = \nu(\alpha_1) \ldots \nu(\alpha_k) m$ and that this is a reduced word, meaning $k = \ell(w)$. Then define

$$A_w = \{\nu(\alpha_1)^{i_1} \ldots \nu(\alpha_k)^{i_k} m \mid i_1, \ldots, i_k \in \{0, 1, 2\}\} \subset \widetilde{W}.$$  

This is independent of the choice of reduced word. The Bruhat order on $\widetilde{W}$ is given by

$$w' \leq w \iff w' \in A_w. \quad (1)$$

On $\widetilde{W}_{R,S}$, it is given by

$$[w'] \leq [w] \iff w' \in RA_wS \iff w' \in \bigcup_{r \in R, s \in S} A_{rws}. \quad (2)$$

The Bruhat order on $\widetilde{W}_{R,S}$ is a partial order.

**Proof.** The well–definedness of $A_w$ and (1) hold by Proposition A.10. For the general case (2), if $w' \in A_{rws}$ or $w' \in r^{-1}A_wS$ for some $r \in R, s \in S$, then $w' \leq rws$ or $rw's \leq w$ in $\widetilde{W}$, respectively. By Lemma 3.22(i) both inequalities imply $[w'] \leq [w]$. Conversely, if $[w'] \leq [w]$, then $w' \leq rws$ and $r'w's' \leq w$ for some $r, r' \in R$ and $s, s' \in S$ by Lemma 3.22(ii) and Lemma 3.22(iii), so $w' \in A_{rws}$ and $w' \in r^{-1}A_wS$.

The Bruhat order is transitive and reflexive by its definition. To show antisymmetry, suppose $[w] \leq [w'] \leq [w]$ in $\widetilde{W}_{R,S}$. Then $RA_wS = RA_{w'}S$. Let $\mathcal{L}_w \subset RA_wS$ be the subset of elements which are maximal in $RA_wS = \bigcup_{r,s} A_{rws}$ with respect to $\leq$. Then every element of $\mathcal{L}_w$ is also maximal in $A_{rws}$ for some $r \in R, s \in S$. But the unique longest element of $A_{rws}$ is $rws$, since squaring and deleting letters only reduces $\ell$. So $\mathcal{L}_w \subset RwS$ and, since $\mathcal{L}_w = \mathcal{L}_{w'} \neq \emptyset, RwS = Rw'S$. □

The following characterization of the Bruhat order on $\widetilde{W}$ will also be useful later:

**Lemma 3.24.** Let $w_1, w_2 \in \widetilde{W}$ with $\ell(w_2) = \ell(w_1) + 1$. Let

$$Q = \{w \nu(\alpha)^{\pm 1} w^{-1} \mid w \in \widetilde{W}, \alpha \in \Delta\} \subset \widetilde{W}$$

...
be the set of conjugates of the standard generators or their inverses. Then

\[ w_1 \leq w_2 \iff \exists q \in Q : w_1 = q w_2. \]

**Proof.** The implication ‘⇒’ follows from Proposition A.10 by choosing \( q \) of the form

\[ q = \nu(\alpha_1) \ldots \nu(\alpha_{i-1})\nu(\alpha_i)\nu(\alpha_{i-1})^{-1} \ldots \nu(\alpha_1)^{-1} \]

for some \( i \). For the other direction, assume that \( w = qw' \) and write

\[ w' = \nu(\alpha_1) \ldots \nu(\alpha_k) m \]

for some \( \alpha_1, \ldots, \alpha_k \in \Delta \) with \( k = \ell(w') \) and \( m \in \overline{M} \). Then \( \pi(w') = \alpha_1 \ldots \alpha_k \) and by the strong exchange property of Coxeter groups [1, Theorem 1.4.3]

\[ \pi(w) = \pi(q)\pi(w') = \alpha_1 \ldots \check{\alpha}_i \ldots \alpha_k \]

for some \( i \), so \( \pi(q) = (\alpha_1 \ldots \alpha_{i-1})\check{\alpha}_i (\alpha_1 \ldots \alpha_{i-1})^{-1} \). Set \( c = \nu(\alpha_1) \ldots \nu(\alpha_{i-1}) \in \overline{W} \). Then \( c^{-1}qc \in \pi^{-1}(\alpha_i) \cap Q = \{\nu(\alpha_i)^\pm 1\} \) by Lemma 3.9. So

\[ w = qw' = c \nu(\alpha_i)^\pm 1 c^{-1} w' = \nu(\alpha_1) \ldots \nu(\alpha_{i-1}) \nu(\alpha_i)^{\pm 1} \nu(\alpha_{i+1}) \ldots \nu(\alpha_k) m \leq w', \]

where the inequality at the end follows by Proposition A.10. \( \square \)

The following lemmas will be useful when calculating with relative positions.

**Lemma 3.25.** Recall \( R = \langle \nu(\theta), E \rangle \) and \( S = \langle \nu(\eta), F \rangle \).

(i) \( Z_K(\mathfrak{a}) \) normalizes the subgroups \( P_R, P_S \). Consequently, the (finite abelian) group \( \overline{M}/E \) acts on \( \mathcal{F}_R \) by right multiplication, and this action is simply transitive on fibers over \( F_\emptyset \). The analogous statement holds for \( \overline{M}/F \) acting on \( \mathcal{F}_S \).

Furthermore, \( \overline{M}/E \) acts on \( \overline{W}_{R,S} \) by left multiplication and \( \overline{M}/F \) acts on \( \overline{W}_{R,S} \) by right multiplication. Both of these actions preserve the Bruhat order.

(ii) For any \( f_1 \in \mathcal{F}_R, f_2 \in \mathcal{F}_S, m_1 \in \overline{M}/E, m_2 \in \overline{M}/F, \) right multiplication by \( m_1 \) and \( m_2 \) has the following effect on relative positions:

\[ \text{pos}_{R,S}(R_{m_1}(f_1), R_{m_2}(f_2)) = m_1^{-1} \text{pos}_{R,S}(f_1, f_2)m_2 \]

**Proof.**

(i) It follows, for example, from Lemma 3.9 that \( \overline{M} \) normalizes \( R = \langle \nu(\theta), E \rangle \) and \( S = \langle \nu(\eta), F \rangle \). Furthermore, \( Z_R(\mathfrak{a}) \) normalizes \( B_0 \) and thus also \( P_R = B_0RB_0 \) and \( P_S = B_0SB_0 \). This implies that the actions of \( \overline{M} \) on \( \mathcal{F}_R \) and \( \mathcal{F}_S \) by right multiplication and on \( \overline{W}_{R,S} \) by left and right multiplication are well-defined. Since \( E \), respectively, \( F \) acts trivially, we obtain the induced actions of \( \overline{M}/E \), respectively, \( \overline{M}/F \). The action of \( \overline{M}/E \) on \( \mathcal{F}_R \) is simply transitive on each fiber (over \( F_\emptyset \)) since \( \overline{M} \cap R = E \) (see Remark 3.6(ii)); in the same way, \( \overline{M}/F \) acts simply transitively on fibers of \( \mathcal{F}_S \).
The actions on $\tilde{W}_{R, S}$ preserve the Bruhat order since, for $m, m' \in \tilde{M}$,

$$[w] \leq [w'] \iff P_R wP_S \subseteq P_R w'P_S \iff mP_R wP_S m' \subseteq mP_R w'P_S m' \iff P_R mwm'P_S \subseteq P_R mw'P_S m' \iff [mwm'] \leq [mw'm'].$$ 

(ii) Let $\text{pos}_{R, S}(f_1, f_2) = [w] \in \tilde{W}_{R, S}$. This means that there exists some $g \in G$ such that $g(f_1, f_2) = ([1], [w])$. It follows that

$$m_1^{-1} g(R_{m_1}(f_1), R_{m_2}(f_2)) = m_1^{-1}([m_1], [wm_2]) = ([1], [m_1^{-1}wm_2]).$$

So we obtain $\text{pos}_{R, S}(R_{m_1}(f_1), R_{m_2}(f_2)) = [m_1^{-1}wm_2]$.

**Corollary 3.26.** Let $f \in F_R$, $w \in \tilde{W}$ and $m \in \tilde{M}$. Then we have

$$R_m(C_{R, S}^{R_S}(f)) = C_{R, S}^{R_S}([w], f) = C_{R, S}^{R_S}(R_{wmw^{-1}}(f)).$$

**Proof.** From the previous lemma, we obtain

$$\text{pos}_{R, S}(f, R_{m^{-1}}(f')) = [w] \iff \text{pos}_{R, S}(f, f') = [wm] \iff \text{pos}_{R, S}(R_{wmw^{-1}}(f), f') = [w].$$

We close this section with an inequality for relative positions that will play an important role in the proof of cocompactness of domains of discontinuity in Section 5.2. It can be read as a triangle inequality if the position $w_0$ is a transverse one.

**Lemma 3.27.** Let $w_0, w_1, w_2 \in \tilde{W}$ with $w_0 R w_0^{-1} = R$. Assume there are $f_1, f_2 \in F_R$ and $f_3 \in F_S$ such that

$$\text{pos}_{R, R}(f_1, f_2) = [w_0] \in \tilde{W}_{R, R},$$

$$\text{pos}_{R, S}(f_1, f_3) = [w_1] \in \tilde{W}_{R, S},$$

$$\text{pos}_{R, S}(f_2, f_3) = [w_2] \in \tilde{W}_{R, S}.$$

Then

$$[w_1] \geq [w_0 w_2]$$

in $\tilde{W}_{R, S}$.

**Proof.** Using the $G$-action on pairs, we can assume that $(f_1, f_2) = ([1], [w_0])$. Then, since $\text{pos}_{R, S}(f_2, f_3) = \text{pos}_{R, S}([w_0], f_3) = [w_2]$, Lemma 3.18 implies that $f_3$ has a representative in $G$ of the form $w_0 ur w_2$ for some $u \in N$ and $r \in R$. We want to find elements $g_n \in G$ such that

$$g_n(f_1, f_3) = g_n([1], [w_0 ur w_2]) \xrightarrow{n \to \infty} ([1], [w_0 w_2]).$$
Let \((A_n) \in \mathbb{N}^\infty\) be a sequence with \(\alpha(A_n) \to \infty\) for all \(\alpha \in \Delta\) and \(g_n = w_0 r^{-1} e^{-A_n} w_0^{-1}\). Then \(g_n \in P_R\) since \(A\) and \(R\) are normalized by \(w_0\). Observe that \(w_2^{-1}r^{-1}e^{A_n}rw_2 \in A \subset P_S\), since \(A\) is normalized by all of \(\mathcal{W}\). Then \(g_n\) stabilizes \([1] \in F_R\), and we calculate

\[
g_n[w_0 ur w_2] = [(w_0 r^{-1} e^{-A_n} w_0^{-1}) w_0 ur w_2 (w_2^{-1} r^{-1} e^{A_n} r w_2)]
\]

\[
= [w_0 r^{-1} e^{-A_n} u e^{A_n} r w_2] \xrightarrow{n \to \infty} [w_0 w_2],
\]

where we used that \(e^{-A_n} u e^{A_n} \xrightarrow{n \to \infty} 1\).

\[\square\]

### 3.5 Transverse positions

In this section, we consider the action of transverse elements \(w_0 \in T \subset \mathcal{W}\) (Definition 3.16) on the set of relative positions \(\mathcal{W}_{R,S}\). We want to identify those \(w_0\) acting as order-reversing involutions. There are in general multiple choices which depend on the oriented parabolic type \(R\). Now we also assume that \(\iota(\theta) = \theta\), where \(R = \langle \gamma(\theta), E \rangle\).

In contrast to the unoriented setting, there can be multiple transverse positions. Indeed, there are always \(|M|\) transverse positions in \(\mathcal{W}\). However, the situation is less obvious in double quotients \(\mathcal{W}_{R,S}\): In the example in Section 6.5, there is a unique transverse position although the projection to unoriented relative positions is nontrivial. We first observe that every transverse position is maximal in the Bruhat order, thus any two of them are incomparable.

**Lemma 3.28.** Let \([w] \in T_{R,S}\) be a transverse position. Then \([w]\) is maximal in the Bruhat order.

**Proof.** Since \([w]\) is transverse, we may assume that \(\ell(w)\) is maximal. Let \([w'] \in \mathcal{W}_{R,S}\) be such that \([w] \leq [w']\). By Proposition 3.23, this implies the following. There exist \(\tilde{r} \in R, s \in S\), and we can write \(\tilde{r} w's = v(\alpha_1) ... v(\alpha_k) m\), where \(v(\alpha_i), \alpha_i \in \Delta\) are our preferred choice of generators for \(\mathcal{W}\), \(k = \ell(\tilde{r} w's)\), and \(m \in \tilde{M}\). Furthermore, a word representing \(w\) is obtained from \(\tilde{r} w's = v(\alpha_1) ... v(\alpha_k) m\) by squaring or deleting some of the \(v(\alpha_i)\). However, if any letters were indeed squared or deleted, \(\ell(w)\) would by strictly smaller and thus not maximal, so the two words must be equal. \(\square\)

The next lemma gives a criterion for an element of \(T\) to act as an order–reversing involution on relative positions.

**Lemma 3.29.** Let \(w_0 \in T \subset \mathcal{W}\). Then for any \(w, w' \in \mathcal{W}\), \(w \leq w'\) implies \(w_0 w' \leq w_0 w\). If \(w_0 E w_0^{-1} = E\) and \(w_0^2 \in E\), then \(w_0\) acts as an order–reversing involution on \(\mathcal{W}_{R,S}\).

**Proof.** Assume \(w \leq w'\). Then by Proposition A.10, there exists a sequence

\[
w = w_1 \leq \cdots \leq w_k = w'
\]

with \(\ell(w_{i+1}) = \ell(w_i) + 1\). So by Lemma 3.24 \(w_i = q_i w_{i+1}\) for some \(q_i \in Q\). Therefore,

\[
w_0 w_{i+1} = w_0 q_i^{-1} w_i = q_i' w_0 w_i
\]

where we used that \(e^{-A_n} u e^{A_n} \xrightarrow{n \to \infty} 1\).

\[\square\]
for $q_i' = w_0 q_i^{-1} w_0^{-1} \in Q$. By [1, Corollary 2.3.3], $\ell(w_0 w) = \ell(w_0) - \ell(w)$ for any $w \in \widehat{W}$, so

$$
\ell(w_0 w_i) = \ell(w_0) - \ell(w_i) = \ell(w_0) - \ell(w_{i+1}) + 1 = \ell(w_0 w_{i+1}) + 1,
$$

so $w_0 w' = w_0 w_k \leq \cdots \leq w_0 w_1 = w_0 w$ by the same lemma.

We now show that $w_0$ normalizes $R$ if it normalizes $E$, and thus the action of $w_0$ on $\widehat{W}_{R,S} = R \backslash \widehat{W}/S$ by left-multiplication is well defined. The induced action of $w_0$ on reduced roots is given by $\iota$ and $\theta$ is $\iota$-invariant. Moreover, Remark 3.4(i) implies that for every $\alpha \in \theta$, we have $w_0 \nu(\alpha) w_0^{-1} = \nu(\iota(\alpha))$ or $w_0 \nu(\alpha) w_0^{-1} = \nu(\iota(\alpha))^{-1}$. Therefore, $\langle \nu(\theta) \rangle$ is normalized by $w_0$. Since $R = \langle \nu(\theta), E \rangle$, the same is true for $R$.

If in addition we have $w_0^2 \in E$, the induced action on $\widehat{W}_{R,S}$ is an involution. It is an easy consequence of Lemma 3.22 that the action on this quotient still reverses the order.

\[ \square \]

Remark 3.30. For $w_0 \in T$, the condition $w_0 R w_0^{-1} = R$ is equivalent to $\iota(\theta) = \theta$ and $w_0 E w_0^{-1} = E$. Moreover, $w_0^2 \in E$ is equivalent to $w_0^2 \in R$.

Example 3.31. Consider $G = SL(3, \mathbb{R})$ with its maximal compact $K = SO(3, \mathbb{R})$ and $a = \{ \text{diag}(\lambda_1, \lambda_2, -\lambda_1 - \lambda_2) \mid \lambda_1, \lambda_2 \in \mathbb{R} \}$. The extended Weyl group $\widehat{W} = N_K(a)/Z_K(a)_0$ consists of all permutation matrices $A$ with determinant 1 — that is, all matrices with exactly one $\pm 1$ entry per line and row and all other entries 0, such that $\det(A) = 1$. The transverse positions are

\[
\begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & -1 \\ 1 & -1 & 1 \end{pmatrix},
\begin{pmatrix} 1 & -1 & -1 \\ -1 & 1 & 1 \\ 1 & -1 & 1 \end{pmatrix},
\begin{pmatrix} -1 & 1 & 1 \\ 1 & 1 & 1 \\ -1 & 1 & 1 \end{pmatrix}.
\]

The first two of these are actually involutions in $\widehat{W}$, so the condition $w_0^2 \in E$ is empty. The condition $w_0 E w_0^{-1} = E$ is a symmetry condition on $E$, similar to the condition $\iota(\theta) = \theta$. It does not depend on the choice of lift: Any other $w'_0$ is of the form $w'_0 = w_0 m$ for some $m \in \overline{M}$, and $\overline{M}$ is abelian. In Proposition 4.7, we will show that we can always assume it to hold in our setting.

The last two are not involutions in $\widehat{W}$. The smallest possible choice of $E$ containing their square is

$$
E = \{ \text{diag}(1, 1, 1), \text{diag}(-1, 1, -1) \}.
$$

3.6 | Ideals

Definition 3.32. Let $(X, \leq)$ be a set equipped with a partial order. Then a subset $I \subset X$ is called an ideal if for every $x \in I$ and $y \in X$ with $y \leq x$, we have $y \in I$.

In the case of the Bruhat order on the extended Weyl group, an ideal corresponds to a $G$-invariant closed subset of $P_R \times P_S$. Intuitively, if a specific relative position is contained in the ideal, then all less generic relative positions are contained in it as well. Note that ‘less generic’ is somewhat more subtle in the oriented case (a discussion of examples is found in Section 6).
The existence of an involution $w_0$ on $\tilde{W}_{R,S}$ allows us to define the following properties of an ideal $I \subset \tilde{W}_{R,S}$. They play a crucial role in the description of properly discontinuous and cocompact group actions of oriented flag manifolds in Section 5.1 and Section 5.2.

**Definition 3.33.** Let $I \subset \tilde{W}_{R,S}$ be an ideal and $w_0 \in T \subset \tilde{W}$ satisfying $w_0Ew_0^{-1} = E$ and $w_0^2 \in E$. Then:

- $I$ is called $w_0$-fat if $x \notin I$ implies $w_0x \in I$;
- $I$ is called $w_0$-slim if $x \in I$ implies $w_0x \notin I$;
- $I$ is called $w_0$-balanced if it is fat and slim.

Observe that there can be no $w_0$-balanced ideal if $w_0$ has a fixed point. Conversely, if $w_0$ has no fixed points, there will be $w_0$-balanced ideals by the following lemma. For the case of the Weyl group, this is proved in [26, Proposition 3.21].

**Lemma 3.34.** Let $X$ be a partially ordered set and $\sigma : X \to X$ an order-reversing involution without fixed points. Then every minimal $\sigma$-fat ideal and every maximal $\sigma$-slim ideal is $\sigma$-balanced.

**Proof.** The two statements are equivalent by replacing an ideal $I$ by $X \setminus \sigma(I)$. So assume that $I \subset X$ is a minimal $\sigma$-fat ideal which is not $\sigma$-balanced. Choose a maximal element $x \in I \cap \sigma(I) \neq \emptyset$ and let $I' = I \setminus \{x\}$. If $I'$ is an ideal, it is clearly $\sigma$-fat, contradicting minimality of $I$. So $I'$ is not an ideal. Then there exist $x_1 \leq x_2$ with $x_2 \in I'$ but $x_1 \notin I'$. So $x_1 = x$ since $I$ is an ideal. Furthermore $\sigma(x_2) \leq \sigma(x_1) = \sigma(x)$ and $\sigma(x) \in I$, so $\sigma(x_2) \in I$ and therefore $x_2 \in I \cap \sigma(I)$. Since $x$ is maximal in $I \cap \sigma(I)$ and $x \leq x_2$, this implies $x_2 = x = x_1$, a contradiction. \[\square\]

Using ideals in $\tilde{W}_{R,S}$ and refined Schubert strata, we can define the following map $Q$ assigning to each flag in $F_R$ a subset of $F_S$. It is the centerpiece of our construction of domains of discontinuity in Section 5.

**Lemma 3.35.** Let $F_R$ and $F_S$ be two oriented flag manifolds, and let $I \subset \tilde{W}_{R,S}$ be an ideal. Then the map

$$Q : F_R \to \mathcal{P}(F_S) \quad f \mapsto \bigcup_{[w] \in I} C_{[w]}(f)$$

is $G$-equivariant with image in $C(F_S)$, the set of closed subsets of $F_S$.

**Proof.** Observe that for any element $g \in G$ satisfying $[g] = f \in F_R$ and any relative position $[w] \in \tilde{W}_{R,S}$, we have $C_{[w]}(f) = gC_{[w]}([1])$; in other words, the map $f \mapsto C_{[w]}(f)$ from $F_R$ to subsets of $F_S$ is equivariant. By definition of the Bruhat order on $\tilde{W}_{R,S}$, the closure of $C_{[w]}(f)$ is given by

$$\overline{C_{[w]}(f)} = \bigcup_{[w'] \leq [w]} C_{[w']}(f).$$

In particular, if $I \subset \tilde{W}_{R,S}$ is an ideal, then $\bigcup_{[w] \in I} C_{[w]}(f)$ is closed for any $f \in F_R$. 

4 \quad \textbf{P}_R^\circ\text{-ANOSOV REPRESENTATIONS}

Let \( P_R \) be the oriented parabolic of type \( R = (\nu(\theta), E) \), with \( \nu(\theta) = \theta \). Moreover, let \( w_0 \in T \subset \widetilde{W} \) be a transverse position. Let \( \Gamma \) be a finitely generated group and \( \rho : \Gamma \to G \) a representation. We denote the Cartan projection by
\[
\mu : G \to a^\perp.
\]
It maps \( g \in G \) to the unique element \( \mu(g) \in a^\perp \) with \( g \in K \exp(\mu(g))K \). We need the following notions in order to define Anosov representations.

**Definition 4.1.** Let \( \Gamma \) be a word hyperbolic group, \( \partial_\infty \Gamma \) its Gromov boundary and \( \xi : \partial_\infty \Gamma \to F_{\theta} \) a map.

(i) A sequence \( (g_n) \in G^\mathbb{N} \) is called \( P_{\theta} \)-divergent if
\[
\alpha(\mu(g_n)) \to \infty \quad \forall \alpha \in \Delta \setminus \theta.
\]
The representation \( \rho \) is \( P_{\theta} \)-divergent if for every divergent sequence \( \gamma_n \to \infty \) in \( \Gamma \) its image \( \rho(\gamma_n) \) is \( P_{\theta} \)-divergent.

(ii) Two elements \( x, y \in F_{\theta} \) are called transverse if the pair \( (x, y) \in F_{\theta} \times F_{\theta} \) lies in the unique open \( G \)-orbit. Equivalently, their relative position is represented by the longest element of \( W \).
The map \( \xi \) is called transverse if for every pair \( x \neq y \in \partial_\infty \Gamma \), the images \( \xi(x), \xi(y) \in F_{\theta} \) are transverse.

(iii) \( \xi \) is called dynamics-preserving if, for every element \( \gamma \in \Gamma \) of infinite order, its unique attracting fixed point \( \gamma^+ \in \partial_\infty \Gamma \) is mapped to an attracting fixed point of \( \rho(\gamma) \).

**Definition 4.2** [16, Theorem 1.3]. The representation \( \rho : \Gamma \to G \) is \( P_{\theta} \)-Anosov if \( \Gamma \) is word hyperbolic, \( \rho \) is \( P_{\theta} \)-divergent and there is a continuous, transverse, dynamics-preserving, \( \rho \)-equivariant map \( \xi : \partial_\infty \Gamma \to F_{\theta} \) called limit map or boundary map.

We extend the notion of an Anosov representation to oriented parabolic subgroups by requiring that the limit map lifts to the corresponding oriented flag manifold.

**Definition 4.3.** Assume that \( \Gamma \) is non-elementary. The representation \( \rho : \Gamma \to G \) is \( P_{\theta}^R \)-Anosov if it is \( P_{\theta} \)-Anosov with limit map \( \xi : \partial_\infty \Gamma \to F_{\theta} \) and there is a continuous, \( \rho \)-equivariant lift \( \hat{\xi} : \partial_\infty \Gamma \to F_{R} \) of \( \xi \). Such a map \( \hat{\xi} \) will be called a limit map or boundary map of \( \rho \) as a \( P_{\theta}^R \)-Anosov representation. The relative position \( \text{pos}_{R,R}(\hat{\xi}(x), \hat{\xi}(y)) \) for \( x \neq y \in \partial_\infty \Gamma \) is its transversality type.

We should verify that the transversality type is in fact well defined.

**Lemma 4.4.** The relative position \( \text{pos}_{R,R}(\hat{\xi}(x), \hat{\xi}(y)) \) in the above definition does not depend on the choice of \( x \) and \( y \).

**Proof.** By [15, 8.2.1], there exists a dense orbit in \( \partial_\infty \Gamma \times \partial_\infty \Gamma \). By equivariance of \( \hat{\xi} \), the relative position \( [w_0] \) of pairs in this orbit is constant. It is a transverse position because this orbit contains
(only) pairs of distinct points. An arbitrary pair \((x, y)\) of distinct points in \(\partial_\infty \Gamma\) can be approximated by pairs in the dense orbit, so by continuity of \(\hat{\xi}\), we have

\[
\text{pos}_{R, R}(\hat{\xi}(x), \hat{\xi}(y)) \leq [w_0].
\]

But \(\text{pos}_{R, R}(\hat{\xi}(x), \hat{\xi}(y))\) is a transverse position, thus equality holds by Lemma 3.28. \(\Box\)

Remarks 4.5.

(i) The definition (apart from the transversality type) makes sense for elementary hyperbolic groups, but it is not a very interesting notion in this case: The boundary has at most two points. Consequently, after restricting to a finite index subgroup, the boundary map always lifts to the maximally oriented setting. Moreover, after restricting to the subgroup preserving the boundary pointwise, the lifted boundary map holds no additional information.

(ii) In the oriented setting, the boundary map \(\hat{\xi} : \partial_\infty \Gamma \to \mathfrak{g}\) is not unique: For any element \([m] \in \bar{M}/E\), the map \(R_m \circ \hat{\xi}\) is also continuous and equivariant. This gives all possible boundary maps in \(\mathfrak{g}\):

Since the unoriented boundary map \(\xi : \partial_\infty \Gamma \to \mathfrak{g}\) is unique [19, Lemma 3.3], an oriented boundary map \(\hat{\xi}'\) must be a lift of it. But if \(\hat{\xi}'\) agrees with \(R_m \circ \hat{\xi}\) at a single point, it must agree everywhere by equivariance and continuity since any orbit is dense in \(\partial_\infty \Gamma\) [22, Proposition 4.2]. If the transversality type of \(\hat{\xi}\) was \([w_0]\), then that of \(R_m \circ \hat{\xi}\) is \([m^{-1}w_0m]\) by Lemma 3.25.

The oriented flag manifold \(F_R\) in Definition 4.3 which is the target of the lift \(\hat{\xi}\) is not unique. However, there is a unique maximal choice of such a \(F_R\) (or equivalently, minimal choice of \(R\)), similar to the fact that an Anosov representation admits a unique minimal choice of \(\theta\) such that it is \(P_\theta\)-Anosov.

Proposition 4.6. Let \(\rho : \Gamma \to G\) be \(P_\theta\)-Anosov. Then there is a unique minimal choice of \(E\) such that \(\bar{M}_\theta \subset E \subset \bar{M}\) and \(\rho\) is \(P_R\)-Anosov, where \(R = \langle \nu(\theta), E \rangle\).

Proof. Assume that there are two different choices \(E_1\) and \(E_2\) such that \(\rho\) is both \(P_{R_1}\) and \(P_{R_2}\)-Anosov, where \(R_i = \langle \nu(\theta), E_i \rangle\). Let \(E_3 = E_1 \cap E_2\). We will show that \(\rho\) is also \(P_{R_3}\)-Anosov. To do so, we have to construct a boundary map into \(F_{R_3}\) from the boundary maps into \(F_{R_1}\) and \(F_{R_2}\).

Let \(\xi : \partial_\infty \Gamma \to \mathfrak{g}\) be the boundary map of \(\rho\) as a \(P_\theta\)-Anosov representation, and let \(\xi_1 : \partial_\infty \Gamma \to F_{R_1}\), \(\xi_2 : \partial_\infty \Gamma \to F_{R_2}\) be the two lifts we are given. Fix a point \(x \in \partial_\infty \Gamma\), and let \(F_x \in F_{R_3}\) be a lift of \(\xi(x) \in \mathfrak{g}\) for \(x \in \partial_\infty \Gamma\). Denote by \(\pi_1 : F_{R_3} \to F_{R_1}\) and \(\pi_2 : F_{R_3} \to F_{R_2}\) the two projections. After right-multiplying \(\xi_1\) with an element of \(E_1/\bar{M}\) and \(\xi_2\) with an element of \(E_2/\bar{M}\), we may assume that \(\pi_i(F_x) = \xi_i(x)\) for \(i = 1, 2\). Set \(\xi_3(x) := F_x\) and observe the following general property:

For every point \(y \in \partial_\infty \Gamma\), there is at most one flag \(F_y \in F_{R_3}\) satisfying \(\pi_i(F_y) = \xi_i(y)\) for \(i = 1, 2\). Indeed, if \(g_{R_{i_1}}\) and \(h_{R_{i_2}}\) satisfy \(g_{R_{i_1}} = h_{R_{i_2}}\) for \(i = 1, 2\), there are elements \(p_i \in P_{R_i}\) such that \(g = h p_1 = h p_2\). This implies that \(h^{-1} g \in P_{R_1} \cap P_{R_2} = P_{R_3}\).

By equivariance of \(\xi_1, \xi_2\) and uniqueness of lifts to \(F_{R_3}\), we can extend \(\xi_3\) equivariantly to a map \(\xi_3 : \Gamma x \to F_{R_3}\). It is a lift of both \(\xi_1|_{\Gamma x}\) and \(\xi_2|_{\Gamma x}\). Recall that the orbit \(\Gamma x\) is dense in \(\partial_\infty \Gamma\) for any choice of \(x\) ([22, Proposition 4.2]). Using the corresponding properties of \(\xi_1\) and \(\xi_2\), we now show that this map is continuous and extends continuously to all of \(\partial_\infty \Gamma\). Let \(x_n \in \Gamma x\) and assume that \(x_n \to x_\infty \in \partial_\infty \Gamma\). Then \(\xi_i(x_n) \to \xi_i(x_\infty)\) for \(i = 1, 2\). Therefore, there exist \(m_n \in \bar{M}/(E_1 \cap E_2)\)
such that $\xi_3(x_n)m_n$ converges in $\mathcal{F}_{R_3}$. By injectivity of the map

$$\overline{M}/E_1 \cap E_2 \to \overline{M}/E_1 \times \overline{M}/E_2$$

and convergence of $\xi_i(x_n)$, $i = 1, 2, m_n$ must eventually be constant. Thus the limit $\xi_3(x_\infty) := \lim_{n \to \infty} \xi_3(x_n)$ exists and is the unique lift of $\xi_1(x_\infty), \xi_2(x_\infty)$ to $\mathcal{F}_{R_3}$. □

The following proposition shows that given a $P_R$-Anosov representation $\rho$ of transversality type $[w_0]$, we may always assume that $R$ is stable under conjugation by $w_0$. This appeared as an assumption in Section 3.5 and plays a role later on when showing that balanced ideals give rise to cocompact domains of discontinuity.

**Proposition 4.7.** Let $w_0 \in T$ and $E' = E \cap w_0Ew_0^{-1}$, and let $R = \langle \nu(\partial), E \rangle$ and $R' = \langle \nu(\partial), E' \rangle$. Assume that $\rho : \Gamma \to G$ is $P_R$-Anosov with a limit map $\hat{\xi} : \partial \infty \Gamma \to \mathcal{F}_R$ of transversality type $[w_0] \in \tilde{W}_{R,R}$. Then $\rho$ is $P_{R'}$-Anosov.

**Proof.** Let $x \neq z \in \partial \infty \Gamma$, and consider the images $\hat{\xi}(x), \hat{\xi}(z) \in \mathcal{F}_R$. We claim that there is a unique lift $\eta_x(z) \in \mathcal{F}_{R'}$ satisfying:

- $\eta_x(z)$ projects to $\hat{\xi}(z)$;
- $\text{pos}_{R,R'}(\hat{\xi}(x), \eta_x(z)) = [w_0]$.

To show this, let us first fix a good representative in $G$ for $\hat{\xi}(z)$: Since $\text{pos}_{R,R}(\hat{\xi}(x), \hat{\xi}(z)) = [w_0]$, there exists $h \in G$ such that

$$h(\hat{\xi}(x), \hat{\xi}(z)) = ([1], [w_0]).$$

Then $h^{-1}w_0 = : g \in G$ represents the flag $\hat{\xi}(z)$ and also satisfies

$$\text{pos}_{R,R'}(\hat{\xi}(x), [g]) = [w_0].$$

Any lift of $\hat{\xi}(z)$ into $\mathcal{F}_{R'}$ can be written as $[gm] \in \mathcal{F}_{R'}$ for some $m \in E$. By Lemma 3.25, we have $\text{pos}_{R,R'}(\hat{\xi}(x), [gm]) = [w_0m]$. We claim that $[w_0m] = [w_0] \in \tilde{W}_{R,R'}$ implies that $m \in E'$ and therefore $[gm] = [g] \in \mathcal{F}_{R'}$, proving uniqueness of $\eta_x(z)$. Indeed, if $w_0m = rw_0r'$ for some $r \in R, r' \in R'$, we obtain

$$m = w_0^{-1}rw_0r' \in w_0^{-1}Rw_0 \cdot R' \subset w_0^{-1}Rw_0.$$

Since

$$E \cap w_0^{-1}Rw_0 = E \cap w_0^{-1}Ew_0 = E',$$

it follows that $m \in E'$ and the lift $[g] \in \mathcal{F}_{R'}$ is unique.

This defines a map

$$\eta_x : \partial \infty \Gamma \setminus \{x\} \to \mathcal{F}_{R'},$$
which is continuous since $\hat{\xi}$ is continuous. We will show that it is independent of the choice of $x$, that is, if $y \neq z$ is another point, we have $\eta_x(z) = \eta_y(z)$. Let $\gamma \in \Gamma$ be an element of infinite order with fixed points $y^\pm \in \partial_\infty \Gamma$ such that $x \neq y^-$ and $y \neq y^-$. Then we have

$$[w_0] = \text{pos}_{R,R'}(\hat{\xi}(x), \eta_x(y^-)) = \text{pos}_{R,R'}(\rho(\gamma)^n \hat{\xi}(x), \rho(\gamma)^n \eta_x(y^-))$$

for every $n \in \mathbb{N}$. Moreover, $\rho(\gamma)^n \hat{\xi}(x) \to \hat{\xi}(y^+)$ and $\rho(\gamma)^n \eta_x(y^-)$ is a lift of $\hat{\xi}(y^-)$. For every subsequence $n_k$ such that $\rho(\gamma)^{n_k} \eta_x(y^-)$ is constant, it follows that

$$\text{pos}_{R,R'}(\hat{\xi}(y^+), \rho(\gamma)^{n_k} \eta_x(y^-)) \leq [w_0]. \quad (3)$$

But as $\text{pos}_{R,R}(\hat{\xi}(y^+), \hat{\xi}(y^-)) = [w_0]$, the position in (3) must be a transverse one, thus equality holds by Lemma 3.28. As seen before, this uniquely determines $\rho(\gamma)^{n_k} \eta_x(y^-)$ among the lifts of $\hat{\xi}(y^-)$. Since the same holds for any subsequence $n_k$ such that $\rho(\gamma)^{n_k} \eta_x(y^-)$ is constant, it follows that

$$\text{pos}_{R,R'}(\hat{\xi}(y^+), \rho(\gamma)^{n_k} \eta_x(y^-)) = [w_0].$$

Applying the same argument to $y \neq y^-$ shows that $\eta_x(y^-) = \eta_y(y^-)$.

Therefore, $\eta_x$ and $\eta_y$ are continuous functions on $\partial_\infty \Gamma \setminus \{x, y\}$ which agree on the dense subset of poles, hence they agree everywhere. We denote by

$$\eta : \partial_\infty \Gamma \to \mathcal{F}_{R'}$$

the continuous function defined by $\eta(y) = \eta_x(y)$ for any choice of $x \neq y$. It is $\rho$-equivariant because $\eta(\gamma y) = \eta_{\gamma x}(\gamma y) \in \mathcal{F}_{R'}$ is the lift of $\hat{\xi}(\gamma y)$ defined by

$$\text{pos}_{R,R'}(\hat{\xi}(\gamma x), \eta_{\gamma x}(\gamma y)) = \text{pos}_{R,R'}(\rho(\gamma) \hat{\xi}(x), \eta_{\gamma x}(\gamma y)) = [w_0],$$

which is $\rho(\gamma) \eta_x(y) = \rho(\gamma) \eta(y)$. \hfill \Box

**Remark 4.8.** It is worth noting that the independence of $\eta_x(z)$ of the point $x$ simplifies greatly if $\partial_\infty \Gamma$ is connected: If $x$ and $y$ can be connected by a path $\chi_y$ in $\partial_\infty \Gamma$, we consider the lifts $\eta_{\chi_y}(z)$ along the path. They need to be constant by continuity of $\hat{\xi}$, so $\eta_x(z)$ and $\eta_y(z)$ agree.

**Example 4.9.** Let us illustrate Proposition 4.7 with an example. Let $G = \text{SL}(n, \mathbb{R})$ and $\rho : \Gamma \to G$ a representation which is $P_\theta$-Anosov with $\theta = \{ \alpha_2, \ldots, \alpha_{n-2}\}$, so that we have a boundary map $\xi : \partial_\infty \Gamma \to \mathcal{F}_{1,n-1}$ into the space of partial flags comprising a line and a hyperplane. Assume that $\rho$ is $P_R$-Anosov, where $R = \langle v(\theta), v(\alpha_{n-1})^2 \rangle$. Then there is a boundary map $\hat{\xi}$ into the space $\mathcal{F}_R$ of flags comprising an oriented line and an unoriented hyperplane. Let $x, z \in \partial_\infty \Gamma$ be two points as in the proof of the proposition. We can fix an orientation on $\hat{\xi}(z)^{(n-1)}$ by requiring that $(\hat{\xi}(x)^{(1)}, \hat{\xi}(z)^{(n-1)})$, written in this order, induces the standard orientation on $\mathbb{R}^n$ (or the opposite orientation, depending on which element $w_0 \in \mathcal{W}$ we chose to represent the transversality type $[w_0]$ of $\hat{\xi}$). Doing so for all points $z \in \partial_\infty \Gamma$ extends the boundary map to a map into the space $\mathcal{F}_{R'}$ of flags comprising an oriented line and an oriented hyperplane.
As a consequence of the previous two propositions, the minimal oriented parabolic type associated to a $P\theta$-Anosov representation automatically has certain properties.

**Proposition 4.10.** Let $\theta \subseteq \Delta$ be stable under $\iota$, $R = \langle \nu(\theta) \rangle$, $E > \nu$ an oriented parabolic type, $w_0 \in T$ with $w_0 E w_0^{-1} = E$, and $\rho : \Gamma \to G$ be $P_R$-Anosov with transversality type $[w_0] \in \overline{W}_{R,R}$. Then $w_0^2 \in E$.

**Proof.** Let $x \neq y \in \partial_{\infty} \Gamma$ be two points in the boundary. Then $[w_0] = \text{pos}_{R,R}(\hat{\xi}(x), \hat{\xi}(y))$ where $\hat{\xi} : \partial_{\infty} \Gamma \to F_R$ is the limit map. Then $\text{pos}_{R,R}(\hat{\xi}(y), \hat{\xi}(x)) = [w_0^{-1}]$. As observed in the proof of Lemma 4.4, there is a dense orbit in $\partial_{\infty} \Gamma \times \partial_{\infty} \Gamma$; let $(a, b)$ be an element of this orbit. Since we can approximate both $(x, y)$ and $(y, x)$ by this orbit, continuity of $\hat{\xi}$ implies $[w_0] \leq \text{pos}_{R,R}(\hat{\xi}(a), \hat{\xi}(b))$ and $[w_0^{-1}] \leq \text{pos}_{R,R}(\hat{\xi}(a), \hat{\xi}(b))$. All of these are transverse positions, thus equality must hold in both cases by Lemma 3.28 and we conclude $[w_0] = [w_0^{-1}] \in \overline{W}_{R,R}$. Since $w_0 R w_0^{-1} = R$, this implies $w_0^2 \in R \cap M = E$.

The final part of this chapter is aimed at distinguishing connected components of Anosov representations by comparing the possible lifts of the limit map.

**Proposition 4.11.** The set of $P_R$-Anosov representations is open and closed in the space of $P\theta$-Anosov representations $\text{Hom}_{P\theta-\text{Anosov}}(\Gamma, G) \subset \text{Hom}(\Gamma, G)$.

To prove this proposition, we will make use of the following technical lemma. Choose an auxiliary Riemannian metric on $F_\theta$ and equip $F_R$ with the metric which makes the finite covering $\pi_R : F_R \to F_\theta$ a local isometry.

**Lemma 4.12.** Let $\hat{\xi} : \partial_{\infty} \Gamma \to F_R$ be a limit map of a $P_R$-Anosov representation and $\xi = \pi_R \circ \hat{\xi}$. Then there exists $\delta > 0$ such that for every $x \in \partial_{\infty} \Gamma$:

1. $\pi_R^{-1}(B_\delta(\hat{\xi}(x))) = \bigcup_{[m] \in M/E} B_\delta(R_m(\hat{\xi}(x)))$, and $\pi_R$ maps any of these components isometrically to $B_\delta(\xi(x))$;
2. and the set $R_m(B_\delta(\hat{\xi}(x))) \subset F_R$ intersects $\hat{\xi}(\partial_{\infty} \Gamma)$ if and only if $[m] = 1 \in M/E$.

**Proof.** By compactness of $F_\theta$, there is an $\varepsilon > 0$ such that, for every $f \in F_\theta$, the preimage of $B_\varepsilon(f)$ under $\pi_R$ is the disjoint union of $\varepsilon$-balls around the preimages of $x$. Together with the choice of metric on $F_R$, this shows (i) for any $\delta \leq \varepsilon$.

Now for every $x \in \partial_{\infty} \Gamma$, define

$$R_x = \xi(\hat{\xi}^{-1}(F_R \setminus B_\delta(\hat{\xi}(x))))$$

$$\delta_x = \min\{\varepsilon, \frac{1}{2}d(\xi(x), R_x)\}$$

This is positive since $R_x \subset F_\theta$ is closed and $\xi$ is injective. By compactness, there is a finite collection $x_1, \ldots, x_m \in \partial_{\infty} \Gamma$ such that the sets $B_{\delta_{x_i}}(\xi(x_i)) \subset F_\theta$ cover $\xi(\partial_{\infty} \Gamma)$. Let $\delta = \min_i \delta_{x_i}$. Then $U = B_{\delta}(\xi(x)) \subset B_{\delta}(\xi(x))$ for every $x \in \partial_{\infty} \Gamma$, so $\pi_R^{-1}(U)$ decomposes into disjoint $\delta$-balls as in (i).

One of these is $V = B_{\delta}(\xi(x))$, and it is indeed the only one intersecting $\hat{\xi}(\partial_{\infty} \Gamma)$:

If $y \in \partial_{\infty} \Gamma$ with $\hat{\xi}(y) \in \pi_R^{-1}(U)$, then $\xi(y) \in U = B_{\delta}(\xi(x)) \subset B_{2\delta_{x_i}}(\xi(x_i))$ for some $i$. So

$$d(\xi(x_i), \xi(y)) < 2\delta_{x_i} \leq d(\xi(x_i), R_{x_i})$$
thus $\xi(y) \notin \mathcal{R}_{x_i}$ or equivalently $\bar{\xi}(y) \in B_{\varepsilon}(\bar{\xi}(x_i))$. So $\bar{\xi}(y) \in \pi^{-1}_R(U) \cap B_{\varepsilon}(\bar{\xi}(x_i))$, which is exactly $V$.

**Proof of Proposition 4.11.** To show openness, let $\rho_0$ be $P_R$-Anosov with limit map $\bar{\xi}_0 \colon \partial_\infty \Gamma \to \mathcal{R}_R$ and $\xi_0 = \pi_R \circ \bar{\xi}_0$. Let $\delta$ be the constant from Lemma 4.12 for $\bar{\xi}_0$. Choose $x_1, \ldots, x_k \in \partial_\infty \Gamma$ such that $B_{\delta/4}(\xi_0(x_i))$ cover $\xi_0(\partial_\infty \Gamma)$ and let $U_i = B_{\delta/2}(\xi_0(x_i))$ and $V_i = B_{\delta/2}(\bar{\xi}_0(x_i))$. For every $i$, we get a local section $s_i : U_i \to V_i$. If $U_i$ and $U_j$ intersect, then $s_i$ and $s_j$ coincide on the intersection, since $U_i \cup U_j$ is contained in a $\delta$-ball, of which only a single lift can intersect $\bar{\xi}_0(\partial_\infty \Gamma)$, so $V_i$ and $V_j$ both have to be contained in this lift. Therefore, the $s_i$ combine to a smooth section $s : \bigcup_i U_i \to \bigcup_i V_i$.

For every $\rho_1 \in \text{Hom}_{P_-\text{Anosov}}(\Gamma, G)$ which is close enough to $\rho_0$, there is a path $\rho_t \in \text{Hom}_{P_-\text{Anosov}}(\Gamma, G)$ connecting $\rho_0$ and $\rho_1$ such that $d_{C_0}(\xi_t, \xi_0) < \delta/4$ for every $t \in [0, 1]$. This is because $\text{Hom}_{P_-\text{Anosov}}(\Gamma, G)$ is open and the limit map depends continuously on the representation [19, Theorem 5.13]. Then for every $x \in \partial_\infty \Gamma$, there is an $i$ such that

$$d(\xi_1(x), \xi_0(x_i)) \leq d_{C_0}(\xi_1, \xi_0) + d(\xi_0(x), \xi_0(x_i)) < \delta/2,$$

hence $\xi_1(x) \in U_i$. So $\xi_1(\partial_\infty \Gamma) \subseteq \bigcup_i U_i$ and we can define $\bar{\xi}_1 = s \circ \xi_1$. This is a continuous lift of $\xi_1$. Note also that also $\bar{\xi}_0 = s \circ \xi_0$, and that we can uniquely define $\bar{\xi}_t = s \circ \xi_t$ for every $t \in [0, 1]$.

To show $\rho_1$-equivariance of $\bar{\xi}_1$, let $\gamma \in \Gamma$, $x \in \partial_\infty \Gamma$ and consider the curves

$$\alpha(t) = \rho_t(\gamma)^{-1} \bar{\xi}_t(\gamma x), \quad \beta(t) = \bar{\xi}_t(x).$$

They are continuous and $\pi_R(\alpha(t)) = \rho_t(\gamma)^{-1} \pi_R(\bar{\xi}_t(\gamma x)) = \xi_t(x) = \pi_R(\beta(t))$. Also $\alpha(0) = \rho_0(\gamma)^{-1} \bar{\xi}_0(x) = \bar{\xi}_0(x) = \beta(0)$ by $\rho_0$-equivariance of $\xi_0$. Therefore, the curves $\alpha$ and $\beta$ coincide, so in particular $\bar{\xi}_1$ is $\rho_1$-equivariant.

For closedness, let $\rho_n$ be a sequence of $P_R$-Anosov representations with limit maps $\bar{\xi}_n$ converging to the $P_\partial$-Anosov representation $\rho$. Then the unoriented limit maps $\xi_n = \pi_R \circ \bar{\xi}_n$ converge uniformly to $\xi$, the limit map of $\rho$. Let $\gamma \in \Gamma$ be an element of infinite order and $\gamma^-, \gamma^+ \in \partial_\infty \Gamma$ its poles. Since $\pi_R$ is a finite covering, up to taking a subsequence, we can assume that $\bar{\xi}_n(\gamma^+)$ converges to a point we call $\bar{\xi}(\gamma^+)$. First, we are going to show that there is a neighborhood of $\gamma^+$ in $\partial_\infty \Gamma$ on which the maps $\bar{\xi}_n$ converge uniformly to some limit.

As $\rho$ is Anosov, the points $\xi(\gamma^-), \xi(\gamma^+) \in \mathcal{F}_\partial$ are transverse fixed points of $\rho(\gamma)$. Since $\xi_n(\gamma^+) \to \xi(\gamma^+)$, we can find an $\varepsilon > 0$ such that all elements of $B_\varepsilon(\xi(\gamma^+))$ are transverse to $\xi_n(\gamma^-)$ for sufficiently large $n$. In particular, $\rho_n(\gamma^k)$ restricted to this ball converges uniformly to (the constant function with value) $\xi_n(\gamma^+)$ as $k \to \infty$. After shrinking $\varepsilon$, the preimage $\pi^{-1}_R(B_\varepsilon(\xi(\gamma^+)))$ is a union of finitely many disjoint copies of $B_\varepsilon(\xi(\gamma^+))$:

$$\pi^{-1}_R(B_\varepsilon(\xi(\gamma^+))) = \bigsqcup_{[m] \in M/E} B_\varepsilon(\xi(\gamma^+))m$$

For $n$ large, $\bar{\xi}_n(\gamma^+) \in B_\varepsilon(\bar{\xi}(\gamma^+))$. Furthermore, for large $k$, $\rho_n(\gamma^k)$ maps $B_\varepsilon(\xi(\gamma^+))$ into itself. Since $\rho_n(\gamma^k)B_\varepsilon(\bar{\xi}(\gamma^+)) \subseteq \mathcal{F}_R$ is connected and contains $\bar{\xi}_n(\gamma^+)$, it must be inside $B_\varepsilon(\bar{\xi}(\gamma^+))$. So as $\rho_n(\gamma^k)|_{B_\varepsilon(\bar{\xi}(\gamma^+))} \to \bar{\xi}_n(\gamma^+)$ uniformly for $k \to \infty$, when seen as maps on $\mathcal{F}_R$, $\rho_n(\gamma^k)|_{B_\varepsilon(\bar{\xi}(\gamma^+))}$ also converges uniformly to $\bar{\xi}_n(\gamma^+)$. Now choose $\delta > 0$ such that $\xi(B_\delta(\gamma^+)) \subseteq B_{\varepsilon/2}(\bar{\xi}(\gamma^+))$ and $\gamma^- \notin B_\delta(\gamma^+)$. We claim that then $\bar{\xi}_n|_{B_\delta(\gamma^+)}$ converges uniformly to a lift of $\xi|_{B_\delta(\gamma^+)}$. 


To see this, let \( n \) be large enough so that \( d_{C_0}(\xi_n, \xi) < \epsilon/2 \). Then \( \xi_n(B_\delta(\xi^+)) \subset B_\epsilon(\xi(\xi^+)) \). Let \( y \in \xi_n(B_\delta(\xi^+)) \) be any point, and let \( m \in \bar{M} \) be chosen such that \( y \in B_\epsilon(\xi(\xi^+))m \). It follows that 
\[
\rho_n(y^k)(y) \xrightarrow{k \to \infty} \xi_n(\xi^+)_m.
\]
So by \( \rho(\Gamma) \)-invariance and closedness of \( \xi_n(\partial_\infty \Gamma) \), \( \xi_n(\xi^+)_m \in \xi_n(\partial_\infty \Gamma) \), so \( [m] = 1 \in M/E \) by transversality. Thus for all sufficiently large \( n \), the image of \( \xi_n |_{B_\delta(\xi^+)} \) is entirely contained in \( B_\epsilon(\xi(\xi^+)) \), so we can use the local section \( s : B_\epsilon(\xi(\xi^+)) \to B_\epsilon(\xi(\xi^+)) \) to write \( \xi_n |_{B_\delta(\xi^+)} = s \circ \xi_n |_{B_\delta(\xi^+)} \). This proves the stated uniform convergence on \( B_\delta(\xi^+) \).

Now we use local uniform convergence at \( \gamma^+ \) to obtain uniform convergence everywhere. For any point \( y \in \partial_\infty \Gamma \setminus \{\gamma^-\} \) and any neighborhood \( U \ni y \) whose closure does not contain \( \gamma^- \), there is an integer \( k(U) \) such that \( \gamma^k(U) \subset B_\delta(\gamma^+) \) for all \( k \geq k(U) \) [22, Theorem 4.3]. Then, for \( z \in U \),
\[
\xi_n(z) = \rho(\gamma) \circ \xi_n(\xi^+)(z) \xrightarrow{n \to \infty} \rho(\gamma) \circ \xi_n(\xi^+)(z),
\]
so we get local uniform convergence on \( \partial_\infty \Gamma \setminus \{\gamma^-\} \). Similarly, since \( \xi_n = \rho_n(\xi^+)^{-1} \circ \xi_n \circ \xi^+ \) for some \( \xi^+ \in \Gamma \) with \( \gamma^+ \neq \gamma^- \), \( \xi_n \) also converges uniformly in a neighborhood of \( \gamma^- \). So the maps \( \xi_n \) converge uniformly to a limit \( \xi \), which is continuous and equivariant. \( \square \)

From the previous proposition, we obtain the following two criteria to distinguish connected components of Anosov representations.

**Corollary 4.13.** Let \( \rho, \rho' : \Gamma \to G \) be \( P_\partial \)-Anosov. Furthermore, let \( R, R' \subset \tilde{W} \) be the minimal oriented parabolic types such that \( \rho \) is \( P_R \)-Anosov and \( \rho' \) is \( P_{R'} \)-Anosov (see Proposition 4.6). Assume that \( \rho \) and \( \rho' \) lie in the same connected component of \( \text{Hom}_{P_\partial}-\text{Anosov}(\Gamma, G) \). Then the types \( R \) and \( R' \) agree. Furthermore, if \( \xi, \xi' : \partial_\infty \Gamma \to F_R \) are limit maps of transversality types \([w_0], [w'_0] \in \tilde{W}_{R,R} \), then \([w_0], [w'_0] \) are conjugate by an element of \( M \).

**Proof.** By Proposition 4.11, \( \rho \) is also \( P_{R'} \)-Anosov and \( \rho' \) is \( P_R \)-Anosov. If \( R \) and \( R' \) were not equal, either \( R' \) would not be minimal for \( \rho' \) or \( R \) would not be minimal for \( \rho \).

By Remark 4.5(ii), the transversality type of any limit map \( \xi_{\rho} : \partial_\infty \Gamma \to F_R \) of \( \rho \) is conjugate to \([w_0]\) by an element of \( M \). By (the proof of) Proposition 4.11, \( \rho \) also admits a limit map of transversality type \([w'_0]\), so they must be conjugate by an element of \( M \). \( \square \)

## 5 Domains of Discontinuity

In this section, we extend the machinery developed in [26] to the setting of oriented flag manifolds (Definition 3.1). More specifically, we show that their description of cocompact domains of discontinuity for the action of Anosov representations on flag manifolds can be applied with some adjustments to oriented flag manifolds. Our main result is the following theorem, which is analogous to [26, Theorem 7.12]:

**Theorem 5.1.** Let \( \Gamma \) be a non-elementary word hyperbolic group and \( G \) a connected, semi-simple, linear Lie group. Furthermore, let \( R, S \subset \tilde{W} \) be oriented parabolic types and \( w_0 \in T \subset \tilde{W} \) a transverse position such that \( w_0 R w_0^{-1} = R \) and \( w_0^2 \in R \).

Let \( \rho : \Gamma \to G \) be a \( P_R \)-Anosov representation and \( \xi : \partial_\infty \Gamma \to F_R \) a limit map of transversality type \([w_0]\) in \( \tilde{W}_{R,R} \). Assume that \( I \subset \tilde{W}_{R,S} \) is a \( w_0 \)-balanced ideal, and define \( K \subset F_S \) as
\[ K = \bigcup_{x \in \partial^\infty \Gamma} \bigcup_{\llbracket w \rrbracket \in I} C_\llbracket w \rrbracket (\xi(x)). \]

Then \( K \) is \( \Gamma \)-invariant and closed, and \( \Gamma \) acts properly discontinuously and cocompactly on the domain \( \Omega = \mathcal{F}_S \setminus K \).

We first observe that this theorem implies Theorem 1.1: By Proposition 4.7, when starting with a \( P_R \)-Anosov representation such that \( w_0 R w_0^{-1} \neq R \), then it is actually \( P_{R'} \)-Anosov, with \( R' = R \cap w_0 R w_0^{-1} \). Then the conditions \( w_0 R' w_0^{-1} = R' \) and by Proposition 4.10 also \( w_0^2 \in R \) are automatically satisfied. Also, if a balanced ideal is invariant by \( R \) from the left and \( S \) from the right, then it is also invariant by \( R' \) and gives a balanced ideal in \( \mathcal{F}_{R', S} \).

A large part of the work required to prove this version, namely extending the Bruhat order to the extended Weyl group \( \widetilde{W} \), was already done in Section 3 and Section A. We prove proper discontinuity and cocompactness of the action of \( \Gamma \) on \( \Omega \) separately in the following two subsections (Theorems 5.8 and 5.12). The part about cocompactness follows [26] in all key arguments. Since oriented flag manifolds are not as established and well-studied as their unoriented counterparts, we reprove all the required technical lemmas in the setting of compact \( G \)-homogeneous spaces \( X, Y \) and \( G \)-equivariant maps between \( X \) and \( C(Y) \), the space of closed subsets of \( Y \).

### 5.1 Proper discontinuity

Let \( P_R \) and \( P_S \) be oriented parabolic subgroups of types \( R = \langle \nu(\theta), E \rangle \) and \( S = \langle \nu(\eta), F \rangle \). Furthermore, let \( w_0 \in T \subset \mathcal{W} \) be a transverse position. We assume that \( \iota(\theta) = \theta, w_0 E w_0^{-1} = E \) and \( w_0^2 \in E \), so that \( w_0 \) acts involutively on \( \mathcal{F}_{R, S} \) (see Section 3.5).

The following definition of \( w_0 \)-related limits is an oriented version of the one used for contracting sequences in [26, Definition 6.1]. The idea goes back to the study of discrete quasiconformal groups in [14]. Apart from the dependence on the choice of \( w_0 \), we will see later that pairs of such limits are not unique in this setting (Lemma 5.6).

**Definition 5.2.** Let \( (g_n) \in G^N \) be a diverging sequence. A pair \( F^-, F^+ \in \mathcal{F}_R \) is called a pair of \( w_0 \)-related limits of the sequence \( (g_n) \) if

\[
g_n\big|_{C_{[w_0]}^R} (F^-) \xrightarrow{n \to \infty} F^+ \]

locally uniformly.

We will also make use of the notion of dynamically related points, which was given in [13, Definition 1]. It is easily proved that an action of a discrete group by homeomorphisms is proper if and only if there are no dynamically related points.

**Definition 5.3.** Let \( X \) be a topological space. Two points \( x, y \in X \) are called **dynamically related via the sequence** \( (g_n) \in \text{Homeo}(X)^N \) if \( (g_n) \) is a divergent sequence and there exists a sequence \( x_n \to x \) such that

\[
g_n(x_n) \to y.\]
Using similar arguments as in the unoriented case, we can prove the following useful relative position inequality.

**Lemma 5.4** [26, Proposition 6.2]. Let \((g_n) \in G^{\mathbb{N}}\) be a sequence admitting a pair \(F^\pm \in F_R\) of \(w_0\)-related limits. Assume that \(F, F' \in F_S\) are dynamically related via \((g_n)\). Then

\[
pos_{R,S}(F^+, F') \leq w_0 \ pos_{R,S}(F^-, F).
\]

**Proof.** Let \((F_n) \in F_S^{\mathbb{N}}\) be a sequence such that \(F_n \to F\) and \(g_n F_n \to F'\). We pick elements \(h_n \in G\) satisfying \(F_n = h_n F\) and \(h_n \to 1\). Writing \([w] = pos_{R,S}(F^-, F)\), it follows that there exists some \(g \in G\) such that \(g(F^-, F) = ([1], [w])\). Define \(f \in F_R\) as \(f = [g^{-1} w_0]\), so that we obtain the following relative positions:

- \(pos_{R,R}(F^-, f) = [w_0]\);
- \(pos_{R,S}(F^-, F) = [w]\);
- \(pos_{R,S}(f, F) = pos_{R,S}([w_0], [w]) = [w_0 w]\).

In other words, \(f\) is chosen such that \(pos_{R,R}(F^-, f) = [w_0]\) and \(pos_{R,S}(f, F)\) is as small as possible. Then, since \(h_n f \to f\), \(f\) lies in the open set \(C_{[w_0]}(F^-)\) and \(F^\pm\) are \(w_0\)-related limits, it follows that \(g_n h_n f \to F^+\). Finally, observe that

\[
pos_{R,S}(g_n h_n f, g_n h_n F) = pos_{R,S}(f, F)
\]

is constant. We thus obtain the following inequalities:

\[
pos_{R,S}(F^+, F') \leq pos_{R,S}(g_n h_n f, g_n h_n F) = pos_{R,S}(f, F) = [w_0 w].
\]

One consequence of this inequality is that being \(w_0\)-related limits is a symmetric condition.

**Lemma 5.5** [26, 27]. If \((F^-, F^+)\) is a pair of \(w_0\)-related limits in \(F_R\) of a sequence \((g_n)\), then \((F^+, F^-)\) is a pair of \(w_0\)-related limits of \((g_n^{-1})\).

**Proof.** Let \(F_n \to F\) be a convergent sequence in \(C_{[w_0]}(F^+) \subseteq F_R\) and \(g_{n_k}^{-1} F_{n_k} \to F' \in F_R\) a convergent subsequence of \(g_{n_k}^{-1} F_n\). This means \(F\) is dynamically related to \(F'\) via \(g_{n_k}^{-1}\) or equivalently \(F'\) is dynamically related to \(F\) via \((g_n)\). So by Lemma 5.4 (with \(S = R\))

\[
[w_0] = pos_{R,R}(F^+, F) \leq w_0 pos_{R,R}(F^-, F').
\]

Since \([w_0]\) is maximal in the Bruhat order, this implies that \(w_0 pos_{R,R}(F^-, F') = [w_0]\) by Lemma 3.22. As \(w_0\) induces an involution on \(\tilde{W}_{R,R}\), we obtain \(pos_{R,R}(F^-, F') = [1]\), that is, \(g_{n_k}^{-1} F_{n_k} \to F' = F^-\). By the same argument every subsequence of \(g_{n_k}^{-1} F_n\) accumulates at \(F^-\) and thus \(g_{n_k}^{-1} F_n \to F^-\), which shows that \((F^+, F^-)\) are \(w_0\)-related limits of \((g_n^{-1})\).

In the unoriented case, a \(P_\theta\)-divergent sequence admits subsequences with unique attracting limits in \(F_\emptyset\). In the oriented case, however, this uniqueness is lost and all lifts of such a limit will be attracting on an open set.
Lemma 5.6. Let \( (g_n) \in G^\mathbb{N} \) be a \( P_\delta \)-divergent sequence. Then there is a subsequence \( (g_{n_k}) \) admitting \( |\overline{M}/E| \) pairs of \( w_0 \)-related limits in \( F_R \). More precisely, the action

\[
\overline{M}/E \times F_R^2 \to F_R^2, \quad ([m], (F^-, F^+)) \mapsto (R_{w_0m}w_0^{-1}(F^-), R_m(F^+))
\]

is simply transitive on the pairs of \( w_0 \)-related limits of \( (g_{n_k}) \).

Proof. Observe that since \( w_0Ew_0^{-1} = E \), conjugation by \( w_0 \) defines an action on \( \overline{M}/E \). In other words, the choice of the representative \( m \in \overline{M} \) in (4) does not matter.

Let us first prove that \( \overline{M}/E \) acts simply transitively on the \( w_0 \)-related limits of \( (g_{n_k}) \), assuming such limits exist. We know from Corollary 3.26 that

\[
C[w_0](R_{w_0m}w_0^{-1}(F^-)) = C[w_0m](F^-) = R_m(C[w_0](F^-)).
\]

Because of this and since left and right multiplication commute, (4) restricts to an action on \( w_0 \)-related limits of \( (g_{n_k}) \). It is free by the definition of \( E \) and \( F_R \). For transitivity, let \( F^\pm \) and \( F^{\prime \pm} \) be two \( w_0 \)-related limit pairs for \( (g_{n_k}) \). Then

\[
\bigcup_{[m] \in \overline{M}/E} R_m(C[w_0](F^-)) = \bigcup_{[m] \in \overline{M}/E} C[w_0m](F^-)
\]

is dense in \( F_R \) since its closure is all of \( F_R \) by Proposition 3.23. So for some \( [m] \in \overline{M}/E \), \( R_m(C[w_0](F^-)) \) must intersect the open set \( C[w_0m](F^-) \). On this intersection, \( g_{n_k} \) converges locally uniformly to \( R_m(F^+) \) and \( F^{\prime +} \), so \( F^{\prime +} = R_m(F^+) \).

What is left to show is the existence of \( w_0 \)-related limits. This is done by an argument similar to [18, Lemma 4.7]. Decompose the sequence \( g_n \) as \( g_n = k_n e^{\alpha_n} \ell_n \) with \( k_n, \ell_n \in K \) and \( \alpha_n \in \overline{a^+} \). After taking a subsequence, we can assume that \( k_n \to k \) and \( \ell_n \to \ell \) in \( K \). We want to show that \( F^- = [\ell^{-1} w_0^{-1}] \in F_R \) and \( F^+ = [k] \in F_R \) are \( w_0 \)-related limits of \( (g_n) \). We use the following characterization of locally uniform convergence: For every sequence \( F_n \to F \) converging inside \( C[w_0](F^-) \), we want to show that \( g_nF_n \) converges to \( F^+ \). For sufficiently large \( n \), the sequence \( \ell_n F_n \) will be inside \( C[w_0](F^-) = C[w_0](w_0^{-1}) \), so by Lemma 3.19 we can write \( \ell_n F_n = [e^{X_n}] \) with

\[
X_n \in \bigoplus_{\alpha \in \Sigma^- \setminus \text{span}(\delta)} g_\alpha^n
\]

converging to some \( X \) from the same space. So

\[
g_n F_n = [k_n e^{A_n} e^{X_n}] = [k_n e^{A_n} e^{X_n} e^{-A_n}] = [k_n \exp(\text{Ad}_{A_n} X_n)] = [k_n \exp(e^{ad A_n} X_n)].
\]

If we decompose \( X_n = \sum_{\alpha} X_n^\alpha \) into root spaces, then

\[
e^{ad A_n} X_n = \sum_{\alpha \in \Sigma^- \setminus \text{span}(\delta)} e^{\alpha(A_n)} X_n^\alpha.
\]
Now every $\alpha \in \Sigma - \text{span}(\theta)$ can be written as a linear combination of simple roots with non-positive coefficients and with the coefficient of at least one simple root $\beta \in \Delta - \text{span}(\theta)$ being strictly negative. As $\beta(A_n) \to \infty$ by $P_\theta$-divergence, $\alpha(A_n)$ must converge to $-\infty$ and therefore $e^{ad A_n X_n}$ goes to $0$. This implies $g_n F_n \to [k] = F^+$, so $g_n|_{C^\infty_{[w_0]} (F^-)} \to F^+$ locally uniformly.

Let $\Gamma$ be a non-elementary word hyperbolic group and $G$ a connected, semi-simple, linear Lie group (see Section 2 for some remarks on these assumptions).

**Lemma 5.7.** Let $\rho : \Gamma \to G$ be a $P_R$-Anosov representation and let $\xi : \partial \infty \Gamma \to F_R$ be a continuous, equivariant limit map of transversality type $[w_0]$. Then every sequence $(\gamma_n)$ of distinct elements admits a subsequence $(\gamma_{n_k})$ with $w_0$-related limits $F^\pm \in F_R$. Then $F^-$ is a lift of the unique repelling limit $\pi(F^-) \in F_\theta$, and we have $\pi(F^-) \in \pi(\xi(\partial \infty \Gamma))$ (see the description of the boundary map in [16, Theorem 5.3]). By right-multiplying $F^-$ with an element $m \in \overline{M}/E$ and $F^+$ with $w_0^{-1} mw_0$ if necessary, we may assume that $F^- = \xi(x)$ for some $x \in \partial \infty \Gamma$ (see Lemma 5.6). For any $x \neq z \in \partial \infty \Gamma$, we have $\text{pos}_{R,R}(F^-, \xi(z)) = \text{pos}_{R,R}(\xi(x), \xi(z)) = [w_0]$. Since the $w_0$-related attracting limit $F^+ \in F_R$ is characterized by

$$\rho(\gamma_{n_k})|_{C^\infty_{[w_0]} (F^-)} \xrightarrow{n \to \infty} F^+,$$

it follows that $\rho(\gamma_{n_k})(\xi(z)) \xrightarrow{n \to \infty} F^+$. As

$$\rho(\gamma_{n_k})(\xi(z)) = \xi(\gamma_{n_k} z) \xrightarrow{n \to \infty} \xi(y),$$

we obtain $\xi(y) = F^+$.

The same reasoning also shows that any subsequence $(\gamma_{n_k})$ of $(\gamma_n)$ has a further subsequence $(\gamma_{n_{k_j}})$ such that $(\xi(x), \xi(y))$ is a pair of $w_0$-related limits of $(\rho(\gamma_{n_{k_j}}))$. So it is in fact a pair of $w_0$-related limits of the whole sequence $(\rho(\gamma_n))$. □

Recall from Section 3.4 and Section 3.5 that a subset $I \subset \overline{W}_{R,S}$ is an ideal if $[w] \in I$ and $[w'] \leq [w]$ implies $[w'] \in I$, and it is $w_0$-fat if $[w] \notin I$ implies $[w_0 w] \in I$.

**Theorem 5.8.** Let $\rho : \Gamma \to G$ be an $P_R$-Anosov representation and let $\xi : \partial \infty \Gamma \to F_R$ be a limit map of transversality type $[w_0]$. Assume that $I \subset \overline{W}_{R,S}$ is a $w_0$-fat ideal, and define $\mathcal{K} \subset F_S$ as

$$\mathcal{K} = \bigcup_{x \in \partial \infty \Gamma} \bigcup_{[w] \in I} C^\infty_{[w]} (\xi(x)).$$

Then $\mathcal{K}$ is $\Gamma$-invariant and closed, and $\Gamma$ acts properly discontinuously on the domain $\Omega = F_S - \mathcal{K}$.  


Proof. Γ-invariance and closedness of $\mathcal{K}$ follows from Lemma 3.35 and Lemma B.8(ii).

Assume that the action of $\Gamma$ on $\Omega$ is not proper. Then there exist $F, F' \in \Omega$ which are dynamically related by some sequence $(\rho(\gamma_n))$. This sequence is $P_\theta$–divergent and by Lemma 5.7, a subsequence admits a pair of $\omega_0$-related limits of the form $\xi(x^\pm)$, where $x^\pm \in \partial^{\omega_\infty} \Gamma$. So Lemma 5.4 shows that

$$\text{pos}_{R,S}(\xi(x^+), F') \leq \omega_0 \text{pos}_{R,S}(\xi(x^-), F).$$

Since $F, F' \notin \mathcal{K}$, neither $\text{pos}_{R,S}(\xi(x^+), F')$ nor $\text{pos}_{R,S}(\xi(x^-), F)$ can be in $I$. As $I$ is $\omega_0$-fat, this implies in particular $\omega_0 \text{pos}_{R,S}(\xi(x^-), F) \in I$. But $I$ is an ideal, so (5) implies $\text{pos}_{R,S}(\xi(x^+), F') \in I$, a contradiction. □

5.2 Cocompactness

We now come to the cocompactness part of Theorem 5.1. Owing to the fact that we want to apply everything to oriented flag manifolds, our setup here is more general than in [26]. Nevertheless, all the key arguments from that paper still work. This includes in particular the idea of using expansion to prove cocompactness. The connection between (convex) cocompactness and expansion at the limit set was originally observed for Kleinian groups in [33].

We included a detailed discussion of these arguments in Section B and just state the result here. The following notion of an expanding action was introduced by Sullivan in [33, §9].

**Definition 5.9.** Let $Z$ be a metric space, $g$ a homeomorphism of $Z$ and $\Gamma$ a group acting on $Z$ by homeomorphisms.

(i) $g$ is expanding at $z \in Z$ if there exists an open neighborhood $z \in U \subset Z$ and a constant $c > 1$ (the expansion factor) such that

$$d(gx, gy) \geq c d(x, y)$$

for all $x, y \in U$.

(ii) Let $A \subset Z$ be a subset. The action of $\Gamma$ on $Z$ is expanding at $A$ if for every $z \in A$ there is a $\gamma \in \Gamma$ which is expanding at $z$.

Recall that for any compact metric space $Z$, we denote by $C(Z)$ the set of compact subsets of $Z$. The key proposition will be the following:

**Proposition 5.10** (Proposition B.11). Let $\rho : \Gamma \to G$ be a representation of a discrete group $\Gamma$ into a Lie group $G$, and $X$ and $Y$ compact $G$-homogeneous spaces and $Q : X \to C(Y)$ a $G$-equivariant map. Let $\Lambda \subset X$ be compact and $\Gamma$–invariant such that the action of $\Gamma$ on $X$ is expanding at $\Lambda$. Assume further that $Q(\lambda) \cap Q(\lambda') = \emptyset$ for all distinct $\lambda, \lambda' \in \Lambda$. Then $\Gamma$ acts cocompactly on $\Omega = Y \setminus \bigcup_{\lambda \in \Lambda} Q(\lambda)$.

We apply this to the setting of Anosov representations and oriented flag manifolds, to get the main result of this section. Let $\Gamma, G, R, S$ and $\omega_0$ and $I$ be as in Theorem 5.1. We need to show is that the action of a $P_R$-Anosov representation is expanding at the image of its limit map. This follows easily from the analogous statement in the unoriented setting (see [25, Theorem 1.1(ii)]), but for convenience we also give a direct proof here.
Proposition 5.11. Let \( \rho : \Gamma \to G \) be a \( P_R \)-Anosov representation and \( \xi : \partial_\infty \Gamma \to F_R \) a limit map of transversality type \([w_0] \in \overline{W}_{R,R} \). Then the action of \( \Gamma \) on \( F_R \) is expanding at \( \xi(\partial_\infty \Gamma) \).

Proof. First note that expansion does not depend on the choice of Riemannian metric on \( F_R \). To get rid of some constants, we will use a \( K \)-invariant metric for this proof.

Fix \( x \in \partial_\infty \Gamma \). Since \( \Gamma \) is a non-elementary hyperbolic group, \( x \) is a conical limit point, meaning there is a sequence \( (\gamma_n) \in \Gamma^\infty \) and distinct points \( b, c \in \partial_\infty \Gamma \) such that \( \gamma_n|_{\partial_\infty \Gamma \setminus \{x\}} \to b \) locally uniformly and \( \gamma_n x \to c \) (see [4, Proposition 1.13] and [34, Theorem 1A]). We will show that \( \rho(\gamma_n) \) is expanding at \( \xi(x) \) (for some) large \( n \).

Decompose \( \rho(\gamma_n^{-1}) = k_n a_n \epsilon_n \) with \( k_n, \epsilon_n \in K \) and \( a_n = \exp(a - \overline{\epsilon}) \). After replacing \( \gamma_n \) by a subsequence, we may assume that \( k_n \) converges to \( k \) and \( \epsilon_n \) converges to \( \epsilon \). As in the proof of Lemma 5.6, we see that \( ([\epsilon^{-1} w^{-1}], [k]) \) is a pair of \( w_0 \)-related limits for \( (\rho(\gamma_n^{-1})) \). By Lemma 5.7 and Lemma 5.5, \( (\xi(b), (\xi(x)) \) are also \( w_0 \)-related limits for \( (\rho(\gamma_n^{-1})) \). Using the action from Lemma 5.6 and possibly modifying the KAK-decomposition accordingly by some \( m \in Z_K(a) \), we can thus assume that \( (\xi(b) = [\epsilon^{-1} w^{-1}] \) and \( (\xi(x) = [k] \).

Since \( b \neq c \), \( \xi(c) \) is contained in \( C([w_0]) \xi(b)) \). This is an open set, so we can choose \( \delta > 0 \) such that \( B_{2\delta}(\xi(c)) \subset C([w_0]) \xi(b)) \). As a first step, we prove that \( a_n \) is contracting at

\[
C = F_R \setminus N_\delta(F_R \setminus C([w_0]) ([w_0^{-1}])).
\]

By Lemma 3.19, \( X \mapsto [e^{\lambda}] \) is a diffeomorphism from \( n_\beta^{-} \) to \( C([w_0]) ([w_0^{-1}]) \). Choose a scalar product on \( n_\beta^{-} \) which makes the root spaces orthogonal. It defines a Riemannian metric on \( n_\beta^{-} \) and therefore also on \( C([w_0]) ([w_0^{-1}]) \). On the compact set \( C \subset C([w_0]) ([w_0^{-1}]) \), it is comparable to the \( K \)-invariant metric on \( F_R \) up to a constant \( C \). Now \( a_n [\exp(X)] = [a_n \exp(X) a^{-1}_n] = [\exp(e^\text{ad} A_n X)] \) for every \( X \in n_\beta^{-} \), so the action of \( a_n \) on \( C([w_0]) ([w_0^{-1}]) \) translates to the linear action of \( e^{\text{ad} A_n} \) on \( n_\beta^{-} \). So for every \( z \in C \)

\[
||D_z a_n || \leq C ||e^{\text{ad} A_n} ||_{n_\beta^{-}} \leq C e^{-\min\{\alpha(A_n) \mid \alpha \in \Delta \setminus \delta\}}.
\]

Here \( || \cdot ||_{n_\beta^{-}} \) is the operator norm with respect to the chosen norm on \( n_\beta^{-} \). The second inequality holds since every root \( \beta \in \Sigma \setminus \{ \delta \} \) has a strictly negative coefficient for at least one \( \alpha \in \Delta \setminus \delta \) and nonpositive coefficients for all \( \alpha' \in \Delta \), so \( \beta(A_n) \leq -\alpha(A_n) \).

Let \( n \) be large enough such that \( \|D_z a_n || < 1 \) for all \( z \in C \). By a standard argument on the lengths of curves, this implies that every \( z \in C \) has a small neighborhood and a constant \( \kappa < 1 \) such that \( d(a_n u, a_n w) \leq \kappa d(u, w) \) for all \( u, w \) in this neighborhood. Clearly, this means that \( a_n^{-1} \) is expanding on \( a_n C \). As our metric is \( K \)-invariant, \( \rho(\gamma_n) = \epsilon_n^{-1} a_n^{-1} k_n^{-1} \) is thus expanding at \( k_n a_n C = \rho(\gamma_n^{-1}) \epsilon_n^{-1} C \).

But since \( \epsilon_n \xi(\gamma_n x) \to \xi(c) \), we can, by taking \( n \) large enough, assume that \( \epsilon_n \xi(\gamma_n x) \in B_{2\delta}(\xi(c)) \). Since \( B_{2\delta}(\xi(c)) \subset C([w_0]) ([w_0^{-1}]) \), we have \( B_{2\delta}(\xi(c)) \subset C \). This shows \( \xi(x) \in \rho(\gamma_n^{-1}) \epsilon_n^{-1} C \), so \( \rho(\gamma_n) \) is expanding at that point, which is what we wanted to show.

Theorem 5.12. Let \( \rho : \Gamma \to G \) be an \( P_R \)-Anosov representation and \( \xi : \partial_\infty \Gamma \to F_R \) a limit map of transversality type \([w_0] \in \overline{W}_{R,R} \). Assume that \( I \subset \overline{W}_{R,S} \) is a \( w_0 \)-slim ideal, and define the set
\[ \mathcal{K} \subset \mathcal{F}_S \text{ as } \]
\[ \mathcal{K} = \bigcup_{x \in \partial \infty \Gamma} \bigcup_{[w] \in I} C_{[w]}(\xi(x)). \]

Then \( \mathcal{K} \) is \( \Gamma \)-invariant and closed, and \( \Gamma \) acts cocompactly on the domain \( \Omega = \mathcal{F}_S \setminus \mathcal{K} \).

**Proof.** \( \Gamma \)-invariance and closedness of \( \mathcal{K} \) follows from Lemma 3.35 and Lemma B.8(ii). As discussed in Lemma 3.35, the map
\[ Q : \mathcal{F}_R \rightarrow C(\mathcal{F}_S) \]
\[ f \mapsto \bigcup_{[w] \in I} C_{[w]}(f) \]
is \( G \)-equivariant. Moreover, \( \xi(\partial \infty \Gamma) \) is compact and the action of \( \Gamma \) on \( \mathcal{F}_R \) is expanding at \( \xi(\partial \infty \Gamma) \) since \( \rho \) is \( P_R \)-Anosov (Proposition 5.11). If we can show that \( Q(\xi(x)) \cap Q(\xi(x')) = \emptyset \) for \( x \neq x' \), cocompactness will follow from Proposition 5.10.

Let \( y' \in Q(\xi(x')) \) be any point. Since \( \xi \) has transversality type \( [w_0] \) and by definition of \( Q \), we have the relative positions
\[ \text{pos}_{R,R}(\xi(x), \xi(x')) = [w_0], \]
\[ \text{pos}_{R,S}(\xi(x'), y') = [w] \in I. \]
By Lemma 3.27, this implies \( \text{pos}_{R,S}(\xi(x), y') \geq [w_0 w] \). Since \( [w_0 w] \notin I \) by \( w_0 \)-slimness and \( I \) is an ideal, \( y' \notin Q(\xi(x)) \). \( \square \)

6 | EXAMPLES OF BALANCED IDEALS

In this section, we will describe explicitly the Bruhat order on \( \widetilde{W} \) and the possible balanced ideals for the group \( G = \text{SL}(3, \mathbb{R}) \). These examples already show how passing from \( W \) to \( \widetilde{W} \) vastly increases the number of balanced ideals and therefore the possibilities to build cocompact domains of discontinuity. We have no classification of all balanced ideals, so explicit examples of balanced ideals will be restricted to low dimensions and some special cases in higher dimension.

6.1 | Reduction to \( R = \{1, w_0^2\} \) and \( S = \{1\} \)

In applications, we are usually given a fixed representation \( \rho : \Gamma \rightarrow G \). If it is Anosov, then by Proposition 4.6, there is a unique minimal oriented parabolic type \( R = \langle \nu(\theta), E \rangle \) for \( \rho \). If we also fix one of the possible lifts of the boundary map to \( \mathcal{F}_R \), then we get a transversality type \( [w_0] \in \mathcal{W}_{R,R} \).

To apply Theorem 5.1 and find cocompact domains of discontinuity in a given flag manifold \( \mathcal{F}_S \), we need to look for \( w_0 \)-balanced ideals in \( \mathcal{W}_{R,S} \). Note that this notion of \( w_0 \)-balanced only depends on the equivalence class \( [w_0] \).

To enumerate all balanced ideals as we want to do in this section, a different approach is more convenient: We first determine the set \( T \subset \widetilde{W} \) of transverse positions. Then, we want to list all \( w_0 \)-balanced ideals in \( \mathcal{W}_{R,S} \) for \( w_0 \in T \) and all possible oriented parabolic types \( R = \langle \nu(\theta), E \rangle \) and \( S = \ldots \)
\langle \psi(\eta), F \rangle$. For this to be well-defined, $w_0$ must act as an involution on $\hat{W}_{R,S}$, which by Section 3.5 happens if $\iota(\partial) = \partial$, $w_0 E w_0^{-1} = E$ and $w_0^2 \in E$.

Note that the smallest $E$ satisfying these conditions is $E = \{1, w_0^2\}$. The following lemma implies that when listing all possible $w_0$-balanced ideals, one can restrict to the minimal choice $R = \{1, w_0^2\}$ and $S = \{1\}$.

**Lemma 6.1.** Let $R$ and $S$ be oriented parabolic types as above, and consider the projection $\pi : \hat{W}_{\{1, w_0^2\}, \{1\}} \rightarrow \hat{W}_{R,S}$. Assume that $I \subset \hat{W}_{R,S}$ is a $w_0$-balanced ideal. Then $\pi^{-1}(I) \subset \hat{W}_{\{1, w_0^2\}, \{1\}}$ is a $w_0$-balanced ideal as well.

**Proof.** By Lemma 3.22(i), $\pi^{-1}(I)$ is again an ideal. Let $[w] \in \hat{W}_{\{1, w_0^2\}, \{1\}}$, and recall that $w_0$ acts by left multiplication on both $\hat{W}_{\{1, w_0^2\}, \{1\}}$ and $\hat{W}_{R,S}$, satisfying

$$\pi([w_0 w]) = w_0 \pi([w]).$$

Therefore, we obtain the following equivalences:

$$[w] \in \pi^{-1}(I) \iff \pi([w]) \in I \iff w_0 \pi([w]) \notin I \iff [w_0 w] \notin \pi^{-1}(I).$$

By this lemma, every $w_0$-balanced ideal in $\hat{W}_{R,S}$ is obtained by projecting a $R$-left invariant and $S$-right invariant $w_0$-balanced ideal of $\hat{W}_{\{1, w_0^2\}, \{1\}}$. We can further reduce the number of $w_0$ we have to consider by observing that choices of $w_0$ conjugate by an element in $M$ lead to essentially the same balanced ideals:

**Lemma 6.2.** Let $I \subset \hat{W}_{\{1, w_0^2\}, \{1\}}$ be a $w_0$-balanced ideal and $m \in M$. Then $mI$ is a $mw_0m^{-1}$-balanced ideal.

**Proof.** $mI$ is again an ideal by Lemma 3.25(i). It is $mw_0m^{-1}$-balanced because

$$[w] \in mI \iff [m^{-1}w] \in I \iff w_0[m^{-1}w] \notin I \iff (mw_0m^{-1})[w] \notin mI.$$

Given a $w_0$-balanced ideal $I$ and an element $m \in M$ such that $mw_0m^{-1} = w_0$, $mI$ is again $w_0$-balanced. The cocompact domains obtained via Theorem 5.1 for $I$ and $mI$ are in general different. In contrast to this, the action of $\hat{M}$ by right-multiplication is easy to describe: An ideal $I$ is $w_0$-balanced if and only if $Im$ is. Moreover, by Lemma 3.25, the domain will simply change by global right-multiplication with $m$, that is, by changing some orientations.

### 6.2 The extended Weyl group of $\text{SL}(n, \mathbb{R})$

Let $G = \text{SL}(n, \mathbb{R})$ with maximal compact $K = \text{SO}(n, \mathbb{R})$ and $a \subset \mathfrak{fr}(n, \mathbb{R})$ the set of diagonal matrices with trace 0. Then $\Sigma = \{\lambda_i - \lambda_j \mid i \neq j\} \subset a^*$, where $\lambda_i : a \rightarrow \mathbb{R}$ is the $i$th diagonal entry. Choose the simple system $\Delta$ consisting of all roots $\alpha_i := \lambda_i - \lambda_{i+1}$ with $1 \leq i \leq n - 1$. Then $B_0$ is the subgroup of upper triangular matrices with positive diagonal. The group $Z_K(a)$ is the group of diagonal matrices with $\pm 1$ entries and $\det = 1$. Its identity component is trivial, so $\hat{M} = Z_K(a)$. The extended Weyl group $\hat{W} = N_K(a)$ consists of all permutation matrices with determinant 1 —
that is, all matrices with exactly one ±1 entry per line and row and all other entries 0, such that det = 1.

A generating set \( v(\Delta) \) in the sense of Definition 3.3 is given by

\[
v(\alpha_i) = \begin{pmatrix} I_{i-1} & -1 \\ 1 & I_{n-i-1} \end{pmatrix}.
\]

The transverse positions \( T \subset \tilde{W} \) are antidiagonal matrices with ±1 entries. The number of −1 entries has to be even if \( n \) is equal to 0 or 1 mod 4, and odd otherwise. In one formula, it has the same parity as \( (n-1)n/2 \).

The group \( \tilde{M} \) is generated by diagonal matrices with exactly two −1 entries and the remaining entries +1. Conjugating \( w_0 \in T \) by such an element negates the two lines and the two columns corresponding to the minus signs. This yields the following standard representatives for equivalence classes in \( T \) under conjugation by \( \tilde{M} \).

(i) If \( n \) is odd, the \( (n-1)/2 \)-block in the upper right corner can be normalized to have \( +1 \)-entries.
(ii) If \( n \) is even, the \( (n-2)/2 \)-block in the upper right corner can be normalized to have \( +1 \)-entries.

If \( w_0, w'_0 \in T \) of this form are different, they are not conjugate by an element of \( \tilde{M} \).

6.3 Balanced ideals for \( SL(3, \mathbb{R}) \)

Let \( G = SL(3, \mathbb{R}) \) and \( \Delta = \{\alpha_1, \alpha_2\} \) the set of simple roots, viewed as their associated reflections. These generate the Weyl group

\[
W = \langle \alpha_1, \alpha_2 \mid \alpha_1^2 = \alpha_2^2 = (\alpha_1 \alpha_2)^3 = 1 \rangle = \{1, \alpha_1, \alpha_2, \alpha_1 \alpha_2, \alpha_2 \alpha_1, \alpha_1 \alpha_2 \alpha_1\}.
\]

The Bruhat order on \( W \) is just the order by word length and there is a unique longest element \( w_0 = \alpha_1 \alpha_2 \alpha_1 \) which acts on \( W \) from the left, reversing the order (see Figure 3).

There is only one \( w_0 \)-balanced ideal in this case, which is indicated by the green box in Figure 3.
Since $|\tilde{M}| = 4$, each of the six elements of $W$ has four preimages in $\tilde{W}$, corresponding to different signs in the permutation matrix. The Bruhat order on $\tilde{W}$ can be determined using Proposition 3.23 and is shown in Figure 4. See Section 6.4 for a geometric interpretation in terms of oriented flags.

To find balanced ideals, we first list the possible transverse positions $w_0 \in T$. These are

\[
\begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & -1 \end{pmatrix}, \quad \begin{pmatrix} -1 & 1 & -1 \\ 1 & -1 & 1 \end{pmatrix}, \quad \begin{pmatrix} -1 & 1 & 1 \\ 1 & -1 & -1 \end{pmatrix}, \quad \begin{pmatrix} 1 & 1 & 1 \\ -1 & -1 & -1 \end{pmatrix}.
\]

The first two of these are conjugate by $\tilde{M}$, as are the last two. So we have to distinguish two cases.

(i) $w_0 = \begin{pmatrix} 1 & -1 & 1 \\ -1 & 1 & -1 \end{pmatrix}$. Since $w_0^2 = 1$, the minimal choice of $E$ (or $R$) is the trivial group, so $\tilde{W}_{R,S} = \tilde{W}_{[1],[1]} = \tilde{W}$. The involution induced by $w_0$ acts on $\tilde{W}$ in the following way (each dot represents the corresponding matrix from Figure 4):
We obtain the following balanced ideals.

(a) The lift of the unoriented balanced ideal contains all relative positions in the bottom half of the picture.

(b) Ideals containing two positions from the third level and everything below these two positions in the Bruhat order. The possible pairs of positions from the third level that can be chosen are (ideals which are equivalent by right-multiplication by $M$ are in curly brackets): \{(1, 4), (2, 3)\}, \{(5, 8), (6, 7)\} as well as \{(1, 7), (2, 8), (3, 6), (4, 5)\}, \{(1, 8), (2, 7), (3, 5), (4, 6)\}. In the following picture, we drew the examples (1, 4) in red and (1, 7) in green.

![Diagram of balanced ideals](image)

(c) Ideals containing one relative position from the third level and everything except its $w_0$-image from the second level and below. There are eight balanced ideals of this type, determined by the element on the third level. Right multiplication by $\tilde{M}$ identifies the first four and the last four ideals.

In total, we find 21 $w_0$-balanced ideals, which form seven equivalence classes with respect to right-multiplication with $\tilde{M}$. Let us emphasize again that the balanced ideals in (b) and (c) are not lifts of balanced ideals from the unoriented setting. If a representation satisfies the prerequisites of Theorem 5.1, we therefore obtain new cocompact domains of discontinuity in oriented flag manifolds. For example, we will apply this to Hitchin representations in Section 7.1.

(ii) $w_0 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$. Since $w_0^2 = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}$ is nontrivial, the minimal choice of $R$ is $\{1, w_0^2\}$ and we consider $R \setminus \tilde{W}$. By Lemma 3.22, we get the Bruhat order on $R \setminus \tilde{W}$ as the projection of Figure 4. It is shown in Figure 5 alongside the action of $w_0$ on $R \setminus \tilde{W}$.

In this case, the only balanced ideal is the lift of the unoriented one, and we do not obtain any new cocompact domains of discontinuity in oriented flag manifolds.

### 6.4 Geometric interpretation of relative positions for $\text{SL}(3, \mathbb{R})$

In order to give a hands-on description of the various relative positions we saw in the previous subsection, we need notions of direct sums and intersections that take orientations into account. These notions appeared already in [17], where they are used to describe curves of flags. First of all, let us fix some notation for oriented subspaces.
Definition 6.3. Let $A, B \subset \mathbb{R}^n$ be oriented subspaces. Then we denote by $-A$ the subspace $A$ with the opposite orientation. If $A$ and $B$ agree as oriented subspaces, we write $A^\perp = B$.

Now let $A, B \subset \mathbb{R}^n$ be oriented subspaces. If they are (unoriented) transverse, taking a positive basis of $A$ and extending it by a positive basis of $B$ yields a basis of $A \oplus B$. Declaring this basis to be positive defines an orientation on $A \oplus B$. The orientation on the direct sum depends on the order we write the two subspaces in,

$$A \oplus B = (-1)^{\dim(A)\dim(B)} B \oplus A.$$  

The case of intersections is slightly more difficult. Assume that $A, B \subset \mathbb{R}^n$ are oriented subspaces such that $A + B = \mathbb{R}^n$, and fix a standard orientation on $\mathbb{R}^n$. Let $A' \subset A$ be a subspace complementary to $A \cap B$ and analogously $B' \subset B$ a subspace complementary to $A \cap B$. We fix orientations on these two subspaces by requiring that

$$A' \oplus B = \mathbb{R}^n$$

and

$$A \oplus B' = \mathbb{R}^n.$$ 

Then there is a unique orientation on $A \cap B$ satisfying

$$A' \oplus (A \cap B) \oplus B' = \mathbb{R}^n.$$ 

This is the induced orientation on the intersection. Since the set of subspaces of $A$ complementary to $A \cap B$ can be identified with $\text{Hom}(A', A \cap B)$ and is therefore (simply) connected, the result
does not depend on the choice of $A'$, and analogously does not depend on the choice of $B'$. Like
the oriented sum, it depends on the order we write the two subspaces in,

$$B \cap A \equiv (-1)^{\text{codim}(A) \cdot \text{codim}(B)} A \cap B.$$  

With this terminology at hand, consider the oriented relative positions shown in Figure 4. Let $f \in G/B_0$ be a reference complete oriented flag. We denote by $f^{(k)}$ the $k$-dimensional part of the flag $f$. Let $w = (-1 \ -1 \ -1) \in \tilde{W}$. Then the refined Schubert stratum of flags at position $w$ with respect to $f$

$$C_w(f) = \{ F \in G/B_0 \mid f^{(2)} \oplus F^{(1)} = -\mathbb{R}^3, f^{(1)} \oplus F^{(2)} = -\mathbb{R}^3 \}.$$  

The other three positions of the highest level are characterized by the other choices of the two signs. Similarly, for the position $w' = (1 \ 1 \ 1) \in \tilde{W}$, we obtain

$$C_{w'}(f) = \{ F \in G/B_0 \mid f^{(1)} \oplus F^{(1)} = f^{(2)}, f^{(2)} \cap F^{(2)} = F^{(1)} \},$$

and the other three positions are characterized by the other choices of the two signs. Similar descriptions hold for the remaining oriented relative positions.

6.5  A simple example in odd dimension: halfspaces in spheres

As the previous subsection demonstrated, calculating the most general relative positions and the Bruhat order gets out of hand very quickly as one increases the dimension. For example, in $\text{SL}(5, \mathbb{R})$, there are $120$ unoriented relative positions between complete flags and $1920$ oriented relative positions between complete oriented flags. For practical reasons, it thus makes sense to restrict to more special cases, that is, to consider relative positions $\tilde{W}_{R,S}$ for bigger $R, S$ than strictly necessary.

Let $G = \text{SL}(2n+1, \mathbb{R})$ and $\theta, \eta \subset \Delta$ be the complements of $\Delta \setminus \vartheta = \{\alpha_n, \alpha_{n+1}\}$, $\Delta \setminus \eta = \{\alpha_1\}$, so that $\mathcal{F}_\vartheta$ is the space of partial flags consisting of the dimension $n$ and $n+1$ parts, and $\mathcal{F}_\eta$ is $\mathbb{R}P^{2n}$. Furthermore, let

$$E = \langle M_\vartheta, \nu(\alpha_n)^2, \nu(\alpha_{n+1})^2 \rangle = \{ m \in M \mid m_{n+1,n+1} = +1 \},$$

$$F = M_\eta, R = \langle \nu(\theta), E \rangle, \text{ and } S = \langle \nu(\eta), F \rangle.$$  

Then $\mathcal{F}_R$ is the space of oriented partial flags consisting of oriented $n$- and $(n+1)$-dimensional subspaces up to changing both orientations simultaneously, and $\mathcal{F}_S$ is $S^{2n}$, the space of oriented lines on $\mathbb{R}^{2n+1}$. Choose $w_0$ to be antidiagonal with $-1$ as the middle entry. The remaining entries are irrelevant for this example; if $2n + 1 \in 4\mathbb{Z} + 3$, there should be an odd number of minus signs, if $2n + 1 \in 4\mathbb{Z} + 1$, it has to be even.

The Bruhat order on the space $\tilde{W}_{R,S}$ of relative positions as well as the involution $w_0$ are shown in Figure 6. We only need to keep track of the first column of the matrix representative since we right quotient by $S$. The left quotient by $R$ then reduces the possible relative positions further. There are thus two balanced ideals, determined by choosing one of the two middle positions. This
is in contrast to the unoriented case, where the two middle positions coincide and are a fixed point of the involution. In the case $n = 3$, the lifts of these two balanced ideals to $\tilde{W}$ are among the 21 $w_0$-balanced ideals described in Section 6.3. In the notation of case (i)b there, these are the ideals $(1,4)$ and $(2,3)$. In particular, the balanced ideal indicated in red in Section 6.3 is the lift of the balanced ideal we obtain here in $\tilde{W}_{R,S}$ by choosing the first of the middle positions.

The geometric description of the relative positions is as follows. Let $f \in F_R$ be a reference flag. Then $[w] = [e_{2n+1}]$ and $[w'] = [e_1]$ correspond to

$$C_{[w]}(f) = \{F \in S^{2n} \mid F \notin f^{(n+1)}\}, \quad C_{[w']}(f) = \{F \in S^{2n} \mid F \in f^{(n)}\},$$

and $[w''] = [e_{n+1}]$ corresponds to

$$C_{[w'']} (f) = \{F \in S^{2n} \mid f^{(n)} \oplus F \neq f^{(n+1)}\}.$$

This can be rephrased slightly: The codimension 1 subspace $f^{(n)} \subseteq f^{(n+1)}$ decomposes $f^{(n+1)}$ into two half-spaces, and we say that an oriented line $l \subset f^{(n+1)}$ is in the positive half-space if $f^{(n)} \oplus l^+ = f^{(n+1)}$. This is invariant under simultaneously changing the orientations of both $f^{(n)}$ and $f^{(n+1)}$ and therefore well defined. Then $C_{[w']} (f)$ is the spherical projectivization of the positive half of $f^{(n+1)}$.

The half great circles in Figure 2 in the introduction are an example of this construction, and the associated cocompact domain of discontinuity in $S^2$ for a convex cocompact representation $\rho : F_k \to SO_0(2,1)$ corresponds to this balanced ideal. The higher dimensional cases apply to Hitchin representations and generalized Schottky representations into $PSL(4n+3, \mathbb{R})$, yielding cocompact domains of discontinuity in $S^{4n+2}$ (see Section 7.1 and Section 7.2). The latter case includes in particular the motivating example from the introduction.

7 | EXAMPLES OF REPRESENTATIONS ADMITTING COCOMPACT DOMAINS OF DISCONTINUITY

7.1 | Hitchin representations

Let $\Gamma = \pi_1(S)$ be the fundamental group of a closed surface $S$ of genus at least 2. Particularly simple examples of representations of $\Gamma$ into $PSL(n, \mathbb{R})$ are the Fuchsian ones: These are of the form $\iota \circ \rho_0$, where $\rho_0 : \Gamma \to PSL(2, \mathbb{R})$ is injective with discrete image and $\iota : PSL(2, \mathbb{R}) \to PSL(n, \mathbb{R})$.
is the irreducible representation. Connected components of $\text{Hom}(\Gamma, \text{PSL}(n, \mathbb{R}))$ which contain Fuchsian representations are called Hitchin components and their elements Hitchin representations.

If $n$ is odd, then the space $\text{Hom}(\Gamma, \text{PSL}(n, \mathbb{R}))$ has three connected components, one of which is Hitchin. If $n$ is even, there are six components in total, and 2 of them are Hitchin components [21]. Every Hitchin representation is $B$-Anosov [29].

To find out if the limit map of a Hitchin representation lifts to an oriented flag manifold, let us first take a closer look at the irreducible representation. The standard Euclidean scalar product on $\mathbb{R}^2$ induces a scalar product on the symmetric product $\text{Sym}^{n-1} \mathbb{R}^2$ by restricting the induced scalar product on the tensor power to symmetric tensors. Let $X = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $Y = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ be the standard orthonormal basis of $\mathbb{R}^2$. Then $e_i = \sqrt{\binom{n-1}{i-1}} X^{n-i} Y^{i-1}$ for $1 \leq i \leq n$ is an orthonormal basis of $\text{Sym}^{n-1} \mathbb{R}^2$ and provides an identification $\mathbb{R}^n \cong \text{Sym}^{n-1} \mathbb{R}^2$. For $A \in \text{SL}(2, \mathbb{R})$, let $\iota(A) \in \text{SL}(n, \mathbb{R})$ be the induced action on $\text{Sym}^{n-1} \mathbb{R}^2$ in this basis. The homomorphism

\[ \iota : \text{SL}(2, \mathbb{R}) \to \text{SL}(n, \mathbb{R}), \]

defined this way is the (up to conjugation) unique irreducible representation. It maps $-1$ to $(-1)^{n-1}$ and is therefore also well defined as a map $\iota : \text{PSL}(2, \mathbb{R}) \to \text{PSL}(n, \mathbb{R})$. The induced action on $\text{Sym}^{n-1} \mathbb{R}^2$ preserves the scalar product described above, so $\iota(\text{PSO}(2)) \subset \text{PSO}(n)$.

It is easy to see that $\iota$ maps diagonal matrices to diagonal matrices. It also maps upper triangular matrices into $B_0 \subset \text{PSL}(n, \mathbb{R})$ (that is, upper triangular matrices with the diagonal entries either all positive or all negative). Therefore, $\iota$ induces a smooth equivariant map

\[ \varphi : \mathbb{RP}^1 \to \mathcal{F}_{[1]} \]

between the complete oriented flag manifolds of $\text{PSL}(2, \mathbb{R})$ and $\text{PSL}(n, \mathbb{R})$.

**Proposition 7.1.** Let $\rho : \Gamma \to \text{PSL}(n, \mathbb{R})$ be a Hitchin representation. Then its limit map $\xi : \partial_{\infty} \Gamma \to \mathcal{F}_{M} = G/B$ lifts to the fully oriented flag manifold $\mathcal{F}_{[1]} = G/B_0$ with transversality type

\[ w_0 = \begin{pmatrix} 1 & & \\ & \ddots & \\ & & -1 \end{pmatrix} \]

So all Hitchin representations are $B_0$-Anosov.

**Proof.** Since the $B_0$-Anosov representations are a union of connected components of $B$-Anosov representations by Proposition 4.11, we can assume that $\rho = \iota \circ \rho_0$ is Fuchsian.

Let $\xi_0 : \partial_{\infty} \Gamma \to \mathbb{RP}^1$ be the limit map of $\rho_0$ and $\pi : \mathcal{F}_{[1]} \to \mathcal{F}_{M}$ the projection forgetting all orientations. Then the limit map $\xi : \partial_{\infty} \Gamma \to \mathcal{F}_{M}$ of $\rho$ is just $\pi \circ \varphi \circ \xi_0$ (this is the unique continuous and dynamics-preserving map, see [16, Remark 2.32b]). So $\hat{\xi} = \varphi \circ \xi_0$ is a continuous and $\rho$-equivariant lift to $\mathcal{F}_{[1]}$. To calculate the transversality type, let $x, y \in \partial_{\infty} \Gamma$ with $\xi_0(x) = [1]$ and $\xi_0(y) = [w] \in \mathbb{RP}^1$, where $w \in \text{PSL}(2, \mathbb{R})$ is the anti-diagonal matrix with $\pm 1$ entries. Then, since
\( t(w) = w_0 \),

\[
\text{pos}(\hat{\xi}(x), \hat{\xi}(y)) = \text{pos}(\varphi([1]), \varphi([w])) = \text{pos}([1], [t(w)]) = w_0 \in \bar{W}.
\]

\[
\square
\]

**Remark 7.2.** Note that Hitchin representations map into \( \text{PSL}(n, \mathbb{R}) \) and not \( \text{SL}(n, \mathbb{R}) \). If \( n \) is even, the fully oriented flag manifold \( F_{[1]} \) in \( \text{PSL}(n, \mathbb{R}) \) is the space of flags \( f^{(1)} \subset \cdots \subset f^{(n-1)} \) with a choice of orientation on every part, but up to simultaneously reversing the orientation in every odd dimension (the action of \(-1\)). While we could lift \( \rho \) to \( \text{SL}(n, \mathbb{R}) \), its limit map would still only lift to \( \text{PSL}(n, \mathbb{R}) \{ \pm 1 \} = \text{PSL}(n, \mathbb{R}) \{ 1 \} \) and not give us any extra information.

Now that we know that Hitchin representations are \( B_0 \)-Anosov, we can apply Theorem 5.8 and Theorem 5.12. For every \( w_0 \)-balanced ideal in \( \bar{W} \) we get a cocompact domain of discontinuity in the oriented flag manifold \( F_{[1]} \) of \( \text{PSL}(n, \mathbb{R}) \). These include lifts of the domains in unoriented flag manifolds constructed in [26], but also some new examples.

There are 21 different such \( w_0 \)-balanced ideals if \( n = 3 \) (see Section 6.3) and already 4732 of them if \( n = 4 \), which makes it infeasible to list all of them here. However, it is not difficult to state in which oriented Grassmannians these domains exist.

**Proposition 7.3.** Let \( n \geq 3 \) and \( \rho : \Gamma \to \text{PSL}(n, \mathbb{R}) \) be a Hitchin representation. Assume that either:

(i) \( n \) is even and \( k \) is odd; or
(ii) \( n \) is odd and \( (n + k + 2)/2 \) is odd.

Then there exists a nonempty, open \( \Gamma \)-invariant subset \( \Omega \subset \text{Gr}^{+}(k, n) \) of the Grassmannian of oriented \( k \)-subspaces of \( \mathbb{R}^n \), such that the action of \( \Gamma \) on \( \Omega \) is properly discontinuous and cocompact.

**Remarks 7.4.**

(i) The domain \( \Omega \) is not unique, unless \( n \) is even and \( k \in \{1, n - 1\} \).

(ii) In case (i) of Proposition 7.3, there is a cocompact domain of discontinuity also in the unoriented Grassmannian, and \( \Omega \) is just the lift of one of these. The domains in case (ii) are new (see [32]).

**Proof.** In the light of Theorem 5.1 it suffices to show that there is a \( w_0 \)-balanced ideal in the set \( \bar{W}/S \) where \( S = \langle \nu(\Delta \setminus \{ \alpha_k \}) \rangle \). A \( w_0 \)-balanced ideal exists if and only if the action of \( w_0 \) on \( \bar{W}/S \) has no fixed points (see Lemma 3.29 and Lemma 3.34).

To see that \( w_0 \) has no fixed points on \( \bar{W}/S \), observe that every equivalence class in \( \bar{W}/S \) has a representative whose first \( k \) columns are either the standard basis vectors \( e_{i_1}, \ldots, e_{i_k} \) or \( -e_{i_1}, e_{i_2}, \ldots, e_{i_k} \), with \( 1 \leq i_1 < \cdots < i_k \leq n \). So we can identify \( \bar{W}/S \) with the set

\[
\{ \pm 1 \} \times \{ k \text{-element subsets of } \{1, \ldots, n\} \}.
\]

The action of \( w_0 \) on this is given by

\[
(\varepsilon, \{i_1, \ldots, i_k\}) \mapsto ((-1)^{k(k-1)/2 + \sum (i_j + 1)} \varepsilon, \{n + 1 - i_k, \ldots, n + 1 - i_1\}).
\]
Only looking at the second factor, this can have no fixed points if \( n \) is even and \( k \) is odd, showing case (i). Otherwise, to get a fixed point, it is necessary that \( i_j + i_{k+1-j} = n + 1 \) for all \( j \leq k \). But then
\[
\frac{k(k-1)}{2} + \sum_{j=1}^{k} (i_j + 1) = \frac{k(k-1)}{2} + \frac{k}{2} (n+3) = \frac{k(n+k+2)}{2},
\]
so \( w_0 \) fixes these elements if and only if \( k(n+k+2)/2 \) is even. Note that this number is always even if \( n \) and \( k \) are both even, which is why assuming \( n \) odd in case (ii) does not weaken the statement.

It remains to show that every \( \Omega \in \text{Gr}^+(k,n) \) constructed from a balanced ideal \( I \subset \widetilde{W}/S \) is nonempty. Consider the lifts \( \Omega' \subset F_{[1]} \) of \( \Omega \) and \( I' \subset \widetilde{W} \) of \( I \). Then \( \Omega' \) is the domain in \( F_{[1]} \) given by \( I' \). We will show that \( F_{[1]} \setminus \Omega' \) has covering dimension \(^†\) at least 1, so \( \Omega' \) must be nonempty. Similar arguments were used in [19] to prove the nonemptiness of certain domains. See [31] for more background on dimension theory. In this case, we could also use the dimension of \( F_{[1]} \setminus \Omega' \) as a CW-complex, but the present approach has the benefit of generalizing to word hyperbolic groups with more complicated boundaries.

By Lemma B.8 and the proof of Theorem 5.12, \( F_{[1]} \setminus \Omega' \) is homeomorphic to a fiber bundle over \( \partial_{\infty} \Gamma \cong S^1 \) with fiber \( \bigcup_{[w] \in I} C_w([1]) \). The covering dimension is invariant under homeomorphisms and has the following locality property: If a metric space is decomposed into open sets of dimension (at most) \( k \), then the whole space is (at most) \( k \)-dimensional\(^‡\). Therefore, the dimension of this fiber bundle equals the dimension of a local trivialization, that is, the dimension of the product \( \mathbb{R} \times \bigcup_{[w] \in I} C_w([1]) \). By [30, Theorem 2], the dimension of a product is the sum of the dimensions of the factors whenever one of the factors is a CW complex\(^§\). Thus
\[
\dim(F_{[1]} \setminus \Omega') = 1 + \max_{w \in I'} \dim C_w([1]) = 1 + \max_{w \in I'} \ell(w).
\]
If we know that \( \ell(w) \leq \ell(w_0) - 2 \) for every \( w \in I' \), then, since \( \dim F_{[1]} = \ell(w_0) \), the codimension of \( F_{[1]} \setminus \Omega' \) is at least 1, so \( \Omega \neq \emptyset \).

For \( k < n \), if we write \( w_k = v(\alpha_1)v(\alpha_2)\cdots v(\alpha_k) \), and \( \overline{w_k} = v(\alpha_2)\cdots v(\alpha_k) \), then by direct calculation, one verifies that
\[
w_0 = w_{n-1} \cdots w_1
\]
and
\[
w_0v(\alpha_k) = w_{n-1} \cdots w_{k+1} \overline{w_k} w_{k-1} \cdots w_1
\]

\(^1\) The (Lebesgue) covering dimension of a topological space \( X \) is the smallest number \( n \) such that every open cover of \( X \) admits a refinement with the property that each point of \( X \) is contained in at most \( n + 1 \) of its elements.

\(^†\) This follows from the equivalence of covering dimension and strong inductive dimension ([31, Theorem II.7]) and locality of the strong inductive dimension.

\(^‡\) In that paper, Katětov–Smirnov covering dimension is used, which coincides with (Lebesgue) covering dimension for normal spaces.
(see Section 6.2 for an explicit description of $\widetilde{W}$). These are reduced expressions in the $v(\alpha_i)$. So if $n \geq 3$, then $v(\alpha_k) \leq w_0 v(\alpha_k)$ by Proposition 3.23. Therefore, the balanced ideal $I' \subset \widetilde{W}$ cannot contain $w_0 v(\alpha_k)$ and thus no element of length $\ell(w_0) - 1$. □

A special case of such cocompact domains of discontinuity for Hitchin representations $\rho : \Gamma \to \text{PSL}(4n + 3, \mathbb{R})$ is described by the balanced ideals in Section 6.5: Let $\tilde{\xi} : \partial_\infty \Gamma \to F_{[1]}$ be the boundary map of $\rho$, with image in complete oriented flags in $\mathbb{R}^{4n+3}$. Then the domain in $S^{4n+2}$ is obtained by removing the spherical projectivizations of the positive halves of $\tilde{\xi}(x)^{(2n+2)}$, $x \in \partial_\infty \Gamma$. Note that in the case of $\text{PSL}(3, \mathbb{R})$, the result is not very interesting: Consider the base case $\partial_\infty \Gamma \xrightarrow{\rho_0} \text{PSL}(2, \mathbb{R}) \xrightarrow{i} \text{PSL}(3, \mathbb{R})$, where $\rho_0$ is Fuchsian and $i$ is the irreducible representation. Since the limit set of $\rho_0$ is the full circle, the domain simply consists of two disjoint disks, and the quotient is two disjoint copies of the surface $S$ (compare Figure 2). In higher dimension, however, the domain is always connected and dense in $S^{4n+2}$.

### 7.2 Generalized Schottky representations

In [7], generalized Schottky groups in $G = \text{PSL}(n, \mathbb{R})$ are introduced. The construction relies on the existence of a partial cyclic order on the space $G/B_0 = F_{[1]}$, which is an oriented version of Fock–Goncharov triple positivity [12] and Labourie’s 3-hyperconvexity [29]. We will give a brief overview of generalized Schottky groups and their properties before showing how they fit into our framework. More details and proofs can be found in [6] and [7].

For all odd dimensions, the partial cyclic order on $F_{[1]}$ is given as follows. Recall that we defined oriented direct sums in Section 6.4.

**Definition 7.5.** Let $G = \text{PSL}(2n + 1, \mathbb{R})$ and $F_1, F_2, F_3 \in F_{[1]}$ be complete oriented flags. Then the triple $(F_1, F_2, F_3)$ is positive or increasing if

$$F_1^{(i_1)} \oplus F_2^{(i_2)} \oplus F_3^{(i_3)} = \mathbb{R}^{2n+1}$$

for every choice of $i_1, i_2, i_3 \geq 0$ such that $i_1 + i_2 + i_3 = 2n + 1$.

Note that positivity of a triple includes in particular the condition $F_i^{(i_1)} \oplus F_j^{(i_2)} = \mathbb{R}^{2n+1}$ for $i < j$ and $i_1 + i_2 = 2n + 1$, which we call oriented transversality of $F_i$ and $F_j$. In terms of relative positions, this means that $\text{pos}(F_i, F_j) = w_0$, where $w_0$ is the transversality type of Hitchin representations (see Proposition 7.1). Having this partial cyclic order allows to define intervals in $F_{[1]}$:

**Definition 7.6.** Let $(F_1, F_3)$ be an oriented transverse pair of complete oriented flags. Then the interval between $F_1$ and $F_3$ is given by

$$(F_1, F_3) = \{F_2 \mid (F_1, F_2, F_3) \text{ is increasing}\}.$$  

Consider a cycle $(F_1, \ldots, F_{4k})$, that is, a tuple such that $(F_i, F_j, F_k)$ is increasing for any $i < j < k$. This defines the $2k$ intervals

$$I_i = (F_{2i-1}, F_{2i}), \ 1 \leq i \leq 2k.$$
We say that a transformation \( g \in \text{PSL}(2n + 1, \mathbb{R}) \) *pairs* two intervals \( I_i \) and \( I_j, i \neq j \), if

\[
g(F_{2i-1}) = F_{2j} \quad \text{and} \quad g(F_{2i}) = F_{2j-1}.
\]

Now pick \( k \) generators \( g_1, \ldots, g_k \in \text{PSL}(2n + 1, \mathbb{R}) \) pairing all of the intervals in some way.

**Definition 7.7.** A *purely hyperbolic generalized Schottky group* in \( \text{PSL}(2n + 1, \mathbb{R}) \) is the group \( \langle g_1, \ldots, g_k \rangle \subseteq \text{PSL}(2n + 1, \mathbb{R}) \), where the generators \( g_i \) are constructed as above. The associated representation \( \rho : F_k \to \text{PSL}(2n + 1, \mathbb{R}) \) is called a *purely hyperbolic generalized Schottky representation*.

In this definition, ‘purely hyperbolic’ refers to the fact that all of the endpoints of intervals are distinct. This assumption is important to obtain contraction properties and provides a link to Anosov representations. It is an easy consequence of the Ping–Pong–Lemma that all generalized Schottky representations are faithful.

A map between partially cyclically ordered sets is called *increasing* if it maps every increasing triple to an increasing triple. Moreover, the abstract group \( \Gamma = F_k \) is identified with a subgroup of \( \text{PSL}(2, \mathbb{R}) \) by picking a model Schottky group in \( \text{PSL}(2, \mathbb{R}) \) admitting the same combinatorial setup of intervals and generators as in \( \text{PSL}(2n + 1, \mathbb{R}) \). This yields a homeomorphism between \( \partial \infty \Gamma \) and a Cantor set in \( \partial \mathbb{H}^2 \).

The following result allows us to apply our theory of domains of discontinuity to purely hyperbolic generalized Schottky representations.

**Theorem 7.8 [7].** Let \( \rho : \Gamma = F_k \to \text{PSL}(2n + 1, \mathbb{R}) \) be a purely hyperbolic generalized Schottky representation. Then \( \rho \) is \( \mathcal{B}_0 \)-Anosov. Moreover, the boundary map \( \hat{\xi} : \partial \infty \Gamma \to \mathcal{F}_{[1]} \) is increasing.

As observed above, the definition of the partial cyclic order on \( \mathcal{F}_{[1]} \) implies that the transversality type \( w_0 \) of \( \hat{\xi} \) is the same as for Hitchin representations. Consequently, the same balanced ideals can be used to obtain domains of discontinuity. In particular, the balanced ideals from Section 6.5 yield cocompact domains in \( S^{4n+2} \) for purely hyperbolic generalized Schottky representations \( \rho : \Gamma \to \text{PSL}(4n + 3, \mathbb{R}) \). The motivating example from the introduction is a special case of this: Every convex cocompact representation \( \rho_0 : \Gamma \to \text{PSL}(2, \mathbb{R}) \) admits a Schottky presentation, and the composition \( \Gamma \xrightarrow{\rho_0} \text{PSL}(2, \mathbb{R}) \xrightarrow{i} \text{PSL}(3, \mathbb{R}) \) with the irreducible representation \( i \) is a purely hyperbolic generalized Schottky representation acting properly discontinuously and cocompactly on the domain shown in Figure 2.

### 8 Block Embeddings of Irreducible Representations of \( \text{SL}(2, \mathbb{R}) \)

Let \( n \) be odd and \( k \leq n \). Let \( t_k : \text{SL}(2, \mathbb{R}) \to \text{SL}(k, \mathbb{R}) \) be the irreducible representation (see Section 7.1). Then we define

\[
b_k : \text{SL}(2, \mathbb{R}) \to \text{SL}(n, \mathbb{R}), \quad A \mapsto \begin{pmatrix} t_k(A) & 0 \\ 0 & t_{n-k}(A) \end{pmatrix}.
\]
Let $\Gamma$ be the fundamental group of a closed surface of genus at least 2 and $\rho : \Gamma \to \text{PSL}(2, \mathbb{R})$ a Fuchsian (that is, discrete and faithful) representation. Let $\overline{\rho} : \Gamma \to \text{SL}(2, \mathbb{R})$ be a lift of $\rho$. We get every other lift of $\rho$ as $\overline{\rho}^\varepsilon$, where $\varepsilon : \Gamma \to \mathbb{Z}/2\mathbb{Z}$ is a group homomorphism and $\overline{\rho}^\varepsilon(y) = (-1)^{\varepsilon(y)}\overline{\rho}(y)$.

In this section, we will consider representations $\rho^\varepsilon_k = b_k \circ \overline{\rho}^\varepsilon$ obtained by composing a Fuchsian representation with $b_k$. Our main result is the following proposition and its corollary: For different choices of $k$ and $\varepsilon$, the representations $\rho^\varepsilon_k$ land in different connected components of Anosov representations.

**Proposition 8.1.** The representation $\rho^\varepsilon_k$ is $B$-Anosov and there exists $w_k \in T$ such that its limit map lifts to a continuous, equivariant map into $T_{\{1, w_k^2\}}$ of transversality type $\llbracket w_k \rrbracket$. Thus $\rho^\varepsilon_k$ is $P_{\{1, w_k^2\}}$-Anosov. The choice $R = \{1, w_k^2\}$ is minimal in the sense of Proposition 4.6.

Furthermore, $w_k$ is up to conjugation by elements of $\mathcal{M}$ given by

$$w_k = \begin{pmatrix} \delta & J \\ L & K \end{pmatrix}$$

with

$$\delta = \begin{cases} (-1)^{(k-1)/2}, & k \text{ odd} \\ (-1)^{(n-k-1)/2}, & k \text{ even} \end{cases}$$

and $J \in \text{GL}(\frac{n-1}{2}, \mathbb{R})$, $K \in \text{GL}(q-1, \mathbb{R})$, and $L \in \text{GL}(\frac{Q-q+1}{2}, \mathbb{R})$ denoting blocks of the form

$$J = \begin{pmatrix} \ddots & 1 \\ 1 & \ddots \end{pmatrix}, \quad K = \begin{pmatrix} -1 & 1 \\ \ddots & \ddots \end{pmatrix}, \quad L = (-1)^{Q-1} \begin{pmatrix} 1 & \ddots \\ \vdots & 1 \end{pmatrix}$$

where $q = \min(k, n-k)$ and $Q = \max(k, n-k)$.

**Proof.** To simplify the description of the limit map, we will first modify the block embedding. For any $\lambda > 1$, the map $b_k$ maps $\text{diag}(\lambda, \lambda^{-1})$ to

$$g_k = \text{diag}(\lambda^{k-1}, \lambda^{k-3}, \ldots, \lambda^{1-k}, \lambda^{n-k-1}, \ldots, \lambda^{k+1-n}).$$

Let $z \in \text{SO}(n)$ be the permutation matrix (or its negative) such that the entries of $z g_k z^{-1}$ are in decreasing order, and consider

$$\rho' = z \rho^\varepsilon_k z^{-1} = \iota \circ \overline{\rho}^\varepsilon,$$

where $\iota$ is the composition of $b_k$ and conjugation by $z$. The representation $\rho'$ is $B$-Anosov if and only $\rho^\varepsilon_k$ is, and, since $\text{SO}(n) \subset \text{SL}(n, \mathbb{R})$ is connected, $\rho'$ then lies in the same component of $\text{Hom}_{B-\text{Anosov}}(\Gamma, \text{SL}(n, \mathbb{R}))$ as $\rho^\varepsilon_k$. So we can consider $\rho'$ instead of $\rho^\varepsilon_k$. 
We first show that $\rho'$ is $B$-Anosov. By [2, Theorem 8.4], it suffices to show that there exist positive constants $c, d$ such that for every $\alpha \in \Delta$ and every element $\gamma \in \Gamma$, we have

$$\alpha(\mu_n(\rho'(\gamma))) \geq c|\gamma| - d, \quad (6)$$

where $\mu_n$ is the Cartan projection in $\text{SL}(n, \mathbb{R})$ and $|\cdot|$ denotes the word length in $\Gamma$. It follows from the description in Section 7.1 that $\iota$ maps $\text{SO}(2)$ into $\text{SO}(n)$, and it maps $\text{diag}(\lambda, \lambda^{-1})$ to $z y z^{-1}$. Let $\alpha_0$ denote the (unique) simple root for $\text{SL}(2, \mathbb{R})$ and $\alpha_i$ the $i$th simple root for $\text{SL}(n, \mathbb{R})$. Then by the above, for $h \in \text{SL}(2, \mathbb{R})$,

$$\alpha_i(\mu_n(\iota(h))) = \begin{cases} \frac{1}{2} \alpha_0(\mu_2(h)) & \text{if } \frac{n+1}{2} - q \leq i \leq \frac{n-1}{2} + q, \\ \alpha_0(\mu_2(h)) & \text{otherwise} \end{cases}$$

Since $\rho^\varepsilon$ is Fuchsian and therefore Anosov, there are positive constants $c_0, d_0$ such that $\alpha_0(\mu_2(\rho^\varepsilon(\gamma))) \geq c_0|\gamma| - d_0 \forall \gamma \in \Gamma$. This implies (6) with $c = c_0/2$ and $d = d_0/2$, so $\rho'$ is $B$-Anosov.

The map $\iota$ maps $B_{0}^{\text{SL}(2, \mathbb{R})}$ into $B_{0}^{\text{SL}(n, \mathbb{R})}$ and $-1$ to some diagonal matrix $m = \iota(-1) \in \overline{M}$ with $\pm 1$ entries. So $(B) \subset B_0 \cup mB_0 = P_{\{1, m\}}$ and $\iota$ therefore induces smooth maps

$$\varphi: \mathbb{R}P^1 \to F_{\{1, m\}} = G/P_{\{1, m\}}, \quad \psi: S^1 \to F_{\{1\}} = G/B_0$$

which are $\iota$-equivariant. Let $\pi: F_{\{1, m\}} \to F_{\text{M}}$ be the projection which forgets orientations, and let $\overline{\xi}: \partial_\infty \Gamma \to \mathbb{R}P^1$ be the limit map of $\overline{\rho}^\varepsilon$, a homeomorphism (which does not depend on $\varepsilon$). Then the curve $\xi = \pi \circ \varphi \circ \overline{\xi}: \partial_\infty \Gamma \to F_{\text{M}}$ is $\rho'$-equivariant and continuous. The definition of $z$ ensures that it is also dynamics-preserving. So by [16, Remark 2.32b] $\overline{\xi}$ is the limit map of $\rho'$, and $\hat{\overline{\xi}} = \varphi \circ \overline{\xi}$ is a continuous and equivariant lift to $F_{\{1, m\}}$.

We now show that $\overline{\xi}$ does not lift to $F_{\text{SL}(n, \mathbb{R})}$. Write $\pi': F_{\{1\}} \to F_{\text{M}}$ and $p: S^1 \to \mathbb{R}P^1$ for the projections. Then $\pi \circ \varphi \circ p = \pi' \circ \psi$. Now assume that $\overline{\xi}$ lifts to $F_{\{1\}}$. Then the curve $\xi \circ \overline{\xi}^{-1} = \pi \circ \varphi \circ \overline{\xi}^{-1}: \mathbb{R}P^1 \to F_{\text{M}}$ also lifts to some curve $\hat{\varphi}: \mathbb{R}P^1 \to F_{\{1\}}$, that is, $\pi' \circ \hat{\varphi} = \pi \circ \varphi$. So

$$\pi' \circ \hat{\varphi} \circ p = \pi \circ \varphi \circ p = \pi' \circ \psi.$$  

By right-multiplication with an element of $\overline{M}$, we can assume that $\hat{\varphi}(\{1\}) = \{1\}$. So $\hat{\varphi}(p(\{1\})) = [1] = \psi([1])$, and uniqueness of lifts implies that $\hat{\varphi} \circ p = \psi$. But $p([1]) = p([-1])$, so then $[1] = \psi([-1]) = \psi([1]) = [m] \in F_{\{1\}}$, which is false since either $k$ or $n-k$ has to be even and therefore $m \in \overline{M} \setminus \{1\}$.

To calculate the transversality type, let $w = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \in \text{SL}(2, \mathbb{R})$. Then $\iota(w) \in \overline{W}$ and we can easily compute the relative position of $\hat{\xi}$ at the points $x = \overline{\xi}^{-1}([1])$ and $y = \overline{\xi}^{-1}([w])$. It is

$$\text{pos}(\hat{\xi}(x), \hat{\xi}(y)) = \text{pos}(\varphi([1]), \varphi([w])) = \text{pos}([1], [\iota([w])]) = [\iota(w)].$$

Now $\iota_k(w)$ and $\iota_{n-k}(w)$ are antidiagonal, with alternating $\pm 1$ entries and starting with $+1$ in the upper right corner. Conjugation by $z$ interlaces the two blocks in the following way: The resulting
matrix is antidiagonal, the middle entry is assigned to the odd-sized block and going toward the corners from there, entries are assigned alternatingly to the two blocks for as long as possible. Combined with the remarks on conjugation by $M$ at the beginning of Section 6.2 and careful bookkeeping, this proves the claim about the transversality type $[w_k]$. Since $i(w)^2 = i(-1) = m$, we have $w_k^2 = m$ (recall from Remark 4.5(ii) that $w_k$ is well-defined up to conjugation with $M$, which does not change the square since $M$ is abelian).

**Corollary 8.2.** Let $n$ be odd, $0 \leq k_1 \leq k_2 \leq n-1$ and $\rho_{\varepsilon_1}^{\varepsilon_1} k_1$, $\rho_{\varepsilon_2}^{\varepsilon_2} k_2$ be as in the previous proposition. If $\rho_{\varepsilon_1}^{\varepsilon_1} k_1$ and $\rho_{\varepsilon_2}^{\varepsilon_2} k_2$ are in the same connected component of $\text{Hom}_{B-\text{Anosov}}(\Gamma, \text{SL}(n, \mathbb{R}))$, then $k_1 = k_2$ and either $k_1 = k_2 = 0$ or $\varepsilon_1 = \varepsilon_2$.

As a consequence, $\text{Hom}_{B-\text{Anosov}}(\Gamma, \text{SL}(n, \mathbb{R}))$ has at least $2^{g-1}(n-1) + 1$ components.

**Proof.** We saw before that $\rho_k^\varepsilon$ is $P_{\{1, w_k^2\}}$-Anosov, with a limit map of transversality type $[w_k]$, and that this is the minimal oriented parabolic for which $\rho_k^\varepsilon$ is Anosov. By Corollary 4.13, if $\rho_{\varepsilon_1}^{\varepsilon_1} k_1$ and $\rho_{\varepsilon_2}^{\varepsilon_2} k_2$ were in the same connected component, then $[w_{k_1}]$ and $[w_{k_2}]$ would be conjugate by $M$, which only occurs when if $k_1 = k_2$ by the discussion at the beginning of Section 6.2.

Now assume that $k_1 = k_2 = k \neq 0$ but $\varepsilon_1(y) \neq \varepsilon_2(y)$ for some $y \in \Gamma$. Then $\tilde{\rho}^{\varepsilon_1}(y) = -\tilde{\rho}^{\varepsilon_2}(y)$, so one of them, say $\tilde{\rho}^{\varepsilon_1}(y)$, has two negative eigenvalues while the eigenvalues of $\tilde{\rho}^{\varepsilon_2}(y)$ are both positive. Then $\rho_k^{\varepsilon_1}(y)$ has $k$ (if $k$ is even) or $n - k$ (if $k$ is odd) negative eigenvalues, while $\rho_k^{\varepsilon_2}(y)$ has only positive eigenvalues. But since $\rho(y)$ has only real non-zero eigenvalues for every $B$–Anosov representation $\rho$, there can be no continuous path from $\rho_{\varepsilon_1}^{\varepsilon_1} k(\gamma)$ to $\rho_{\varepsilon_2}^{\varepsilon_2} k(\gamma)$ in this case.

In summary, we have $\frac{n-1}{2}$ different possible non-zero values for $k$ and $2^{2^g}$ different choices for $\varepsilon$ (its values on the generators of $\Gamma$), giving $2^{2^g-1}(n-1)$ connected components, plus the Hitchin component, $k = 0$.

**APPENDIX A: THE $B_0 \times B_0$–ACTION ON G**

**A.1 | Orbits**

Let $B \subset G$ be the minimal parabolic subgroup, and $B_0$ its identity component, that is, the connected subgroup of $g$ with Lie algebra $b = \bigoplus_{\alpha \in \Sigma^+ \cup \{0\}} g_\alpha$. We consider the action of $B_0 \times B_0$ on $G$ by left- and right-multiplication. In this section, we give a proof of the refined Bruhat decomposition (Proposition 2.1), which shows that the double quotient $B_0 \backslash G / B_0$ is described by the group $\tilde{W} = N_A(\mathfrak{a}) / Z_A(\mathfrak{a})_0$. It will be an important ingredient for our description of relative positions of oriented flags. The proof requires some rather technical preparations.

As restricted root systems are not necessarily reduced, we will work with the set $\Sigma_0$ of indivisible roots, that is, the roots $\alpha \in \Sigma$ such that $\alpha/2 \notin \Sigma$. For any $\alpha \in \Sigma_0^+ = \Sigma_0 \cap \Sigma^+$, let $U_\alpha = g_\alpha \oplus g_{2\alpha}$.

Then $U_\alpha$ is a subalgebra of $g$. Let $U_\alpha \subset G$ be the connected subgroup with Lie algebra $u_\alpha$.

For $\alpha, \beta \in \Sigma_0^+$, let $\{\alpha, \beta\} \subset \Sigma_0^+$ be the set of all indivisible roots which can be obtained as positive linear combinations of $\alpha$ and $\beta$. Then $[u_\alpha, u_\beta] \subset \bigoplus_{\gamma \in \{\alpha, \beta\}} u_\gamma$. For every $w \in W$, the set $\Psi_w = \Sigma_0^+ \cap w\Sigma_0^-$ has the property that $(\alpha, \beta) \in \Psi_w$ for all $\alpha, \beta \in \Psi_w$. Let $U_w$ be the connected subgroup of $G$ with Lie algebra $u_w = \bigoplus_{\alpha \in \psi_w} u_\alpha$.

**Lemma A.1.** Let $\Psi' \subset \Psi \subset \Sigma_0^+$ such that $(\alpha, \beta) \in \Psi$ and $(\alpha, \gamma) \in \Psi'$ for all $\alpha, \beta \in \Psi$ and $\gamma \in \Psi'$. Let $u = \bigoplus_{\alpha \in \psi} u_\alpha$ and $u' = \bigoplus_{\alpha \in \psi'} u_\alpha$ and let $U, U' \subset G$ be the corresponding connected subgroups.
Let \( \Psi \setminus \Psi' = \{ \alpha_1, \ldots, \alpha_n \} \), in arbitrary order. Then

\[
U = U' U_{\alpha_1} \cdots U_{\alpha_n}.
\]

In particular, for \( \Psi = \Psi_w \) and \( \Psi' = \emptyset \), we have \( U_w = \prod_{\alpha \in \Psi_w} U_{\alpha} \), where the product can be written in arbitrary order.

**Proof.** First note that the conditions ensure that \( u, u' \subset \mathfrak{g} \) are subalgebras and that \( u' \) is an ideal of \( u \). We proceed by induction on \( n = |\Psi \setminus \Psi'| \). The case \( n = 0 \) is trivial and for \( n = 1 \) the statement is shown in [28, Lemma 7.97].

If \( n \geq 1 \), then choose a longest root \( \alpha_k \) among \( \alpha_1, \ldots, \alpha_n \) and let \( \Psi'' = \Psi' \cup \{ \alpha_k \} \). Then \( (\alpha, \beta) \subset \Psi' \subset \Psi'' \) for all \( \alpha \in \Psi \) and \( \beta \in \Psi'' \), since every element of \( (\alpha, \alpha_k) \) will be longer than \( \alpha_k \) and therefore in \( \Psi' \). So \( u'' = \bigoplus_{\alpha \in \Psi''} u_{\alpha} \) is an ideal of \( u \). Let \( U'' \subset G \) be its connected subgroup. Since \( u' \) and \( u'' \) are ideals of \( u \), \( U' \) and \( U'' \) are normal subgroups of \( U \). Now let \( g \in U \). By the induction hypothesis, there are \( g'' \in U'', g_\pm \in U_{\alpha_1} \cdots U_{\alpha_{k-1}} \) and \( g_+ \in U_{\alpha_{k+1}} \cdots U_{\alpha_n} \) such that \( g = g'' g_+ g_\pm \). Since \( U'' \subset U \) is normal, \( g = g_+ g_\pm g'' \) for \( g'' = g_+^{-1} g'' g_- \in U'' \). Since \( \Psi' \subset \Psi'' \) satisfy the assumptions of the Lemma for \( n = 1 \), we get \( g' = g' g_0 \) for some \( g' \in U' \) and \( g_0 \in U_{\alpha_k} \). Now set \( g = g_- g' g_0 g_6 \in U' U_{\alpha_1} \cdots U_{\alpha_n} \), as required. \( \square \)

**Lemma A.2.** Let \( w \in N_K(\mathfrak{a}) \). Then the map

\[
U_w \times B \to G, \quad (u, b) \mapsto uwb
\]

is a smooth embedding with image \( BwB \). The restriction of \((A.1)\) to \( U_w \times B_0 \) maps onto \( U_w w B_0 = B_0 w B_0 \).

**Proof.** We get \((A.1)\) as a composition

\[
U_w \times B \xrightarrow{\text{conj}_{w^{-1}} \times \text{id}} \ x^{-1} U_w w \times B \hookrightarrow N^- \times B \to G \xrightarrow{L_w} G.
\]

The first and last map are diffeomorphisms, the inclusion is a smooth embedding and the multiplication map \( N^- \times B \to G \) is a diffeomorphism onto an open subset of \( G \) by [28, Lemma 6.44, Proposition 7.83(e)]. So the composition is a smooth embedding. We only have to compute its image, that is, that \( U_w w B = BwB \).

To prove this, use the Iwasawa decomposition \( B = NAZ_K(\mathfrak{a}) \) to get \( BwB = NwB \) and then write, using Lemma A.1,

\[
NwB = \left( \prod_{\alpha \in \Psi_w} U_{\alpha} \right) \left( \prod_{\alpha \in \Sigma^+_{0} \setminus \Psi_w} U_{\alpha} \right) wB = U_w \left( \prod_{\alpha \in \Sigma^+_{0} \setminus \Psi_w} U_{\alpha} \right) B.
\]

For all \( \alpha \in \Sigma^+_{0} \setminus \Psi_w \), we have \( w^{-1} \alpha \in \Sigma^+_{0} \), so \( \text{Ad}_{w^{-1}} u_{\alpha} = u_{w^{-1} \alpha} \subset \mathfrak{n} \) and thus \( w^{-1} U_{\alpha} w \subset N \subset B \), so \( BwB = U_w w B \). If we restrict \((A.1)\) to the connected component \( U_w \times B_0 \), its image is \( U_w w B_0 \). The Iwasawa decomposition shows that \( B_0 = NAZ_K(\mathfrak{a})_0 \), so \( B_0 w B_0 = NwB_0 \) and this equals \( U_w w B_0 \) by the same argument as above. \( \square \)
**Proposition A.3** (Refined Bruhat decomposition). \( G \) decomposes into the disjoint union
\[
G = \bigsqcup_{w \in \tilde{W}} B_0 w B_0.
\]

**Proof.** Let \( \pi : \tilde{W} \to W \) be the projection to the Weyl group. By the Bruhat decomposition [28, Theorem 7.40], \( G \) decomposes disjointly into \( BwB \) for \( w \in W \), so we only have to show that
\[
BwB = \bigsqcup_{w' \in \pi^{-1}(w)} B_0 w' B_0. \tag{A.2}
\]

Lemma A.2 identifies \( BwB \) with \( U_w \times B \), the connected components of which are the sets \( U_w \times mB_0 \) for \( m \in M \). These correspond via the map from Lemma A.2 to the subsets \( U_w w mB_0 \subset BwB \). Also \( \pi^{-1}(w) = \{wm \mid m \in M\} \), proving (A.2).

\( \square \)

**A.2 | Orbit closures**

We now turn to analyzing the closures of \( B_0 \times B_0 \)-orbits in \( G \). We call such orbits refined Bruhat cells. The main result is Proposition A.10, which gives a combinatorial description of closures of refined Bruhat cells. This part is similar to [3, Section 3], where Borel and Tits describe the left and right action of the Borel subgroup for an algebraic group \( G \). Some of their arguments also work in our setting.

Let \( \tilde{W} = N_K(\mathfrak{a})/Z_K(\mathfrak{a})_0 \) as before and \( \pi : \tilde{W} \to W \) the projection to the Weyl group \( W = N_K(\mathfrak{a})/Z_K(\mathfrak{a}) \). As described in Section 2, \( \Delta \) is realized as a generating set of \( W \) and we write \( \ell' \) for the word length with respect to \( \Delta \). Recall that, in Definition 3.3, we defined a lift \( \tilde{\nu} : \Delta \to \tilde{W} \) of this generating set by \( \tilde{\nu}(\alpha) = \exp(\frac{\pi}{2}(E_\alpha + \Theta E_\alpha)) \), where \( E_\alpha \in \mathfrak{g}_\alpha \) were chosen such that \( \|E_\alpha\|^2 = 2\|\alpha\|^{-2} \).

Recall that \( \Psi_w = \Sigma_0^+ \cap w\Sigma_0^- \).

**Lemma A.4.** Let \( w_1, w_2 \in W \). Then
\[
\Psi_{w_1} \cap w_1(\Psi_{w_2}) = \emptyset, \quad \Psi_{w_1 w_2} \subset \Psi_{w_1} \cup w_1(\Psi_{w_2}), \quad |\Psi_{w_1}| = \ell(w_1).
\]

Furthermore, \( \Psi_w \subset \text{span} \theta \) for \( \theta \subset \Delta \) if and only if \( w \in \langle \theta \rangle \subset W \).

**Proof.** First observe that \( \alpha \Sigma_0^+ = \Sigma_0^+ \setminus \{\alpha\} \cup \{-\alpha\} \) and therefore \( \Psi_\alpha = \{\alpha\} \) for any \( \alpha \in \Delta \). The first two identities follow easily from the definition of \( \Psi_w \) and the inequality \( |\Psi_w| \leq \ell(w) \) is a direct consequence of \( \Psi_{w_1} \subset \Psi_w \cup w_1(\Psi_\alpha) \) for every \( \alpha \in \Delta \).

We want to show that \( |\Psi_w| = r \) implies \( \ell(w) = r \) by induction on \( r \in \mathbb{N} \). For \( r = 0 \), this follows from the fact that \( W \) acts freely on positive systems of roots. If \( |\Psi_w| = r > 0 \), then \( \Delta \not\subset w\Sigma_0^+ \), as otherwise \( \Sigma_0^+ \subset w\Sigma_0^+ \) and thus \( \Psi_w = \emptyset \). So choose \( \alpha \in \Delta \cap w\Sigma_0^- \subset \Psi_w \). Then
\[
\alpha \Psi_{w_\alpha} = \alpha \Sigma_0^+ \cap w\Sigma_0^- = (\Sigma_0^+ \setminus \{\alpha\} \cup \{-\alpha\}) \cap w\Sigma_0^- = \Psi_{w_\alpha} \setminus \{\alpha\},
\]
so \( |\Psi_{w_\alpha}| = r - 1 \) and thus \( \ell(\alpha w) = r - 1 \) by the induction hypothesis. So \( \ell(w) = r \).

To prove the remaining statement, note that the reflection along a root \( \alpha \) maps every other root \( \beta \) into \( \text{span}(\alpha, \beta) \). So \( \text{span}(\theta) \) is invariant by every \( w \in \langle \theta \rangle \). Assume the equivalence of \( \Psi_w \subset \text{span} \theta \)
and \( w \in \langle \theta \rangle \) was already proved for \( w \in W \) and let \( \ell'(\alpha w) = \ell(w) + 1 \). Then \( \Psi_{\alpha w} = \Psi_{\alpha} \cup \alpha \Psi_{w} = \{ \alpha \} \cup \alpha \Psi_{w} \) is contained in \( \text{span} \theta \) if and only if \( \alpha \in \theta \) and \( w \in \langle \theta \rangle \), proving what we wanted. \( \square \)

The two cases \( \text{ord}(\nu(\alpha)) = 4 \) or \( \text{ord}(\nu(\alpha)) = 2 \) in Remark 3.4 are related to whether there is an associated embedded \( \text{SL}(2, \mathbb{R}) \) or \( \text{PSL}(2, \mathbb{R}) \):

**Lemma A.5.** Let \( \alpha \in \Delta \) and \( E_{\alpha} \) as in Definition 3.3. Then there is a Lie group homomorphism \( \Phi : \text{SL}(2, \mathbb{R}) \to G \), which is an immersion and satisfies

1. \( d_1 \Phi : \mathfrak{sl}(2, \mathbb{R}) \to \mathfrak{g} \) maps \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) to \( E_{\alpha} \), \( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \) to \( -\Theta E_{\alpha} \), and \( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) to \( 2\|\alpha\|^2 H_{\alpha} \);
2. \( \Phi(\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}) = \nu(\alpha) \);
3. \( \Phi \) is an isomorphism if \( \text{ord}(\nu(\alpha)) = 4 \), and \( \ker \Phi = \{ \pm 1 \} \) if \( \text{ord}(\nu(\alpha)) = 2 \).

**Proof.** \( d_1 \Phi \) as defined in (i) is a monomorphism of Lie algebras [28, Proposition 6.52], so it integrates to an immersive Lie group homomorphism \( \tilde{\Phi} : \tilde{\text{SL}}(2, \mathbb{R}) \to G \). Since \( \ker \tilde{\Phi} \subset \tilde{\text{SL}}(2, \mathbb{R}) \) is a normal subgroup and discrete and \( \tilde{\text{SL}}(2, \mathbb{R}) \) is connected, conjugation actually fixes \( \ker \tilde{\Phi} \) point-wise, that is,

\[ \ker \tilde{\Phi} \subset Z(\tilde{\text{SL}}(2, \mathbb{R})) = \exp(\mathbb{Z}X), \quad X = \begin{pmatrix} 0 & \pi \\ -\pi & 0 \end{pmatrix}. \]

Now \( \tilde{\Phi}(\exp(kX)) = \exp(d_1 \Phi(kX)) = \exp(k\pi(E_{\alpha} + \Theta E_{\alpha})) = \nu(\alpha)^2k \). If \( \text{ord}(\nu(\alpha)) = 2 \), then \( \ker \tilde{\Phi} = \exp(\mathbb{Z}X) \) and if \( \text{ord}(\nu(\alpha)) = 4 \), then \( \ker \tilde{\Phi} = \exp(2\mathbb{Z}X) \). By Remark 3.4(i), these are the only possibilities. In any case, \( \tilde{\Phi} \) descends to a homomorphism \( \Phi \) on \( \text{SL}(2, \mathbb{R}) = \tilde{\text{SL}}(2, \mathbb{R})/\exp(2\mathbb{Z}X) \), having the desired properties. \( \square \)

We can now already understand the closures of double cosets containing one of the generators, and show how to decompose parabolic subgroups determined by one simple restricted root according to Proposition A.3.

**Lemma A.6.** Let \( \alpha \in \Delta \) and let \( s = \nu(\alpha) \in \widetilde{W} \). Then

\[ (P_{\alpha})_0 = B_0 \cup B_0sB_0 \cup B_0s^2B_0 \cup B_0s^3B_0, \quad (A.3) \]
\[ B_0sB_0 = B_0 \cup B_0sB_0 \cup B_0s^2B_0, \quad (A.4) \]
\[ B_0sB_0s^{-1}B_0 = B_0 \cup B_0sB_0 \cup B_0s^{-1}B_0. \quad (A.5) \]

Note that these unions are disjoint unless \( s \) has order 2.

**Proof.** First note that \( P_{\alpha} = B \cup BsB \). This follows from the Bruhat decomposition and the following argument: An element \( w \in W \) is contained in \( P_{\alpha} = N_G(\mathfrak{p}_\alpha) \) if and only if \( \text{Ad}_w \mathfrak{p}_{\alpha} \subset \mathfrak{p}_{\alpha} \). This holds if and only if \( w \) preserves \( \Sigma_0^+ \cup \text{span}(\alpha) \), or equivalently \( \Psi_w \subset \{ \alpha \} \). By Lemma A.4 this is true if and only if \( w \in \{1, \alpha\} \).

We now distinguish two cases, depending on the dimension of \( \mathfrak{u}_{\alpha} \). First assume that \( \dim \mathfrak{u}_{\alpha} > 1 \). In this case, \((P_{\alpha})_0 \cap B \subset (P_{\alpha})_0\) is a closed subgroup of codimension at least 2. Therefore, its complement \((P_{\alpha})_0 \cap BsB\) in \((P_{\alpha})_0\) is connected, thus equal to \( B_0sB_0 \), which is a connected component of \( BsB \) by Lemma A.2. This implies \((P_{\alpha})_0 \cap Z_k(\alpha) = Z_k(\alpha)_0 \), as otherwise there would be
In this case, we only have to prove that the inclusions $B_0sB_0 \subset B_0sB_0$ and $B_0 \subset B_0sB_0s^{-1}B_0$ are strict: Using $B_0$-invariance from both sides, this will imply $B_0sB_0 = B_0sB_0s^{-1}B_0 = (P_\alpha)_0 = (P_\alpha)_0 = B_0$. And indeed, $B_0sB_0 = B_0sB_0$ would imply that $B_0sB_0$ and $B_0$ are closed, so $B_0sB_0 \cup B_0$ would not be connected. If $B_0 = B_0sB_0s^{-1}B_0$, then $sB_0s^{-1} \subset B_0$, so $g_{-\alpha} = Ad_s g_{\alpha} \subset Ad_b b \subset B_0$.

Now we consider the case $\dim u_\alpha = 1$. Then $P_\alpha/B_0$ is a compact $1$-dimensional manifold, that is, a disjoint union of circles. Denote by $\pi$ the projection from $P_\alpha$ to the quotient. Let $e = (1, 0, 0, 0)$ and let $\Phi$ be the map from Lemma A.5. The map $\gamma : \mathbb{R} \to P_\alpha/B_0$ defined by $\gamma(t) = \pi(\Phi(exp(te))s)$ is an injective smooth curve in this $1$-manifold. This is because the map $\mathbb{R} \to U_\alpha$, $t \mapsto \Phi(exp(te)) = exp(tE_\alpha)$ is injective, and the map $U_\alpha \to P_\alpha/B_0$, $u \mapsto \pi(us)$ is injective as a consequence of Lemma A.2. Therefore, its limits for $t \to \pm \infty$ exist and $\gamma(\mathbb{R}) = \gamma(\mathbb{R}) \cup \{\gamma(\pm \infty)\}$. Now by Lemma A.2

$$B_0sB_0 = U_\alpha sB_0 = \exp(u_\alpha) sB_0 = \pi^{-1}(\pi(exp(u_\alpha)s)) = \pi^{-1}(\gamma(\mathbb{R})),$$

so

$$B_0sB_0 = \pi^{-1}(\gamma(\mathbb{R})) = B_0sB_0 \cup \pi^{-1}(\gamma(\infty)) \cup \pi^{-1}(\gamma(-\infty)).$$

To compute the limits, note that

$$\Phi \left( \begin{array}{cc} |t|^{-1} & \text{sgn}(t) \\ 0 & |t| \end{array} \right) = \exp\left[ d_1 \Phi \left( \begin{array}{cc} - \log |t| & 0 \\ 0 & \log |t| \end{array} \right) \right] \exp\left[ d_1 \Phi \left( \begin{array}{cc} 0 & t \\ 0 & 0 \end{array} \right) \right] \in B_0,$$

so

$$\lim_{l \to \pm \infty} \gamma(t) = \lim_{l \to \pm \infty} \pi(\Phi(exp(te)s)) = \lim_{l \to \pm \infty} \pi \left[ \Phi \left( \begin{array}{cc} 1 & t \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \left( \begin{array}{cc} |t|^{-1} & \text{sgn}(t) \\ 0 & |t| \end{array} \right) \right]$$

$$= \pi \left[ \Phi \left[ \lim_{l \to \pm \infty} \left( \begin{array}{cc} - \text{sgn}(t) & 0 \\ -|t|^{-1} & - \text{sgn}(t) \end{array} \right) \right] \right] = \pi(\Phi(\mp 1)) = \pi(s^{\pm 1}).$$

So $B_0sB_0 = B_0sB_0 \cup B_0 \cup B_0s^2B_0$, which is (A.4).

Since $B_0 \cup B_0sB_0 \cup B_0s^2B_0 \cup B_0s^3B_0 = B_0sB_0 \cup B_0s^3B_0 \subset P_\alpha$, $P_\alpha$ decomposes into the disjoint union

$$P_\alpha = \bigsqcup_{m \in \bar{M}} (B_0 \cup B_0sB_0) m = \bigsqcup_{m \in \langle s^2 \rangle \setminus \bar{M}} (\overline{B_0sB_0} \cup \overline{B_0s^3B_0}) m.$$
This then shows $\pi(U_\alpha sU_\alpha s^{-1}) = \pi(1) \cup \pi(U_\alpha s) \cup \pi(U_\alpha s^{-1})$ and therefore

$$B_0sB_0s^{-1}B_0 = U_\alpha sU_\alpha s^{-1}B_0 = B_0 \cup U_\alpha sB_0 \cup U_\alpha s^{-1}B_0 = B_0 \cup B_0sB_0 \cup B_0s^{-1}B_0.$$  

The claim (A.6) is clear if $\tau = 0$, since $\exp(tE_\alpha) \in B_0$. So let $\tau \neq 0$. Then

$$\pi(e^{tE_\alpha se^{\tau E_\alpha} s^{-1}}) = \pi\left[ \Phi\left( \begin{bmatrix} 1 & t & 0 \\ 0 & 1 & 1 \\ \tau & 0 & 1 \end{bmatrix} \right) \right]$$

$$= \pi\left[ \Phi\left( \begin{bmatrix} 1-t\tau & t & 0 \\ -\tau & 1 & 1 \end{bmatrix} \begin{bmatrix} \tau^{-1} & \text{sgn}(\tau) \\ 0 & |\tau| \end{bmatrix} \right) \right]$$

$$= \pi\left[ \Phi\left( \begin{bmatrix} |\tau|^{-1} - t \text{sgn}(\tau) & 0 \\ 0 & -\text{sgn}(\tau) \end{bmatrix} \begin{bmatrix} \text{sgn}(\tau) & 0 \\ 0 & 0 \end{bmatrix} \right) \right] s^{\text{sgn}(\tau)}$$

$$= \pi\left[ \Phi\left( \begin{bmatrix} 1 & t \tau^{-1} \\ 0 & 1 \end{bmatrix} \right) \right] s^{\text{sgn}(\tau)} = \pi(\exp((t-\tau^{-1})E_\alpha)s^{\text{sgn}(\tau)}).$$

\[ \square \]

In preparation for the general case, the next three lemmas show how products of refined Bruhat cells behave.

**Lemma A.7.** For any $w_1, w_2 \in \widetilde{W}$ with $\ell(w_1 w_2) = \ell(w_1) + \ell(w_2)$, we have $B_0w_1w_2B_0 = B_0w_1B_0w_2B_0$.

**Proof.** We get $B_0w_1B_0w_2B_0 = U_{w_1}w_1U_{w_2}w_2B_0$ and $B_0w_1w_2B_0 = U_{w_1w_2}w_1w_2B_0$ by Lemma A.2. We want to show that $U_{w_1}w_2 = U_{w_1}w_1U_{w_2}w_2^{-1}$. By Lemma A.1 both sides can be written as products of $U_\alpha$ for some set of $\alpha$. For the left-hand side, the product is taken over all $\alpha \in \Psi_{w_1w_2}$ while for the right-hand side we need all $\alpha \in \Psi_{w_1} \cup \Psi_{w_2}$. But it follows from Lemma A.4 that $\Psi_{w_1w_2} = \Psi_{w_1} \cup \Psi_{w_2}$ if $\ell(w_1w_2) = \ell(w_1) + \ell(w_2)$.

**Lemma A.8.** Let $w \in \widetilde{W}$ and $s = v(\alpha) \in \widetilde{W}$ for some $\alpha \in \Delta$. Then $\ell(sw) = \ell(w) \pm 1$ and

$$B_0sB_0wB_0 = \begin{cases} B_0swB_0 & \text{if } \ell(sw) = \ell(w) + 1, \\ B_0wB_0 \cup B_0swB_0 \cup B_0s^2wB_0 & \text{if } \ell(sw) = \ell(w) - 1. \end{cases}$$

**Proof.** Clearly $|\ell(sw) - \ell(w)| \leq 1$ since $\pi(s) \in W$ is in the generating system, but also $\ell(sw) \neq \ell(w)$ by the property of Coxeter groups that only words with an even number of letters can represent the identity. If $\ell(sw) = \ell(w) + 1$, then the statement follows from Lemma A.7. Assume $\ell(sw) = \ell(w) - 1$. Then $\ell(s^{-1}w) = \ell(s^{-2}sw) = \ell(w) - 1$ since $\ell(s^{-2}) = 0$. So $B_0sB_0s^{-1}wB_0 = B_0wB_0$ by the first part and also $B_0sB_0sB_0 = B_0sB_0 \cup B_0s^2B_0 \cup B_0s^3B_0$ by Lemma A.6. We thus get

$$B_0sB_0wB_0 = B_0sB_0sB_0s^{-1}wB_0 = B_0sB_0s^{-1}wB_0 \cup B_0s^2B_0s^{-1}wB_0 \cup B_0s^3B_0s^{-1}wB_0$$

$$= B_0wB_0 \cup B_0swB_0 \cup B_0s^2wB_0,$$

again using the first part of the lemma for the last equality.
Lemma A.9. Let $w \in \widetilde{W}$ and $s = \nu(\alpha) \in \widetilde{W}$ for some $\alpha \in \Delta$. Then $B_0sB_0wB_0 = B_0sB_0wB_0$ and $B_0sB_0B_0wB_0 = B_0wB_0 \cup B_0swB_0 \cup B_0s^2wB_0$.

Proof. For the first part, note that $B_0sB_0wB_0 \subset B_0sB_0wB_0$. We want to prove that $B_0sB_0wB_0$ is closed. Consider the map

$$f : G/B_0 \to C(G/B_0), \quad gB_0 \mapsto gB_0wB_0$$

where $C(G/B_0)$ is the set of closed subsets of $G/B_0$. Since $G/B_0$ is compact and $f$ is $G$–equivariant, the space $C(G/B_0)$ is compact with the Hausdorff metric, $f$ is continuous and for any closed subset $A \subset G/B_0$ the union $\bigcup_{x \in A} f(x)$ is closed (see, for example, Proposition B.1, Lemma B.8(i), and Lemma B.8(ii)).

In particular, the union of all elements of $f(B_0sB_0wB_0)$ is a closed subset of $G/B_0$, and so is its preimage in $G$. But this is just $B_0sB_0wB_0$, which is therefore a closed set containing $B_0sB_0wB_0$, hence equal to $B_0sB_0wB_0$.

For the second part, Lemma A.6 implies that

$$B_0sB_0B_0wB_0 = B_0wB_0 \cup B_0sB_0wB_0 \cup B_0s^2B_0wB_0$$

and in both cases of Lemma A.8 this equals what we want. □

We now arrive at the following combinatorial description of closures of refined Bruhat cells.

Proposition A.10. Let $w \in \widetilde{W}$ and $\pi(w) = \alpha_1 \ldots \alpha_k$ a reduced expression by simple root reflections for the projection $\pi(w) \in W$ of $w$ to the Weyl group. Then $w = \nu(\alpha_1) \ldots \nu(\alpha_k)m$ for some $m \in \widetilde{M}$. Let

$$A_w = \{\nu(\alpha_1)^{i_1} \ldots \nu(\alpha_k)^{i_k} m \mid i_1, \ldots, i_k \in \{0, 1, 2\}\} \subset \widetilde{W}$$

be the set of words that can be obtained by deleting or squaring some of the letters. Then

$$B_0wB_0 = \bigcup_{w' \in A_w} B_0w'B_0.$$ 

In particular, $A_w$ does not depend on the choice of reduced word for $\pi(w)$.

Proof. First of all, since $\pi(\nu(\alpha_1) \ldots \nu(\alpha_k)) = \alpha_1 \ldots \alpha_k = \pi(w)$, there exists $m \in \widetilde{M}$ such that $w = \nu(\alpha_1) \ldots \nu(\alpha_k)m$.

We now prove the second statement by induction on $\ell(w)$. If $\ell(w) = 0$, then $w \in \widetilde{M}$, so $B_0wB_0 = wB_0$ is already closed, and $A_w = \{w\}$. Now let $\ell(w) > 0$ and assume the statement is already proven for all $\bar{w} \in \bar{W}$ with $\ell(\bar{w}) < \ell(w)$. Assume that $w = \nu(\alpha_1) \ldots \nu(\alpha_k)m$ as above. Then we can write $w = sw\bar{w}$ with $s = \nu(\alpha_1)$ and $\ell(\bar{w}) = \ell(w) - 1$. Using Lemma A.8 and Lemma A.9 we get

$$B_0wB_0 = B_0sw\bar{w}B_0 = B_0sB_0B_0wB_0 = B_0sB_0B_0wB_0 = \bigcup_{w' \in A_{\bar{w}}} B_0sB_0B_0w'B_0$$

and

$$= \bigcup_{w' \in A_{\bar{w}}} B_0w'B_0 \cup B_0sw'B_0 \cup B_0s^2w'B_0 = \bigcup_{w' \in A_w} B_0w'B_0.$$
APPENDIX B: GROUP ACTIONS ON COMPACT HOMOGENEOUS SPACES

The goal of this section is to give a detailed proof of Proposition B.11. This is the equivalent of [26, Proposition 5.24] in our more general setting. All key arguments of that paper still work.

For a compact metric space Z, let C(Z) be the space of closed subsets, equipped with the Hausdorff metric. The following fact will be useful to us later on (see, for example, [5, Lemma 5.31] for a proof).

**Proposition B.1.** The space C(Z), equipped with the Hausdorff metric, is a compact metric space.

**Definition B.2.** Let Z be a metric space, g a homeomorphism of Z and Γ a group acting on Z by homeomorphisms.

(i) g is expanding at z ∈ Z if there exists an open neighborhood z ∈ U ⊂ Z and a constant c > 1 (the expansion factor) such that

\[d(gx, gy) \geq c \, d(x, y)\]

for all x, y ∈ U.

(ii) Let A ⊂ Z be a subset. The action of Γ on Z is expanding at A if for every z ∈ A there is a γ ∈ Γ which is expanding at z.

In [26], expansion was used together with a new and more general definition of transverse expansion to prove cocompactness.

**Definition B.3** [26, Definition 5.23]. Let Z be a compact metric space, g a homeomorphism of Z and Q : Λ → C(Z) a map from any set Λ.

Then g is expanding at z ∈ Z transversely to Q if there is an open neighborhood z ∈ U and a constant c > 1 such that

\[d(gx, gQ(\lambda)) \geq c \, d(x, Q(\lambda))\]

for all x ∈ U and all λ ∈ Λ with Q(λ) ∩ U ≠ ∅.

**Lemma B.4** [26, Remark 5.20]. If the action of Γ on Z is expanding at a closed Γ-invariant subset A ⊂ Z, then it is arbitrarily strongly expanding, that is, for every z ∈ A and c > 1 there is a γ ∈ Γ which is expanding at z with expansion factor c.

**Proof.** If the action is expanding at z ∈ A with some expansion factor, then it is expanding by the same factor in a neighborhood of z. By covering A with finitely many such neighborhoods, we can assume that the action is expanding with a uniform expansion factor C > 1. Now let z ∈ A and let γ₁ ∈ Γ be expanding at z by the factor C. Let γ₂ ∈ Γ be expanding at γ₁z ∈ A by C. Then γ₂γ₁ expands at z by C². Iterating this, we get an element γᵣ ... γ₁ ∈ Γ which is expanding with expansion factor Cᵣ ⩾ c at z.

Let G be a Lie group and X, Y be compact G-homogeneous spaces. Fix Riemannian metrics on X, Y and a left-invariant Riemannian metric on G. Recall that smooth maps between manifolds are locally Lipschitz with respect to any Riemannian distances.
Lemma B.5. There exists a compact subset $S \subset G$ such that for every pair $(x, y) \in X^2$, there exists $s_{xy} \in S$ satisfying $s_{xy}x = y$.

Proof. Fix a basepoint $x_0 \in X$ and let $V$ be a precompact open neighborhood of the identity in $G$. Since $G \to X$, $g \mapsto gx_0$ is a submersion, $Vx_0$ is a neighborhood of $x_0$. Then by compactness there are finitely many $g_1, \ldots, g_n \in G$ such that the sets $g_iVx_0$ cover $X$. So $S = g_1V \cup \cdots \cup g_nV$ is a compact subset of $G$ which maps $x_0$ to any point in $X$. The set $SS^{-1}$ is compact and satisfies the desired transitivity property.

Lemma B.6. There exists a constant $C > 0$ such that the following holds: For any two points $x, y \in X$, there exists $g \in G$ satisfying $gx = y$ and $d(1, g) \leq Cd(x, y)$.

Proof. Assume by contradiction that there are sequences $(x_n), (y_n) \in X^\mathbb{N}$ such that every $g_n$ sending $x_n$ to $y_n$ must satisfy $d(1, g_n) > nd(x_n, y_n)$. After taking subsequences, we have $x_n \to x$, $y_n \to y$. If $x \neq y$, we obtain in particular that $d(1, g_n) \to \infty$ for every choice of $g_n$ sending $x_n$ to $y_n$. But by Lemma B.5, a compact subset of $G$ already acts transitively on $X$, so $g_n$ can be chosen such that $d(1, g_n)$ remains bounded. We are thus left with the case $x = y$. Since the map $G \to X$, $g \mapsto gx$ is a smooth submersion, there exists a local section at $x$: There is a neighborhood $x \in U$ and a smooth map $s : U \to G$ satisfying $s(x) = 1$ and $s(z)x = z$ for every $z \in U$. After shrinking $U$ if necessary, $s$ is $C'$-Lipschitz for some $C' > 0$. For large $n$, $x_n$ and $y_n$ are inside $U$, and we have $s(y_n)s(x_n)^{-1}x_n = y_n$. Since inversion in $G$ is a smooth map and therefore $C''$-Lipschitz close to the identity, it follows that (after possibly shrinking $U$ some more)

$$d(1, s(y_n)s(x_n)^{-1}) = d(s(y_n)^{-1}, s(x_n)^{-1}) \leq C''d(s(y_n), s(x_n)) \leq C'C''d(y_n, x_n),$$

a contradiction.

Lemma B.7. Let $A \subset G$ be a compact set. Then there exists a constant $C > 0$ such that:

- the map $A \to X$, $g \mapsto gx$ is $C$-Lipschitz;
- for every $g \in A$, the diffeomorphism $X \to X$, $x \mapsto gx$ is $C$-Lipschitz.

Proof. The map $G \times X \to X$, $(g, x) \mapsto gx$ is smooth and thus locally Lipschitz. Its restriction to the compact set $A \times X$ is therefore Lipschitz. This implies both parts of the claim.

The following auxiliary lemma is a combination of the corresponding statements in [26, Lemmas 7.1, 7.3 and 7.4], transferred to our setting.

Lemma B.8. Let

$$Q : X \to C(Y)$$

be a $G$-equivariant map. Then there are constants $L, D > 0$ such that:

(i) $Q$ is $L$-Lipschitz;
(ii) if $A \subset X$ is compact, then $\bigcup_{x \in A} Q(x)$ is compact;
(iii) for all \( x \in X \) and \( y \in Y \) there exists \( x' \in X \) such that \( y \in Q(x') \) and 
\[
d(x', x) \leq D d(y, Q(x));
\]
(iv) if \( \Lambda \subset X \) is compact with \( Q(\lambda) \cap Q(\lambda') = \emptyset \) for all distinct \( \lambda, \lambda' \in \Lambda \), then the map 
\[
\pi : \bigcup_{\lambda \in \Lambda} Q(\lambda) \to \Lambda
\]
mapping every point of \( Q(\lambda) \) to \( \lambda \) is a uniformly continuous fiber bundle (in the subspace topologies).

Proof.

(i) Let \( x, y \in X \) be arbitrary. Using Lemma B.6, we choose \( g \in G \) such that \( gx = y \) and \( d(1, g) \leq Cd(x, y) \). By equivariance, \( gQ(x) = Q(y) \) holds. As \( \text{diam}(X) \) is finite, Lemma B.7 implies that \( d(gz, hz) \leq C'd(g, h) \) for any \( g, h \in B_{C \cdot \text{diam}(X)}(1) \) and \( z \in Y \). Both constants \( C, C' \) do not depend on the choice of \( x \) and \( y \). Therefore, 
\[
d_H(Q(x), Q(y)) = \max \left\{ \max_{a \in Q(x)} d(a, gQ(x)), \max_{gb \in gQ(x)} d(Q(x), gb) \right\} 
\leq \max \left\{ \max_{a \in Q(x)} d(a, ga), \max_{gb \in gQ(x)} d(b, gb) \right\} \leq C'd(1, g) \leq CC'd(x, y).
\]

(ii) Let \( (y_n) \) be a sequence in \( \bigcup_{x \in A} Q(x) \) and \( x_n \in A \) such that \( y_n \in Q(x_n) \). Passing to a subsequence, we can assume that \( y_n \to y \in Y \) and \( x_n \to x \in A \). But 
\[
d(y_n, Q(x)) \leq d_H(Q(x_n), Q(x)) \to 0
\]
by (i), so \( d(y, Q(x)) = 0 \), which means \( y \in Q(x) \) since \( Q(x) \) is closed.

(iii) Let \( a \in Q(x) \) be such that \( d(y, Q(x)) = d(y, a) \). By Lemma B.6, there is an element \( g \) with \( ga = y \) and \( d(1, g) \leq Cd(y, a) \). Moreover, since \( \text{diam}(Y) \) is finite, Lemma B.7 implies \( d(x, gx) \leq C' \cdot d(1, g) \). Therefore, \( gx \) is the point \( x' \) we were looking for.

(iv) We start by showing continuity of \( \pi \). Assume that \( y_n \in Q(x_n) \), \( y_n \to y \in \bigcup_{\lambda \in \Lambda} Q(\lambda) \) and \( \pi(y_n) = x_n \to x \in \Lambda \). We need to show that \( \pi(y) = x \). Since \( Q \) is continuous, we have \( Q(x_n) \to Q(x) \) in \( C(Y) \). Therefore, \( d(y, Q(x)) = 0 \), so \( y \in Q(x) \) and \( \pi(y) = x \) as \( Q(x) \) is closed. By compactness of \( \bigcup_{\lambda \in \Lambda} Q(\lambda) \) (according to (ii)), \( \pi \) is uniformly continuous.

Now we construct a local trivialization. Let \( x \in \Lambda \) be a point, \( U \) a neighborhood of \( x \) in \( X \), and \( s : U \to G \) a smooth local section of the submersion \( G \to X \), \( g \mapsto gx \). Then the map 
\[
(\Lambda \cap U) \times Q(x) \to \bigcup_{\lambda \in \Lambda} Q(\lambda) 
\]
\[
(\lambda, y) \mapsto s(\lambda)y
\]
is a homeomorphism onto its image, since its inverse is given by 
\[
y \mapsto (\pi(y), s(\pi(y))^{-1}y).
\]
The following key lemma shows how expansion in $X$ leads to expansion transverse to the map $Q : X \to C(Y)$ in $Y$ (compare [26, Lemma 7.5]).

**Lemma B.9.** Let $Q : X \to C(Y)$ be $G$-equivariant and $\Lambda \subset X$ compact with $Q(\lambda) \cap Q(\lambda') = \emptyset$ for all distinct $\lambda, \lambda' \in \Lambda$. Let $g \in G$ be expanding at $\lambda \in \Lambda$ with expansion factor $c > LD$, where $L$ and $D$ are the constants from Lemma B.8. Then $g$ is expanding at every $y \in Q(\lambda)$ transversely to $Q|_{\Lambda}$.

**Proof.** We give a short outline of the proof before delving into the details. Let $V$ be a neighborhood of the point $y \in Q(\lambda)$, $y' \in V$ and $\lambda' \in \Lambda$ such that $Q(\lambda') \cap V \neq \emptyset$. We want to choose $x \in X$ with $y' \in Q(x)$ such that the following string of inequalities holds:

$$d(y', Q(\lambda')) \leq d_H(Q(x), Q(\lambda')) \leq L d(x, \lambda') \leq c^{-1} L d(gx, g\lambda') \leq c^{-1} LD d(gy', Q(g\lambda'))$$

The first two inequalities are true for any choice of $x$. For $(\ast)$, $x$ and $\lambda'$ need to be close to $\lambda$ so $g$ is expanding. For $(\ast\ast)$, we need $gx$ to be a ‘good’ choice in the sense of Lemma B.8(iii). Our task is to make sure that the choices of $V$ and $x$ can be made accordingly.

Since $g$ is expanding, there is an open neighborhood $U \subset X$ of $\lambda$ with $d(gz, gz') > c d(z, z')$ for all $z, z' \in U$. We can assume that $U = B_\epsilon(\lambda)$ for some $\epsilon > 0$. Let $\pi$ be the bundle map from Lemma B.8(iv). Since $\pi$ is uniformly continuous, there is $\delta > 0$ with

$$d(\pi(y), \pi(y')) < \frac{\epsilon}{2} \quad \text{whenever} \quad d(y, y') < \delta. \quad (B.1)$$

We can assume that $\delta \leq \frac{\epsilon}{2} \alpha \beta D$ where $\alpha$ and $\beta$ are Lipschitz constants for the action of $g^{-1}$ on $X$ and the action of $g$ on $Y$.

Let $V = B_\delta(y)$ and let $\lambda' \in \Lambda$ with $Q(\lambda') \cap V \neq \emptyset$ and $y' \in V$. Then by Lemma B.8(iii) (applied to $g\lambda'$ and $gy'$) there is $gx$ such that $gy' \in Q(gx)$ and thus $y' \in Q(x)$ and

$$d(gx, g\lambda') \leq D d(gy', Q(g\lambda')).$$

Next we want to show that $x, \lambda' \in U = B_\epsilon(\lambda)$ by bounding $d(\lambda, \lambda')$ and $d(x, \lambda')$. First, since $Q(\lambda')$ intersects $V$, there is a point $p \in Q(\lambda')$ with $d(p, y) < \delta$. So $d(\lambda, \lambda') = d(\pi(y), \pi(p)) < \epsilon/2$ by $(B.1)$. Second,

$$d(x, \lambda') \leq \alpha d(gx, g\lambda') \leq \alpha D d(gy', gQ(\lambda')) \leq \alpha \beta D d(y', Q(\lambda')) \leq \alpha \beta D \delta \leq \epsilon/2,$$

so $x \in U$ and also $\lambda' \in U$. This implies $(\ast)$. Therefore,

$$d(y', Q(\lambda')) \leq c^{-1} LD d(gy', Q(g\lambda')),$$

and $c^{-1} LD < 1$, so $g$ is transversely expanding. \qed

**Lemma B.10.** Let $Y$ be a compact metric space acted upon by a group $\Gamma$ and $\Xi \subset Y$ a compact, $\Gamma$-invariant subset. Assume that for every $y \in \Xi$, there exists a neighborhood $U_y$, an element $\gamma \in \Gamma$ and a constant $c > 1$ such that
Then \( \Gamma \) acts cocompactly on \( Y \setminus \Xi \).

**Proof.** By compactness of \( \Xi \), we can find finitely many points \( y_1, \ldots, y_n \in Y \) such that their associated neighborhoods \( U_{y_i} \) cover \( \Xi \). Moreover, there exists a \( \delta > 0 \) such that their union \( \bigcup_i U_{y_i} \) contains the \( \delta \)-neighborhood \( N_\delta(\Xi) \). Let \( c > 1 \) be the minimal expansion factor of the corresponding elements \( \gamma_i \). We will show that every orbit \( \Gamma y, \ y \in Y \setminus \Xi \) has a representative in \( Y \setminus N_\delta(\Xi) \). This will prove the lemma since \( Y \setminus N_\delta(\Xi) \) is compact.

Indeed, if \( y \in N_\delta(\Xi) \setminus \Xi \), there exists \( i_0 \in \{1, \ldots, n\} \) such that \( y \in U_{y_{i_0}} \). Therefore, \( d(\gamma_{i_0} y, \Xi) \geq c d(y, \Xi) \). If \( d(\gamma_{i_0} y, \Xi) \geq \delta \), we are done. Else, we repeat the procedure until we obtain a point in the orbit which does not lie in \( N_\delta(\Xi) \). \( \square \)

After these preparations, we now turn to our goal for this section: A criterion for group actions to be cocompact. Let \( \rho : \Gamma \rightarrow G \) be a representation of a discrete group. This defines an action of \( \Gamma \) on \( X \) and \( Y \). Connecting expansion, transverse expansion and Lemma B.10 yields the following useful result (compare [26, Proposition 5.24]):

**Proposition B.11.** Let \( \phi : X \rightarrow C(Y) \) be \( G \)-equivariant and \( \Lambda \subset X \) compact and \( \Gamma \)-invariant with \( Q(\lambda) \cap Q(\lambda') = \emptyset \) for all distinct \( \lambda, \lambda' \in \Lambda \). Also assume that the action of \( \Gamma \) on \( X \) is expanding at \( \Lambda \). Then \( \Gamma \) acts cocompactly on \( \Omega = Y \setminus \bigcup_{\lambda \in \Lambda} Q(\lambda) \).

**Proof.** Since \( \Lambda \) is closed and \( \Gamma \)-invariant, we know by Lemma B.4 that the action of \( \Gamma \) is expanding arbitrarily strongly at every point \( \lambda \in \Lambda \). Lemma B.9 therefore shows that the action of \( \Gamma \) is expanding at every point of \( \bigcup_{\lambda \in \Lambda} Q(\lambda) \) transversely to \( Q \). We will show that this implies the prerequisites of Lemma B.10 and thus the action on \( \Omega \) is cocompact.

First of all, we observe that for any point \( z \in Y \), we have
\[
d\left(z, \bigcup_{\lambda \in \Lambda} Q(\lambda)\right) = d(z, Q(\lambda_z)) \quad \text{(B.2)}
\]
for some \( \lambda_z \in \Lambda \) (this follows from compactness of \( \bigcup_{\lambda \in \Lambda} Q(\lambda) \), Lemma B.8(ii)). Now let \( y \in \bigcup_{\lambda \in \Lambda} Q(\lambda) \) and let a neighborhood \( U \ni y \) and \( \gamma \in \Gamma \) be chosen such that \( \gamma \) is \( c \)-expanding on \( U \) transversely to \( Q \). There exists \( \varepsilon > 0 \) satisfying
\[
B_\varepsilon(\gamma y) \subset \gamma U.
\]
Let \( \delta > 0 \) be sufficiently small such that
\[
\gamma B_\delta(y) \subset B_{\varepsilon/2}(\gamma y).
\]
For any point \( y' \in B_\delta(y) \), let \( \lambda_{y'y'} \) be chosen as in (B.2). Since \( d(\gamma y', \gamma y) < \varepsilon/2 \) and \( \gamma y \in \bigcup_{\lambda \in \Lambda} Q(\lambda) \), we necessarily have \( Q(\lambda_{y'y'}) \cap B_\varepsilon(\gamma y) \neq \emptyset \). Therefore,
\[
\gamma^{-1} Q(\lambda_{y'y'}) \cap U \neq \emptyset.
\]
Since \( y' \in B_\delta(y) \subset U \), transverse expansion now implies

\[
\frac{d \left( \gamma y', \bigcup_{\lambda \in \Lambda} Q(\lambda) \right)}{d(\gamma y', Q(\lambda y'))} \geq \frac{c d(y', y^{-1} Q(\lambda y'))}{c d \left( y', \bigcup_{\lambda \in \Lambda} Q(\lambda) \right)}.
\]
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