Applications of probability and statistics in cancer genomics

Xiaotu Ma*, Sasi Arunachalam, Yanling Liu

Department of Computational Biology, and Cancer Biology Program, Comprehensive Cancer Center, St Jude Children’s Research Hospital, Memphis, TN 38105, USA
* Correspondence: xiaotu.ma@stjude.org

Received November 26, 2019; Revised December 3, 2019; Accepted December 4, 2019

Background: The past decade has witnessed a rapid progress in our understanding of the genetics of cancer and its progression. Probabilistic and statistical modeling played a pivotal role in the discovery of general patterns from cancer genomics datasets and continue to be of central importance for personalized medicine.

Results: In this review we introduce cancer genomics from a probabilistic and statistical perspective. We start from (1) functional classification of genes into oncogenes and tumor suppressor genes, then (2) demonstrate the importance of comprehensive analysis of different mutation types for individual cancer genomes, followed by (3) tumor purity analysis, which in turn leads to (4) the concept of ploidy and clonality, that is next connected to (5) tumor evolution under treatment pressure, which yields insights into cancer drug resistance. We also discuss future challenges including the non-coding genomic regions, integrative analysis of genomics and epigenomics, as well as early cancer detection.

Conclusion: We believe probabilistic and statistical modeling will continue to play important roles for novel discoveries in the field of cancer genomics and personalized medicine.
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Author summary: With the rapid technology development and extensive research efforts in past decade, genomics approaches are playing an increasingly important role in human health problems such as cancer. A significant challenge in this endeavor is the analytical complexity associated with its big data nature that requires talents from scientists with quantitative background. In this review we aim to provide an introduction of genomic analyses by accounting for essential biological concepts, as well as exciting new frontiers for novel discoveries.

INTRODUCTION

It has long been appreciated that somatic genetic aberrations characterize cancer cells. For example, microscopic observation with chromatin staining reveals dramatic differences between cancerous and normal cells [1]. Such karyotyping techniques have led to the discovery of Philadelphia chromosome in leukemia [2], for which current well-known targeted therapies have been developed (imatinib, also known as Gleevec). With the revolutionary Sanger sequencing technique [3], many genes responsible for cancer, including TP53, CDKN2A, and RB1 [4], were discovered. Due to the low throughput nature of Sanger sequencing, it is essentially impossible to perform a systematic study of cancers at the genome level with this technique. Recent technological advancements, including microarray technology in the 2000s and next generation sequencing (NGS) technology in the 2010s, have enabled the systematic delineation of genetic defects in tumors from a large number of patients [5,6]. As a result, our understanding of genetics in most cancer types, including both childhood [7,8] and adult [9–11] malignancies, has exponentially expanded in the past decade. Indeed, the research successes of NGS technology have prompted enthusiasm for its eventual use for clinical applications [12], including novel diagnostic
applications such as liquid biopsy [13] which can enable early detection [14]. However, the complex nature of the cancer biology and the associated genome-wide “big data” involves numerous quantitative challenges in order to correctly analyze and interpret the data. In this review we introduce cancer genomics from a statistical perspective, hoping it can help scientists with a quantitative background to contribute on cancer genomics problems.

**MUTATION**

Life is encoded by genetic information found in DNA or RNA. Such information needs to be handed down to the next generation during reproduction and to be copied from mother cells to daughter cells during development in multi-cellular organisms such as humans. As with the phrase “nothing is perfect”, the copying of genetic information (through polymerases) is error-prone, albeit at a low rate of $\sim 10^{-9}$ per cellular division [15], due to effective molecular mechanisms repairing the errors [16]. In this sense, every individual is genetically a “mosaic” [17] from the time of the first cell division post fertilization, because ~2 mutations are expected between the mother and daughter cells. Collectively at least $7 \times 10^{13}$ mutations could have happened by assuming $3.7 \times 10^{13}$ cells in a human body [18]. Although most mutations are harmless, some mutations can result in non-cancerous health problems such as Huntington disease [19], as well as cancers to be discussed in this paper. Harmful mutations can be either somatic (acquired post fertilization) or inherited (called germline mutation) from parents—the latter results in elevated predisposition for certain diseases [20].

Linear DNA sequences are composed of chemically basic compounds (called bases or base pairs) including adenine (A), cytosine (C), guanine (G), and thymine (T), which are modeled as text strings in this paper. Genetic errors can be roughly categorized into single nucleotide variants (SNV; similar to single letter misspellings in text editing, Fig. 1A), insertions and deletions (indels; similar to inserted letters or missing letters, Fig. 1B), structural variations (SV; similar to swapping of paragraphs, Fig. 1C) and copy number variations (CNV; addition or loss of large paragraphs, Fig. 1D). The enormous number of possible mutations renders the cancer genomics studies computationally intensive. For example, by denoting the length of human genome as $N=3.1 \times 10^9$ base pairs, the number of possible SNVs would be $3N \approx 10^{10}$ since each base can be converted to three other possible bases, the number of possible small indels (for simplicity, less than 20 bp) would be $2 \times N \times \sum_{i=1,2,4} 2^i \approx 10^{22}$, while the number of possible structural variations would be $N^2 \approx 10^{19}$.

![Figure 1. Mutation types.](image)

**TUMOR SUPPRESSOR GENE AND ONCOGENE**

Genes such as TP53, CDKN2A, and RB1 are known to functionally drive cancer development [4]. These genes are broadly categorized into tumor suppressor genes (TSG) and oncogenes, based on their functional role in tumorigenesis. These concepts have been concisely defined by Bert Vogelstein as follows [21]: a tumor suppressor gene is a gene that, when inactivated by mutation, increases the selective growth advantage of the cell in which it resides; while an oncogene is a gene that, when activated by mutation, increases the selective growth advantage of the cell in which it resides. A critical component of this definition is natural selection as stressed by “growth advantage”, because cancer in effect is the outgrowth of a subpopulation of cells. Here we informatically illustrate this concept by using the central dogma of molecular biology, which indicates that DNA information is transferred to RNA and then to protein. As shown in Fig. 2A, a eukaryotic gene can be disrupted by numerous mutation classes, such as promoter loss,
mutation in protein-coding exons, disruption of critical transcriptional and translational signals including translation start codon (ATG), splicing donor site (GT) and splicing acceptor site (AG), translation stop site (TAA/TAG/TGA). Tumor suppressor genes typically have a diverse pattern of mutation types that mostly result in loss of function. On the other hand, function of a gene can be enhanced by much limited number of mutations (purple thunder bolts), mostly in coding exons, or enhancer (h) and promoter (p) to increase the expression strength, and this pattern (gain of function) is associated with oncogenes. Also shown are example oncogene and tumor suppressor gene, including NRAS (B), RB1 (C), CDKN2A (D), and MYCN (E), where the number of tumor specimens harboring different mutations is illustrated in circles. For example, 74 specimens have missense mutations changing 12th amino acid (glycine, G) of NRAS to amino acid (glutamine, D). In RB1, most mutations either lead to frameshift or early translation stop codon (denoted by *) and thereby disrupting RB1. Copy number loss is indicated by blue lines, while copy number gain is indicated by red lines, with number of samples indicated. Data obtained (accessed Nov 1, 2019) from https://pecan.stjude.cloud/.

Figure 2. Cancer driver genes. (A) From central dogma perspective, a gene can be disrupted by many different mutations throughout the gene body (thunder bolts), including enhancer (h), promoter (p), untranslated region (u), translation start site (ATG), coding exons, splicing donor (GT) and acceptor (AG), translation stop site (TAA/TAG/TGA). Tumor suppressor genes typically have a diverse pattern of mutation types that mostly result in loss of function. On the other hand, function of a gene can be enhanced by much limited number of mutations (purple thunder bolts), mostly in coding exons, or enhancer (h) and promoter (p) to increase the expression strength, and this pattern (gain of function) is associated with oncogenes. Also shown are example oncogene and tumor suppressor gene, including NRAS (B), RB1 (C), CDKN2A (D), and MYCN (E), where the number of tumor specimens harboring different mutations is illustrated in circles. For example, 74 specimens have missense mutations changing 12th amino acid (glycine, G) of NRAS to amino acid (glutamine, D). In RB1, most mutations either lead to frameshift or early translation stop codon (denoted by *) and thereby disrupting RB1. Copy number loss is indicated by blue lines, while copy number gain is indicated by red lines, with number of samples indicated. Data obtained (accessed Nov 1, 2019) from https://pecan.stjude.cloud/.
can be frequently disrupted by copy number loss (such as CDKN2A, Fig. 2D) or copy number gain (MYCN, Fig. 2E).

On the other hand, a protein-coding gene may have a variety of distinct functions. As a result, it can be challenging to classify a gene to be TSG or oncogene by the mutational patterns, such as TP53 [25]. In this case, functional studies are needed for the correct classification. Mutations not deemed to be cancer drivers, such as silent mutations, can be tentatively categorized as passenger mutations.

The above observations highlight the need for comprehensive analysis of the cancer genome, which leads to considerations regarding the desired NGS platform (e.g., whole genome versus whole exome sequencing). Although whole-exome sequencing can save 98% of the sequencing cost by focusing on ~2% [26] of the gene coding regions, it is not powered to detect copy number or structural variations. For example, our comprehensive analysis of 1,699 pediatric cancers indicated that 62% of driver events in pediatric cancers are due to copy number or structural variations, highlighting the need of comprehensive analysis of the tumor genome, preferably by whole genome sequencing [7].

The copy number variation profiles of CDKN2A and MYCN are interesting examples for illustrating the complexity of driver gene discovery. For example, the gene MTAP is so close to CDKN2A that it is frequently co-deleted with CDKN2A, and any frequency enrichment-based statistical detection methods [22–24] would detect CDKN2A and MTAP simultaneously. This is also true for NBAS in the vicinity of MYCN. Additional biological considerations are clearly needed to rule out these genes as cancer drivers. Similar complexity exists for other mutation types. For example, earlier studies [27] reported CSMD3 as cancer drivers based on its over-represented mutation frequency. However, later studies found that the mutation frequency of CSMD3 is not significant after its length was accounted for [28]. Additional confounding factors for driver gene discovery include transcription-coupled repair [28], tumor level hypermutation due to DNA repair deficiency [29], and local (i.e., in certain chromosomal regions of a given tumor) hypermutation known as kataegis [30].

**POWER CONSIDERATIONS**

Because cellular growth is controlled by a plethora of molecular pathways, each involving multiple genes, it is rare that a single gene would dominate the causal list. Rather, multiple driver genes are typically associated with a given cancer type. In addition, because different signaling pathways and transcriptional programs are active in different tissues/organs, cancer driver genes typically demonstrate a strong cancer-type dependency. For example, our pan-cancer analysis of childhood malignancies indicated that CDKN2A loss is enriched in pediatric T-lineage and B-lineage leukemias, while NOTCH1 mutations are found almost exclusively in T-lineage leukemias [7]. Typically, many genes are drivers in a given cancer type, and most of the genes have very low mutational frequencies (Fig. 3A).

Clearly, when designing a study cohort, power calculations must be performed to understand what cohort

![Figure 3. Mutation frequency of drivers and power consideration for gene discovery.](image-url)
size is needed to discover driver genes with a predefined mutation frequency. Another similar numeric consideration in cancer genomics is the design of sequencing depth. Although sequencing costs have dramatically decreased in recent years, a balance between sequencing depth, targeted mutant allele fraction (further discussed later) to detect, platform (whole genome, whole exome or gene panel, transcriptome), and cohort size still need to be carefully considered. By assuming a predefined population frequency of the subject of interest (a driver gene, or a given mutation), a binomial distribution can be used to calculate the chance of discovery, as shown in Fig. 3B. For example, a cohort size of 16 would ensure 95% chance of detecting an event (minimum recurrence of 5) when the population frequency is 50%. However, for events with lower population frequency, such as 0.01%, a cohort size of 91,533 is needed to ensure 95% chance of detection. This calculation also applies to determination of sequencing depth as discussed later.

**TUMOR PURITY AND TUMOR-IN-NORMAL CONTAMINATION**

To discover cancer driver (as well as passenger) mutations from a patient’s tumor, DNA sequencing data from a given tumor must be compared with that from a normal tissue sample of the same patient, typically known as tumor-normal matched sequencing. This is because every individual generally inherits 4–5 million polymorphisms (i.e., DNA differences at the population level) from parents, and a significant proportion of these polymorphisms have a low population frequency so that it is difficult to comprehensively catalogue them in current polymorphism databases such as dbSNP [31]. Due to the low somatic mutation rate (mostly <5 mutations per million base pairs per tumor) [23], undocumented inherited polymorphisms can easily mask the signal of true somatic mutations if a normal control sample is not sequenced. Matched tumor-normal paired sequencing is therefore the most effective study design to delineate the somatic mutational landscape for cancer patients.

However, the complex nature of cancer biology renders the analysis of paired sequencing data highly challenging. For example, biopsy methods have no guarantee of acquiring pure cancer cells from the tumor (Fig. 4A). As a result, it is not uncommon to see a tumor sample containing a considerable fraction of normal cells, which results in low tumor purity (also known as cancer cell fraction, CCF). This issue is especially concerning when studying relapsed leukemias, due to the intensive monitoring of disease status that can result in early detection of tumor regrowth. In general, a tumor with reduced tumor purity can still be reasonably studied by increased sequencing depth.

On the other hand, it can also be challenging to obtain a normal sample lacking cancer cells (Fig. 4A). For

![Figure 4. Tumor purity and tumor-in-normal contamination.](image)

(A) Statistical model. A biopsy sample can have tumor purity ranging from 0% to 100%. An ideal scenario is to have 0% CCF in the normal sample and 100% CCF in the tumor sample. However, in practice the normal sample can have small fraction of cancer cells and the tumor sample may contain normal cells as well. (B) Statistical detection of true somatic mutation can be compromised by tumor-in-normal-contamination. (C) Assessing potential tumor-in-normal contamination by genotyping chimeric reads (where DNA sequence from one locus (black lines) is fused to another locus (blue lines)) in normal sample ascertained from copy number variation or structural variation.
leukemia, a common practice is to use a biopsy sample acquired at the end of induction treatment (day 28/29), known as a remission sample, as a normal control. However, complete remission is not always achievable, such as in refractory cases. The tumor burden of remission samples might be significant even if there is morphologically complete remission. The proposal of using a skin biopsy as a normal control cannot guarantee a lack of cancer cells because of blood vessels in the skin. For solid tumors, the frequently used tumor-adjacent tissues might contain cancer cells due to localized infiltration [32], while distant tissues might contain metastatic cancer cells. Further, blood from solid tumor patients might contain circulating tumor cells [33], especially in patients with metastatic tumors, rendering this option also sub-optimal. Nail biopsy has been proposed recently as a highly promising normal control although its clinical utility remains to be established [34]. Clearly, detection power can be severely compromised in a tumor-normal matched sequencing design when the tumor-in-normal contamination level is substantial (Fig. 4B), and analytical caveat must be noted to avoid under-diagnosis. However, this is a particularly challenging task to achieve, as robust estimation of tumor-in-normal contamination in normal samples relies on detected somatic mutations, and our ability of detecting somatic markers is reduced in contamination scenarios—a logical deadlock.

There are a few helpful practices to investigate potential tumor-in-normal contamination. First, most tumors harbor clonal copy number alterations, such as CDKN2A deletions in T-lineage ALL, as mentioned earlier. Such copy number alterations are usually associated with structural variations, and the presence of chimeric reads spanning the breakpoint in normal samples would conclusively indicate tumor-in-normal contamination as such alterations are virtually non-existent in the normal population (Fig. 4C). Clearly, this strategy does not apply to tumors without clonal copy number alterations, such as cytogenetically normal acute myeloid leukemia (AML) [35]. In such cases, it is frequent that the tumor is driven by chimeric fusions—in this case balanced translocations. Therefore, tumor-only analysis of chimeric fusions followed by detection of the corresponding chimeric fusion in the matched normal sample is often effective in detecting contamination (Fig. 4C). When these routes fail, interaction with the laboratory is needed to rule out mistakes in sample handling. Previously unidentified mechanisms, such as epigenetics, might be considered as well.

**TUMOR PURITY, PLOIDY AND MUTANT ALLELE FRACTION**

Due to the low somatic mutation rate [23], most mutations are heterozygous, i.e., only one of the two parental alleles being mutated. The mutant allele fraction (MAF), defined as the number of mutant reads divided by the total number of reads at a mutated locus, of such (clonal, discussed later) mutations are theoretically one half of tumor purity (denoted as \( \pi \)): \( \text{MAF} = \pi/2 \). However, both point mutations (e.g., SNV and indel) and interval mutations (e.g., CNV) can happen in a given tumor, and it is frequent that these different types of mutations can collectively affect the same genomic regions (Fig. 5A). Because multiple copy number alteration events can repeatedly affect a given genomic region, a complex relationship between MAF, tumor purity \( \pi \), and copy number status can be illustrated with mathematical formulation (Fig. 5B, C). For example, in the case of copy neutral loss of heterozygosity (CN-LOH), MAF = \( \pi \), while a non-linear relationship exists for 1-copy loss (Fig. 5D). Such complex dependency has a profound effect in mutation detection and clonal evolution analysis detailed later.

Generally, mutant allele fraction (MAF) is a good indicator of timing of the corresponding events. To illustrate this point, our analysis of published [36] somatic mutation data in a melanoma cell line (COLO829) on chr1q (with all four copies from the same parent) revealed three distinct groups of mutations (Fig. 6A, B): Early group (that with allele fraction 100\%); Middle group (that with allele fraction 50\%); Late group (that with allele fraction 25\%). This data clearly indicated three distinct periods of mutational events in this tumor (Fig. 6C): 1) generation of a single copy of chr1q with “Early” mutations, followed by doubling of this chromosome; 2) generation of “Middle” mutations on each of the two copies, followed by another doubling; 3) generation of “Late” mutations. As a result, the number of mutations in each group can be used to estimate the relative duration of each period as following: Early: Middle: Late = 492:205.5:15.5 = 32:13:1.

**INTRA-TUMOR HETEROGENEITY**

Multiple driver mutations can be acquired in a given tumor, frequently at different time points and therefore in different population of cancer cells. Within such a tumor, genetically homogeneous cell population can be defined as a “clone”. Most tumors are multiclonal, and clones with late mutations are termed “subclonal” to clones with early mutations, which can lead to a hierarchical cellular lineage graph defined by mutations and their timing (Fig. 7A). Due to difficulty in ascertaining the timing of mutations, operationally mutations are generally classified into clonal and subclonal based on mutant allele frequencies. For example, clone 3 is subclonal to clone 2. It should be noted that such an operational definition may
sometime generate misleading results, because a constant growth rate is implicitly assumed for all subclones. For example, clone 4 might be misclassified as subclonal to clone 2 by allele frequency analysis. Single cell profiling of mutations can be used to resolve such difficulties. In addition, the “subclonal” relationships inferred from allele frequency analysis may not necessarily imply the hierarchical structure as illustrated in Fig. 7A. For example, the Early, Middle, and Late mutations in Fig. 6 are present in every cancer cell of COLO829 cell line. Their allele frequency difference is a result of mutational timing and copy number changes instead of relative cellular compositions as illustrated in Fig. 7A.

Inference of the clonal structure is of great interest in understanding mechanisms governing tumorigenesis. This is typically achieved through clustering analysis of MAFs (Fig. 6B). Notably, statistical models such as binomial mixture modeling have turned out to be highly effective for such clustering analyses, especially for higher dimension data [29]. Because of the high selection pressure exerted by therapy (e.g., surgery and chemo), clonal composition of the diagnosis tumor generally undergoes dramatic changes. Therefore, comparison of clonal composition between time points offers us great potential to learn important insights on the efficacy of treatment and how cancer cells evolve under selection pressure. Indeed, comparison of whole exome sequencing datasets between relapse and diagnosis tumors from twenty relapsed ALL patients [29] has led to common rise and fall clonal evolution patterns of ALL relapse (Fig. 7B). First, predominant subclones at diagnosis are generally cleared, indicating high chemotherapeutic efficacy. Second, the relapsed tumors were generally seeded from a minor subclone (often associated with RAS mutations) detectable at diagnosis, indicating a potentially shared molecular mechanism of cancer cells to survive treatment. Third, relapsed tumors were found to share mutations in NT5C2, indicating a common molecular mechanism of drug resistance. This observation has been reinforced by our recent analysis of serial samples from relapsed ALL [37].

In addition to temporal analysis of clonal evolution, spatial intra-tumor heterogeneity is expected in solid tumors. Indeed, our analysis of multiple biopsies from osteosarcoma patients revealed clear evidence on cross-seeding between different biopsy sites [38]. Collectively, pilot spatiotemporal analyses of tumors have led to exciting new insights on the evolution of cancer cells.
Figure 6. Inferring mutational timing in melanoma cell line COLO829. In this cell line, it is known that chr1q (from 150M to 249M) has four copies from the same parental origin due to loss of heterozygosity and re-duplication. (A) Mutant allele fraction of somatic mutations in this region formed three clusters consistently supported by four sequencing efforts (GSC, Tgen, Pleasance, and Illumina): Early, Middle, and Late, which are defined by aggregating read counts from all four sequencing efforts (B). (C) Proposed model of mutational timing during tumorigenesis of COLO829. One of the two parental alleles of 1q was lost (for simplicity, assuming paternal allele was lost), and the remaining allele acquired 492 mutations (triangle) before its first duplication. Afterwards, 411 mutations (square) were acquired in one of the two copies of 1q before the second duplication event, following which additional 62 mutations (circle) were acquired in one of the four copies of 1q before diagnosis.

Figure 7. Intra-tumor Heterogeneity. (A) Modeling clonal evolution. The population size of a given subclone is a function of its growth rate and its age. For example, subclone #4 has a small diagnosis fraction due to lower growth rate than subclone #2 and #3. (B) Common clonal evolution patterns in relapsed ALL. Upon diagnosis, intensive treatment will be applied so that the overall tumor burden will reduce. Predominant diagnosis subclone (blue) was eradicated by treatment; while a minor subclone (orange) that also carries the ancestral mutations (green) can survive treatment and seed relapse. New mutations (red), such as NT5C2 and PRPS1, can be acquired and lead to drug resistance.
sometimes with consideration of the therapeutic pressure. Further comprehensive spatiotemporal analyses are needed to develop better treatment strategies for improved cure rates.

FUTURE DIRECTIONS

Early detection of cancers

With the dramatic increase of our knowledge on genomic aberrations in many cancer types, there is great interest in the early detection of cancers, either before symptom or during treatment to monitor relapse (Fig. 8A). Indeed, our temporal study of drug resistance mutations in \textit{PRPS1/NT5C2} indicated the feasibility of early detection of relapsed leukemia [37,39], which may inform alternative treatment options when drug resistance mutations are acquired. Detecting low frequency mutations has a profound impact for adult solid tumor patients, for which tumors might be diagnosed non-invasively, by using bodily fluids such as peripheral blood, which generally contains circulating tumor cells or cell free DNA derived from cancer cells, albeit at a very low frequency. As discussed earlier (Fig. 3), ultra-high depth sequencing would be needed to interrogate low frequency mutations. For example, at least 91,533 reads need to be sequenced to achieve 95\% chance to detect a mutation (with at least 5 recurrences) with population frequency 0.01\%. Fortunately, the dramatic cost reduction in next generation sequencing technology has rendered this endeavor economically feasible (Fig. 8B).

However, a significant challenge in detecting low frequency mutations is associated with the high error rate in conventional NGS technology (e.g., Illumina’s HiSeq/NovaSeq sequencers). It has been reported [40–43] in the past decade that the error rate of conventional NGS technology is between 1\% and 0.1\% (Fig. 8C), so that the limit of detection is commonly set to above 1\% [44]. With this observation, we recently conducted a carefully designed experiment to evaluate computational error suppression approaches and discovered [45] that the error rate of conventional NGS technology can be suppressed to between 0.01\% and 0.001\% (Fig. 8C), two-order of magnitude lower than generally reported. This breakthrough has opened entirely new opportunities for early detection of cancers, although its practical utility needs to be carefully evaluated in real clinical and biological settings, such as the recent findings on ubiquitously existing clonal hematopoiesis in aged healthy populations [46].

Despite these exciting breakthroughs, there are still numerous challenges for its real applications. For example, the PCR errors appear to dominate the NGS accuracy. Consensus sequencing methods, such as UMI-sequencing or duplex sequencing [40], are proposed to suppress such errors. However, the associated barcode-clashing problem [40] and barcoding uniformity problem [47] remains to be a significant numerical challenge that needs careful studies.

Integrative analyses of genomics and epigenomics datasets

Epigenomic regulation, such as DNA methylation, has

![Figure 8. Detecting low frequency mutations.](image-url)
been extensively studied in cancers as a biomarker for defining disease subtypes [48], and aberrant promoter methylation of tumor suppressor genes, such as CDKN2A [49]. Consistently, some of our work has clearly implied functional roles of aberrant epigenetic regulation in pediatric cancers. For example, analysis of allele specific expression of somatic point mutations in cancer driver genes has revealed preferential expression of hotspot oncogenic mutations [7], indicating addiction of cancer cells to these mutant proteins. A convincing example is WT1 p.D447N, which was found to demonstrate strong allele specific expression across three leukemia samples, indicating a common functional mechanism of WT1 mutation and epigenetic dysregulation in leukemia.

A more profound example indicating the potential functional involvement of epigenetics in tumorigenesis is found in a neuroblastoma sample. In our analysis of 136 pediatric neuroblastoma samples [7], MYCN amplification and ATRX disruption demonstrated a trend towards mutual exclusivity (Fig. 9A, \( P = 0.12 \) and statistical significance was not reached), which is consistent with functional studies [50]. However, there was one neuroblastoma case clearly harboring both MYCN high amplification and an ATRX frameshift mutation (T1582fs). To resolve this discrepancy, we noticed that this tumor sample was from a female patient with two X chromosomes intact in the tumor (ATRX is on chromosome X). Fortunately, the transcriptome sequencing data was also available. Upon examination of ATRX expression, we found that although the wildtype ATRX allele is expressed at a high level, the allele with frameshift mutation T1582fs is not expressed at all. Therefore, it is highly likely that an epigenetic mechanism (here X-inactivation, where one copy of X chromosome is inactivated in females) modulated the effect of MYCN and ATRX co-mutation (Fig. 9B). Under this hypothesis, the ATRX mutation T1582fs would not carry a pathogenic function for this patient because it is in the inactivated X chromosome and therefore the MYCN mutant cases should be updated from 32 to 33 and ATRX mutant cases is still 15, in turn statistical significance is reached (\( P = 0.02 \), Fig. 9B). Obviously additional experiments are warranted to validate this hypothesis. It should be noted that this mutation is classified as harmful in general as it will disrupt the normal function of ATRX.

Collectively, these examples highlight the challenges and opportunities in integrative statistical analysis of genomics and epigenomics data to gain further mechanistic understandings of the cancer development as well as to correctly interpretation of functional consequences of mutations in real clinical settings.

### Non-coding genome

Although extensive efforts have been invested in the protein-coding regions, which consists ~2% of human genome [26], our understanding of non-coding mutations is still in its infancy, leaving ~98% of somatic mutations poorly understood. Nevertheless, convincing results on functional non-coding mutations have been discovered. In pediatric cancers, active promoters/enhancers can be brought to a developmentally silenced gene, and the resulting aberrant high expression of corresponding gene can drive the tumorigenesis. Examples include the translocation between immunoglobulin heavy chain locus and EPOR [51], DUX4 [52] in pediatric B-lineage leukemia. In T-lineage leukemia, enhancer activation by small indels that created a novel transcription factor binding motif has been described for gene TAL1 [53]. Moreover, mutations at TERT promoter have been implied in melanoma [54]. Despite these incredible progresses on regulatory mutations, there is still lack of systematic informatics method to detect and associate the non-coding mutations to genes in disease-relevant fashion.

In addition to the highlight challenging tasks in understanding transcription regulatory mutations, there are also potentially splicing regulatory mutations and translation regulatory mutations. For the former, intronic mutations might create novel splicing acceptors so that

---

**Figure 9. Integrating cancer genetics with epigenomics data.** (A) Mutation status of MYCN and ATRX, two primary driver genes for neuroblastoma, from 136 cases. Dark gray: MYCN or ATRX mutant; black: MYCN and ATRX double-mutant (in which ATRX has mutation T1582fs). MYCN and ATRX mutant samples has a trend of mutual exclusivity, though statistical significance is not reached (\( P = 0.12 \), two-sided Fisher’s exact test). (B) The MYCN and ATRX double-mutant sample is from a female patient with both alleles of chrX intact in the tumor (blue and green represent the two parental alleles, respectively). Since only the wildtype ATRX allele is expressed, it is hypothesized that the T1582fs mutation happened on the allele with X-inactivation (gray solid dots), and therefore carries no function, so that it is still biologically compatible with MYCN high amplification. As a result, the updated \( P \) value of 0.02 has reached statistical significance for the mutual exclusivity.
the coding sequences are dramatically affected, such as the STAG2 intronic mutation [7]. Since splicing machinery scans the pre-mRNA from 5’ to 3’, only novel splicing acceptors can theoretically affect the host protein. Clearly, transcriptome sequencing data is needed to confirm the in-silico prediction of splicing aberrations. For the latter, a mutation in the 5’ untranslated region might create a novel translation start codon and dramatically affect the protein translation of the canonical open reading frame [55]. However, proteomics data will be needed to confirm the functional impact of such mutations. Nevertheless, we believe innovative mathematical modeling will prove effective in discovering novel non-coding mechanisms driving tumorigenesis.

Etiology

With the large number of tumors being profiled for somatic mutations, a natural next question is on the cause of these events. A default hypothesis to answer this question is that the somatic mutations happen at random, although it remains to be precisely defined for “random”. Interestingly, nonnegative matrix factorization decomposition [56] of large collections of somatic mutation data has linked mutations to different mutagenesis processes [57] including DNA methylation and smoking etc. Striking evidence on mutagenic effect from aristolochic acids and their derivatives have been discovered in liver cancers [58]. Recently, therapy-induced mutations were found to drive ALL relapse [37]. However, it should be noted that the association of mutation signatures to certain mutagens from tumor sequencing data are not necessarily causal relationships, as argued by Brash [59]. As a result, intensive efforts [60] have been investigated on establishing the causal relationships between mutagens and actual mutational data through controlled experiments.

On the other hand, signatures of other mutation types, such as indels and SVs, are not well understood yet. For indels, a key challenge can be traced back to the accuracy of the mutation calling algorithms. For example, a study of complex indels by Ding and colleagues has indicated that nearly all complex indels were overlooked (81.1%) or misannotated (17.6%) [61]. Without a precise allele annotation, the signature analysis, which depends on the actual nucleotide sequences around the mutations, will be error prone. This argument also applies to SVs, though the effect might be slightly less. For example, site-specific recombination mechanism has been proposed for E2A-PBX1 positive childhood B-ALL because of clustered genomic breakpoints in intron 14 of E2A gene [62]. However, the general genomic pattern of disease-type defining driver fusions has not been well established.

Clearly, etiology of the different mutation types might have temporal dependence, such as smoking cessation in lung cancer patients. In this regard, it is possible that mutational signature analysis coupled with clonality measurements could result in unprecedented insights on the tumorigenesis process. However, the accuracy of clonality analysis is critically dependent on the standard deviation of mutant allele fraction estimate: \( \sqrt{p \times (1-p)}/N \), where \( N \) is the sequencing depth and \( p \) is the underlying population frequency. As a result, variants discovered by whole genome sequencing (mostly 30) would have standard deviation of \(-0.1\), while that discovered by whole exome sequencing (mostly 100) would have standard deviation of \(-0.05\), and such statistical uncertainties can easily mess up the clustering algorithm. This observation, coupled with the variability in tumor purity, renders the modeling extremely challenging. Nevertheless, such analysis is at least feasible to certain special scenarios, such as the analysis of subtype-defining fusion genes, as well as in the diagnosis-relapse tumor sequencing settings, where the clonality can be relatively confidently ascertained. Alternative technologies, such as single cell sequencing, might render this proposal broadly possible to large cohorts, though associated sequencing cost would be still prohibitive at present.

CONCLUSIONS

The ability to profile all mutations in tumors at an economically feasible cost has rendered the concept of personalized and precision medicine a near-reality. However, acquisition of genomic data is just a first step toward this ambitious goal. The accurate analysis and correct interpretation of the massive amount of data, at personalized level, and even at spatial-temporal level for given individuals in the foreseeable future, is the key. To bring this technology to individual patients, multiple expertise, such as from quantitative scientists, are greatly needed to accelerate the development of methods and tools to better analyze, understand, and interpret genomic and epigenomics data to facilitate improved cancer outcomes.
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