Drone Detection by Neural Network Using GLCM and SURF Features
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Abstract

This paper presents a vision-based drone detection method. There are a number of researches on object detection which includes different feature extraction methods – all of those are used distinctly for the experiments. But in the proposed model, a hybrid feature extraction method using SURF and GLCM is used to detect object by Neural Network which has never been experimented before. Both are very popular ways of feature extraction. Speeded-up Robust Feature (SURF) is a blob detection algorithm which extracts the points of interest from an integral image, thus converts the image into a 2D vector. The Gray-Level Co-Occurrence Matrix (GLCM) calculates the number of occurrences of consecutive pixels in same spatial relationship and represents it in a new vector- 8 × 8 matrix of best possible attributes of an image. SURF is a popular method of feature extraction and fast matching of images, whereas, GLCM method extracts the best attributes of the images. In the proposed model, the images were processed first to fit our feature extraction methods, then the SURF method was implemented to extract the features from those images into a 2D vector. Then for our next step GLCM was implemented which extracted the best possible features out of the previous vector, into a 8 × 8 matrix. Thus, image is processed in to a 2D vector and feature extracted from the combination of both SURF and GLCM methods ensures the quality of the training dataset by not just extracting features faster (with SURF) but also extracting the best of the point of interests (with GLCM). The extracted features related to the pattern are used in the neural network for training and testing. Pattern recognition algorithm has been used as a machine learning tool for the training and testing of the model. In the experimental evaluation, the performance of proposed model is examined by cross entropy for each instance and percentage error. For the tested drone dataset, experimental results demonstrate improved performance over the state-of-art models by exhibiting less cross entropy and percentage error.
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1- Introduction

Drones are, in technical terms, unmanned aircraft. These are also known as unmanned aerial vehicles, or UAVs. Usually they are controlled by remote controlling systems, however, there are some drones that can fly by themselves. While there are numerous merits of drones that be uttered here, drones are also being used in several crimes these days. Crimes are being sophisticated day by day and this is just one angle of it. For instance, it is used for providing unwanted materials to prison [Telegraph, February 16, 2016]. FBI spokesperson says, drug cartel activists are being replaced by drones as there is little fear of getting arrested [1]. Image processing in the field of object detection is getting momentum, and for good reasons. The drones that are being used for crimes need to be detected while they are still in the air and prior to the time crime takes place. Traditional CCTV based security system is in cry of update, hence image processing can come in handy. For that, techniques of image processing have to be chosen carefully for extracting and analyzing features of the objects. Object detection is one of the major divisions in the field
of computer vision and there are many researches that have been conducted in this area. Object detection has been done using deep learning. The Support Vector Machine (SVM) was used for extracting feature in the field of emotion recognition [2], and also used for dimension reduction in the fields of machine learning [3]. Yan et. al detected anomalies using SVM [4]. SVM outperforms then the other state-of-art models in the field of object recognition using entropy theory [2-4]. Blob detection has also been quite popular in the field of feature extraction. Barbosa et al. showed a tool to extract meta-data for game sprite using Blob detection aka edge detection. Neural Networks are very sensitive, even to the lowest change of any properties of an object [5]. Often times, it may lead to inefficient generalization of their results. Tay and Lao present here the use of SVM leads to inefficient generalization in the field of financial time series forecasting [6].

Image processing has come a long way from detecting the overall features of a particular image, it is now a field that often works to detect the distinct features. However, this development has its own challenges. Different image processing systems have several challenges as to how they should be analyzed. Kumar and Bhatia showed how to use Fourier analysis to analyze the shapes. Moreover, they also showed the importance of Gray Scale character in both rotation variant and rotation invariant [7]. However, all distinct information may not be relevant. Choras showed how the relevant information can detect and identify the similar images in the field of biometrics. In [8], Content Based Image Retrieval (CBIR) is used for detecting the similarities in the images. Some basic architecture of ZF-NET, and deep normalization and convolutional layers (DNCNN) may use for automatic extracting features. Yin et al. suggested a model that shows the previous phenomenon [9]. In [10], authors present an analysis of various ways to recognize the aerial components from images taken by drones on power transmission lines using the neural network and SURF (Speeded-up Robust Features) and BoW (Bag-of-Words) methods as a feature extraction. In [11], Abuzeid et. al proposed an enhanced technique of face recognition using traditional methods like back-propagation neural network (BPNN) and feature extraction by correlation between training images of T-Dataset and BPNN.

Binary filtering and Circular Hough Transform (CHT) have been used for circular object detection. Firstly, they filtered the background and after that a gray scale filter is used to prepare the dataset for binary filter and circular Hough transform. It is successful in detecting an object but CHT may not exactly detect the circular object as sometimes it is connected with other object and give an inaccurate result [12]. Color offers potent object recognition data. Swain and Ballard’s model is straightforward reconnaissance scheme is the representation of matching images based on RGB histogram [13]. This color-based recognition method has been extended by Funt and Finlayson and to get extensive flexibility they introduce illumination by indexing on a light-invariant color range [14].

Alex, Ilya and Geoffrely used a very modern technique to train up data’s in neural network [15]. Their method of deep convolutional neural network has the capability of doing significant computational power. Their analysis also gives us an insight that regardless of the complication of the dataset it can achieve good result using supervised learning. But subsequent reduce of one layer hinders the performance and accuracy too.

LeCun, Yann, Fu Jie Huang, and Leon Bottou.in their paper points out the lack of flexibility and resource minimization of template-based approaches. Their proposed model is more feature extractable and robust [16].

Chae et al., in their paper “A Wearable sEMG-Pattern Recognition Integrated Interface Embedding Analog Pseudo-Wavelet Preprocessing” have presented a wearable wireless surface electromyogram (sEMG) integrated interface that utilizes a proposed analog pseudo-wavelet preprocessor (APWP) for signal acquisition and pattern recognition [17].

Zupan, in his paper of “Introduction to Artificial Neural Network (ANN) Methods: What they are and how to use them” has explained the selection procedure of training dataset. He has emphasized on this step as to be very important and suggested to divide the dataset into not two but three datasets. According to him, the first dataset should be for training, the second one should be the control set or fine-tuning set and lastly, the third one should be the test dataset. He also suggested that the training dataset should be smaller in size than the test dataset. He also mentioned that the true test set should contain completely ‘non-committal’ or unbiased set of data [18].

Zupan, when trying to explain artificial neural network simply, he compared it to a black box having multiple input and multiple output which processes large number of parallelly connected simple arithmetic units. ANN methods work best when they are dealing with non-linear dependence between the inputs and outputs.

Youtang and Jianming, in their paper of “Air Target Fuzzy Pattern Recognition Threat-Judgment Model” have tried to establish a threat judgement model that has high reliability in air defense systems in the naval warships. They have used fuzzy pattern recognition model to identify threats from air targets. They have classified the threat degrees considering target distance, type, speed, advent time, cross-point distance and flight altitude. They have theoretically measured the threats using the parameters. For example, distance threat membership function has the feature that the threat degree is inversely proportional to
the distance between targets and warships. Therefore, they described it as a descending ridge distribution [19].

This paper explains the model we came up with after experimenting a number of methods in terms of detecting drones using Neural Network tool. Our goal was to find a better and faster way to detect the object (drones) which leads to better performance and lesser error. Here, we used a hybrid feature extraction method using the SURF and GLCM features which is utilized for detecting a drone by Neural Network. SURF method is popularly used for its faster image matching property and GLCM extracts the best features of a set of images. Thus, combining the two methods we were able to form a dataset that gave us our desired result. The complete process of combining the methods have been explained in proposed model section.

Rest of the paper is organized as follows. Chapter II presents the proposed model, details result analysis is in Chapter III. Finally, conclude the paper in Chapter IV.

2- Proposed Model

The proposed model is a hybrid model where both SURF and GLCM methods have been used to extract features from the input and target datasets. Then the newly created dataset has been fed into SCG function of neural network to obtain the output set.

Four different versions have been developed in order to achieve a better result on the basis of cross entropy and percentage of error. They include applications of various methods for feature extraction such as, MSER, SURF, GLCM and SURF and GLCM combined. Different versions gave different results but the best model that was observed for both SURF and GLCM feature extraction algorithms. At first, images for training were pre-processed, then feature extraction algorithms, SURF and GLCM were applied to extract attributes of drones. This dataset was fed into the neural network for training and testing. From the output, it was possible to analyze the performance and error percentage of the model. The model is described step by step with a flow chart in Fig. 1.

2-1- Image Pre-Processing

About 600 images of drones were collected and resized to 227 × 227 pixels. Among the total images, 75% were used for training and rest of the 25% for testing. All the images were converted into a uniform size. There are barely any scholarly articles to explain the reason for resizing the images to exactly same dimensions. Although, Nikhil et. al. mentioned that many Neural Network models expect or assume input images to be square shaped, therefore, images have to be reshaped or cropped [20]. The input images were of true color, having clear sky in the background so that no attributes of other components interrupt the feature extraction of the drones.

Fig. 1 Flow chart of the hybrid model of drone detection.

Fig. 2 (a), (b), (c) and (d) are the gray-scale images of drone #79, #98, #100 and #113, respectively.
Here in Fig. 2, the gray-scale or 2D images of few sample drones are shown. The test dataset was also of true color. At first, all the input (training) images have been taken randomly. Then each image was converted from true color or 3D to gray-scale or 2D image. 3D image is of RGB scale and consists of 3D numeric array and similarly, 2D image consists of 2D numeric array. The conversion removes the hue and saturation of the image keeping the luminance intact and returns a 2D array of double values. The method rgb2gray has been used for the conversion which is done by calculating a weighted sum of Red, Green and Blue. This follows an algorithm which is, $0.2989*R + 0.5870*G + 0.1140*B$, where the values of R, G and B of a pixel are multiplied with their respective specific co-efficient and then summed together to provide a gray-scale pixel corresponding to that true color pixel [21]. Each value of the 2D array generated from this algorithm is in the range of 0 to 1, it can be positive or negative. The pixels with values greater than 0 are displayed as white and the pixels that are equal to 0 or less than 0 are displayed as black [22]. Similarly, the test image datasets are converted to gray-scale images one by one.

The 2D arrays were rotated to 90° angle for both datasets right after RGB to Gray-scale transformation. The rotation was required because in this model GLCM algorithm was applied as one of the feature extraction methods, where an offset had to be fixed that depends on the angle of rotation. This offset was later delivered to graycomatrix method [23].

Fig. 3 shows some of the images of drones which were used to train our network.

2-2- Feature Extraction by SURF and GLCM Methods

Since it is a hybrid model, the feature extraction took place in two steps. At first, attributes were extracted from the images using SURF algorithm. Then the 2D array of double values achieved by concatenating the features set of all the images was used to populate into GLCM method to obtain the best features, better performance and minimal error percentage. The steps are described elaborately below:

Speeded-up Robust Features (SURF) is a blob detection algorithm which means it detects the corners of the object and the locations where the reflection of light is higher (light speckles) [24]. This method is popularly used because of faster calculation of interest points due to use of integral images and it can detect locations best where there is illumination [25]. There are three main steps to this algorithm - interest point detection, local neighborhood description and matching. Firstly, the interest points are calculated using Hessian matrix. They can be found at different scales as the algorithm uses comparison images and the corresponding interest points can be found in different levels. To resolve this issue, Gaussian filter is used that smoothed the images repeatedly. Then they are subsampled to get the next level of the hierarchy of the pyramid (scale space) [26-29]. Since images of drones were taken from different scales, filters had to be used and the faster method to do that was provided by SURF algorithm. The levels are calculated by:

$$\sigma = \left( \frac{\text{current filter size} \times \text{base filter scale}}{\text{base filter size}} \right)$$ (1)

If $p(x,y)$ is point in an image and $\sigma$ is the scale where the Hessian matrix is $H(p, \sigma)$ and $L_{ij}(p, \sigma)$ is the convolution of the second order derivative of Gaussian, then -

$$H(p, \sigma) = (L_{xx}(p, \sigma) \ L_{xy}(p, \sigma) \ L_{yx}(p, \sigma) \ L_{yy}(p, \sigma))$$ (2)

Secondly, the local neighborhood descriptor is to be detected. Descriptors provide unique and robust features by describing the intensity or the orientation of the pixels. They are computed from the local neighborhoods of the interest points. To extract descriptors, a circular region around the point of interest of radius $6S$ is used, where $S$ is the scale of the point. Then a square region is constructed around it aligned to the orientation to obtain scale invariance. Haar wavelet responses in horizontal and vertical directions are calculated within this squared region for each sample point [26], [27-30]. Finally, the descriptors are compared for matching among the images and the common points are taken as the matched attributes of the images [26, 28].

Fig. 3 Sample images of drones for the training dataset.
Thus, the original image is fragmented into several squared regions for the use of integral image and then summed up for faster calculations [26-29]. To sum up the integral images, it uses equation (3), where \( I(i,j) \) is the interest point of the image \( I \).

\[
S(x,y) = \sum_{i=0}^{x} \sum_{j=0}^{y} I(i,j)
\]  

(3)

Fig. 4 represents the extracted features of a rotated drone by SURF method. In Fig. 4(a) only 30 strongest features are detected and in Fig 4(b) all the features are detected. In this study, all the features have been used. After incorporating the processed image datasets into SURF extraction method, it was possible to obtain the best features out of each image which is represented by a 2D array. The features set of each image have double type values with a size of \( n \times m \).

Once the features are collected in a 2D array, it is fed into GLCM algorithm along with proper offset. Gray-Level Co-occurrence Matrix (GLCM) is generated by calculating the number of times a pixel with the gray-level intensity value at \( i \) occurs in a specific spatial relationship with the pixel \( j[m] \), where, \( Q(x,y) = i \) and \( Q(x+1, y+1) = j \) when diagonally right pixels are considered, and \( Q(x+1, y+1) = j \) when horizontal neighboring pixel is considered. Here, \( x \) and \( y \) are offsets [23, 31-33]. The equation is determined by using the dimension of the offset matrix. An ‘Offset’ is the distance between a pixel of interest and its neighbor. It is a \( p \times 2 \) matrix, where \( p \) is the number of pairs that pixels of interest make with their neighbors [23]. By default, it is [0 1]. The graycomatrix function takes two parameters where the image points and the offset are used. For image points the feature set obtained from SURF feature extraction method is taken and for the second parameter [2 0] offset is populated and this is the reason why the images are rotated to 90-degree angle in prior [23]. [2 0]-offset means that the sequence of pair of adjacent pixels which is to be considered (as feature), lies in 2 consecutive rows of the same column. The size of GLCM matrix is determined by number of gray-level intensities which is by default 8. It usually returns an \( n \times n \) matrix of extracted features. For this study, the function returned an \( 8 \times 8 \) matrix that means the best 64 features were obtained for each image [31]. The equation (equation 4) for calculating GLCM features is given below [33-34]:

\[
C_{n,m}(i,j) = \sum_{x=1}^{n} \sum_{y=1}^{m} \{1, \text{if } i \text{ and } j \text{ true}, 0, \text{if } i \text{ and } j \text{ false} \}
\]  

(4)

Fig. 5 represents the extracted features graph of sample images of drones before pre-processing and their corresponding gplots of GLCM feature extraction method.

Fig. 5 (a) Drone #10 shown in RGB before pre-processing, (b) corresponding plot of features extracted by GLCM after pre-processing of (a), (c) drone #79 shown in RGB before pre-processing, (d) corresponding plot of features extracted by GLCM after pre-processing of (c).

The extracted feature set for each image is converted to 1D array. Then each of these arrays is arranged in another parent array which is the final dataset for training in the Neural Network. This is the newly created hybrid dataset that have to be populated in Scale Conjugate Gradient (SCG) function of the neural network. The separate datasets for training and testing are incorporated in the network, each having \( n \times 64 \) size 2D array where \( n \) is the number of images.
The dataset obtained have the final features of an image. It is arranged in a 2D array. This dataset is used for training the neural network.

2-3- Training Neural Network

A neural network is a collection of connected nodes called the artificial neurons loosely modeled like the neuron connections of the brain [35]. Like the biological neurons, the artificial neurons receive signal (input), combines it with their internal state (activation) and an optional threshold using an activation function and signal other neurons connected to it. The final output finishes the task, such as recognizing an object in the image. The important characteristic of the activation function is that it provides a smooth and differentiable transition as input value changes.

The network consists of connections, each connection provides an output of one neuron as an input to another. Each connection is assigned a weight that represents its relative importance [36].

Artificial neural network was chosen for the proposed model’s dataset training. As a machine learning tool, neural network for pattern recognition algorithm has been used for this model.

It is a fully connected neural network which is open to various customization. It uses the basic equation of modelNN = learnNN(X, y) for training, and p = predictNN(X_valid, modelNN) for prediction. There is a chance for an arbitrary number of layers and different activation functions. We used an arbitrary number of layers and the activation function was set to default [42].

Pattern recognition is the algorithm which identifies or classifies object based on their key features [37]. For its fast and optimum classification method, it is not only used for object identification but also used in the fields like speech recognition, text classification, and radar processing. The classification by pattern recognition can be both supervised and unsupervised. Supervised classification is the one where classifiers are created from different object classes. On the other hand, unsupervised classification is the method where hidden structures or patterns are identified within the unlabeled data using segmentation and clustering techniques.

Since the aim of the study is to identify drones from unclassified images, we have used the unsupervised classification method of Pattern Recognition tool. The pattern of the images had to be trained to the system’s network, so that on testing it could determine the drones with optimal performance and accuracy. Pattern recognition algorithm matches all the inputs’ features with test images’ features and try to calculate how much alike they are, considering their statistical variation [38]. And pattern recognition, when implemented with neural network, resolves complex recognition in real time. Real

3- Result Analysis

In the results analysis, we have considered the performance and error percentage of the network. The performance is calculated by cross-entropy per epoch; the minimum is the cross-entropy, the better is the performance [41]. If the system takes all the properties into account then the performance will be 0. If it does not take any properties into account then the performance will be 100. Low performance mean the system works with the high number of properties when it runs the algorithm. Our
focus is to have this performance as low as we can, that means we wanted to take higher number of properties while detecting the drones. The percentage of error is calculated as,

\[ \text{percentError} = \frac{\sum (\text{tind} \equiv \text{yind})}{\text{numel(tind)}} \]  \hspace{1cm} (5)

Here tind is a 2D target vector indices and yind is 2D output vector indices. While running the algorithm our model leaves some portion of the dataset that is to say we cannot consider their properties; that portion is our percent error. We have to keep that low as much as we can. Now we give performance preference over percent error; because performance deals with all the properties and percent error deals with portion of the data set. If we do not take all the properties into account of a dataset, it does not matter how big our dataset is.

3-1- Comparative Analysis

Table 1 presents a comparative performance comparison of proposed hybrid models with other state-of-art models for our tested drone dataset.

| No. | Version No.         | Performance | Error percent |
|-----|---------------------|-------------|--------------|
| 1.  | MSER [v.3]          | 29.09       | 3.5          |
| 2.  | GLCM Method [v.4]   | 1.88e-16    | 89           |
| 3.  | SURF Feature [v.5]  | 30.5        | 2.34         |
| 4.  | Proposed Model [v.6]| 7.34e-17    | 33           |

With the trend analysis in Fig. 6, we can assume that SURF feature with GLCM is the better way to detect drones while it is in the air. This way, we can detect the drones with a minimum amount of time and less complexity; that too with accepted error percentage rate. Here, one question may arise how 33% error is better than having 2.34% error. The answer to the question is, it is not better. However, the performance is better when we use the proposed hybrid model. Moreover, 33% of error means the system leaves 33% of the input dataset while matching. It is acceptable because it still is compared with 67% of the dataset where we know all of the pictures are of drones.

Fig. 6 Comparative analysis with state-of-art models by side with trend analysis.

Besides, we are doing it with all possible extracted features. We are giving priorities to the extracted features rather than how many of the dataset does it go through while comparing them and it does not leave too many of the dataset either in the proposed model. Therefore, the proposed hybrid model is better. Fig. 6 shows the trend analysis of performance and error percentage of all the four state-of-art models.

4- Conclusions

This paper presented a hybrid model to detect drones by extracting the attributes from the image dataset provided by SURF feature and populating the extracted information by GLCM algorithm. This dataset is fed into the network that uses scale conjugate gradient algorithm to recognize the pattern of the drones. The SCG function makes the system faster to detect the desired components. As a result of this model, the system is able to capture any kind of image of drones in the air and it can identify those with as much accuracy as possible and as fast as it can while it remains in the sky. Although, there are various modern neural networks like Alex-Net, ZF-Net, VGG Net, etc., we have chosen to provide a better way for drone detection using the traditional methods and tools for higher performance and lower percentage error. In addition, the proposed model exhibits better results than the state-of-art models.
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