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Abstract

A spectrally sparse signal of order $r$ is a mixture of $r$ damped or undamped complex sinusoids. This paper investigates the problem of reconstructing spectrally sparse signals from a random subset of $n$ regular time domain samples, which can be reformulated as a low rank Hankel matrix completion problem. We introduce an iterative hard thresholding (IHT) algorithm and a fast iterative hard thresholding (FIHT) algorithm for efficient reconstruction of spectrally sparse signals via low rank Hankel matrix completion. Theoretical recovery guarantees have been established for FIHT, showing that $O(r^2 \log^2(n))$ number of samples are sufficient for exact recovery with high probability. Empirical performance comparisons establish significant computational advantages for IHT and FIHT. In particular, numerical simulations on 3D arrays demonstrate the capability of FIHT on handling large and high-dimensional real data.
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1 Introduction

Spectrally sparse signals arise frequently from various applications, ranging from magnetic resonance imaging [23], fluorescence microscopy [28], radar imaging [24], nuclear magnetic resonance (NMR) spectroscopy [25], to analog-to-digital conversion [32]. For ease of presentation, consider a one-dimensional (1-D) signal which is a weighted superposition of $r$ complex sinusoids with or without damping factors

$$x(t) = \sum_{k=1}^{r} d_k e^{(2\pi i f_k - \tau_k)t},$$

where $i = \sqrt{-1}$, $f_k \in [0, 1)$ is the normalized frequency, $d_k \in \mathbb{C}$ is the corresponding complex amplitude, and $\tau_k \geq 0$ is the damping factor. Let $\mathbf{x} = [x_0, \cdots, x_{n-1}]^T \in \mathbb{C}^n$ be the discrete samples of $x(t)$ at $t \in \{0, \cdots, n-1\}$; that is,

$$\mathbf{x} = [x(0), \cdots, x(n-1)]^T.$$
Under many circumstances of practical interests, \( x(t) \) can only be sampled at a subset of times in \( \{0, \cdots, n-1\} \) due to costly experiments \cite{25}, hardware limitation \cite{32}, or other inevitable reasons. Consequently only partial entries of \( x \) are known. Thus we need to reconstruct \( x \) from its observed entries in these applications. Let \( \Omega \subset \{0, \cdots, n-1\} \) with \( |\Omega| = m \) be the collection of indices of the observed entries. The reconstruction problem can be expressed as

\[
\text{find } x \text{ such that } P_{\Omega}(x) = \sum_{a \in \Omega} x_a e_a,
\]

where \( e_a \) is the \( a \)-th canonical basis of \( \mathbb{C}^n \), and \( P_{\Omega} \) is a projection operator defined as

\[
P_{\Omega}(z) = \sum_{a \in \Omega} \langle z, e_a \rangle e_a.
\]

Generally it is impossible to reconstruct a vector from its partial entries since the unknown entries can take any values without violating the equality constraint in \cite{34}. However, the theory of compressed sensing \cite{11, 16} and matrix completion \cite{10, 27} suggests that signals with inherent simple structures can be uniquely determined from a number of measurements that is less than the size of the signal. In a spectrally sparse signal, the number of unknowns is at most \( 3r \), which is smaller than the length of the signal if \( r \ll n \). Therefore it is possible to reconstruct \( x \) from \( P_{\Omega} x \).

This paper exploits the low rank structure of the Hankel matrix constructed from \( x \). Let \( \mathcal{H} \) be a linear operator which maps a vector \( z \in \mathbb{C}^n \) to a Hankel matrix \( \mathcal{H} z \in \mathbb{C}^{n_1 \times n_2} \) with \( n_1 + n_2 = n + 1 \) as follows

\[
[\mathcal{H} z]_{ij} = z_{i+j}, \quad \forall i \in \{0, \cdots, n_1 - 1\}, \ j \in \{0, \cdots, n_2 - 1\},
\]

where vectors and matrices are indexed starting with zero, and \( [\cdot]_{ij} \) denotes the \((i,j)\)-th entry of a matrix. Define \( y_k = e^{(2\pi i f_k - \tau_k)} \) for \( k = 1, \cdots, r \). Since \( x \) is a spectrally sparse signal, the Hankel matrix \( \mathcal{H} x \) admits a Vandermonde decomposition

\[
\mathcal{H} x = E_L D E_R^T,
\]

where

\[
E_L = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
y_1 & y_2 & \cdots & y_r \\
\vdots & \vdots & \ddots & \vdots \\
y_1^{n_1-1} & y_2^{n_1-1} & \cdots & y_r^{n_1-1}
\end{bmatrix}, \quad E_R = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
y_1 & y_2 & \cdots & y_r \\
\vdots & \vdots & \ddots & \vdots \\
y_1^{n_2-1} & y_2^{n_2-1} & \cdots & y_r^{n_2-1}
\end{bmatrix}
\]

and \( D \) is a diagonal matrix whose diagonal entries are \( d_1, \ldots, d_r \). If all \( y_k \)'s are distinct and \( r \leq \min(n_1, n_2) \), \( E_L \) and \( E_R \) are both full rank matrices. Therefore \( \text{rank}(\mathcal{H} x) = r \) when all \( d_k \)'s are non-zeros. Since \( \mathcal{H} \) is injective, the reconstruction of \( x \) from \( P_{\Omega} x \) is equivalent to the reconstruction of \( \mathcal{H} x \) from partial revealed anti-diagonals that corresponds to the known entries of \( x \). With a slight abuse of notation we also use \( P_{\Omega} \) to denote the projection of a matrix \( Z \in \mathbb{C}^{n_1 \times n_2} \) onto the subspace determined by a subset of an orthonormal basis of Hankel matrices; that is,

\[
P_{\Omega}(Z) = \sum_{a \in \Omega} \langle Z, H_a \rangle H_a,
\]

where the set of matrices

\[
\left\{ H_a = \frac{1}{\sqrt{w_a}} H e_a \mid w_a = \# \{(i, j) \mid i + j = a, \ 0 \leq i \leq n_1 - 1, \ 0 \leq j \leq n_2 - 1\} \right\}_{a=0}^{n-1}
\]
forms an orthonormal basis of \( n_1 \times n_2 \) Hankel matrices. To reconstruct \( Hx \), we seek the lowest rank Hankel matrix consistent with the revealed anti-diagonals by solving the following low rank Hankel matrix completion problem

\[
\min_z \text{rank}(Hz) \text{ subject to } P_\Omega(Hz) = P_\Omega(Hx).
\]

(5)

In this paper, we first develop an iterative hard thresholding (IHT) algorithm to reconstruct spectrally sparse signals via low rank Hankel matrix completion. Then the algorithm is further accelerated by applying subspace projections to reduce the high per iteration computational complexity of the singular value decomposition, which leads to a fast iterative hard thresholding (FIHT) algorithm. Moreover, FIHT has been proved to be able to converge linearly to the unknown signal with high probability if the number of revealed entries is of the order \( O(r^2 \log^2(n)) \) and the algorithm is properly initialized.

1.1 Overview of Related Work

In a paper that is mostly related to our work, Chen and Chi [13] study nuclear norm minimization for the low rank Hankel matrix completion problem, where \( \text{rank}(Hz) \) in (5) is replaced by the nuclear norm of \( Hz \). The authors show that \( O(r \log^4(n)) \) randomly selected samples are sufficient to guarantee exact recovery of spectrally sparse signals with high probability under some mild incoherence conditions. Theoretical recovery guarantees are also established in [13] for robustness of nuclear norm minimization under bounded additive noise and sparse outliers. Nuclear norm minimization for the low rank Hankel matrix reconstruction problem under the random Gaussian sampling model is investigated in [7].

In a different direction, the sparsity of \( x \) in the frequency domain can be utilized to develop reconstruction algorithms. When there is no damping, i.e., \( \tau_r = 0 \) for all \( r \), one may discretize the frequency domain \([0, 1)\) by a uniform grid and then use conventional compressed sensing [11,16] to estimate the spectrum of \( x \). However, in many applications the true frequencies are continuous-valued. The discretization error will cause the so-called basis mismatch [14], resulting in the loss of sparsity of the signal under the discrete Fourier transform and consequently the degradation in recovery performance. In [29], Tang et al. exploit the sparsity of \( x \) in a continuous way via the atomic norm. They show that exact recovery with high probability can be established from \( O(r \log(r) \log(n)) \) random time domain samples, provided that the complex amplitudes of \( x \) have uniformly distributed random phases and the minimum wrap-around distance between its frequencies is at least \( 4/n \).

The methods developed in [13] and [29] utilize convex relaxation and are theoretically guaranteed to work. However, the common drawback of these otherwise very appealing convex optimization approaches is the high computational complexity of solving the equivalent semi-definite programming (SDP). In [6], Cai et al. develop a fast non-convex algorithm for low rank Hankel matrix completion by minimizing the distance between low rank matrices and Hankel matrices with partial known anti-diagonals. The proposed algorithm has been proved to be able to converge to a critical point of the cost function. An accelerated variant has also been developed in [6] using Nesterov’s memory technique as inspired by FISTA [1].
1.2 Notation and Organization of the Paper

The rest of the paper is organized as follows. We first summarize the notation used throughout this paper in the remainder of this section. The IHT and FIHT algorithms are presented at the beginning of Sec. 2, followed by the implementation details, theoretical recovery guarantees, extension to higher dimensions and connections to tight frame analysis sparsity in compressed sensing. Numerical evaluations in Sec. 3 demonstrate the efficiency of the proposed algorithms and their applicability for real applications. The proofs of the main results are presented in Sec. 4 and Sec. 5 concludes this paper with future research directions.

Throughout this paper, we denote vectors by bold lowercase letters and matrices by bold uppercase letters. Vectors and matrices are indexed starting with zero. The individual entries of vectors and matrices are denoted by normal font. For any matrix $Z$, $\|Z\|$, $\|Z\|_F$, $\|Z\|_\infty$ respectively denote its spectral norm, Frobenius norm, and the maximum magnitude of its entries respectively. The $i$-th row and $j$-th column of a matrix $Z$ are denoted by $Z^{(i,:)}$ and $Z^{(:,j)}$ respectively. The transpose of vectors and matrices is denoted by $z^T$ and $Z^T$, while their conjugate transpose is denoted by $z^*$ and $Z^*$. The inner product of two matrices is defined as $\langle Z_1, Z_2 \rangle = \text{trace}(Z_2^* Z_1)$, and the inner product of two vectors is given by $\langle z_1, z_2 \rangle = z_2^* z_1$. For a natural number $n$, we denote the set $\{0, \ldots, n-1\}$ by $[n]$.

Operators are denoted by calligraphic letters. In particular, $I$ denotes the identity operator and $\mathcal{H}$ denotes the Hankel operator which maps an $n$-dimensional vector to an $n_1 \times n_2$ Hankel matrix with $n_1 + n_2 = n + 1$. The ratio $c_s$ is defined as $c_s = \max\{\frac{n_1}{n_2}, \frac{n_2}{n_1}\}$. We denote the adjoint of $\mathcal{H}$ by $\mathcal{H}^*$, which is a linear operator from $n_1 \times n_2$ matrices to $n$-dimensional vectors. For any matrix $Z \in \mathbb{C}^{n_1 \times n_2}$, simple calculation reveals that $\mathcal{H}^* Z = \left\{ \sum_{i+j=a} Z_{ij} \right\}_{a=0}^{n-1}$. Define $D^2 = \mathcal{H}^* \mathcal{H}$. Then it is a diagonal operator from vectors to vectors of the form $D^2 z = \{w_a z_a\}_{a=0}^{n-1}$, where $w_a$ defined in (4) is the number of elements in $a$-th anti-diagonal of an $n_1 \times n_2$ matrix. The Moore-Penrose pseudoinverse of $\mathcal{H}$ is given by $\mathcal{H}^\dagger = D^{-2} \mathcal{H}^*$ which satisfies $\mathcal{H}^\dagger \mathcal{H} = I$. Finally, we use $C$ to denote a universal numerical constant whose value may change from line to line.

2 Algorithms and Theoretical Results

2.1 Algorithms

We present our first reconstruction algorithm in Alg. 1 which is an iterative hard thresholding algorithm for the following reformulation of (5),

$$
\min_z \langle z - x, \mathcal{P}_\Omega(z - x) \rangle \quad \text{subject to} \quad \text{rank}(\mathcal{H} z) = r.
$$

(6)

In each iteration of IHT, the current estimate $x_i$ is first updated along the gradient descent direction under the Wirtinger calculus with the stepsize $\rho^{-1} = \frac{2}{n}$. Then the Hankel matrix corresponding to the update is formed via the application of the linear operator $\mathcal{H}$, followed by an SVD truncation to its nearest rank $r$ approximation. The hard thresholding operator $T_r(\cdot)$ in Step 3 of Alg. 1 is defined as

$$
T_r(Z) = \sum_{k=1}^{r} \sigma_k u_k v_k^*, \quad \text{where} \quad Z = \sum_{k=1}^{\min(n_1, n_2)} \sigma_k u_k v_k^* \text{ is an SVD with } \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_{\min(n_1, n_2)}.
$$
Algorithm 1 Iterative Hard Thresholding (IHT)

Initialize $L_0$ and Set $x_0 = \mathcal{H}^\dagger L_0$

for $l = 0, 1, \cdots$ do

1. $g_l = \mathcal{P}_\Omega (x - x_l)$
2. $W_l = \mathcal{H}(x_l + p^{-1}g_l)$
3. $L_{l+1} = T_r(W_l)$
4. $x_{l+1} = \mathcal{H}^\dagger L_{l+1}$

end for

Algorithm 2 Fast Iterative Hard Thresholding (FIHT)

Initialize $L_0$ and Set $x_0 = \mathcal{H}^\dagger L_0$

for $l = 0, 1, \cdots$ do

1. $g_l = \mathcal{P}_\Omega (x - x_l)$
2. $W_l = \mathcal{P}_{S_l} \mathcal{H}(x_l + p^{-1}g_l)$
3. $L_{l+1} = T_r(W_l)$
4. $x_{l+1} = \mathcal{H}^\dagger L_{l+1}$

end for

Finally the new estimate $x_{l+1}$ is obtained via the application of $\mathcal{H}^\dagger$ on the low rank matrix $L_{l+1}$.

Empirically, IHT can achieve linear convergence rate as demonstrated in Sec. 3.2. However, it requires to compute the truncated SVD of an $n_1 \times n_2$ matrix in each iteration. Though there are fast SVD solvers \cite{21, 36}, it is still computationally expensive when $n (= n_1 + n_2 - 1)$ is large. To improve the computational efficiency we propose to project the Hankel matrix $\mathcal{H}(x_l + p^{-1}g_l)$ onto a low dimensional subspace $S_l$ before truncating it to the best rank $r$ approximation. The fast iterative hard thresholding algorithm equipped with an extra subspace projection step is presented in Alg. 2 where $\mathcal{P}_{S_l}(\cdot)$ denotes the projection of $n_1 \times n_2$ matrices onto the subspace $S_l$. Inspired by the Riemannian optimization algorithms for low rank matrix completion \cite{33–35}, $S_l$ is selected to be the direct sum of the column and row spaces of $L_l$,

$$S_l = \{ U_l B + C V_l^* \mid B \in \mathbb{C}^{r \times n_2}, \ C \in \mathbb{C}^{n_1 \times r} \}, \quad (7)$$

where $U_l \in \mathbb{C}^{n_1 \times r}$ and $V_l \in \mathbb{C}^{n_2 \times r}$ are the left and right singular vectors of $L_l$. The subspace $S_l$ defined in (7) can be geometrically interpreted as the tangent space of the embedded rank $r$ matrix manifold at $L_l$ \cite{33}. For any matrix $Z \in \mathbb{C}^{n_1 \times n_2}$, the projection of $Z$ onto $S_l$ is given by

$$\mathcal{P}_{S_l}(Z) = U_l U_l^* Z + Z V_l V_l^* - U_l U_l^* Z V_l V_l^*.$$

Iterative hard thresholding is a family of simple yet efficient algorithms for compressed sensing \cite{2–4, 17} and matrix completion \cite{18, 20, 30}, where in compressed sensing signals of interest are sparse and in matrix completion signals of interest are low rank. However, the signal of interest in this paper is neither sparse nor low rank itself, but instead the Hankel matrix corresponding to the signal is low rank. Therefore Algs. 1 and 2 alternate between the vector space and the matrix space and this alternating structure does not exist in typical iterative hard thresholding algorithms for compressed sensing and matrix completion.
2.2 Implementation and Computational Complexity

We focus on the implementation details of FIHT and show that the SVD of $W_l$ in the third step of Alg. 2 can be computed using $O(r^3)$ floating point operations (flops) owing to the low rank structure of the matrices in $S_l$. The implementation of IHT is similar to that of FIHT, except that the computation of the SVD of $W_l$ generally requires $O(n^3)$ flops.

Assume the rank $r$ matrix $L_l$ is stored by its SVD $L_l = U_l \Sigma_l V_l^*$ in each iteration. Then,

$$x_l = H^T L_l = D^{-2} H^* L_l = D^{-2} \sum_{k=1}^{r} \Sigma_{l,k}^2 H^* \left( U_l(:,k) \left( V_l(:,k) \right)^* \right),$$

where $H^* \left( U_l(:,k) \left( V_l(:,k) \right)^* \right)$ can be computed via fast convolution by noting that

$$\left[ H^* \left( U_l(:,k) \left( V_l(:,k) \right)^* \right) \right]_a = \sum_{i+j=a} U_l(i,k) V_l(j,k), \quad a = 0, \ldots, n-1.$$

Therefore computing the last step of Alg. 2 costs $O(rn \log(n))$ flops.

We distinguish two cases regarding to the computations of $W_l$ and its SVD.

Case 1: $n_1 \neq n_2$. Let $H_l = \mathcal{H}(x_l + p^{-1}g_l)$. The intermediate matrix $W_l$ is stored by the following decomposition

$$W_l = P_{S_l} H_l = U_l U_l^* H_l + H_l V_l V_l^* - U_l U_l^* H_l V_l V_l^* \equiv U_l U_l^* H_l + \underbrace{H_l V_l V_l^*}_{C \in \mathbb{C}^{r \times r}} \underbrace{X^* \in \mathbb{C}^{r \times a_2}}_{Y \in \mathbb{C}^{m_1 \times r}} \underbrace{(I - V_l V_l^*)}_{Y} \underbrace{H_l V_l V_l^*}_{Y}^*$$

$$= U_l C V_l^* + U_l X^* + Y V_l^*.$$

Note that $H_l^* U_l$ and $H_l V_l$ in $C$, $X$ and $Y$ can be computed using $r$ fast Hankel matrix-vector multiplications without forming $H_l$ explicitly, which requires $O(rn \log(n))$ flops. Therefore the total computational cost for computing $C$, $X$ and $Y$ is $O(r^2 n + r n \log(n))$ flops.

Let $X = Q_1 R_1$ and $Y = Q_2 R_2$ respectively be the QR factorizations of $X$ and $Y$. Then $Q_1 \perp V_l$, $Q_2 \perp U_l$ and $W_l$ can be rewritten as

$$W_l = U_l C V_l^* + U_l R_1^* Q_1^* + Q_2 R_2 V_l^* = \begin{bmatrix} U_l & Q_2 \end{bmatrix} \begin{bmatrix} C & R_1^* \\ R_2 & 0 \end{bmatrix} \begin{bmatrix} V_l \\ Q_1 \end{bmatrix}^*.$$

Suppose the SVD of the middle $2r \times 2r$ matrix is given by

$$\begin{bmatrix} C & R_1^* \\ R_2 & 0 \end{bmatrix} = U_c \Sigma_c V_c^*.$$

Then SVD of $W_l$ can be computed as

$$W_l = \left( \begin{bmatrix} U_l & Q_2 \end{bmatrix} U_c \right) \Sigma_c \left( \begin{bmatrix} V_l & Q_1 \end{bmatrix} V_c \right)^*.$$

Thus computing the SVD of $W_l$ requires $O(r^2 n + r^3)$ flops.
Case 2: \( n_1 = n_2 \). In this case, \( H_l \) is a square and symmetric matrix (but not Hermitian). Assume \( L_l \) is also symmetric which can be achieved when \( l = 0 \). Then \( L_l \) admits a Takagi factorization \( L_l = U_l \Sigma_l U_l^T \), which is also the SVD of \( L_l \). So

\[
W_l = P_{S_l} (H_l) = U_l U_l^* H_l + H_l U_l^* U_l^T - U_l U_l^* H_l U_l^T
\]

\[
= U_l \left[ \sum_{C \in C^{r \times r}} \sum_{X^T \in C^{r \times n_1}} U_l^T C X^T + U_l^T H_l (I - U_l^* U_l) + (I - U_l^* U_l) H_l U_l^T \right]
\]

\[
= U_l C U_l^T + U_l X^T + X U_l^T
\]

is also a symmetric matrix and nearly half of the computational costs will be saved compared with the non-square case.

Let \( X = QR \) be the QR factorization of \( X \). Then \( Q \perp U \) and

\[
\begin{align*}
W_l &= U_l C U_l^T + U_l R^T Q^T + Q R U_l^T
\end{align*}
\]

This, together with the Takagi factorization (also the SVD) of the middle \( 2r \times 2r \) matrix

\[
\begin{bmatrix}
C & R^T \\
R & 0
\end{bmatrix}
\]

gives the Takagi factorization (also the SVD) of \( W_l \)

\[
W_l = (\begin{bmatrix} U_l & Q \end{bmatrix} \Sigma_c \begin{bmatrix} U_l & Q \end{bmatrix}^T)
\]

Moreover, \( L_{l+1} \) remains symmetric and admits a Takagi factorization as the best rank \( r \) approximation of \( W_l \).

In summary, the leading order per iteration computational cost of FIHT is \( O(r^2 n + r n \log(n) + r^3) \) flops, which can be further reduced by exploring the symmetric structure of matrices when \( n_1 = n_2 \). In addition, the largest matrices that need to be stored are the singular vector matrices of \( W_l \). Therefore, FIHT requires only \( O(r n) \) memory.

### 2.3 Initializations and Recovery Guarantees

In this section, we present theoretical recovery guarantees for FIHT (Alg. 2). The guarantee analysis relies on restricted isometry properties of \( P_\Omega \) which cannot be established for IHT (Alg. 1). Moreover, numerical simulations in Sec. 3 suggest that while FIHT and IHT both have linear convergence rate, FIHT can be sufficiently faster due to the low per iteration computational cost.

Let \( \Omega = \{a_k \mid k = 1, \ldots, m\} \). We consider the sampling with replacement model for \( \Omega \); that is each index \( a_k \) is drawn independently and uniformly from \( \{0, \ldots, n - 1\} \). Recall that we use \( P_\Omega (\cdot) \) to represent the projection of vectors onto a subset of the canonical basis of \( C^n \), i.e.,

\[
P_\Omega (z) = \sum_{k=1}^{m} \langle z, e_{a_k} \rangle e_{a_k}, \quad \forall z \in C^n
\]

as well as the projection of matrices onto a subset of an orthonormal basis of Hankel matrices, i.e.,

\[
P_\Omega (Z) = \sum_{k=1}^{m} \langle Z, H_{a_k} \rangle H_{a_k}, \quad \forall Z \in C^{n_1 \times n_2}
\]
since they are corresponding to each other and the context will make their distinction clear. The key insight in matrix completion suggests that in order to achieve successful low rank Hankel matrix completion, it requires the singular vectors of the underlying Hankel matrix \( Hx \) are not aligned with the orthonormal basis \( \{ H_a \}_{a=0}^{n-1} \). This can be guaranteed if the smallest singular values of the left matrix \( E_L \) and the right matrix \( E_R \) in the Vandermonde decomposition of \( Hx \) are bounded away from zero.

**Definition 1.** The rank \( r \) Hankel matrix \( Hx \) with the Vandermonde decomposition \( Hx = E_LDE_R^T \) is said to be \( \mu_0 \)-incoherent if there exists a numerical constant \( \mu_0 > 0 \) such that

\[
\sigma_{\min}(E_L^*E_L) \geq \frac{n_1}{\mu_0}, \quad \sigma_{\min}(E_R^*E_R) \geq \frac{n_2}{\mu_0}.
\]

This incoherence property was introduced in [22, Thm. 2] and is crucial to our proofs. Moreover we know from [22, Thm. 2] that, in the undamping case, if the minimum wrap-around distance between the frequencies is greater than about \( \frac{2}{n} \), this property can be satisfied. Let \( Hx = U \Sigma V^* \) be the reduced SVD of \( Hx \) and \( P_U(\cdot) \) and \( P_V(\cdot) \) respectively be the orthogonal projections onto the subspaces spanned by \( U \) and \( V \). The following lemma follows directly from Def. 1.

**Lemma 1.** Let \( Hx = U \Sigma V^* = E_LDE_R^T \). Assume \( Hx \) is \( \mu_0 \) incoherent and define \( c_s = \max\left\{ \frac{n_1}{n_2}, \frac{n_2}{n_1} \right\} \). Then

\[
\left\| U^{(i,:)} \right\|^2_F \leq \frac{\mu_0 c_s r}{n}, \quad \left\| V^{(j,:)} \right\|^2_F \leq \frac{\mu_0 c_s r}{n},
\]

(8)

\[
\left\| P_U(H_a) \right\|^2_F \leq \frac{\mu_0 r}{n_1}, \quad \left\| P_V(H_a) \right\|^2_F \leq \frac{\mu_0 r}{n_2},
\]

(9)

**Proof.** The proof of (9) can be found in [13]. We include the proof here to be self-contained. We only prove the left inequalities of (8) and (9) as the right ones can be similarly established. Since \( U \in \mathbb{C}^{n_1 \times r} \) and \( E_l \in \mathbb{C}^{n_1 \times r} \) spans the same subspace and \( U \) is orthogonal, there exists an orthonormal matrix \( Q \in \mathbb{C}^{r \times r} \) such that \( U = E_L(E_L^*E_L)^{-1/2}Q \). So

\[
\left\| U^{(i,:)} \right\|^2 = \left\| e_i^* E_L(E_L^*E_L)^{-1/2} \right\|^2 \leq \left\| e_i^* E_L \right\|^2 \left\| (E_L^*E_L)^{-1} \right\| \leq \frac{\mu_0 r}{n_1} \leq \frac{\mu_0 c_s r}{n}
\]

and

\[
\left\| P_U(H_a) \right\|^2 = \left\| UU^* H_a \right\|^2 = \left\| E_L(E_L^*E_L)^{-1} E_L^* H_a \right\|^2 \leq \frac{\left\| E_L^* H_a \right\|^2}{\sigma_{\min}(E_L^*E_L)} \leq \frac{\mu_0 r}{n_1} \leq \frac{\mu_0 c_s r}{n},
\]

where we have used the fact that \( H_a \) only has \( w_a \) nonzero entries of magnitude \( 1/\sqrt{w_a} \) in its \( a \)-th anti-diagonal and the magnitudes of the entries of \( E_L \) is bounded above by one for both the damped and undamped case. \( \square \)

As is typical in non-convex optimization, the theoretical recovery guarantees of FIHT are closely related to the initial guess. We will discuss two initialization strategies and the corresponding recovery guarantees for FIHT. The proofs of the lemmas and theorems in Secs. 2.3.1 and 2.3.2 will be provided in Sec. [4]
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2.3.1 Initialization via One Step Hard Thresholding

Our first initial guess is $L_0 = p^{-1} T_r(\mathcal{H}\mathcal{P}_\Omega(x))$, which is obtained by truncating the Hankel matrix constructed from the observed entries of $x$. The following lemma which is of independent interest bounds the deviation of $L_0$ from $\mathcal{H}x$.

**Lemma 2.** Assume $\mathcal{H}x$ is $\mu_0$-incoherent. Then there exists a universal constant $C > 0$ such that

$$
\|L_0 - \mathcal{H}x\| \leq C \sqrt{\frac{\mu_0 c_s r \log(n)}{m}} \|\mathcal{H}x\|
$$

with probability at least $1 - n^{-2}$.

It follows from Lem. 2 that, if $m$ is sufficiently large and in the order of $r \log(n)$, the spectral norm distance between $L_0$ and $\mathcal{H}x$ can be less than any arbitrarily small constant. The following theoretical recovery guarantee can be established for FIHT based on this lemma.

**Theorem 1** (Guarantee I). Assume $\mathcal{H}x$ is $\mu_0$-incoherent. Let $0 < \varepsilon_0 < \frac{1}{10}$ be a numerical constant and $\nu = 10\varepsilon_0 < 1$. Then with probability at least $1 - 3n^{-2}$, the iterates generated by FIHT (Alg. 2) with the initial guess $L_0 = p^{-1} T_r(\mathcal{H}\mathcal{P}_\Omega(x))$ satisfy

$$
\|x_t - x\| \leq \nu^t \|L_0 - \mathcal{H}x\|_F,
$$

provided

$$
m \geq C \max \left\{ \varepsilon_0^{-2} \mu_0 c_s, (1 + \varepsilon_0) \varepsilon_0^{-1} \mu_0^{1/2} c_s^{1/2} \right\} \kappa n^{1/2} \log^{3/2}(n)
$$

for some universal constant $C > 0$, where $\kappa = \frac{\sigma_{\max}(\mathcal{H}x)}{\sigma_{\min}(\mathcal{H}x)}$ denotes the condition number of $\mathcal{H}x$.

**Remark 1.** Since $\mathcal{H}x = E_L D E_R^T$, we have

$$
\kappa \leq \frac{\sigma_{\max}(E_L)}{\sigma_{\min}(E_L)} \cdot \max_k |d_k| \cdot \frac{\sigma_{\max}(E_R)}{\sigma_{\min}(E_R)}.
$$

It follows from [22, Thm. 2] that $\sigma_{\max}(E_L)$ (resp. $\sigma_{\max}(E_R)$) and $\sigma_{\min}(E_L)$ (resp. $\sigma_{\min}(E_R)$) are both proportional to $\sqrt{n_1}$ (resp. $\sqrt{n_2}$) when the frequencies of $x$ are well separated. Thus the condition number of $\mathcal{H}x$ is essentially proportional to the dynamical range $\max_k |d_k|/\min_k |d_k|$.

Since the number of measurements required in Thm. 1 is proportional to $c_s = \max \left\{ \frac{n_1}{n_1}, \frac{n_2}{n_2} \right\}$ and $n_1 + n_2 - 1 = n$, it makes sense to construct a nearly square Hankel matrix to recover spectrally sparse signals via low rank Hankel matrix completion.

2.3.2 Initialization via Resampling and Trimming

The sampling complexity in Thm. 1 depends on $\sqrt{n}$ which is no desirable since the degrees of freedom in a spectrally sparse signal is only proportional to $r$. To eliminate the dependence on $\sqrt{n}$, we investigate another initialization procedure which is described in Alg. 3.

Algorithm 3 begins with partitioning the sampling set $\Omega$ into $L + 1$ disjoint subsets. In each iteration, the new estimate is obtained via an application of FIHT on the new sampling set followed by the trimming procedure. The use of a fresh sampling set in each iteration breaks the dependence between the last estimate and the sampling set, while the trimming procedure ensures that the estimate remains an $\mu_0$-incoherent matrix after each iteration. The following lemma provides an estimation of the approximation accuracy of the initial guess returned by Alg. 3.
Algorithm 3 Initialization via Resampled FIHT and Trimming

Partition \( \Omega \) into \( L + 1 \) disjoint sets \( \Omega_0, \ldots, \Omega_L \) of equal size \( \tilde{m} \), let \( \hat{p} = \frac{m}{n} \).

Set \( \tilde{L}_0 = \hat{T}_n (\tilde{p}^{-1} \mathcal{H} \mathcal{P}_{\Omega_0} (x)) \).

for \( l = 0, \ldots, L - 1 \) do
  1. \( \tilde{L}_l = \text{Trim}_{\mu_0} (\tilde{L}_l) \)
  2. \( \hat{x}_l = \mathcal{H}^\dagger \tilde{L}_l \)
  3. \( L_{l+1} = \mathcal{T}_n \mathcal{P}_{\tilde{S}_l} \mathcal{H} (\hat{x}_l + \tilde{p}^{-1} \mathcal{P}_{\Omega_{l+1}} (x - \tilde{x}_l)) \)
end for

Algorithm 4 Trim\( _\mu \)

Input: \( \tilde{L}_{l+1} = \tilde{U}_{l+1} \tilde{\Sigma}_{l+1} \tilde{V}_{l+1}^* \)
Output: \( \tilde{A}_{l+1} = \tilde{A}_{l+1} \tilde{\Sigma}_{l+1} \tilde{B}_{l+1}^* \), where

\[
\tilde{A}_{l+1}^{(i,:)} = \frac{\tilde{U}_{l+1}^{(i,:)}}{\| \tilde{U}_{l+1}^{(i,:)} \|} \min \left\{ \frac{\| \tilde{U}_{l+1}^{(i,:)} \|}{\sqrt{\frac{\mu_c r}{n}}}, \frac{\| \tilde{V}_{l+1}^{(i,:)} \|}{\sqrt{\frac{\mu_c r}{n}}} \right\}
\]

\[
\tilde{B}_{l+1}^{(i,:)} = \frac{\tilde{V}_{l+1}^{(i,:)}}{\| \tilde{V}_{l+1}^{(i,:)} \|} \min \left\{ \frac{\| \tilde{V}_{l+1}^{(i,:)} \|}{\sqrt{\frac{\mu_c r}{n}}}, \frac{\| \tilde{U}_{l+1}^{(i,:)} \|}{\sqrt{\frac{\mu_c r}{n}}} \right\}
\]

Lemma 3. Assume \( \mathcal{H} x \) is \( \mu_0 \)-incoherent. Then with probability at least \( 1 - (2L+1)n^{-2} \), the output of Alg. 3 satisfies

\[
\| \tilde{L}_L - \mathcal{H} x \|_F \leq \left( \frac{5}{6} \right)^L \frac{\sigma_{\min} (\mathcal{H} x)}{256 \kappa^2}
\]

provided \( \tilde{m} \geq C \mu_0 c \kappa^{6} r^2 \log(n) \) for some universal constant \( C > 0 \).

We can obtain the following recovery guarantee for FIHT with \( L_0 \) being the output of Alg. 3.

Theorem 2 (Guarantee II). Assume \( \mathcal{H} x \) is \( \mu_0 \)-incoherent. Let \( 0 < \varepsilon_0 < \frac{1}{10} \) and \( L = \left\lceil 6 \log \left( \frac{\sqrt{n} \log(n)}{16 \varepsilon_0} \right) \right\rceil \).
Define \( \nu = 10 \varepsilon_0 < 1 \). Then with probability at least \( 1 - (2L + 3) n^{-2} \), the iterates generated by FIHT (Alg. 4) with \( L_0 = \tilde{L}_L \) (the output of Alg. 3) satisfies

\[
\| x_t - x \| \leq \nu^t \| L_0 - \mathcal{H} x \|_F,
\]

provided

\[
m \geq C \mu_0 c \kappa^{6} r^2 \log(n) \log \left( \frac{\sqrt{n} \log(n)}{16 \varepsilon_0} \right)
\]

for some universal constant \( C > 0 \).

2.4 Spectrally Sparse Signal Reconstruction in Higher Dimensions

Our results can be extended to higher dimensions based on the Hankel structures of multi-dimensional spectrally sparse signals. For concreteness, we discuss the three-dimensional setting but emphasize that the situation in general \( d \) dimensions is similar. A 3-dimensional array \( X \in \mathbb{C}^{N_1 \times N_2 \times N_3} \) is spectrally sparse if

\[
X (l_1, l_2, l_3) = \sum_{k=1}^r d_k y_k^l z_k^l w_k^l, \quad \forall \ (l_1, l_2, l_3) \in [N_1] \times [N_2] \times [N_3]
\]
with
\[ y_k = \exp(2\pi i f_{1k} - \tau_{1k}), \quad z_k = \exp(2\pi i f_{2k} - \tau_{2k}), \quad \text{and} \quad w_k = \exp(2\pi i f_{3k} - \tau_{3k}) \]
for some frequency triples \( f_k = (f_{1k}, f_{2k}, f_{3k}) \in [0, 1)^3 \) and damping factor triples \( \tau_k = (\tau_{1k}, \tau_{2k}, \tau_{3k}) \in \mathbb{R}_+^3 \). Let \( \Omega = \{(a_1, a_2, a_3) \in [N_1] \times [N_2] \times [N_3]\} \) be the set of indices for the known entries of \( X \). The problem is to reconstruct \( X \) from the partial known entries \( \mathcal{P}_\Omega(X) \), which can be attempted by exploring the low rank Hankel structures as in one dimension.

The Hankel matrix corresponding to \( X \) can be constructed recursively as follows
\[
\mathcal{H} X = \begin{bmatrix}
\mathcal{H} X(:, :, 0) & \mathcal{H} X(:, :, 1) & \cdots & \mathcal{H} X(:, :, N_3 - n_3)
\mathcal{H} X(:, :, 1) & \mathcal{H} X(:, :, 2) & \cdots & \mathcal{H} X(:, :, N_3 - n_3 + 1)
\vdots & \vdots & \ddots & \vdots
\mathcal{H} X(:, :, n_3 - 1) & \mathcal{H} X(:, :, n_3) & \cdots & \mathcal{H} X(:, :, N_3 - n_3 - 1)
\end{bmatrix},
\]
where \( X(:, :, l_3) \), \( 0 \leq l_3 < N_3 \) is the \( l_3 \)-th slice of \( X \) and
\[
\mathcal{H} X(:, :, l_3) = \begin{bmatrix}
\mathcal{H} X(:, 0, l_3) & \mathcal{H} X(:, 1, l_3) & \cdots & \mathcal{H} X(:, N_2 - n_2, l_3)
\mathcal{H} X(:, 1, l_3) & \mathcal{H} X(:, 2, l_3) & \cdots & \mathcal{H} X(:, N_2 - n_2 + 1, l_3)
\vdots & \vdots & \ddots & \vdots
\mathcal{H} X(:, n_2 - 1, l_3) & \mathcal{H} X(:, n_2, l_3) & \cdots & \mathcal{H} X(:, N_2 - 1, l_3)
\end{bmatrix}.
\]
An explicit formula for \( \mathcal{H} X \) is given by
\[
[\mathcal{H} X]_{ij} = X(l_1, l_2, l_3),
\]
where
\[
i = i_1 + i_2 \cdot n_1 + i_3 \cdot n_1 n_2,
\]
\[
j = j_1 + j_2 \cdot (N_1 - n_1 + 1) + j_3 \cdot (N_1 - n_1 + 1)(N_2 - n_2 + 1),
\]
\[
l_k = i_k + j_k, \quad 1 \leq k \leq 3.
\]
There also exists a Vandermonde decomposition of \( \mathcal{H} X \) of the form \( \mathcal{H} X = E_L \mathbf{D} E_R^T \), where the \( k \)-th columns (1 \leq k \leq r) of \( E_L \) and \( E_R \) are given by
\[
E^{(i,k)}_L = \left\{ y_k^i z_k^j w_k^l \cdot (l_1, l_2, l_3) \in [n_1] \times [n_2] \times [n_3] \right\},
\]
\[
E^{(i,k)}_R = \left\{ y_k^i z_k^j w_k^l \cdot (l_1, l_2, l_3) \in [N_1 - n_1 + 1] \times [N_2 - n_2 + 1] \times [N_3 - n_3 + 1] \right\},
\]
and \( \mathbf{D} = \text{diag}(d_1, \cdots, d_r) \) is a diagonal matrix. Therefore \( \mathcal{H} X \) is still a rank \( r \) matrix for high-dimensional arrays. To reconstruct \( X \), we seek a three-dimensional array that best fits the measurements and meanwhile corresponds to a rank \( r \) Hankel matrix
\[
\min_{Z \in \mathbb{C}^{N_1 \times N_2 \times N_3}} \langle Z - X, \mathcal{P}_\Omega(Z - X) \rangle \quad \text{subject to} \quad \text{rank}(\mathcal{H} Z) = r. \tag{10}
\]
The IHT (Alg. 1) and FIHT (Alg. 2) algorithms can be easily adapted for (10), with fast implementations for Hankel matrix-vector multiplications and the application of \( \mathcal{H}^* \). Moreover, it can be established that \( O(r^2 \log^2(n)) \) \((n = N_1 N_2 N_3)\) number of measurements are sufficient for FIHT with resampling initialization to be able to reliably reconstruct spectrally sparse signals based on a similar incoherence notion for \( E_L \) and \( E_R \). The details will be omitted for conciseness.
2.5 Connections to Tight Frame Analysis Sparsity in Compressed Sensing

In its simplest form, compressed sensing \[11,16\] is about recovering a sparse vector from a number of linear measurements that is less than the length of the vector. Let \( x \in \mathbb{C}^n \) be a vector with only \( k \) nonzero entries and \( A \in \mathbb{C}^{m \times n} \) be a measurement matrix from which we obtain \( m \leq n \) measurements \( b = Ax \). Then compressed sensing attempts to recover \( x \) by finding a sparse vector that fits the measurements as well as possible

\[
\min_z \| Az - b \|^2 \quad \text{subject to} \quad \| z \|_0 = k,
\]

where \( \| z \|_0 \) counts the number of nonzero entries in \( z \). The simplest iterative hard thresholding algorithm for the compressed sensing problem is

\[
z_{l+1} = T_k(z_l + \alpha A^*(b - Az_l)),
\]

where \( \alpha \) is the line search stepsize and \( T_k \) denotes the hard thresholding operator which set all but the first \( k \) largest magnitude entries of a vector to zero. Theoretical recovery guarantees for (12) and its variants can be established in items of the restricted isometry property of the measurement matrix \( A \) \[2–4, 17\].

However, in many real applications of interest, the unknown vectors are not sparse, but instead they are sparse under some linear transforms. For instance, though most of the natural images are not sparse, they are usually sparse under a class of wavelet or framelet transforms. For simplicity, we consider the tight frame analysis sparsity model which arises from a wide range of signal and image processing problems, see \[5, 8, 15\] and references therein. Let \( W \in \mathbb{C}^{d \times n} \) be a tight frame transform matrix which satisfies \( W^T W = I \). The tight frame analysis sparsity model assumes \( W x \) is a sparse vector with only \( k \) nonzero entries; that is \( \| W x \|_0 = k \) with \( k \ll n \). Then the compressed sensing problem under this assumption attempts to recover \( x \) by seeking an analysis sparse vector which best fits the measurements

\[
\min_z \| Az - b \|^2 \quad \text{subject to} \quad \| W z \|_0 = k.
\]

An iterative hard thresholding algorithm can be developed for (13) as follows by replacing \( T_k(\cdot) \) in (12) with a composite hard thresholding operator \( W^T T_k W(\cdot) \),

\[
z_{l+1} = W^T T_k W(z_l + \alpha A^*(b - Az_l)).
\]

The wavelet frame shrinkage operator \( W^T T_k W(\cdot) \) has been widely used in signal and image processing based on wavelet frame transforms, where \( T_k(\cdot) \) can also be the soft thresholding operator or other more complicated shrinkage operators; and (14) is typically referred to as the iterative wavelet frame shrinkage algorithm \[12, 15\].

There is a natural parallelization between the compressed sensing problem under the tight frame analysis sparsity model (13) and the spectrally sparse signal reconstruction problem via low rank Hankel matrix completion (6). In both problems, the vectors to be reconstructed are not simple in the signal domain but simple in the transform domain. Therefore, in the iterative hard thresholding algorithms for these two problems the simple hard thresholding operators need to be replaced by the composite hard thresholding operators which first thresholding the vector in the transform domain and then synthesize the vector via the inverse transforms. A detailed comparison has been summarized in Tab. 1.
Table 1: Parallelism between tight frame analysis sparsity in compressed sensing (13) and low rank Hankel matrix completion in spectrally sparse signal reconstruction (6).

|   | (13)                                                                 | (6)                                                                 |
|---|-----------------------------------------------------------------------|----------------------------------------------------------------------|
|   | (a) $x$ is not sparse                                                  | (a) $x$ is not low rank                                              |
|   | (b) $Wx$ is sparse, with $W^TW = I$                                    | (b) $Hx$ is low rank, with $H^TH = I$                                |
|   | (c) wavelet frame shrinkage $W^T\mathcal{T}_k W(\cdot)$ in (14)       | (c) low rank Hankel matrix thresholding                              |
|   |                                                                       | • $H^T\mathcal{T}_k H(\cdot)$ in Alg. 1                              |
|   |                                                                       | • $H^T\mathcal{T}_k P_S H(\cdot)$ in Alg. 2                         |

3 Numerical Experiments

In this section, we conduct numerical experiments to evaluate the performance of IHT and FIHT. The experiments are executed from Matlab 2014a on a MacBook Pro with a 2.7GHz dual-core Intel i5 CPU and 8 GB memory, and the algorithms are evaluated against successful recovery rates, computational efficiency, robustness and capability of handling high-dimensional data. We initialize IHT and FIHT using one step hard thresholding computed via the PROPACK package [21] rather than the resampled FIHT (Alg. 3), as the former one has already shown very good performance and preliminary numerical results didn’t present dramatic difference between those two initialization procedures for our simulations.

3.1 Empirical Phase Transition

We investigate the recovery rates of IHT and FIHT in the framework of phase transition and compare them with EMaC [13] and ANM [29]. IHT and FIHT are terminated if the relative residual $\|P_\Omega(x_{rec}) - P_\Omega(x)\|_2/\|P_\Omega(x)\|_2$ falls below $10^{-4}$ or 500 number of iterations are reached. ANM and EMaC are implemented using CVX [19] with default parameters. The spectrally sparse signals of length $n$ with $r$ frequency components are formed in the following way: each frequency $f_k$ is uniformly sampled from $[0, 1)$, and the argument of each complex coefficient $d_k$ is uniformly sampled from $[0, 2\pi)$ while the amplitude is selected to be $1 + 10^{0.5c_k}$ with $c_k$ being uniformly distributed on $[0, 1]$. Then $m$ entries of the test signals are sampled uniformly at random. For a given triple $(n, r, m)$, 50 random tests are conducted. We consider an algorithm to have successfully reconstructed a test signal if $\|x_{rec} - x\|_2/\|x\| \leq 10^{-3}$. The tests are conducted with $n = 127$ and $p = m/n$ taking 18 equispaced values from 0.1 to 0.95. For a fixed pair of $(n, m)$, we start with $r = 1$ and then increase it by one until it reaches a value such that the tested algorithm fails all the 50 random tests.

The empirical phase transitions for the four tested algorithms ANM, EMaC, IHT and FIHT are presented in Fig. 1 where white color indicates that the algorithm can recover all of the 50 random test signals and on the other hand black color indicates the algorithm fails to recover each of the randomly generated signals. The top four plots of the figure present the recovery phase transitions where no separation of the frequencies is imposed, while the bottom four plots presents the recovery phase transitions where the wrap-around distances between the randomly drawn frequencies are greater than $1.5/n$. First the figure shows that IHT and FIHT have similar
Figure 1: Phase transition comparisons: x-axis is $p = m/n$ and y-axis is $r$. Top: no restriction on frequencies of test signals; Bottom: wrap-around distances between frequencies is at least $1.5/n$.

empirical phase transitions for signals both with and without frequency separation. When the frequencies of test signals are separated, the phase transitions of IHT and FIHT are slightly lower than that of ANM, but higher than that of EMaC. The performance of ANM degrades severely when the frequencies of test signals are not sufficiently separated, while IHT and FIHT can still achieve good performance. The recovery phase transitions of EMaC seem to be irrelevant to the separation of frequencies.

3.2 Computational Efficiency

In this section, we compare IHT and FIHT with PWGD on computational time. PWGD is an alternating projection algorithm which has been reported to be superior to ANM and EMaC in terms of computational efficiency [6]. In particular, we compare IHT and FIHT with an accelerated variant of PWGD based on Nesterov’s memory technique. In our experiments, PWGD is also initialized via one step hard thresholding and the parameters are tuned as suggested in [6]. The algorithms are tested with $n \in \{3999, 7999\}$, $r \in \{15, 30\}$ and $m \in \{800, 1200\}$ and they are terminated whenever $\|x_{l+1} - x_l\|_2/\|x_l\|_2$ is less than $10^{-5}$. For each triple $(n, r, m)$, we run the algorithms on 10 randomly generated problem instances where the signals are formed in the same way as in Sec. 3.1. The average computational time and average number of iterations for each tested algorithm are presented in Tab. 2. The table shows that it takes almost the same number of iterations for IHT and FIHT to converge below the given tolerance, but FIHT requires about $1/3$ less computational time due to low per iteration computational complexity. Moreover, both IHT and FIHT are significantly faster than PWGD.
Table 2: Average computational time (seconds) and average number of iterations of PWGD, IHT and FIHT over 10 random problem instances per \((n, r, m)\) for \(n \in \{3999, 7999\}\), \(r \in \{15, 30\}\) and \(m \in \{800, 1200\}\).

|      | \(n=3999\) |       |      | \(n=7999\) |       |      |
|------|-------------|-------|-------|-------------|-------|-------|
|      | rel.err iter time | rel.err iter time | rel.err iter time | rel.err iter time |
|      | 800 | 1200 | 800 | 1200 |
| PWGD | 9e-6 | 55 | 6.28 | 7.4e-6 | 35 | 3.92 | 9.4e-6 | 71 | 16.88 | 9e-6 | 42 | 9.99 |
| IHT  | 7.2e-6 | 12 | 1.18 | 4.9e-6 | 9 | 0.89 | 7.8e-6 | 19 | 3.71 | 6.6e-6 | 13 | 2.54 |
| FIHT | 6.1e-6 | 12 | 0.70 | 6.2e-6 | 9 | 0.53 | 6.8e-6 | 19 | 1.98 | 6.9e-6 | 12 | 1.41 |

3.3 Robustness to Additive Noise

We demonstrate the performance of IHT and FIHT under additive noise by conducting tests with the measurements corrupted by the vector

\[ e = \sigma \cdot \|P_\Omega(x)\|_2 \cdot \frac{w}{\|w\|_2}, \]

where \(x\) is the random signal to be reconstructed, the entries of \(w\) are i.i.d. standard Gaussian random variables and \(\sigma\) is referred to as the noise level.

Tests are conducted with 9 different values of \(\sigma\) from \(10^{-4}\) to 1, corresponding to 9 equispaced signal-to-noise ratios (SNR) from 80 to 0 dB. For each \(\sigma\), 10 random problem instances are tested and the algorithms are terminated when \(\|x_{l+1} - x_i\|_2/\|x_i\|_2 < 10^{-5}\). The average relative reconstruction error in dB plotted against the SNR is presented in Fig. 3.3 for IHT and FIHT. The figure clearly shows the desirable linear scaling between the noise levels and the relative reconstruction errors for both IHT and FIHT. It can be further observed that the reconstruction error decreases as the number of measurements increases for both algorithms.

3.4 A 3D Example

To explore the capability of FIHT on handling large data, we conduct tests on a 3D damped signal with \(n = N_1 \times N_2 \times N_3 = 31 \times 31 \times 511 = 491071\), \(r = 10\) and \(m = 19642\) (about 4% of \(n\)). The signal is constructed to simulate real data from Nuclear Magnetic Resonance (NMR) spectroscopy. In this experiment, FIHT is terminated when \(\|x_{l+1} - x_i\|_2/\|x_i\|_2 < 10^{-5}\). It takes FIHT 39 iterations and 1554 seconds to converge below the tolerance with the relative reconstruction error being \(3.95 \times 10^{-6}\).

To visualize the reconstruction result, we randomly pick a slice of the 3D signal and plot the amplitudes of sampled and reconstructed entries on this slice in Fig. 3. The differences between each entry of the original and reconstructed signals on the same slice is plotted in Fig. 4, which shows
that the reconstruction is very accurate. Furthermore, the plots in Fig. 5 compare the projection spectra of the original signal and the reconstructed one, which is obtained by first taking the Fourier transform of the 3D signal and then sum the spectrum along the third dimension.

Figure 3: Samples (Left) on the slice with $N_3 = 491$ and its reconstruction (Right).

4 Proofs

This section presents the proofs for the theoretical results in Sec. 2.3. We first introduce several new variables and notation. Recall that $\mathcal{H}$ is a Hankel operator which maps a vector to a Hankel matrix and $\mathcal{H}^*$ is the adjoint of $\mathcal{H}$. Moreover, $\mathcal{D}^2 = \mathcal{H}^* \mathcal{H} = \text{diag}(w_0, \ldots, w_{n-1})$ is a diagonal operator which multiply the $a$-th entry of a vector by the number of elements in the $a$-th anti-diagonal of the corresponding Hankel matrix. Recall that $\{\mathcal{H}_a\}_{a=0}^{n-1} \subset \mathbb{C}^{n_1 \times n_2}$ forms an orthonormal basis for all the $n_1 \times n_2$ Hankel matrices with $n_1 + n_2 = n + 1$.

Define $\mathcal{G} = \mathcal{H} \mathcal{D}^{-1}$. Then the adjoint of $\mathcal{G}$ is given by $\mathcal{G}^* = \mathcal{D}^{-1} \mathcal{H}^*$. It can be easily verified that $\mathcal{G}$ and $\mathcal{G}^*$ have the following properties:

- $\mathcal{G}^* \mathcal{G} = \mathcal{I}$, $\|\mathcal{G}\| \leq 1$, and $\|\mathcal{G}^*\| \leq 1$;
Figure 4: Real (Left) and imaginary (Right) parts of reconstruction errors for each entry on the slice with $N_3 = 491$.

Figure 5: Projection spectra of the original signal (Left) and its reconstruction (Right).

\begin{itemize}
  \item $Gz = \sum_{a=0}^{n-1} z_a H_a$, $\forall z \in \mathbb{C}^n$;
  \item $G^* Z = \{ \langle Z, H_a \rangle \}_{a=0}^{n-1}$, $\forall Z \in \mathbb{C}^{n_1 \times n_2}$.
\end{itemize}

Notice that the iteration of FIHT (Alg. 2) can be written in a compact form
\begin{equation}
  x_{l+1} = H^\dagger T_r P_S H(x_l + p^{-1} P_\Omega (x - x_l)).
\end{equation}

So if we define $y = D x$ and $y_l = D x_l$, the following iteration can be established for $y_l$
\begin{equation}
  y_{l+1} = G^* T_r P_S G (y_l + p^{-1} P_\Omega (y - y_l))
\end{equation}
since $P_\Omega$ and $D^{-1}$ commute with each other. For ease of exposition, we will prove the lemmas and theorems in Sec. 2.3 in terms of $y_l$ and $y$ but note that the results in terms of $x_l$ and $x$ follow immediately since $H x = G y$ and
\begin{equation}
  \|x_l - x\| = \|D^{-1}(y_l - y)\| \leq \|y_l - y\|.
\end{equation}
The following supplementary results from the literature but using our notation will be used repeatedly in the proofs of the main results.

**Lemma 4** ([26, Proposition 3.3]). Under the sampling with replacement model, the maximum number of repetitions of any entry in $\Omega$ is less than $8 \log(n)$ with probability at least $1 - n^{-2}$ provided $n \geq 9$.

**Lemma 5** ([13, Lemma 3]). Let $U \in \mathbb{C}^{n_1 \times r}$ and $V \in \mathbb{C}^{n_2 \times r}$ be two orthogonal matrices which satisfy
\[
\|P_U(H_a)\|_F^2 \leq \frac{\mu c_s r}{n} \quad \text{and} \quad \|P_V(H_a)\|_F^2 \leq \frac{\mu c_s r}{n}.
\]

Let $S$ be the subspace defined in (7). Then
\[
\|P_S G^* P_S - P^{-1}_S G \Omega P_S\| \leq \sqrt{\frac{32 \mu c_s r \log(n)}{m}}
\]
(18)
holds with probability at least $1 - n^{-2}$ provided that
\[
m \geq 32 \mu c_s r \log(n).
\]

**Lemma 6** ([35, Lemma 4.1]). Let $L_l = U_l \Sigma_l V_l^*$ be another rank $r$ matrix and $S_l$ be the tangent space of the rank $r$ matrix manifold at $L_l$ as defined in (7). Then
\[
\|(I - P_{S_l})(L_l - G y)\|_F \leq \frac{\|L_l - G y\|_F^2}{\sigma_{\min}(G y)}, \quad \|P_{S_l} - P_S\| \leq \frac{2\|L_l - G y\|_F}{\sigma_{\min}(G y)}.
\]

**Lemma 7** ([31, Theorem 1.6]). Consider a finite sequence $\{Z_k\}$ of independent, random matrices with dimensions $d_1 \times d_2$. Assume that each random matrix satisfies
\[
E(Z_k) = 0 \quad \text{and} \quad \|Z_k\| \leq R \quad \text{almost surely.}
\]
Define
\[
\sigma^2 := \max \left\{ \left\| \sum_k E(Z_k Z_k^*) \right\|, \left\| \sum_k E(Z_k^* Z_k) \right\| \right\}.
\]
Then for all $t \geq 0$,
\[
P\left\{ \left\| \sum_k Z_k \right\| \geq t \right\} \leq (d_1 + d_2) \exp \left( \frac{-t^2/2}{\sigma^2 + Rt/3} \right).
\]

### 4.1 Local Convergence

We begin with a deterministic convergence result which characterizes the “basin of attraction” for FIHT. If the initial guess is located in this attraction region, FIHT will converge linearly to the underlying true solution.
Theorem 3. Assume $0 < \varepsilon_0 < \frac{1}{10}$ and the following conditions:

\begin{align}
\|P_\Omega\| &\leq 8 \log(n), \quad (19) \\
\|P_S G G^* P_S - p^{-1} P G P_\Omega G^* P_S\| &\leq \varepsilon_0, \quad (20) \\
\|L_0 - G y\|_F &\leq \frac{p^{1/2} \varepsilon_0}{\sigma_{\min}(G y)} \quad (21)
\end{align}

are satisfied. Then the iterate $y_l$ in (16) satisfies $\|y_l - y\| \leq \nu^l \|L_0 - G y\|_F$ with $\nu = 10 \varepsilon_0 < 1$.

The proof of Thm. 3 makes use of the restricted isometry property of $P_\Omega(\cdot)$ on $S_l$ when $L_l$ is in a small neighborhood of $G y$.

Lemma 8. Suppose (19), (20) hold and

\[ \frac{\|L_l - G y\|_F}{\sigma_{\min}(G y)} \leq \frac{p^{1/2} \varepsilon_0}{16 \log(n)(1 + \varepsilon_0)}. \]  

Then we have

\[ \|P_\Omega G^* P_{S_l}\| \leq 8 \log(n)(1 + \varepsilon_0)p^{1/2} \]  

and

\[ \|P_{S_l} G G^* P_{S_l} - p^{-1} P_{S_l} G P_\Omega G^* P_{S_l}\| \leq 4 \varepsilon_0. \]  

Proof. Since $\|P_S G P_\Omega\| = \| (P_S G P_\Omega)^* \| = \| P_\Omega G^* P_S\|$, for any $Z \in \mathbb{C}^{n_1 \times n_2}$,

\[ \|P_\Omega G^* P_S(Z)\|^2 = \langle P_\Omega G^* P_S(Z), P_\Omega G^* P_S(Z) \rangle \]

\[ \leq 8 \log(n) \langle G^* P_S(Z), P_\Omega G^* P_S(Z) \rangle \]

\[ = 8 \log(n) \langle Z, P_S G P_\Omega G^* P_S(Z) \rangle \]

\[ \leq 8 \log(n)(1 + \varepsilon_0)p \|Z\|_F^2. \]

where the first inequality follows from (19) and the second inequality follows from (20). So it follows that $\|P_S G P_\Omega\| = \|P_\Omega G^* P_S\| \leq \sqrt{8 \log(n)(1 + \varepsilon_0)p}$ and

\[ \|P_\Omega G^* P_{S_l}\| \leq \|P_\Omega G^* (P_{S_l} - P_S)\| + \|P_\Omega G^* P_S\| \]

\[ \leq 8 \log(n) \frac{2\|L_l - G y\|_F}{\sigma_{\min}(G y)} + \|P_\Omega G^* P_S\| \]

\[ \leq 8 \log(n) \frac{p^{1/2} \varepsilon_0}{8 \log(n)(1 + \varepsilon_0)} + \sqrt{8 \log(n)(1 + \varepsilon_0)p} \]

\[ \leq 8 \log(n)(1 + \varepsilon_0)p^{1/2}, \]

where the second inequality follows from (19) and Lem. 3, the third inequality follows from (22). Finally,

\[ \|P_S G G^* P_{S_l} - p^{-1} P_{S_l} G P_\Omega G^* P_{S_l}\| \]

\[ \leq \|P_S G G^* P_S - p^{-1} P_{S_l} G P_\Omega G^* P_S\| + \|(P_S - P_{S_l}) G G^* P_{S_l}\| + \|P_S G G^* (P_S - P_{S_l})\| \]

\[ + \|P_{S_l} G P_\Omega G^* P_{S_l}\| + \|p^{-1} P_{S_l} G P_\Omega G^* (P_S - P_{S_l})\| \]
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\[ \leq \varepsilon_0 + \frac{4\|L_l - G y\|}{\sigma_{\min}(G y)} + p^{-1} \frac{2\|L_l - G y\|}{\sigma_{\min}(G y)} \cdot \left(\|P_{\Omega} G^* P_{S_l}\| + \|P_{\Omega} G P_{\Omega}\|\right) \]

\[ \leq 4\varepsilon_0, \]

which completes the proof of (24).

\[ \square \]

**Proof of Theorem 3.** First note that \( L_{l+1} = T_r(W_l) \), where

\[ W_l = P_{S_l} H(x_l + p^{-1}P_{\Omega}(x - x_l)) \]

\[ = P_{S_l} G(y_l + p^{-1}P_{\Omega}(y - y_l)). \]

So we have

\[ \|L_{l+1} - G y\|_F \leq \|W_l - L_{l+1}\|_F + \|W_l - G y\|_F \leq 2\|W_l - G y\|_F \]

\[ = 2\|P_{S_l} G(y_l + p^{-1}P_{\Omega}(y - y_l)) - G y\|_F \]

\[ \leq 2\|P_{S_l} G y - G y\|_F + 2\|P_{S_l} G - p^{-1}P_{S_l} G P_{\Omega}(y_l - y)\|_F \]

\[ = 2\|((I - P_{S_l}) L_l - G y)\|_F \]

\[ \leq 2\|((I - P_{S_l}) L_l - G y)\|_F + 2\|((P_{S_l} G G^* - p^{-1}P_{S_l} G P_{\Omega} G^*) L_l - G y)\|_F \]

\[ \leq 2\|((I - P_{S_l}) L_l - G y)\|_F + 2\|P_{S_l} G G^* (I - P_{S_l})(L_l - G y)\|_F \]

\[ + 2\|P_{S_l} G G^* (I - P_{S_l})(L_l - G y)\|_F + 2p^{-1}\|P_{S_l} G P_{\Omega} G^* (I - P_{S_l}) (L_l - G y)\|_F, \]

\[ := I_1 + I_2 + I_3 + I_4, \]

where the second inequality comes from the fact that \( L_{l+1} \) is the best rank \( r \) approximation to \( W_l \),

the second equality follows from \((I - P_{S_l}) L_l = 0\), \( y_l = G^* L_l \) and \( G^* G = I \).

Let us first assume (22) holds. Then the application of Lem. 6 gives

\[ I_1 + I_3 + I_4 \leq \left(\frac{4\|L_l - G y\|_F}{\sigma_{\min}(G y)} + 2p^{-1}\|P_{\Omega} G^* P_{S_l}\| \frac{\|L_l - G y\|_F}{\sigma_{\min}(G y)}\right) \|L_l - G y\|_F \]

\[ \leq 2\varepsilon_0 \|L_l - G y\|_F, \]

where the last inequality follows from (20), (23) and the fact \( \|P_{S_l} G P_{\Omega}\| = \|P_{\Omega} G^* P_{S_l}\| \). Moreover, (24) implies

\[ I_2 \leq 8\varepsilon_0 \|L_l - G y\|_F. \]

Therefore putting the bounds for \( I_1, I_2, I_3, \) and \( I_4 \) together gives

\[ \|L_{l+1} - G y\|_F \leq \nu \|L_l - G y\|_F, \]

where \( \nu = 10\varepsilon_0 < 1 \). Since (22) holds for \( l = 0 \) by the assumption of Thm 3 and \( \|L_l - G y\|_F \) is a contractive sequence, (22) holds for all \( l \geq 0 \). Thus

\[ \|y_l - y\| = \|G^* (L_l - G y)\| \leq \|L_l - G y\|_F \leq \nu^l \|L_0 - G y\|_F, \]

where we have utilized the facts \( y_l = G^* L_t, G^* G = I \) and \( \|G^*\| \leq 1. \) \[ \square \]
4.2 Proofs of Lemma 2 and Theorem 1

Proof of Lemma 2. Recall that $L_0 = T_r(p^{-1}H\partial\Omega(x)) = T_r(p^{-1}G\partial\Omega(y))$ and $Hx = Gy$. Let us first bound $\|p^{-1}G\partial\Omega(y) - Gy\|$. Since $p = \frac{m}{n}$, we have

$$p^{-1}G\partial\Omega(y) - Gy = \sum_{k=1}^{m} \left( \frac{n}{m}y_{a_k}H_{a_k} - \frac{1}{m}Gy \right):= \sum_{k=1}^{m} Z_{a_k}.$$  

Because each $a_k$ is drawn uniformly from $\{0, \ldots, n-1\}$, it is trivial that $E(Z_{a_k}) = 0$. Moreover, we have

$$E(Z_{a_k} Z_{a_k}^*) = E \left( \frac{n^2}{m^2} |y_{a_k}|^2 H_{a_k} H_{a_k}^* \right) - \frac{1}{m^2} (Gy)(Gy)^*$$

$$= \frac{n}{m^2} \sum_{a=0}^{n-1} |y_a|^2 H_{a} H_{a}^* - \frac{1}{m^2} (Gy)(Gy)^*$$

$$= \frac{n}{m^2} C - \frac{1}{m^2} (Gy)(Gy)^*,$$

where $C$ is a diagonal matrix which corresponds to the diagonal part of $(Gy)(Gy)^*$. Therefore

$$\left\| E \left( \sum_{k=1}^{m} Z_{a_k} Z_{a_k}^* \right) \right\| \leq \max \left\{ \frac{n}{m} \|C\|, \frac{1}{m} \|(Gy)(Gy)^*)\| \right\}$$

$$\leq \frac{n}{m} \|Gy\|_{2\rightarrow\infty}^2,$$

where $\|Gy\|_{2\rightarrow\infty}$ denotes the maximum row $\ell_2$ norm of $Gy$. Similarly we can get

$$\left\| E \left( \sum_{k=1}^{m} Z_{a_k} Z_{a_k}^* \right) \right\| \leq \frac{n}{m} \|(Gy)^*)^2\|_{2\rightarrow\infty}.$$

The definition of $H_a$ in (4) implies $\|H_a\| \leq \frac{1}{\sqrt{w_a}}$. So

$$\|Z_{a_k}\| \leq \frac{n}{m} |y_{a_k}| \|H_{a_k}\| + \frac{1}{m} \sum_{a=0}^{n-1} |y_a| \|H_a\| \leq \frac{2n}{m} \|D^{-1}y\|_{\infty}.$$

By matrix Bernstein inequality in Lem. 7, one can show that there exists a universal constant $C > 0$ such that

$$\left\| \sum_{k=1}^{m} Z_{a_k} \right\| \leq C \left( \sqrt{\frac{n \log(n)}{m}} \max \{ harmless||Gy||_{2\rightarrow\infty}, \|Gy\|_{2\rightarrow\infty}^* \} + \frac{n \log(n)}{m} \|D^{-1}y\|_{\infty} \right)$$

with probability at least $1 - n^{-2}$. Consequently on the same event we have

$$\|L_0 - Gy\| \leq \|L_0 - p^{-1}G\partial\Omega(y)\| + \|p^{-1}G\partial\Omega(y) - Gy\| \leq 2 \|p^{-1}G\partial\Omega(y) - Gy\|$$

$$\leq C \left( \sqrt{\frac{n \log(n)}{m}} \max \{ harmless||Gy||_{2\rightarrow\infty}, \|Gy\|_{2\rightarrow\infty}^* \} + \frac{n \log(n)}{m} \|D^{-1}y\|_{\infty} \right).  \tag{25}$$
Thus it only remains to bound \( \max \{ \| \mathcal{G} y \|_{2 \to \infty}, \| (\mathcal{G} y)^* \|_{2 \to \infty} \} \) and \( \| D^{-1} y \|_\infty \) in terms of \( \| \mathcal{G} y \| \).

From \( \mathcal{G} y = H x = U \Sigma V^* = E_L D E_R^T \), we get
\[
\| \mathcal{G} y \|_2^2 = \max_i \| e_i^*(\mathcal{G} y) \|^2 = \max_i \| e_i^* U \Sigma V^* \|^2 \leq \max_i \| e_i^* U \|^2 \| \Sigma \|^2 \\
= \max_i \left\| U^{(i,:)} \right\|^2 \| \mathcal{G} y \|_2^2 \leq \frac{\mu c s r}{n} \| \mathcal{G} y \|_2^2,
\]
where the last inequality follows from Lem. 1. Similarly we also have
\[
\| (\mathcal{G} y)^* \|_2^2 \leq \frac{\mu c s r}{n} \| \mathcal{G} y \|_2^2.
\]

The infinity norm of \( D^{-1} y \) can be bounded as follows
\[
\| D^{-1} y \|_\infty = \| \mathcal{G} y \|_\infty = \max_{i,j} | e_i^*(\mathcal{G} y) e_j | \leq \max_{i,j} \| e_i^* E_r \| \| D \| \| E_r^T e_j \| \\
\leq r \| D \| \leq r \| E_r \| \| \mathcal{G} y \| \| (E_r^T)^+ \| \leq \frac{\mu c s r}{n} \| \mathcal{G} y \|,
\]
where the last inequality follows from the \( \mu_0 \)-incoherence of \( \mathcal{G} y \).

Finally inserting (26), (27) and (28) into (25) gives
\[
\| L_0 - \mathcal{G} y \| \leq C \sqrt{\frac{\mu c s r \log(n)}{m}} \| \mathcal{G} y \|
\]
providing \( m \geq \mu c s r \log(n) \).

**Proof of Theorem 2.** Following from (17), we only need to verify when the three conditions in Thm. 3 are satisfied. Lemma 4 implies (19) holds with probability at least \( 1 - n^{-2} \). Lemmas 1 and 3 guarantees (20) is true with probability at least \( 1 - n^{-2} \) if \( m \geq C \varepsilon_0^{-2} \mu_0 c s r \log(n) \) for a sufficiently large numerical constant \( C > 0 \). Similarly (21) can be satisfied with probability at least \( 1 - n^2 \) if \( m \geq C(1 + \varepsilon_0) \varepsilon_0^{-1} \mu_0^{1/2} c s^{1/2} \kappa \gamma r n^{1/2} \log^{3/2}(n) \) following Lem. 2 and the fact \( \| L_0 - \mathcal{G} y \|_F \leq \sqrt{2r} \| L_0 - \mathcal{G} y \| \), where \( \kappa \) denotes the condition number of \( \mathcal{G} y \). Taking an upper bound on the number of measurements completes the proof of Thm. 4.

**4.3 Proofs of Lemma 3 and Theorem 2**

The proof of Lem. 3 relies on the following estimation of \( \| \mathcal{P}_{\hat{S}_i} \mathcal{G} \left( \hat{p}^{-1} \mathcal{P}_{\hat{U}_{i+1}} - \mathcal{I} \right) \mathcal{G}^* \left( \mathcal{P}_U - \mathcal{P}_{\hat{U}} \right) \| \), which is a generalization of the asymmetric restricted isometry property [35] from matrix completion to low rank Hankel matrix completion.

**Lemma 9.** Assume there exists a numerical constant \( \mu \) such that
\[
\| \mathcal{P}_{\hat{U}} H_a \|_F^2 \leq \frac{\mu c s r}{n}, \quad \| \mathcal{P}_{\hat{V}} H_a \|_F^2 \leq \frac{\mu c s r}{n},
\]
and
\[
\| \mathcal{P}_U H_a \|_F^2 \leq \frac{\mu c s r}{n}, \quad \| \mathcal{P}_V H_a \|_F^2 \leq \frac{\mu c s r}{n}.
\]
for all $0 \leq a \leq n - 1$. Let $\hat{\Omega}_{t+1} = \{a_k \mid k = 1, \ldots, \hat{m}\}$ be a set of indices sampled with replacement. If $\mathcal{P}_{\hat{\Omega}_{t+1}}$ is independent of $\mathbf{U}, \mathbf{V}, \hat{\mathbf{U}}_t$ and $\hat{\mathbf{V}}_t$, then

$$\left\| \mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} \left( \mathbf{I} - \hat{p}^{-1} \mathcal{P}_{\hat{\Omega}_{t+1}} \right) G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) \right\| \leq \sqrt{\frac{160 \mu c_n r \log(n)}{\hat{m}}}$$

with probability at least $1 - n^{-2}$ provided

$$\hat{m} \geq \frac{125}{18} \mu c_n r \log(n).$$

Proof. Since for any $\mathbf{Z} \in \mathbb{C}^{n_1 \times n_2}$

$$\mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} \mathcal{P}_{\hat{\Omega}_{t+1}} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{Z}) = \sum_{k=1}^{\hat{m}} \left( \mathbf{Z}, \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}) \right) \mathcal{P}_{\mathbf{S}}(\mathbf{H}_{a_k}),$$

we can rewrite $\mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} \mathcal{P}_{\hat{\Omega}_{t+1}} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right)$ as

$$\mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} \mathcal{P}_{\hat{\Omega}_{t+1}} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) = \sum_{k=1}^{\hat{m}} \mathcal{P}_{\mathbf{S}}(\mathbf{H}_{a_k}) \otimes \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}).$$

Define the random operator

$$\mathcal{R}_{a_k} = \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \otimes \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}) - \frac{1}{n} \mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right).$$

Then it is easy to see that $\mathbb{E}(\mathcal{R}_{a_k}) = 0$. By assumption, for any $0 \leq a \leq n - 1,$

$$\left\| \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a}) \right\|_F^2 \leq \left\| \mathcal{P}_{\hat{\mathbf{U}}_t}(\mathbf{H}_{a}) \right\|_F^2 + \left\| \mathcal{P}_{\hat{\mathbf{V}}_t}(\mathbf{H}_{a}) \right\|_F^2 \leq \frac{2 \mu c_n r}{n}.$$

So

$$\left\| \mathcal{R}_{a_k} \right\| \leq \left\| \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \right\|_F \left\| \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}) \right\|_F + \frac{1}{n} \left\| \mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) \right\| \leq \frac{5 \mu c_n r}{n}.$$

Next let us bound $\left\| \mathbb{E}(\mathcal{R}_{a_k} \mathcal{R}_{a_k}^*) \right\|$ as follows

$$\left\| \mathbb{E}(\mathcal{R}_{a_k} \mathcal{R}_{a_k}^*) \right\| = \left\| \mathbb{E} \left( \left\| \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}) \right\|_F^2 \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \otimes \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \right) - \frac{1}{n^2} \mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} G^* \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right)^2 \mathcal{G} G^* \mathcal{P}_{\hat{\mathbf{S}}_I} \right\|$$

$$\leq \left\| \mathbb{E} \left( \left\| \left( \mathcal{P}_{\mathbf{U}} - \mathcal{P}_{\hat{\mathbf{U}}_t} \right) (\mathbf{H}_{a_k}) \right\|_F^2 \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \otimes \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \right) \right\| + \frac{4}{n^2}$$

$$\leq \frac{4 \mu c_n r}{n} \left\| \mathbb{E} \left( \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \otimes \mathcal{P}_{\hat{\mathbf{S}}_I}(\mathbf{H}_{a_k}) \right) \right\| + \frac{4}{n^2}$$

$$= \frac{4 \mu c_n r}{n^2} \left\| \mathcal{P}_{\hat{\mathbf{S}}_I} \mathcal{G} G^* \mathcal{P}_{\hat{\mathbf{S}}_I} \right\| + \frac{4}{n^2} \leq \frac{8 \mu c_n r}{n^2}.$$
This implies
\[ \left\| \mathbb{E} \left( \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k} \mathcal{R}_{a_k}^* \right) \right\| \leq \sum_{k=1}^{\hat{m}} \left\| \mathbb{E}(\mathcal{R}_{a_k} \mathcal{R}_{a_k}^*) \right\| \leq \frac{8\mu_c r \hat{m}}{n^2}. \]

We can similarly obtain
\[ \left\| \mathbb{E} \left( \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k}^* \mathcal{R}_{a_k} \right) \right\| \leq \frac{12\mu_c r \hat{m}}{n^2}. \]

So the application of the matrix Bernstein inequality in Lem. 7 gives
\[ \mathbb{P} \left\{ \left\| \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k} \right\| \geq t \right\} \leq 2n_1 n_2 \exp \left( \frac{-t^2/2}{\frac{12\mu_c r \hat{m}}{n^2} + \frac{5\mu_c r t}{n}} \right). \]

If \( t \leq \frac{24\hat{m}}{5\hat{m}} \), then
\[ \mathbb{P} \left\{ \left\| \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k} \right\| \geq t \right\} \leq 2n_1 n_2 \exp \left( \frac{-t^2/2}{\frac{20\mu_c r \hat{m}}{n^2}} \right) \leq n^2 \exp \left( \frac{-t^2/2}{\frac{20\mu_c r \hat{m}}{n^2}} \right). \]

Setting \( t = \sqrt{\frac{160\mu_c \hat{m} r \log(n)}{n^2}} \) gives
\[ \mathbb{P} \left\{ \left\| \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k} \right\| \geq t \right\} \leq n^{-2}. \]

The condition \( t \leq \frac{24\hat{m}}{5\hat{m}} \) implies \( \hat{m} \geq \frac{125}{18} \mu_c r \log(n) \). The proof is complete because
\[ \frac{n}{\hat{m}} \sum_{k=1}^{\hat{m}} \mathcal{R}_{a_k} = \mathcal{P}_{\hat{u}_l} \mathcal{G} \left( \bar{P}^{-1} \mathcal{P}_{\hat{u}_{l+1}} - I \right) \mathcal{G}^* \left( \mathcal{P} \mathcal{U} - \mathcal{P}_{\hat{u}_l} \right). \]

The following lemma from [35] will also be used in the proof of Lem. 3.

**Lemma 10.** Let \( \tilde{\mathcal{L}}_l = \tilde{U}_l \tilde{\Sigma}_l \tilde{V}_l^* \) and \( \mathcal{G} \mathcal{y} = U \Sigma V^* \) be two rank \( r \) matrices which satisfy
\[ \left\| \tilde{\mathcal{L}}_l - \mathcal{G} \mathcal{y} \right\|_F \leq \frac{\sigma_{\min}(\mathcal{G} \mathcal{y})}{10\sqrt{2}}. \]

Assume \( \left\| U^{(i,:)} \right\|_2^2 \leq \frac{\mu_{0c} r}{n} \) and \( \left\| V^{(j,:)} \right\|_2^2 \leq \frac{\mu_{0c} r}{n} \). Then the matrix \( \tilde{\mathcal{L}}_l = \text{Trim}_{\mu_0} (\tilde{\mathcal{L}}_l) = \tilde{U}_l \tilde{\Sigma}_l \tilde{V}_l^* \) returned by Alg. 4 satisfies
\[ \left\| \tilde{\mathcal{L}}_l - \mathcal{G} \mathcal{y} \right\|_F \leq 8\kappa \left\| \tilde{\mathcal{L}}_l - \mathcal{G} \mathcal{y} \right\|_F \quad \text{and} \quad \max \left\{ \left\| \tilde{U}^{(i,:)} \right\|_2^2, \left\| \tilde{V}^{(j,:)} \right\|_2^2 \right\} \leq \frac{100\mu_0 c r}{81n}, \]
where \( \kappa \) denotes the condition number of \( \mathcal{G} \mathcal{y} \).
Proof of Lemma 3. Let us first assume that

$$\|L_l - G y\|_F \leq \frac{\sigma_{\min}(G y)}{256\kappa^2}. \tag{31}$$

Then the application of Lem. 10 implies that

$$\|L_l - G y\|_F \leq 8\kappa \|\tilde{L}_l - G y\|_F \quad\text{and}\quad \max\left\{\|\tilde{U}^{(i,:)}\|^2, \|\tilde{V}^{(j,:)}\|^2\right\} \leq \frac{100\mu_0 c_r r}{81n} \tag{32}$$

by noting that $\|U^{(i,:)}\|^2 \leq \frac{\mu_0 c_r}{n}$ and $\|V^{(j,:)}\|^2 \leq \frac{\mu_0 c_r}{n}$ following from Lem. 1. Moreover, direct calculation gives

$$\|P_{\tilde{H}_a} H_a\|^2_F = \|\tilde{U}_a H_a\|^2_F = \frac{1}{\Gamma_a} \sum_{i \in \Gamma_a} \|\tilde{U}_i (i,:}\|^2 \leq \frac{100\mu_0 c_r r}{81n}, \tag{33}$$

where $\Gamma_a$ is the set of row indices for non-zero entries in $H_a$ with cardinality $|\Gamma_a| = w_a$. Similarly,

$$\|P_{\tilde{V}_a} H_a\|^2_F \leq \frac{100\mu_0 c_r r}{81n}. \tag{34}$$

Recall that $y = D x$ and $G y = H x$. Define $\tilde{y}_l = D \tilde{x}_l$. Then $\tilde{y}_l = G^{*} L_l$ and

$$P_{\tilde{S}_l} H (\tilde{x}_l + \tilde{p}^{-1} P_{\tilde{S}_l} (x - \tilde{x}_l)) = P_{\tilde{S}_l} G (\tilde{y}_l + \tilde{p}^{-1} P_{\tilde{S}_l} (y - \tilde{y}_l)).$$

Consequently,

$$\|L_{l+1} - G y\|_F \leq 2 \|P_{\tilde{S}_l} G (\tilde{y}_l + \tilde{p}^{-1} P_{\tilde{S}_l} (y - \tilde{y}_l)) - G y\|_F$$

$$\leq 2 \|P_{\tilde{S}_l} G y - G y\|_F + 2 \left\|P_{\tilde{S}_l} G - \tilde{p}^{-1} P_{\tilde{S}_l} G P_{\tilde{S}_l} (y - \tilde{y})\right\|_F$$

$$= 2 \left\|P_{\tilde{S}_l} G y - G y\right\|_F + 2 \left(P_{\tilde{S}_l} G^{-1} P_{\tilde{S}_l} G P_{\tilde{S}_l} (y - \tilde{y})\right) (L_l - G y)\right\|_F$$

$$\leq 2 \left\|P_{\tilde{S}_l} G (L_l - G y)\right\|_F + 2 \left(P_{\tilde{S}_l} G - \tilde{p}^{-1} P_{\tilde{S}_l} G P_{\tilde{S}_l} (y - \tilde{y})\right) (L_l - G y)\right\|_F$$

$$+ 2 \left\|P_{\tilde{S}_l} G (L_l - G y)\right\|_F + 2 \left(P_{\tilde{S}_l} G - \tilde{p}^{-1} P_{\tilde{S}_l} G P_{\tilde{S}_l} (y - \tilde{y})\right) (L_l - G y)\right\|_F \tag{35}$$

$$:= I_5 + I_6 + I_7.$$ 

The first item $I_5$ can be bounded as

$$I_5 \leq \frac{2}{\sigma_{\min}(G y)} \left\|L_l - G y\right\|_F \leq \frac{1}{2} \left\|L_l - G y\right\|_F,$$

which follows from Lem. 1 the left inequality of (32) and the assumption (31). The application of Lem. 5 together with (33) and (34) implies

$$I_6 \leq 2 \sqrt{\frac{3200\mu_0 c_r r \log(n)}{81\hat{m}}} \left\|L_l - G y\right\|_F \leq 16\kappa \sqrt{\frac{3200\mu_0 c_r r \log(n)}{81\hat{m}}} \left\|L_l - G y\right\|_F \tag{36}.$$
with probability at least $1 - n^2$. To bound $I_7$, first note that
\[
(I - \mathcal{P}_{S_l}) (\tilde{L}_l - \mathcal{G} y) = (I - \mathcal{P}_{S_l}) (-\mathcal{G} y) = (I - \mathcal{P}_{S_l}) (-\mathcal{G} y)
\]
\[
= (UU^* - \mathcal{U}_{\mathcal{S}_l}^*) (\tilde{L}_l - \mathcal{G} y) (I - \mathcal{V}_{\mathcal{S}_l}^*)
\]
\[
= (\mathcal{P}_U - \mathcal{P}_{\mathcal{U}_l}) (I - \mathcal{P}_V) (\tilde{L}_l - \mathcal{G} y).
\]

Therefore
\[
I_7 = 2 \left\| \mathcal{P}_{S_l} \mathcal{G} \left( I - \mathcal{P}_{\mathcal{S}_l} \right) \mathcal{G}^* \left( I - \mathcal{P}_{S_l} \right) (\mathcal{P}_U - \mathcal{P}_{\mathcal{U}_l}) (I - \mathcal{P}_V) (\tilde{L}_l - \mathcal{G} y) \right\|_F
\]
\[
\leq 2 \left\| \mathcal{P}_{S_l} \mathcal{G} \left( I - \mathcal{P}_{\mathcal{S}_l} \right) \mathcal{G}^* \left( I - \mathcal{P}_{S_l} \right) (\mathcal{P}_U - \mathcal{P}_{\mathcal{U}_l}) \right\| \left\| \tilde{L}_l - \mathcal{G} y \right\|_F
\]
\[
\leq 16\kappa \sqrt{\frac{1600\mu_0 c_s r \log(n)}{81m}} \left\| \tilde{L}_l - \mathcal{G} y \right\|_F
\]

with probability at least $1 - n^2$, where the last inequality follows from Lem. 9 and the left inequality of (32). Putting the bounds for $I_5$, $I_6$ and $I_7$ together gives
\[
\left\| \tilde{L}_{l+1} - \mathcal{G} y \right\|_F \leq \left( \frac{1}{2} + 326\kappa \sqrt{\frac{\mu_0 c_s r \log(n)}{m}} \right) \left\| \tilde{L}_l - \mathcal{G} y \right\|_F \leq \frac{5}{6} \left\| \tilde{L}_l - \mathcal{G} y \right\|_F
\]

with probability at least $1 - 2n^{-2}$ provided $\tilde{m} \geq C\mu_0 c_s r^2 \log(n)$ for a sufficiently large universal constant $C$. Clearly on the same event, (31) also holds for the $(l + 1)$-th iteration.

Since $\tilde{L}_0 = \mathcal{T}_c (\tilde{p}^{-1} \mathcal{H} \mathcal{P}_{\Omega_0} (x))$, (31) is valid for $l = 0$ with probability at least $1 - n^2$ provides $\tilde{m} \geq C\mu_0 c_s r^2 \log(n)$ for some numerical constant $C > 0$. Taking the upper bound on the number of measurements completes the proof of Lem. 8 by noting $\mathcal{H} x = \mathcal{G} y$. 

**Proof of Theorem 2.** The third condition (21) in Thm. 8 can be satisfied with probability at least $1 - (2L + 1)n^{-2}$ if we take $L = \left\lceil 6 \log \left( \frac{\sqrt{\pi \log(n)}}{1600} \right) \right\rceil$. So the theorem can be proved by combining this result together with Lems. 4 and 5. 

**5 Conclusion and Future Directions**

We have proposed two new algorithms IHT and FIHT to reconstruct spectrally sparse signals from partial revealed entries via low rank Hankel matrix completion. While the empirical phase transitions of IHT and FIHT are similar to those of existing convex optimization approaches in the literature, IHT and FIHT are more computationally efficient. Theoretical recovery guarantees are established for FIHT under two different initialization strategies. The sampling complexity for FIHT with one step hard thresholding initialization is highly pessimistic when compared with the empirical observations, which suggests the possibility of improving this result in the future.

Though IHT and FIHT are implemented for fixed rank problems (i.e., the number of frequencies in the spectrally sparse signal is known a priori) in this paper, the common rank increasing or decreasing heuristics can be incorporated into them as well. When the number of frequencies is not
known, we also suggest replacing the hard thresholding operator in IHT and FIHT with the soft thresholding operator or more complicated shrinkage operators. The theoretical guarantee analysis of these new variants is an interesting future topic.

The numerical simulations in Sec. 3.3 show that both IHT and FIHT are very robust under additive noise. As future work, we will extend our analysis to noisy measurements. It is also interesting to study the Gaussian random sampling model for spectrally sparse signal reconstruction problems, and investigate whether a new property analogous to D-RIP in [9] can be established for this model since low rank Hankel matrix reconstruction has similar algebraic structure with compressed sensing under the tight frame analysis sparsity model as presented in Sec. 2.5.
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