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Abstract—Understanding how novices reason about coding at a neurological level has implications for training the next generation of software engineers. In recent years, medical imaging has been increasingly employed to investigate patterns of neural activity associated with coding activity. However, such studies have focused on advanced undergraduates and professionals. In a human study of 31 participants, we use functional near-infrared spectroscopy to measure the neural activity associated with introductory programming. In a controlled, contrast-based experiment, we relate brain activity when coding to that of reading natural language or mentally rotating objects (a spatial visualization task). Our primary result is that all three tasks—coding, prose reading, and mental rotation—are mentally distinct for novices. However, while those tasks are neurally distinct, we find more significant differences between prose and coding than between mental rotation and coding. Intriguingly, we generally find more activation in areas of the brain associated with spatial ability and task difficulty for novice coding compared to that reported in studies with more expert developers. Finally, in an exploratory analysis, we also find a neural activation pattern predictive of programming performance 11 weeks later. While preliminary, these findings both expand on previous results (e.g., relating expertise to a similarity between coding and prose reading) and also provide a new understanding of the cognitive processes underlying novice programming.

I. Introduction

In recent years, the software engineering community has increasingly used medical neuroimaging to understand the cognitive processes behind programming [1]–[7]. Unlike eye-tracking or other biometric methods, neuroimaging pinpoints brain regions activated while completing specified tasks. Many of the neuroimaging studies in software engineering have compared programming to reading or spatial manipulation, two skills with well-understood cognitive structures. As broadly summarized in Table I, such studies have generally found striking similarities between code comprehension and prose reading [1]–[3], and one study has found similarities between spatial reasoning and data structure manipulation [6].

Neuroimaging studies of programmers have the potential to improve our understanding of expertise, to inform software engineering pedagogy, and to guide tool development and retraining (see Floyd et al. [3, Sec. II-D] for a summary). Critically, however, to the best of our knowledge all of the software engineering neuroimaging studies thus far have only studied programming experts that are either professionals or students with multiple years of experience (e.g., [2, Sec. 3.3]). Tantalizingly, one study [3] found that coding became more neurologically similar to reading for programmers with even greater expertise. However, to realize the potential of neuroimaging for understanding software engineering expertise, we must also directly observe true novices. Studying novice programmers is critical for exploring how cognitive processes for coding evolve. In this paper, we seek to close this gap by presenting the first neuroimaging study of novice programmers during code comprehension (cf. [2], [3]).

Studying novice programmers presents several challenges relative to studying experts. First, we must create experimental stimuli that are amenable for novices with little to no previous coding experience; the coding stimuli in previous neuroimaging studies all involve constructs (e.g., trees [6]) or software engineering tasks (e.g., code review [3]) unfamiliar to novices. Second, we must pay particular care to recruit participants with equivalent programming expertise; even in an introductory course, some students have substantially more programming experience than others. Finally, we propose and use an experimental protocol that follows up with participants months later to assess their programming progression using a written assessment; to our knowledge, no previous neuroimaging studies in software engineering have involved time-delayed outcome measurements.

To better understand the cognitive processes of novice programmers, we use functional near-infrared spectroscopy (fNIRS) to conduct a controlled neuroimaging study with 31 participants with no previous programming experience, all enrolled in the same introductory computing class. We conduct these scans during the first third of the class. We compare participants’ brain activation patterns while coding to those while reading prose or using spatial reasoning (i.e., mentally rotating 3D objects). We also use a written assessment at the
Like reading? Like spatial reasoning? Novices?

| Experiment | Like reading? | Like spatial reasoning? | Novices? |
|------------|--------------|------------------------|----------|
| Siegmund et al. (2014) [1] | ✓ | ? | ? |
| Siegmund et al. (2017) [2] | ✓ | ? | ? |
| Floyd et al. (2017) [3] | ✓ | ✓ | ? |
| Huang et al. (2019) [6] | ✓ | ✓ | ? |

TABLE I: “What is coding like in programmers’ brains?” We use this informal summary of selected previous work to motivate and contextualize the experiments in this paper.

end of the semester to conduct a preliminary exploration of an aspect of learning, assessing if novices’ brain activation patterns while coding can predict their future programming ability.

We find that, for novices, coding is a working memory intensive task that is neurally distinct from both a spatial task and prose reading ($p < 0.01, q < 0.05$). Unlike previous work with experts which generally reports strong similarities between coding and reading [1]–[3], we observe more significant and substantial differences between coding and reading than we do for coding and spatial tasks. This indicates that novices rely heavily on visiospatial cognitive processes while coding. Finally, we observe that particular activation patterns at the beginning of a course can predict how well students perform on a final programming assessment 11 weeks later; in general, the less similar the activation patterns are between coding and mental rotation, the better an individual performs ($r = 0.48, p = 0.006$). This may indicate that novices who use more problem-solving intensive strategies at the beginning of the semester (i.e., find programming more challenging) make less progress. We also compare our results to those of previous neuroimaging studies with more expert software engineers, and we close with a discussion of the implications of our results on introductory programming pedagogy and future software engineering research.

II. BACKGROUND

We give an overview of material necessary for understanding the methods and experiments in this paper. In Section II-A, we discuss neuroimaging and fNIRS, and in Section II-B, we present relevant notation. In Section II-C, we discuss the cognition behind spatial ability, and in Section II-D, we discuss the cognition behind reading. See Section IX for a discussion of work more directly related to software engineering.

A. Neuroimaging and fNIRS

Brain activity and cognitive processes can be studied using functional neuroimaging techniques. We focus on functional near infrared spectroscopy (fNIRS). It is non-invasive, avoids the ionizing radiation present in other methods (e.g., PET, CT), and can measure activity in brain regions not accessible to some invasive techniques (e.g., electrocorticography). Importantly, fNIRS offers higher spatial resolution than EEG, and higher temporal resolution than fMRI, which is important for studies relating a brain region’s contribution to a specific task. Finally, fNIRS can be used in more natural and ecologically-valid environments (e.g., standard desktop computer use, etc.) compared to alternatives like fMRI (which requires participants to lie still in a small tube and also complicates the use of keyboards [7]). These properties motivate our decision to use fNIRS for a study of novice software engineers.

fNIRS makes use of the hemodynamic response, or change in neuronal blood flow to active brain regions, to measure brain activity [8]. fNIRS measures this via the use of near-infrared light: transmitters and receivers are placed on a “cap” worn by participants. Oxygen-rich and oxygen-poor blood have different light absorption properties, so the hemodynamic responses in a given brain region between a transmitter and receiver pair (referred to as a channel) can be measured over time. fNIRS measures concentration changes in such oxygenated and deoxygenated blood. The number of fNIRS publications had doubled every 3.5 years since 1992 [9], and it has been used to study human development, injury, and psychiatric conditions [9]–[12].

For our purposes, the use of fNIRS imposes two key experimental constraints: contrast-based design and task duration. First, fNIRS experiments typically involve participants completing tasks (e.g., mentally rotating objects or solving programming problems) while time-series data is recorded. Carefully controlled experiments are necessary, in which the activity observed during one task is contrasted against the activity observed during another. This allows confounding brain activations (e.g., motor cortex activity from moving the lungs to breathe) to be eliminated from consideration.

Second, because fNIRS is based on the hemodynamic response, care must be taken to model [13], [14] the onset of neuronal blood flow (which peaks slightly after stimuli are presented [15], [16]) and the design must avoid saturation and weaker signals for tasks involving long activity [17]. As a result, the hemodynamic response can typically be studied only in experiments with brief stimuli (e.g., under 30 seconds per question). Furthermore, fNIRS is only able to penetrate a few centimeters down into the brain. More specifically, the near-infrared light can reach a depth that is roughly half the distance between a transmitter-receiver pair, depending on the wavelengths and light intensities used [18].

Despite these limitations, fNIRS specifically, and medical imaging in general, are growing in popularity for use in software engineering studies (e.g., [1]–[7], [19]–[22]). They provide a physically-grounded insight into cognition without relying on potentially unreliable self-reporting [6].

B. Neuroscience Vocabulary and Notation

**Vocabulary:** The cerebrum of the human brain is composed of two (largely symmetric) hemispheres, left and right, and four primary lobes: frontal, temporal, parietal, and occipital. Loosely, the frontal lobe is at the front of each hemisphere, the temporal lobe is on the side of each hemisphere, the parietal lobe is at the top of each hemisphere, and the occipital lobe is at the back of each hemisphere. Activation is called bilateral if both hemispheres are activated and lateralized if one hemisphere activates disproportionately. Throughout this paper, we will use various schema to refer to locations on the...
cerebrum’s cortex, the brain’s outer layer of neural tissue. One such schema is Brodmann Areas, an anatomical classification system for the cortex [23]. Brodmann areas (BAs) divide the cortex into 52 bilateral regions based on architectural neurological features. Many BAs also have associated neurological functions. For instance, BAs 41 and 42 are associated with auditory processing. We will also refer to regions by their common names or location on a lobe. Three important regions mentioned in this paper are Wernicke’s area (left hemisphere, back of the parietal lobe), Broca’s area (left hemisphere, lower frontal lobe), and the dorsolateral prefrontal cortex or DLPFC (bilateral in the frontal lobe). Wernicke’s and Broca’s areas are strongly associated with language functions while the DLPFC is associated with working memory.

**Notation:** In this paper, we will use the neuroimaging notation Task A > Task B to indicate the contrast between brain activation patterns for two experimental tasks. The results of these contrasts are reported as statistical t-values corresponding to each fNIRS channel. These t-values range from $-8$ to $+8$; a positive t-value indicates that the specified brain area was more active during Task A than Task B, while a negative t-value indicates that the specified brain area was less active during Task A than Task B. Values closer to $-8$ and $+8$ represent stronger activation contrasts between the two tasks, and only areas with significant contrast ($p < 0.01$) after correction for multiple comparisons ($q < 0.05$) are reported. Finally, we note that contrast tests are directional: a significant contrast in Task A > Task B does not imply that the inverse contrast Task B > Task A will also produce significant results. This is because the differences in the inverse contrast may be too small to be statistically significant.

**C. Spatial Reasoning and Cognition**

We now turn to a discussion of Spatial Reasoning and its neurological representations. Spatial Reasoning refers to an individual’s general ability to mentally manipulate objects and encompasses skills such as mental rotation, mental folding, pattern recognition, and spatial perception [24]. Spatial reasoning has been shown to correlate with performance in a variety of activities including mathematics [25], [26], general engineering [27], and programming [28], [29]. Spatial ability is also malleable and can be improved through training [30].

Part of spatial reasoning, mental rotation involves the imagined rotation of a two- or three-dimensional object around an axis in three dimensional space [31]. Figure 2a depicts one of the mental rotation stimuli we used (see Section III-C). The difficulty of a mental rotation problem is determined by the size of the angle of rotation; Shepard and Metzler found that the time a participant took to solve a given problem increased linearly with respect to the angle of rotation between the two objects [32]. In this paper, we use mental rotation ability as a validated proxy for more general spatial reasoning ability.

Generally, neuroimaging has found that mental rotation activates the posterior parietal and occipital cortices (BAs, 7, 17, 19, 39, and 40—see Zacks [31] for a survey). While bilateral, the parietal and occipital activation tends to be slightly stronger in the right hemisphere; the right parietal lobe in particular is believed to be important for spatial ability and spatial attention tasks [33]. Many mental rotation neuroimaging studies have also revealed bilateral activation in the supplementary motor cortex, an area associated with motor control and planning (BA 6) [31]. This frontal activation is most common for mental rotation tasks that allow motor stimulation strategies.

**D. Reading and Cognition**

Next, we include a brief summary of the neurological processes associated with reading. Neuroimaging has revealed that language is supported by a complex network of cognitive areas generally lateralized to the left hemisphere (see Price [34] and Vigneau et al. [35] for surveys). Some language processes are localized to specific structures in the brain, while other language processes arise from a distributed network of areas with multiple functions [34].

Two key left-hemisphere brain areas associated with reading are Broca’s area and Wernicke’s area. Located in the frontal lobe, Broca’s area (BAs 44 and 45) plays an important role in language production and, to a lesser extent, language comprehension [35]. Wernicke’s area is in the posterior temporal lobe and is associated primarily with comprehension of both spoken and written language [35].

**III. Experimental Setup and Design**

We now present our experimental design for understanding the neurological basis for novice programmers.¹ Our experiment was conducted in two parts: an initial fNIRS scan and a written followup assessment. During the fNIRS scan, participants were shown three types of stimuli: code comprehension, mental rotation, and prose reading. During the written post-test, participants completed a validated language-agnostic programming assessment. All participants were enrolled in the same 15-week introductory programming course. The initial fNIRS scans were held during the first third of the semester while the written post-test was held during the last week of the semester. This design allows the controlled exploration of the relationships and contrasts between reading, coding, and spatial reasoning for novice programmers. It also opens a preliminary investigation of neurological factors that might be predictive for programming. In the rest of this section we describe our recruitment protocol (subsections III-A); outline our fNIRS data collection, experimental setup, and stimuli (subsections III-B and III-C); and describe our followup programming assessment (subsection III-D).

**A. Participant Recruitment**

Participants were all recruited from the same CS1 course at the University of Michigan, a large public US university, via a combination of email, forum posts, and an in-class presentation. To be eligible, participants had to be over 18, have no prior programming experience, only be enrolled in

¹A replication package containing all of our recruitment and stimuli materials can be found at https://github.com/CelloCorgi/ICSE_fNIRS2021.
that one programming course, and have be available to attend the study.

Recruitment occurred during the third week of the fifteen-week semester, and the fNIRS scans were carried out in the third through fifth week of the semester. All participants were thus in the first third of their first programming course while completing the scan. Participants received $20 in compensation. In total, we collected fNIRS data from 37 participants. Data from 31 participants passed our analysis quality threshold (see Section IV). The final 31 participants (24 female, 7 male) ranged in age from 18 to 21.

Beyond the initial fNIRS scan, we also followed up with participants via email at the end of the semester, inviting them to attend an additional written programming assessment. Of our 31 participants, 23 participated in this written post-test. Post-test participants were compensated an additional $20.

During participant selection, we were keenly aware that confirming the absence of previous programming ability for a diverse population is a challenging task. To mitigate self-selection bias, we implemented checks for participant programming ability in three places: recruitment, pre-screening, and statistical validation of scores on a written programming test. During recruitment, both in-person and written, we emphasized that participants could have no prior programming experience of any kind. Prospective participants were explicitly told, in person, that even minimal practice or exposure to textual or visual programming languages (such as Scratch [36] or MIT App Inventor) counted as prior experience.

During prescreening, participants indicated if they “had any prior programming experience” with one of “Yes”, “No”, or “Other/unsure”. We only retained participants who selected “No” outright. The presence of the “Other/unsure” option mitigates some self-selection bias in experience reporting. We also asked potential participants to indicate concurrent and previous course enrollment from a list of courses at our university. Courses that contained “programming” or “code” in their syllabus or description precluded study participation. These questions eliminated 18% of pre-screening respondents.

Finally, at the same time as the demographics questionnaire, participants were given a brief programming test. The test consisted of twelve pseudocode multiple-choice questions and is a validated measure of CS1 concepts [37]. We expected low scores: novices should have no prior programming exposure (beyond the first few weeks of their current course). Indeed, we found an average score of 23% (random guessing yields 20%). There was no statistically significant difference between participant scores and a random distribution. We believe that these three mitigations help account for self-selection bias issues and give confidence that our pool contains novices (but acknowledge that the issue is reduced, rather than eliminated).

We also observe that unusually for software engineering studies, a majority of our population (77%) were female. We believe that the high ratio of females in our population is caused by a combination of: a more gender-balanced population pool than most software engineering studies, fNIRs data signal, and self selection bias. First, the course we recruited from is fairly gender balanced: around 45–50% of students identify as women, compared to 22% for CS overall at our university. Second, by chance, two-thirds of the participants who we were unable to analyze due to fNIRS signal quality (i.e., measurement noise) were male. Third, women often volunteer for college studies at higher rates than men and for different reasons [38] while men are more likely to have some prior programming experience [39] and thus be excluded from our study.

B. fNIRS Data Collection and Setup

Each participant’s fNIRS data was collected during a single session which lasted 1.5 hours. First, participants gave informed consent and filled out a short demographic survey. Next, participants watched a training video preparing them for the scan, a 30–45 minute process that involved fitting each participant for the fNIRS cap by moving hair to optimize sensor contact with the scalp, and thus, signal quality.

During the fNIRS scan, the participant sat in a chair facing a monitor wearing the fNIRS cap. The room was kept dim to reduce the amount of ambient light that could interfere with the fNIRS data collection. Participants were also instructed to stay as still as possible. Each participant was shown 90 stimuli: 30 mental rotation stimuli, 30 reading-based stimuli, and 30 coding-based stimuli. All stimuli asked the participant to choose one of two answers. Participants indicated their answer by pressing a corresponding key on a standard keyboard. For each stimuli, participants had up to 30 seconds to respond. The 90 stimuli were in randomized order and were broken into three blocks of 30 questions, each containing 10 stimuli of each type. Between stimuli, participants were shown a fixation cross for 2–10 seconds. Between blocks, participants had an optional longer break to rest and/or drink water.

We now present technical information about our fNIRS device and cap. We used a CW6 fNIRS system (TECHEN, Milford, MA, USA) with 690 nm and 830 nm wavelengths. It has fiber-optic cables which transmit light from the device to sensors connected to the participant’s cap. These sensors are either transmitters that emit light or receivers that detect light. As a result, fNIRS collects a participant’s hemodynamic response only along a set of pre-defined channels between transmitters and receivers. The location, number, and coverage of these channels is determined by the cap design. We used a probe configuration similar to that used in Huang et al. [40] with dense coverage of transmitter-receiver pairs in the occipital, frontotemporal, and frontal regions. In total, 15 receiver and 30 transmitter fibers were used, yielding 55 channels from which data were collected, covering Broadmann areas 6–9, 17–19, 21, 22, 39–41, and 44–47. The data from these channels were then analyzed using both NIRS Brain AnalyzIR Toolbox [41] and custom scripts written in MATLAB. A picture of our cap coverage is in Figure 1; it includes areas identified in previous mental rotation studies as well as key language areas.

Our number of channels is higher compared to many previously published fNIRS papers in software engineering.
We now turn to a description of the content of our fNIRS stimuli. As mentioned in Section III-B, participants were shown three categories of stimuli: mental rotation, reading-based stimuli, and coding-based stimuli. All three types asked the participant to choose between two answers $A$ and $B$.

We use mental rotation stimuli adapted from Peters and Battista’s Mental Rotation Stimulus Library [42]. These stimuli are designed to induce brain activation associated with mentally rotating 3D shapes, one facet of visuospatial cognition (See section II-C). In each mental rotation stimulus, the participant was asked to choose which of two objects was a possible rotation of a third object (see Figure 2a for an example). To admit direct comparison with previous work, our mental rotation stimuli are the same stimuli used by Huang et al. when analyzing data structure manipulation brain activation with experienced software developers [6].

For the reading stimuli, we use sentence completion tasks adapted from official Graduate Record Examination practice exam questions [43], an assessment required for admission to many graduate programs. For each stimulus, participants were asked to read a sentence and choose the appropriate word or phrase to fill a blank (see Figure 2b for an example).

For the coding stimuli, we created a corpus of short code snippets that use constructs familiar to introductory computing students. Specifically, they contained boolean logic, while loops, for loops, and arrays. These are all early core concepts in most introductory curricula [44] and are also covered in our institution’s CS1. Unfortunately, we were not able to directly reuse coding stimuli from previous neuroimaging studies as they are generally geared toward expert programmers and thus contain constructs unfamiliar to novices. For the array-based questions, however, we were able to adapt stimuli created by Huang et al. [6]. For each coding stimulus, participants were asked to choose either the correct output or return value of a short code snippet (see Figure 2c for an example).

IV. ANALYSIS METHODOLOGY

We now go over our methodology for analyzing the fNIRS data. Broadly, there are three stages in our analysis pipeline: preprocessing, individual modeling, and group level modeling.

1) Preprocessing: The raw data, in the form of light intensity values, were converted into optical density data by calculating the fluctuations in light absorption by the presence of either oxygenated (HbO) or deoxygenated (HbR) blood. The optical density data were then converted into an HbO/HbR signal using the Modified Beer-Lambert law. We ran a general linear model (GLM) with pre-whitening and robust least squares to fit the data [45].

2) Individual Subject Modeling: After the hemodynamic response was modeled for each subject, quality control checks were implemented to limit the amount of noise in the group-level model. The signal-to-noise ratio, anticorrelation of HbO and HbR, and brain-activation plots were considered when deciding whether to exclude individual blocks or whole participants. The signal-to-noise ratio was calculated as a ratio between the absolute signal mean and standard deviation, with a threshold set at 0.9. As a result, 16 blocks were excluded from further analysis (see Section III-B for a discussion of our experimental block setup). In an ideal hemodynamic response function, the levels of HbO will increase as the levels of HbR decrease and vice-versa [46], so the correlation between these two levels should be negative. Thirteen additional blocks that did not show this pattern were excluded from further analysis.

Next, the brain activations estimated by the GLM for All Conditions > Rest were plotted onto brain models using a photogrammetry-based localization method [47], at which point the loci of activity could be examined and scrutinized. We expected activity in the visual cortex (as this is a visual experiment), as well as in the inferior frontal gyrus during the reading task (as this is a well-documented region for language processing). Thirty seven blocks that did not pass this activation pattern check were excluded. These criteria were not mutually exclusive. In total, 59 blocks from 31 participants were included in the group-level modeling.
3) Group Modeling: We used a linear mixed effects model for group level analysis, contrasting Task > Baseline activations to estimate task-related brain activations and brain-behavior correlations. Lastly, we applied a false-discovery rate (FDR) threshold correction ($q < 0.05$) to account for the multiple-comparison issue.

V. VALIDATION

In this section we validate that the brain activation patterns we observe during mental rotation and reading align with those established by previous work. Specifically, we present our results for the contrasts Mental Rotation > Rest and Reading > Rest. We provide brain activation visualizations for Mental Rotation > Rest and Reading > Rest in Figures 3 and 4 respectively. We also provide a tabular view of our results with specific $t$-values in Table II (see Section II-B for an overview of $t$-values and $A > B$ notation).

In Mental Rotation > Rest, we observe significant bilateral activation in the occipital and parietal lobes (BAs 7, 17, 18, 19, 39). The occipital lobe (BAs 17, 18, 19) is associated with the visual cortex and is responsible for tasks such as image and pattern recognition, both visiospatial processes. The parietal activation (BAs 7, 39) is also localized in regions associated with spatial tasks including spatial reasoning and mental rotation [33], [48]. Our results are therefore consistent with previous mental rotation neuroimaging; in his meta-review of mental rotation imaging studies, Zacks also identified BAs 7, 17, 19, and 39 as active during mental rotation tasks [31]. We do not observe significant supplementary motor cortex activation (BA 6), another area often active during mental rotation tasks. This is not too surprising, however, as the supplementary motor cortex is most strongly activated in tasks which encourage participants to use motor simulation strategies [31]; we did not prompt participants to use such strategies in our experiment.

In Reading > Rest, we observe significant occipital, parietal, and prefrontal activation lateralized to the left hemisphere, aligning with previous work. We observe significant activation in both Broca’s and Wernicke’s areas, widely considered two of the most important language areas [34]. We also observe significant activation in the left dorsolateral prefrontal cortex (See section II-B, BA 46), a region associated with attention and working memory. Regarding the occipital activation, while we observe some bilateral activation, significant activation is substantially more widespread in the left hemisphere. The left occipital cortex has been found to correspond with word and letter specific pattern recognition [49].
Our activations for rotation and reading align with previous work: significant occipital and parietal activation for rotation, and occipital and prefrontal activation for reading, including Broca’s and Wernicke’s areas. Rotation activation is bilateral while reading is primarily in the left hemisphere. This validation gives confidence for both construct and internal validity (i.e., that our protocol measures what we think it measures and does so correctly).

VI. EXPERIMENTAL RESULTS

We now present the results of our experiment probing the neurological connections between reading, mental rotation, and programming for novice programmers (See Section II-B for an overview of relevant notation and vocabulary (e.g. A > B). We focus our results around three research questions:

- **RQ1—Programming Activation:** What areas of the brain activate when novice software engineers program?
- **RQ2—Comparative Activation:** How does the coding brain activation of novices compare to their brain activation during mental rotation and during reading?
- **RQ3—Prediction:** Are there connections between coding brain activation patterns at the beginning of CS1 and their programming performance at the end of the course?

A. RQ1—Programming Activation

To determine which areas of the brain activate when novice software engineers program, we present the results of the contrast Code > Rest. That is, we test which brain areas significantly distinguish programming from a resting state (p < 0.01, q < 0.05). We also discuss the functionality of the distinguishing brain regions. Figure 5 contains a brain activation visualization for Code > Rest, and we provide a tabular view of our results with specific t-values in Table II.

While coding, novices exhibit significant occipital activation (BAs 17, 18, 19). While bilateral, we observe somewhat stronger right hemisphere activity. Functionally, the occipital cortex is associated with visual processing, and it includes areas such as the primary visual cortex (BA 17) and visual association area (BA 18). This occipital activation is the strongest activation we observe in Code > Rest, with three out of the five channels with t-values greater than five.

Beyond occipital activation, we also observe significant posterior parietal activation, primarily in the angular gyrus (BA 39). This activation is bilateral: the other two channels with t-values greater than five both cover BA 39, one in each hemisphere. In the left hemisphere, the angular gyrus is important for language-related tasks [50]. Some researchers also include BA 39 in Wernicke’s area, one of the two main brain cortex regions associated with natural language processing. However, we do not observe activation while coding in the regions most commonly associated with Wernicke’s area: BAs 22 and 40. The angular gyrus is also strongly associated with spatial cognition tasks including spatial orientation (e.g., distinguishing left from right), spatial attention, numerical computation, and mental rotation [31], [51]. While the spatial functionality of the angular gyrus is bilateral, many spatial tasks, including mental rotation, are concentrated in the right hemisphere [51]. Therefore, the bilateral activation of the angular gyrus indicates that novices use both language and spatial cognitive processes while programming.

We also observe significant activation in the frontal cortex. Specifically, we observe bilateral activation in the DLPFC (BA 46) and activation in the left superior premotor cortex (BA 6). The premotor cortex is associated with motor processing, and it has also been found to activate during visuospatial tasks including mental rotation [31]. The DLPFC is associated with working memory; lower activation in this region corresponds with worse performance on working-memory intensive tasks such as complex problem solving [52]. The significant bilateral DLPFC activation, therefore, indicates that novices find programming a challenging and working memory intensive task.

Novices engage brain regions associated with language and spatial cognition, as well as regions associated with increased demand for attention and executive function (via neural activity in Code > Rest, p < 0.01, q < 0.05).

B. RQ2—Significant Comparative Activation

We now compare novices’ coding brain activation to their activation during mental rotation and reading by presenting our findings for the contrasts Code > Mental Rotation and Code > Reading. We provide brain activation visualizations for Mental Rotation > Rest and Reading > Rest in Figures 6 and 7, and we provide a tabular view of our results with specific t-values in Table II. Our high level finding is that while coding, mental rotation, and reading are all neurally distinct tasks, we observe more substantial differences between coding and reading than we do between coding and mental rotation.
Table II: t-value statistics for Mental Rotation > Rest, Reading > Rest, Code > Rest, Code > Mental Rotation, and Code > Reading. All reported results are significant (p < 0.01) and pass our false discovery threshold (q < 0.05). Blank cells indicate no significant effect was found in that region. Results closer to +8 or -8 indicate more significant activation or deactivation. We highlight results with t-values less than -5 or greater than +5.

For Coding > Mental Rotation, we observe several significant differences in activation. First, when coding, participants exhibit more bilateral frontal activation than while mentally rotating objects. This comparative activation is in the DLPFC and the premotor cortex (BA6 and 46), areas commonly associated with working memory and spatial manipulation [31], [52]. Similarly, we observe comparatively high coding activation in the right angular gyrus, a region also connected with spatial reasoning [51]. We find it intriguing that many of the
areas with more activity for coding than for mental rotation are associated with spatial reasoning, ostensibly the process measured by the mental rotation stimuli. This may imply that coding is a challenging task that is actually more spatially intensive for novices than simple mental rotation.

When considering a contrast $A > B$, it is important to distinguish between a comparison that is positive because $A$ is greater than $B$ (called a “true activation”) vs. one that is positive only because $B$ is negative (a “strong deactivation”). All of the significant Coding $>$ Mental Rotation differences discussed so far are channels with either positive activation or no significant activation in Rotation $>$ Rest. Thus, they are all true differences between coding and mental rotation. On the other hand, while we also observe a very strong comparative activation ($t = 6.51$) in Coding $>$ Mental Rotation in Wernicke’s area, this is a facet of the same channel’s strong deactivation in one of the contrasts; that is, none of them are caused by a significant hemisphere including Broca’s and Wernicke’s areas are true cortex while reading has stronger activation in Broca’s and Wernicke’s areas. All of the significant differences in the left hemisphere including Broca’s and Wernicke’s areas are true contrasts; that is, none of them are caused by a significant deactivation in one of the Task $>$ Rest comparisons. In the right hemisphere, several of the apparent activations for coding are caused by strong deactivation in Reading $>$ Rest. Even so, we observe true comparative right-hemisphere activations: the right occipital, angular gyrus, and DLPFC are all more activated while coding than while reading.

While we observe that Coding is neurologically distinct from both mental rotation and reading, we also observe more substantial differences in Coding $>$ Reading than in Coding $>$ Mental Rotation. In Coding $>$ Reading, there are four channels with $t$-values greater than $+5$ or less than $−5$, while in Coding $>$ Mental Rotation, there is only one (see Table II). Furthermore, the strong channel difference in Coding $>$ Mental Rotation is not particularly compelling as it is caused by deactivation. Taken together with the previous functional analysis, this trend hints that for novices, coding is a more spatially based and a less language-based cognitive process.

We find that, for novices, coding is neurally distinct from both reading and spatial reasoning. Coding engages regions associated with working memory more than does either reading or rotation, indicating that programming is a more cognitively challenging task. However, we observe more significant substantial differences in Coding $>$ Reading than we do in Coding $>$ Rotation: novices may rely heavily on spatial reasoning while coding.

C. RQ3—Prediction

We now turn to an exploratory analysis of connections between observed brain activation patterns and participants’ final programming assessment scores. To do so, we use Representational Similarity Analysis (RSA), a common Psychology approach, to correlate brain activity interactions with scores on the programming post-test (see Kriegeskorte et al. [53] for an introduction to RSA). We test if the brain activation similarity between mental rotation and coding (Mental Rotation $\times$ Coding) or the brain activation similarity between reading and coding (Reading $\times$ Coding) are correlated with SCS1 scores. We calculate these correlations for the right hemisphere, left hemisphere, right hemisphere frontal, left hemisphere frontal, and occipital regions for a total of five statistical tests per hypothesis and ten total test–hypothesis pairs.

We find a correlation that remains significant after applying the Bonferroni correction for multiple comparisons [54]. Specifically, we find a significant medium negative correlation between (Mental Rotation $\times$ Coding) in the right frontal region and programming post-test score ($r = −0.48$, $p = 0.006$, adjusted Bonferroni $p = 0.006$): the less similar the neural activation patterns for coding and rotation, the better the final programming assessment outcome.

Notice that coding also elicited stronger right frontal activation than the mental rotation task. It is therefore possible that the more individuals engage the right frontal, in a way that is dissimilar from its engagement during spatial processing, the less progress they make over the course of the semester. The hypothesis is similar to the observation that the more dissimilar is the activity between novice readers and their language, the less progress they make in learning to read [55]. In the Psychology literature, one common approach for testing such a hypothesis would be to investigate correlations between significant channel activations and response time. However, while in some settings response time can be used as a proxy for difficulty, our coding stimuli were not designed with that consideration; we do not find a statistically significant correlation ($r = −0.095$, $p = 0.4866$) and lack enough information to either substantiate or refute that hypothesis.

In an exploratory analysis relating initial brain activation patterns and post-test programming scores, we find that less similar patterns of activation for coding and mental rotation in the right frontal hemisphere at the start of the semester predict better outcomes on the end-of-semester final programming assessment ($r = −0.482$, $p = 0.006$).

VII. DISCUSSION

In this section, we discuss the implications of our experimental results. In particular, we consider how the coding brain activation patterns of novice programmers compare to those of more experienced software developers (Section VII-A) and also discuss future research directions (Section VII-B).

A. Novices vs. Experts

In this section, we discuss how our results compare to those observed in neuroimaging studies of expert developers. Generally, we observe more right-hemisphere activation, more
engagement of visuospatial processes, and less engagement of language processes than is seen in experts. For example, all significant activation areas observed by Siegmund et al. were in the left hemisphere, a majority coinciding with established language regions [1]. Similarly, Floyd et al. found that for experts, programming becomes increasingly less distinguishable from reading, a left-lateralized cognitive activity. In this context, our work helps establish an experience-based lateralization shift: novice programmers generally exhibit bilateral activation, especially in regions associated with visuospatial processing, while expert developers see increasingly left-lateralized activation centered in language-associated regions.

However, not all extant studies of experts observe a strong connection between reading and programming: in their study examining code writing (as opposed code reading, the focus of other neuroimaging studies including our own), Krueger et al. observed significantly more right-brain activation in spatial areas during code writing than prose writing [7]. More investigation is needed to see if code writing exhibits a similar lateralization trend with expertise. However, it is possible that code writing consistently remains a more spatial activity.

B. Future Directions and Implications

To the best of our knowledge, this is the first paper to use medical imaging to explicitly investigate novice programmer coding brain activation patterns and their correlates. As a result, beyond replications and meta-analyses, which are more common in Psychology (e.g., [56]) but not yet as prevalent in Computer Science, many of the research implications relate to building on the baselines established by the results presented here. We focus on two dimensions: how programmers learn other computing activities at a cognitive level, and how learning programming in general compares to established neurological theories for learning other disciplines.

For the former, we note that recent medical imaging research on programming has focused on program comprehension and code review, with a lesser emphasis on data structures and code writing [1]–[3], [6], [7]. Other activities remain unexplored. To take one example, it is unknown whether boolean logic has a significant spatial cognitive component. While general logic has been studied, particular paradigms, such as circuit design, may be processed differently by humans, potentially suggesting alternate training or tool-support approaches. Other experimental protocol paradigms are also relatively unexplored: almost all software engineering neuroimaging research consists of showing fixed, static stimuli. Even relatively foundational experimental structures in Psychology, such as priming, masking, and recall are unexplored. For example, building on the influential work of Chase and Simon [57], Psychologists have studied the relationship between chess expertise and the ability to recall or reason about briefly-presented random chess boards [58]. While Siegmund et al. randomized aspects of programs to study comprehension [2], using such paradigms to tease apart programming expertise neurologically remains unexplored.

For the latter, we observe that a number of theories and hypotheses about how humans learn various subjects, from second languages [59] to musical instruments [60], have been posited in the literature. We believe that it will be fruitful to investigate whether a sequential model or a more spatial encoding strategy (see Margulieux [24]) best describes learning to program. Based on our results, our preliminary speculation is that spatial encoding is indeed a key general strategy employed by novices that may decrease in importance over time. If true, this would have implications for the use of domain-specific strategies in skills-based training. A more concrete investigation for programming is merited.

VIII. Limitations and Threats to Validity

Although our experiments and analysis provide significant evidence about novice programmers and spatial ability, our results may not generalize. We consider a number of threats to validity and discuss how our approach mitigates them.

We note that fNIRS experiments are dependent on transmitters and receivers for infrared light (see Section II-A): if no pairs are present for a relevant portion of the brain, activity there cannot be measured. We mitigate this potential source of false negatives in two ways. First, adapt a validated cap design proposed by Huang et al. for use in software engineering and spatial ability studies [6]. Second, information from other medical imaging approaches, such as fMRI, which do not depend on transmitter placement, is used to determine which brain regions to measure [1], [3], [7].

We also consider issues of construct validity: are we measuring what we claim to be measuring (e.g., spatial ability, introductory programming, etc.)? While there are multiple aspects to spatial ability, we use mental rotation, an established paradigm for investigating spatial ability, both in psychology in general [33], [48], [61] and in computer science in particular [6], [62]. For introductory programming, we make use of the SCS1, a validated assessment [37].

Finally, all of our subjects are students at the same large US university. This aspect of participation selection may limit the generality of our results to other populations.

IX. Related Work

We place our results in context with respect to three broad categories of previous work.

a) Spatial Skills and Programming: There is a positive relationship between programming and spatial ability and [28], [29], [63], [64]. Parkinson and Cutts found that “spatial skills typically increase as the level of academic achievement in computer science increases” [29]. Furthermore, Parker et al. found that spatial reasoning is better mediating variable for fluence discrepancies in computer science than computing access [64]. There have also recently been studies establishing a causal transfer between spatial reasoning training and computer science performance. Cooper et al. and Bockmon et al. ran studies with high school and university programmers, finding that those who participated in additional spatial training
performed better on a final programming test [62], [65]. Margulieux’s spatial encoding strategy (SpES) framework relates the cogitative processes behind spatial ability and learning to program [24]. SpES hypothesizes that strong spatial reasoning ability helps novice programmers use general strategies for mentally encoding non-verbal information.

Our results provide context and nuance to such claims: we find that novice programmers do use spatial cognitive processes while programming (RQ1) and that the degree of dissimilarity between patterns of neural activity for coding and spatial tasks can predict final outcomes (RQ3).

b) Reading and Programming: From documentation to code review to requirements elicitation to code summarization, many software engineering activities involve a significant reading component [66]–[68]. Experimentally, several studies report a correlation between overall programming ability and the ability to read a program and describe its function in natural language [69], [70] or posit natural language reading as a basis for code comprehension [71], [72]. Some models extend to training: Fedorenko et al. hypothesize that “pedagogies for developing linguistic fluency” can inform how to train programmers, based on a perceived similarity between learning programming and second language learning [73]. Their hypothesis was supported by a recent study by Prat et al. which found that natural language aptitude was a significant factor in predicting programming success [72].

Our results elaborate on how such claims apply to novice programmers: while novices do use language cognitive processes when coding (RQ1), we find that coding and reading are more different for novices than are coding and spatial ability, suggesting they rely more on spatial reasoning when coding.

c) Medical Imaging and Software Engineering: Following the pioneering work of Siegmund et al. [1], a number of papers have used medical imaging techniques to investigate software engineering activities (e.g., [1]–[5], [7], [19]–[21]). Related to our work in particular, Yu et al. used fNIRS to compare mental rotation tasks to data structure manipulation [6].

A key distinction of our work is that those studies focus on programmers with years of experience. Explicit investigations of programming expertise using neuroimaging are relatively rare, and tend to involve either proxies such as undergraduate grades [3] or comparisons between graduates or professionals and undergraduates (e.g., Siegmund et al. measure 8 students and 3 professionals [2, Sec. 3.3]). While Floyd et al. found that coding and prose tasks are more similar in terms of neural activity for senior undergraduate than for mid-level undergraduates [3] (i.e., as programmers become more experienced), our results provide evidence that the pattern continues: as programmers become less experienced, programming and reading show less cognitive similarity (RQ1, RQ2).

X. CONCLUSION

Neurological understandings of how novices engineer software has implications for training, pedagogy and tool development. In a study of 31 participants, we use fNIRS to compare the neural activity for introductory programming, reading and spatial reasoning tasks in a controlled, contrast-based experiment. We find that all three tasks — coding, prose reading, and mental rotation — are mentally distinct for novices. This clarifies previous findings that they may be more similar in experts [3] or for complex data structures [40]. However, while those tasks are neurally distinct, we find more significant and substantial differences between prose and coding than between mental rotation and coding. Intriguingly, we find generally more activation in areas of the brain associated with spatial ability and task difficulty while coding compared to that reported studies with more expert developers. Finally, in an exploratory analysis, we find that certain patterns of neural activity at the start of the semester are predictive of end-of-semester outcomes, opening the door for future experiments to model such phenomena more directly. To the best of our knowledge, this is the first study to focus specifically on novice programmers and to make use of a significant time-delayed outcomes assessment. While preliminary, these findings both elaborate on previous results (e.g., relating expertise to a similarity between coding and prose reading) and also provide a new understanding of the cognitive processes underlying novice programming.
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