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Abstract: As an interdisciplinary comprehensive subject involving multi-disciplinary knowledge, emotional analysis has become a hot topic in psychology, health medicine and computer science. It has a high comprehensive and practical application value. Emotion research based on the social network is a relatively new topic in the field of psychology and medical health research. The text emotion analysis of college students also has an important research significance for the emotional state of students at a certain time or a certain period, so as to understand their normal state, abnormal state and the reason of state change from the information they wrote. In view of the fact that convolutional neural network cannot make full use of the unique emotional information in sentences, and the need to label a large number of high-quality training sets for emotional analysis to improve the accuracy of the model, an emotional analysis model using the emotional dictionary and multi-channel convolutional neural network is proposed in this paper. Firstly, the input matrix of emotion dictionary is constructed according to the emotion information, and the different feature information of sentences is combined to form different network input channels, so that the model can learn the emotion information of input sentences from various feature representations in the training process. Then, the loss function is reconstructed to realize the semi supervised learning of the network. Finally, experiments are carried on COAE 2014 and self-built data sets. The proposed model can not only extract more semantic information in emotional text, but also learn the hidden emotional information in emotional text. The experimental results show that the proposed emotion analysis model can achieve a better classification performance. Compared with the best benchmark model gram-CNN, the F1 value can be increased by 0.026 in the self-built data set, and it can be increased by 0.032 in the COAE 2014 data set.
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1 Introduction

As an interdisciplinary comprehensive subject involving multi-disciplinary knowledge, emotional analysis has become a hot topic in psychology, health medicine and computer science. It has a high comprehensive and practical application value [1–5]. Emotion research based on the social network is a relatively new topic in the field of psychology and medical health research. At present, with the new era of user self-media data driven by Web 2.0 becoming more and more popular, there are more and more online comments from forums, blogs, microblogs, Tencent chat or other social networks, and millions of college students express their feelings, feelings, experiences and opinions. Their motivation is to share information, get feedback from friends and classmates, keep in touch with each other, and pay attention to relevant news. Therefore, college students have created a rich information flow including text, multimedia files, emoticons and other contents. This kind of unbiased, real-time and emotional user self-Media data comes from students’ experience of teaching and research services, life experience and other aspects provided by the University, which directly affects the future decision-making of students. In analyzing the information released by these complex college students, the recognition of attitude and topic is very important. For example, information published on social media will affect the decision of potential college students whether to apply for the school. In addition, students can use this information to understand the advantages and disadvantages of teachers, and to understand what useful courses are. This information is also very effective for university teachers and administrative departments to master students’ emotions and opinions. Therefore, when university administrators pay attention to all aspects of students’ emotions, they are easy to make correct decisions to deal with students’ problems. In addition, it allows teachers to learn more about students without paying for the survey. University management should understand current trends and improve services by analyzing students’ opinions. Therefore, it is always considered important for decision-making to understand students’ ideas correctly [6].

Emotional analysis is a comprehensive application of natural language processing, viewpoint extraction and text analysis, which can identify and retrieve emotional polarity from natural language texts [7–9]. This early approach to emotional analysis focuses on determining the overall emotional orientation (i.e., positive, neutral, or negative) or emotional polarity (i.e., one to five stars) of a comment [10]. Emotional polarity can be formed at different levels: Document level [11], sentence level and vocabulary level [12]. The document level is based on the whole document. Sentence level extracts and determines the emotion of each subjective sentence in the text. At the level of words, each word in the text is analyzed and classified. In this paper, sentence level is considered, because microblogs and other social media are short texts.

However, as far as we know, no researchers analyze and study the social media data of Chinese college students. In the field of education, researchers focus on e-learning by exploring students’ feelings and feelings, but e-learning data is lack of interactivity, which cannot reflect the whole college life of students. This gap in research limits our ability to analyze students’ emotions, which may affect their personal and intellectual growth. In addition, in previous studies, emotional polarity was limited to the judgment level of positive, negative or neural emotions, and the emotional intensity of these emotions and opinions has also been lack of research. At the same time, unstructured text brings difficulties to automatic emotion analysis, which makes the development of this technology challenging [13].

Finally, emotional expression is usually indirectly or implicitly related to the emotional expression of text information released by students. In this perspective, our research focus is to analyze the emotional data about college students in Tencent’s circle of friends by constructing college
students’ emotional vocabulary. Tencent talks about data similar to Weibo. People talk about their feelings in life and record them bit by bit. Because of its group, spontaneity and naturalness in Chinese young students, it was selected as the source of our experimental data set. In Tencent, the “wall” is a service for students to release their own information, content, status, etc. There are several categories of SMS: Status information (each student writes on his or her own wall), posts on other people’s walls, and comments on others. Usually, a student’s wall is visible to his/her friends, who can comment on specific information or express their feelings.

In particular, we will focus on the emotional analysis of text. In order to get more hidden information and express the importance of each word in a sentence, a multi-channel semi supervised convolutional neural network model is proposed. By combining the features of emotional words and the position of words in sentences in college students’ emotional dictionaries, the emotional text is vectorized in two different ways, which is used as the input of convolution neural network, and construct convolution neural network to realize semi supervised convolution neural network.

2 Related Research

Emotion is a complex word, which is related to personal judgment. Traditionally, emotion research has been a field of philosophy or psychology. At present, emotion analysis has been studied in the field of computer and social science, and a software system for automatically dealing with emotion problems has been established. This part discusses our research from two aspects: Emotional Analysis and college students’ emotion.

Emotional analysis has been applied in many research fields, such as reviewing customer products, monitoring reputation in social networks, tracking people’s feelings towards politicians, promoting marketing activities, etc. [14,15]. For example, we can find the emo value header analyzer, which analyzes the suggested headers entered by users to assign them emo value scores [16]. In [17], a semi supervised learning algorithm is proposed, which is called deep trust network with feature selection (DBNFS). The use of chi square based feature selection reduces the complexity of vocabulary input, because some irrelevant features are filtered, which makes the learning stage of DBN more effective. Literature [18] proposed emotion analysis technology to identify and monitor potential emotions in texts written by developers in GitHub project problems.

There are many methods to calculate emotion analysis from text [19], among which machine learning method [20] and dictionary-based method [21] are the main ones. Many machine learning methods were originally developed for data mining. They are used to learn the underlying patterns from the sample text data, and try to classify the new unmarked data for emotional classification [22]. The most commonly used machine learning methods are: Bayesian method [23], maximum entropy, support vector machine and k-nearest neighbor. These methods are the most widely used in the field of NLP emotion analysis because they are easy to adapt across domains and languages [24].

Many affective analysis tools rely on manual construction or automatic derivation of polar dictionaries, especially in English. Affective dictionary is defined as a list of positive and negative opinion words or affective words in English. Suppose that if we use it to deal with Chinese, such a dictionary can also be used in any other language. As recent research has revealed, students’ emotions have an impact on their performance in college learning and life. In the field of student curriculum evaluation feedback. They suggest classifying students’ views on the course and comparing the accuracy of different classifiers in their online forum posts. In this paper, a multi-channel semi supervised convolution neural network model combining multi features is proposed,
which is used as the input of convolution neural network, and the method in [25] is used to construct convolution neural network to realize semi-supervised convolution neural network.

3 Emotional Analysis Model

3.1 Task Definition

Emotional analysis is mainly based on the given sentence \( s = (w_1, w_2, \ldots, w_n) \) (\( w_i \) is the \( i \)-th word in \( s \), \( n \) is the length of \( s \)), using the hidden feature information of the word sequence in the sentence to determine the emotional tendency of the sentence. In this paper, a semi-supervised convolution neural network model is constructed by using the method proposed in [25]. By using word vectors and different features as the input of convolutional neural network, the structure is spliced. This multi-feature input can enable the network model to learn different feature information and optimize the super-parameters of the model during the training process, so as to effectively obtain more hidden information in sentences [26, 27].

3.2 Part of Speech Tagging in Emotional Dictionary

In this paper, based on the existing emotion vocabulary ontology, this paper constructs a dictionary for students' emotion analysis. There are 56610 emotional words (15093 commendatory words, 17847 derogatory words and 21670 objective words). Because it is necessary to use appropriate Chinese dictionaries and methods to carry out emotional analysis of their text information, this section will introduce the construction steps of College Students' dictionaries.

Research shows that emotion analysis usually depends on characteristic domain, because the emotional polarity of related domain terms may vary according to the context in which they are used. Therefore, sentsics is an explicit and implicit emotional vocabulary, which aims to detect the emotion of college students in the text, calculate their polarity intensity, and predict their personality characteristics. Many polar words of this word are domain and context specific. This will significantly improve the accuracy of emotional analysis of college students. For example, from “going to class,” we construct the following vocabulary, such as “teacher, classmate, homework, etc.” refers to the relationship between people and events, and other words and phrases, such as “interesting, boring, severe” refers to the positive and negative emotions of classroom teaching.

Combined with corpus filtering, web search and dictionary extension technology, this paper constructs sentsics manually and computer aided. Based on the experience of experts and word frequency, a dictionary is built. Delete words with a total frequency of less than 5 or more than 30. The reason is that when the frequency is greater than 30, they are too common, and when the frequency is less than 5, they are too unique. In this paper, affective words are defined as a five tuple containing word names. The affective categories of words can be happiness, love, disgust, sadness, etc., the part of speech includes nouns, verbs, adjectives, etc., and the emotional intensity and polarity include positive, neutral, etc. Therefore, a word is formally defined as a 5-tuple: \((w, wc, wc, ws, wp)\). Among them, \( w \) is the word name, \( wc \) is the word emotion classification, \( wc \) is the part of speech, \( ws \) is the word emotion intensity, \( wp \) is the word polarity.

The related emotional words are mainly defined as shown in Tab. 1. These classifications basically cover all the main emotions of students in school life. Parts of speech can be divided into nouns, verbs, adjectives, adverbs, pronouns, etc. Traditionally, adjectives, verbs and specific nouns express emotions in texts. However, other features of vocabulary are also used to determine the emotional polarity in the text.
Table 1: Emotional classification of emotional words

| Serial number | Sentiment classification | Examples of words               | Polarity | Describe | Example                          | Part of speech |
|---------------|-------------------------|---------------------------------|----------|----------|----------------------------------|----------------|
| 1             | Happiness               | Happy, excited,                 | Pos      | The name of the thing             | Mobile phone,   | Noun                           |
|               |                         |                                 |          | Actions of people or things       | textbook        |                               |
| 2             | Feel at ease            | Calm down, relax,               | Pos      | The state or quality of a         | Sleep, play     | Verb                           |
|               |                         | Respect, adore, admirer,        |          | person or thing, used to modify  |                   |                               |
|               |                         | support                         |          | words.                            | Mobile phone,   |                               |
| 3             | Admire                  | Respect, adore, admire,         | Pos      | Diligent and friendly             |                   | Adj                            |
|               |                         | support                         |          |                                   | Diligent and    |                               |
| 4             | Praise                  | Praise                           | Pos      | A word used to modify the degree  | Very much,      | Adv                            |
|               |                         |                                 |          | of expression of a verb or        | Very, a little  |                               |
|               |                         |                                 |          | adjective.                        |                  |                               |
| 5             | Believe                 | Believe, trust, confidence      | Pos      | High frequency words appear in   | Decline         | Nw                             |
|               |                         |                                 |          | the network                       | embarrassed,    |                               |
|               |                         |                                 |          |                                   | loser            |                               |
| 6             | Love                    | Love, like, adore               | Pos      | Negative words                    | No               | No                             |
| 7             | Wish                    | Wish, bless, celebrate          | Pos      | Words in place of other words     | They, we        | Pronoun                        |
| 8             | Miss                    | Miss, care                       | Pos      | Words indicating sentence and     | !, ?,            | Punc                           |
|               |                         |                                 |          | mood in writing                   |                  |                               |
| 9             | Surprise                | Surprise, amazed, curiosity     | Pos      | Words expressing mood             | Ah, wow, oh     | Tone                           |
| 10            | Sympathy                | Sympathy, pity, poor            | Pos      | The name of a place               | Beijing, Harbin | Addr                           |
| 11            | Anger                   | Angry, ignition                 | Neg      | Human name                        | Zhang San, Li   | Pername                        |
|               |                         |                                 |          |                                   | Si               |                               |
| 12            | Sadness                 | Sadness, grieved, grief         | Neg      | Quantitative words                | 5, 4, 31        | Numb                           |
| 13            | Cold                    | Apathy, indifference, coldness  | Neg      | Represents the relationship        | But, and        | Turn                           |
|               |                         |                                 |          | between sentences                 |                  |                               |
| 14            | Bashful                 | Ashamed, shy shame              | Neg      | Name of organization or group     | Zhoukou         | Agent                          |
|               |                         |                                 |          |                                   | Normal University|                               |
| 15            | Doubt                   | Doubt, suspicion,               | Neg      | To express an emotion with        | ∧_∧              | Emotion                        |
|               |                         | symbols                         |          | symbols                           |                  |                               |
| 16            | Fear                    | Terrified, fear                 | Neg      | Time words                        | February 2018    | Time                           |

Other parts of speech (parts of speech) listed in Tab. 1 are also for improving emotional classification, such as adverbs, negatives, punctuation and conjunctions. In this study, adverbs are used to increase or decrease the intensity of emotion as an emotional booster. Degree adverbs can be used to calculate the emotional value according to the hierarchy. The first level maximizes
and enhances emotions, such as “extraordinary,” “absolute” and “unbelievable,” while the second level is weaker, such as “very,” “true” and “certain.” The third kind of emotional enhancement is the weakest, such as “a little,” “a little,” “a little.” When students only use adjectives or nouns to express emotional intensity, the calculation of intensity is not accurate. Therefore, emotional intensity should increase or decrease with the appearance of degree adverbs. Negative words, such as “no,” change the direction of emotional words. For example, “I don’t like him.” The emotional value of “like” is positive, but the combination of “not” and “like” is a derogatory emotional word. This matching affects the polarity of the whole sentence, so the polarity of the sentence is negative.

This paper also considers connection rules. Generally speaking, when there are some conjunctions in a sentence, such as “although,” “but,” “and” and “then,” the sentence can express multiple polarity. Through the use of connection rules, accurate semantics is easier to be accurate, and emotional analysis is more accurate. There are two main conjunction rules, one is the progressive relationship “a sentence, and B sentence,” the other is the turning relationship “a sentence, but B sentence.” The first conjunction rule is that if the emotional polarity of a sentence is positive, it will strengthen the positive emotion of B sentence. The second conjunction rule is that if sentence a is positive, then sentence B should be negative. For example, progressive relationship: “he is not only handsome, but also kind-hearted.” The turning word “and” in this sentence strengthens the positive emotion of “he is not only handsome.” For example, “he is handsome, but he is evil inside.” The conjunction “Dan” negates the positive emotion of “he is very handsome,” so the emotional polarity of the whole sentence should be negative emotion. The connection rules not only ensure that the relationship between words is considered, but also the relationship between sentences, and also enhance the accuracy of emotional analysis.

Similarly, the combination of exclamation and punctuation is also an emotional booster. For example, “it’s finally time off!” Exclamation “La” and punctuation “!” Both increase the positive emotional intensity of sentences. If the part of speech of a sentence is recognized, then we can use the following model to calculate the polarity intensity to get the final score. The model is as follows:

\[
\text{sentiscore} = \sum_{i=1}^{n} \sigma \cdot w_{v_i} \cdot w_{p_i} \cdot w_{s_i} + \alpha + \delta + \beta
\]

Here, \( w_{v_i} \) is the strength of adverbs, \( w_{p_i} \) is the polarity of emotions, the value is 1 (positive), −1 (negative), 0 (neutral). The \( w_{s_i} \) is the emotional intensity of emotional words, the value is 0 to 9. The \( \sigma \) is the value of negative words, and the value of −1. The \( \alpha \) is the value represented by conjunctions. If the conjunctions are progressive, the value is the same as the emotional intensity of the emotional words before the conjunctions. If it is a turning relationship, the value is opposite to the emotional intensity of the emotional words before the conjunctions. And \( \delta \) is the emotional intensity of emoticons, \( \beta \) is the emotional intensity of punctuation and interjection.

### 3.3 Construct Word Vector

In this paper, different input channels are used to receive the combination of different feature information, so that the model can learn more emotional feature information in the training
process, effectively identify the emotional polarity of emotional text sentences, and improve the emotional classification performance of the network model. For each word in the sentence, this paper maps it to a multi-dimensional continuous value vector, and each word in sentence $s = (w_1, w_2, ..., w_n)$ can be mapped to an m-dimensional vector, namely $V_i \in \mathbb{R}^m$. The term vector matrix of the dataset is defined as $E = \mathbb{R}^{m \times |V|}$, where $|V|$ is the size of the term set of the dataset.

This paper uses the emotional words database in Section 3.2 to mark the part of speech of the special words in the input sentence, as shown in Tab. 1. By tagging the special words in sentences, and paying attention to learning the characteristic information of special words in the training process of network model, we can make full use of these special words in emotion classification. In this paper, through the vectorization operation of different part of speech tagging, part of speech tagging mapping is defined as $tag_i \in \mathbb{R}^k$, where $k$ is the part of speech vector dimension. Convolutional neural network can learn more advanced natural language feature information by learning different part of speech tagging to fine tune the component parameters of part of speech vector.

Because the emotional information contained in the sentence is limited, and the same word in the sentence may appear in different positions, which may contain different information, so the position of the entry in the sentence is also an important feature of the short text. The position value of the $i$-th entry $w_i$ in sentence $s$ is

$$p(w_i) = i - \text{len}(s) + \text{maxlen}$$

(2)

Here, $p(w_i)$ is the position value of entry $(w_i)$ in sentence $s$; $\text{len}(s)$ is the length of sentence $s$; $\text{maxlen}$ is the maximum length of input sentence.

3.4 Semi-Supervised Convolutional Neural Network

Convolution neural network is a kind of feedforward neural network including convolution calculation and with depth structure. It is one of the representative algorithms of depth learning [28,29]. Convolutional neural network has good classification performance in emotion analysis task, but it depends on the availability of a large number of training data, which limits its applicability. In this paper, we use a semi supervised learning inversion strategy proposed in reference [25], which is suitable for a variety of depth neural networks. This method does not add extra super parameters, and the stability and robustness of input noise and gradient update in semi supervised tasks are good.

Let $x$ be the input of the network, the output of each layer of the network is $z^{(l)}(x)$, the activation function is Relu, and the transformation of activation function is $f_{\theta(l)}$. Therefore, the output of the network is

$$z^{(1)} = f_{\theta(l)} \left( z^{(l-1)}(x) \right)$$

(3)

Here, $\theta(l)$ represents the parameters of the $l$-th layer in the network, which are obtained through network learning. The variance loss function is reconstructed, and the loss function after reconstruction is

$$L_R(x) = \left\| x \frac{dz^{(l)}(x)}{dx} \right\|^2$$

(4)
The reconstructed loss function acts as a data-driven network regularize, which makes the information of unlabeled samples be taken into account in the input of the network, so that the square difference between unlabeled samples and the output of the network modeling for the samples is the smallest, which is the opposite of the standard regularization. In addition, the cross-entropy loss function of unlabeled samples is

\[ L_E(\hat{y}(x)) - \sum_{c=1}^{C} y(x)_c \log \hat{y}(x)_c \]  

Here, \( C \) is the number of classification categories; \( y(x)_c \) is the real sample label; \( \hat{y}(x)_c \) is the network prediction label.

For labeled supervised learning, minimizing entropy is a part of the optimal output distribution, which makes the output distribution in the correct classification category. For unsupervised learning, although the category is unknown, the optimal value is to minimize the entropy distribution. Given a set of labeled data set \( D_s = \{(x_n, y_n), n = 1, 2, \ldots \} \), the internal parameters of the network are learned by cross entropy \( L_{CE}(x, y) \) and unlabeled data set \( U_s \) to get the unsupervised examples of known labeled clustering. Therefore, the semi supervised loss function is

\[ L(x, y) = \alpha L_{CE}(x, y) + (1 - \alpha) \beta L_E(x) + (1 - \alpha)(1 - \beta) L_R(x) \]  

Here, \( \alpha \) and \( \beta \in [0, 1]^2 \) are weighting coefficients of supervision loss and unsupervised loss respectively.

Each loss is re normalized to ensure that their impact is evenly distributed with reference to the overall loss. In this case, the semi supervised loss function is

\[ L(x, y) = \frac{1}{\log C} \left( 1_{\{y\neq \emptyset\}} L_{CE}(x, y) + 1_{\{y\neq \emptyset\}} L_E(x) \right) + \frac{1}{D} L_R \]  

Here, \( D \) is the dimension of input \( x \). The loss functions \( L_E(x) \) and \( L_{CE}(x, y) \) have the same order of magnitude. In this case, \( L_{CE}(x, y) \approx \log C \) and \( L_E(x) \approx \log C \) can be initialized to \( \hat{y}(x) \sim \pi(C) \), in which \( \pi(C) \) Dirichlet’s parameter distribution is uniform, and the range of \( L_R(x) \) depends on the infinite norm of the input \( x \) under consideration.

Since Eq. (7) is not stable for input noise and gradient update, in order to improve its stability, the loss of each layer is defined as Eq. (2), let \( \frac{1}{L} \sum_{l=0}^{L-1} \frac{1}{D'} L_{l}^l R(x) \), then the semi supervised loss function is

\[ L(x, y) = \frac{1}{\log C} \left( 1_{\{y\neq \emptyset\}} L_{CE}(x, y) + 1_{\{y\neq \emptyset\}} L_E(x) \right) + \frac{1}{L} \sum_{l=0}^{L-1} \frac{1}{D'} L_{l}^l R(x) \]  

3.5 Multichannel Semi Supervised Convolutional Neural Network

The multi-channel semi supervised convolution neural network model combined with multi features is shown in Fig. 1. For the embedded layer of the network, this paper adds word features, part of speech features and location features to the input layer of the network. These three features form four different channels through simple splicing in the input layer of the network. The convolution layer mainly obtains the local features of different channel inputs to form the feature information graph. The convolution operation is carried out in the way of multi windows.
and multi convolution kernels for each different channel, and mean pooling is used to obtain the important feature information in each channel. The local features obtained from different channels are merged into a feature vector by using a merging layer, and then the feature vector is input to the next layer, that is, the hidden layer. In this paper, the local feature vector is extracted in the hidden layer to get the relationship between the local features of different channels, and the relationship between different channels is learned through the weight matrix. In order to get the classification results of the sentences to be classified, the output layer uses the softmax function to output the classification results. In this paper, the input layer of the network is added with emotional dictionary word features, part of speech features and location features. These three features are simply spliced in the input layer of the network to form four different channels. In order to simplify the network model, this paper uses a simple splicing operation to realize the feature combination in the experiment, as follows:

\[ V_1 = \text{tag} \oplus \text{position} \]  \hspace{1cm} (9)
\[ V_2 = w \oplus \text{position} \]  \hspace{1cm} (10)
\[ V_3 = w \oplus \text{tag} \oplus \text{position} \]  \hspace{1cm} (11)
\[ V_4 = w \oplus \text{tag} \]  \hspace{1cm} (12)

Here, \( \oplus \) is the join operator; \( \text{tag} \) is the part of speech feature; \( \text{position} \) is the position feature; \( w \) is the common word vector.

For different channels, this paper uses different convolutions to extract the feature information of sentences. Then the most important feature information is obtained through the pooling operation of the pooling layer. The eigenvector graph and pooled eigenvector obtained by convolution operation are as follows:

\[ c_j = \text{relu} (W \cdot V_i + b); \quad \hat{C}_j = [\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_d] \]  \hspace{1cm} (13)

Here, \( j = 1, 2, 3, 4 \) is the channel subscript; \( W \) is the weight matrix of convolution kernel; \( V_i \) is the characteristic matrix of splicing; \( i = 1, 2, 3, 4 \); \( b \) is the offset matrix; \( d \) is the number of
convolution kernel. By merging the eigenvector graphs of different channels from the merging layer, the eigenvector is obtained.

\[ \hat{c} = [\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_n] \]  \hspace{1cm} (14)

In addition, a hidden layer is added behind the pooling layer of the network model to get more important feature information and the relationship between different channel information. It is expressed as

\[ R = relu(W_h \hat{c}_h + b_h) \]  \hspace{1cm} (15)

Here, \( R \in \mathbb{R}^q \) is hidden layer output, \( q \) is hidden layer output dimension; \( W_h \in \mathbb{R}^{q \times d} \) is hidden layer weight matrix; \( b_h \in \mathbb{R}^q \) is offset matrix. In the full connection layer, we use softmax function to map the output eigenvectors of hidden layer to interval \([0, 1]\), so as to output the classification results of sentences to be classified.

4 Experiment

4.1 Data Set and Parameter Setting

QQ said that it is a popular microblog like service for college students, which was officially launched in China on July 15, 2010. It usually lists learning related, life-related or health-related problems, promotes the sharing of personal experience, and reveals the emotional state of students. Their friends and classmates uploaded their comments in response to the author's comments. Like other media such as microblog, it uses the web to publish short updates. This paper collects QQ data of Qiqihar University students. These students are undergraduates. We selected data of 60 students, including 7051 pieces of information (3703 positive information, 2255 negative information and 1093 objective information). Tab. 2 shows the polarity of some student comments used in our experiment. In the experiment, 90% of the texts are used as training sets and 10% as test sets. MATLAB is used to simulate the experiment. In the experiment, the data set is called self-built data set temporarily.

| ID | Student name | Number of reviews | Positive | Negative | Objective |
|----|--------------|--------------------|----------|----------|-----------|
| 1  | S1           | 271                | 161      | 93       | 17        |
| 2  | S2           | 126                | 91       | 28       | 7         |
| 3  | S3           | 370                | 154      | 138      | 78        |
| 4  | S4           | 448                | 190      | 109      | 149       |
| 5  | S5           | 86                 | 31       | 51       | 4         |

Experiments are also conducted on COAE 2014 dataset [30], which is a balanced dataset. For the experiment of two corpus sets, 90% of the texts are used as training set and 10% as testing set. In the experiment, the input vectors are convoluted by using the multi window convolution kernel. The corrected linear units are functions of the convolution kernel. During the network training process, Adam is used to update and optimize the parameters of the network model. According to repeated experimental tests, the parameter settings of the model are shown in Tab. 3.
Table 3: Parameter settings of the model

| Parameter name     | Parameter symbol | Value |  |
|--------------------|------------------|-------|---|
| Window size        | $h$              | 3, 4, 5 |  |
| Feature mapping    | $m$              | 100   |  |
| Learning rate      | $b$              | 0.001 |  |
| Mini-batch size    | $r$              | 50    |  |
| Dropout rate       | $p$              | 0.1   |  |

4.2 Evaluation Criteria

Text emotion classification can be regarded as a task of text classification. In this paper, precision, recall and F1 score are used as the evaluation criteria. Accuracy is defined as the ratio of the number of texts correctly classified as a specified category to the number of all texts classified into a specified category. Recall rate is defined as the ratio of the number of texts correctly classified as a specified category to the number of texts in all specified categories. F1 value is the harmonic mean value of accuracy and recall, which can be used for comprehensive evaluation of accuracy and recall. If TP is the number of documents correctly classified to the positive category, TN is the number of documents correctly classified to the negative category, FP is the number of negative texts wrongly classified to the positive category, and FN is the number of positive texts wrongly classified to the negative category, then for the positive category, each evaluation standard can be expressed as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 - \text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The accuracy and recall rates used in this paper are the mean of accuracy and recall rates of positive and negative categories respectively, while the F1 value is calculated by Eq. (18) using the mean of accuracy and recall rates.

4.3 Comparison of Emotional Analysis Results

In order to compare the performance of various models on two sets of data to verify the effectiveness of the model proposed in this paper in the emotional analysis task, this paper selects a number of traditional machine learning and benchmark text convolution neural network models to compare with the model proposed in this paper. For traditional machine learning, support vector machine (SVM) and logistic regression (LR) are used to classify emotion. According to the different initialization methods of word vectors, a variety of convolution neural networks for reference texts are selected, which are Rand CNN, DCNN and skip gram CNN, which are randomly initialized and dynamically adjusted by back propagation during the network training.

Tabs. 4 and 5 show the classification effect obtained by fitting each model on the data set. It can be seen from this that the RAND CNN with random initialization input has no significant
improvement compared with the traditional machine learning method, and its effect on COAE 2014 data set is even worse than SVM, with F1 value only 0.790; Rand CNN needs to adjust the original word vector while learning the classification network parameters, and the quality of the training word vector is poor when the training data is insufficient; by contrast The DCNN and skip gram CNN models which use the pre training word vectors to initialize the input have obvious improvement compared with the RAND CNN and, which proves that the classification effect of the text convolution neural network is directly related to the input expression, and the network is quite sensitive to the input noise.

Table 4: Emotional analysis results of self-built dataset

| Model                  | Accuracy | Recall ratio | F1 value |
|------------------------|----------|--------------|----------|
| LR [31]                | 0.848    | 0.862        | 0.853    |
| SVM [32]               | 0.831    | 0.842        | 0.824    |
| Rand-CNN [33]          | 0.909    | 0.906        | 0.909    |
| DCNN [34]              | 0.916    | 0.917        | 0.918    |
| Skip gram-CNN [35]     | 0.922    | 0.923        | 0.921    |
| Proposed               | 0.937    | 0.935        | 0.934    |

Table 5: Emotional analysis results of COAE 2014 data set

| Model                  | Accuracy | Recall ratio | F1 value |
|------------------------|----------|--------------|----------|
| LR [31]                | 0.781    | 0.783        | 0.787    |
| SVM [32]               | 0.806    | 0.800        | 0.807    |
| Rand-CNN [33]          | 0.790    | 0.799        | 0.796    |
| DCNN [34]              | 0.821    | 0.816        | 0.809    |
| Skip gram-CNN [35]     | 0.867    | 0.865        | 0.861    |
| Proposed               | 0.909    | 0.898        | 0.903    |

Through comparison, it is found that the model proposed in this paper is superior to other models in terms of evaluation indexes. In the self-built data set, compared with the best benchmark model skip Gram-CNN, the F1 value increased by 0.015; in the COAE 2014 data set, the F1 value increased by 0.042. Experimental results show that word sense disambiguation can improve the input expression of text convolution neural network, and then get better classification ability.

In order to further analyze the impact of part of speech features of different dimensions on the classification effect, we use different dimensions of part of speech features on the self-built data set and COAE 2014 data set for comparative analysis. The experimental results are shown in Fig. 2, where the part of speech vector dimension of 0 means no part of speech vector is used.

As can be seen from Fig. 2, when the part of speech feature dimension is less than 50, the four models in the two datasets show an upward trend, among which the RAND CNN model with randomly initialized feature vector is the most obvious one, and the classification accuracy fluctuates after the part of speech feature dimension is more than 50; however, when the part of speech feature dimension is more than 50, the DCNN and sk of initialization input
of pre trained word vector With the increase of dimensions, the classification accuracy of IP gram CNN model shows a downward trend. However, the classification accuracy of the model proposed by using word vectors fluctuates after the part of speech feature dimension exceeds 50. With the increase of part of speech feature dimension, more weight and vector parameters need to be adjusted in one iteration of the model. When the feature vector is initialized randomly, it is possible to give the part of speech a feature vector which is quite different from the real value, making it difficult for the model to approach the real feature vector through parameter adjustment in the training process. So when the feature dimension exceeds a certain threshold, the model classification accuracy of randomly initialized feature vector will decrease with the increase of part of speech feature dimension. When the part of speech feature dimension is more than 50, the classification accuracy of the proposed model is not significantly increased, and the larger the part of speech feature vector dimension is, the longer the training time of the model is. So the bigger the dimension of part of speech vector, the better.
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**Figure 2:** Comparison of tag embedding in different dimensions. (a) Self-built dataset. (b) COAE 2014 dataset

In order to analyze the influence of word vectors of different dimensions on the classification performance of the model, the comparison experiment is carried out on two datasets by taking word vectors of different dimensions from several models, and the experimental results are shown in Fig. 3.

As can be seen from the results in Fig. 3, on the two datasets, when the word vector dimension is less than 100, the accuracy of the four models has an obvious upward trend. When the word vector dimension is larger than 50 dimensions, the classification accuracy of the model proposed by using the construction word vector shows a gentle rise, which indicates that the classification accuracy of the model proposed by using the construction word vector can increase with the increase of the word vector dimension. However, when the word vector dimension of Rand CNN model is more than 50, the classification accuracy fluctuates. Because of the dependence on the initial value of vector, with the increase of word vector dimension, the model given initial value by random initialization can not learn the characteristic information of vector well, so the classification accuracy fluctuates. And with the increase of vector dimension, the training time of the model will also increase. Therefore, in the experiment,
the word vector dimension is set as 100 dimensions, the part of speech vector dimension is 50 dimensions, and the location feature vector as auxiliary network model training is set as 10 dimensions.

![Graph](image)

**Figure 3**: Comparison of word embedding in different dimensions. (a) Self-built dataset. (b) COAE 2014 dataset

Figs. 4 and 5 respectively show the classification accuracy of the first 50 iterations of each network in two emotional analysis experiments. It can be seen that the proposed model is superior to each reference text convolution neural network in each iteration, and its classification accuracy is significantly higher than other network models from the fifth iteration; in two groups of experiments, Rand CNN needs to dynamically adjust the word vector, and the classification accuracy of each iteration is the lowest.

![Graph](image)

**Figure 4**: Results of the first 50 iterations of the self-built dataset experiment

Through observation, it can be found that the number of iterations required for the convergence of the model proposed in this paper is basically consistent with DCNN and Skip Gram-CNN. With the increase of iterations, it can show better classification effect than other
models. This trend also proves that multi-channel input strategy can bring more space for network training, and the network will not be prematurely affected by the input noise of a single channel. Subsidence is over fitted.

![Figure 5: Results of 50 iterations before COAE 2014 dataset experiment](image)

In conclusion, the proposed model can not only extract more sentence semantic information, but also learn the hidden emotional information in sentences. With the increase of the number of iterations, this model can show better classification effect than other models.

5 Conclusion

In this paper, a text emotion analysis model based on emotion dictionary and multi-channel convolution neural network is proposed. The model realizes semi supervised learning by reconstructing the loss function of convolutional neural network and not changing the structure of the network. This model can not only extract more sentence semantic information, but also learn the hidden emotional information. With the increase of the number of iterations, the model can show better classification effect than other models. This trend also proves that the multi-channel input strategy can bring more space for network training, and the network will not fall into over fitting prematurely due to the input noise of a single channel.

In the next step, we can use different feature combination methods for different channels and different activation functions for different channels, so that the model can learn more feature information, and improve the multi-channel convolution neural network model proposed in this paper for sentence patterns with satire emotion.
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