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Abstract

Optimal Transport (OT) defines geometrically meaningful “Wasserstein” distances, used in machine learning applications to compare probability distributions. However, a key bottleneck is the design of a “ground” cost which should be adapted to the task under study. In most cases, supervised metric learning is not accessible, and one usually resorts to some ad-hoc approach. Unsupervised metric learning is thus a fundamental problem to enable data-driven applications of Optimal Transport. In this paper, we propose for the first time a canonical answer by computing the ground cost as a positive eigenvector of the function mapping a cost to the pairwise OT distances between the inputs. This map is homogeneous and monotone, thus framing unsupervised metric learning as a non-linear Perron-Frobenius problem. We provide criteria to ensure the existence and uniqueness of this eigenvector. In addition, we introduce a scalable computational method using entropic regularization, which – in the large regularization limit – operates a principal component analysis dimensionality reduction. We showcase this method on synthetic examples and datasets. Finally, we apply it in the context of biology to the analysis of a high-throughput single-cell RNA sequencing (scRNA-seq) dataset, to improve cell clustering and infer the relationships between genes in an unsupervised way.

1 Introduction

Choosing an appropriate metric is a core ingredient for visualization and learning on a high dimensional data set. This choice can be guided or improved by leveraging metric learning methods [5]. This prior step is even more important when making use of Optimal Transport (OT) methods. OT indeed lifts a “ground” metric into a distance between discrete histograms or more general probability distributions.

In this work we propose for the first time an unsupervised ground metric learning method for OT. While existing approaches operate in a supervised way, our method is similar in spirit to principal component analysis, which formulates the problem as an eigenvector (or more generally singular vector) computation problem.

1.1 Previous Works

Optimal Transport While the initial proposal of Monge [42] formulates the OT problem as an optimal matching problem, its modern and tractable formulation by [30] is a linear program detailed in Section 3.1. Besides its use to define matchings and couplings between distributions, the main feature of OT is that the transportation value induces a geometric distance on the space of probability distributions. This “Wasserstein” distance is thus parameterized by the underlying ground cost between pairs of points. We refer to the monographs [56, 49] for detailed accounts on the theory of OT, and [47] for its computational aspects. OT distances have been used for applications as diverse as image retrieval [48], brain imaging [22, 29], natural language processing [34], generative models [4], and biological cell tracking [25, 50].

Entropic regularization. Entropic regularization is the method of choice to scale OT to machine learning problems. It approximates OT distance using Sinkhorn’s algorithm, which has quadratic complexity and streams well on GPU architectures. This line of ideas was put forward in the seminal paper by Cuturi [11], who also emphasizes the smoothing effect, which is crucial when using Sinkhorn as a loss function to train deep learning models. Another benefit of this regularization is that it suffers less from the curse of dimensionality, as proved in [20, 41]. This approach is
also pivotal to scale our unsupervised metric learning method to tackle for instance applications in genomics.

**Metric Learning.** Metric learning is most often framed as the supervised problem of minimizing (resp. maximizing) the distance between points in a same (resp. different) class, and we refer to the surveys of existing approaches by [33, 5]. It is necessary to restrict the class of distances to make the problem tractable. The common option is arguably to consider the class of Mahalanobis distances, which generalize the Euclidean distance and are equivalent to computing a vectorial embedding of the data points. See for instance [60, 58, 13]. One can apply these methods for histogram data, or use instead of Euclidean distances more adapted discrepancies on the simplex, such as Chi-squared [44, 62] and geodesic distances [35]. These methods however fail to capture the geometric nature of the problem, where histograms correspond to discrete distributions viewed as sums of localized Dirac masses.

**OT Ground Metric Learning.** This geometry is leveraged by [12] by introducing the problem of supervised OT ground metric learning and developing a nearest-neighbor based algorithm to solve it. This approach is further refined in [57], which drops the triangular inequality constraint (as we do in our approach). It is possible to restrict the class of ground metrics, for instance using Mahalanobis [61, 31] or geodesic distances [26] to develop more efficient learning schemes. [64] simultaneously perform ground metric learning and matrix factorization, and this finds applications to NLP [28]. Metric learning can also be performed through adversarial optimization, where the metric is maximized over to perform generative model training [19], discriminant analysis [17] and to define robust transportation distances [45, 43]. Note that when imposing only convex constraints, adversarial ground metric learning is a concave maximization problem which finds applications in the modeling of crowd congestion phenomena [6]. Another related question is the inverse problem of estimating a ground cost from the observation of matchings or couplings [18, 53, 37, 46]. This supervised metric learning problem can be regularized using sparsity or low-rank constraints, as explained in [14, 7].

### 1.2 Contributions

Our main contribution is the introduction in Section 3 (resp. in Section 4) of Wasserstein eigenvectors (resp. singular vectors) as the positive eigenvectors of a monotone homogeneous “distance map”. The associated theoretical contributions, Theorem 1 and Proposition 2, state conditions ensuring the existence and uniqueness of such an eigenvector.

Section 5 explains how to scale and parallelize this method by leveraging entropic regularization through the Sinkhorn algorithm. We also show that in the large regularization limit, our method computes metrics associated to 1-D and 2-D embeddings along the leading principal component axes.

Numerical simulations showcase the use of these Wasserstein eigenvectors for unsupervised metric learning on simple datasets. In Section 6 we apply our method to a single-cell RNA sequencing dataset. We observe that the inferred ground metric not only leads to improved clustering, but also encodes biologically relevant information.

The Python code to reproduce the numerical results of the paper is available online¹. The OT computations for the results of Sections 3 and 4 (resp. 6) are computed using the linear solver (resp. Sinkhorn’s algorithm) of the POT library [16].

## 2 Ground Costs and OT

The simplex (set of histograms) is defined as $\Sigma_n \triangleq \{ a \in \mathbb{R}_+^n : \sum_i a_i = 1 \}$. The most straightforward distance between histograms is the total variation norm $|a - b|_1 \triangleq \sum_i |a_i - b_i|$. In sharp contrast, optimal transport (Wasserstein) distances define geometrical distances by lifting a ground cost $C$ between the bins of the histogram into a cost between the histograms.

The ground cost $C$ should be symmetric, non-negative and with zero diagonal

$$D_n \triangleq \{ C \in \mathbb{R}_+^{n \times n} : C^\top = C \text{ and } \text{diag}(C) = 0_n \}.$$  

The relative interior of $D_n$ is composed of positive costs

$$D_n^\circ \triangleq \{ C \in D_n : \forall i \neq j, C_{i,j} > 0 \}.$$  

The Wasserstein cost between $(a, b) \in (\Sigma_n)^2$ is then obtained by solving the linear program

$$W_C(a, b) \triangleq \min_{P \in \Pi_{a,b}} \langle C, P \rangle = \sum_{i,j} C_{i,j} P_{i,j},$$  

where the set of couplings between two histograms is

$$\Pi_{a,b} \triangleq \{ P \in \mathbb{R}_+^{n \times n} : P I_n = a, P^\top I_n = b \}$$

where $I_n \triangleq (1, \ldots, 1)^\top \in \mathbb{R}^n$.

On $D_n$, we compare two costs using the $\ell^\infty$ norm $\| C - C' \|_\infty$. To compare positive eigenvectors (which

¹https://github.com/gjhuizing/wasserstein-eigenvectors
are defined up to a constant) on $\mathcal{D}_n^\circ$, we use the Hilbert projective metric
\[ d_H(C, C') \triangleq \max_{i \neq j} \left( \log(C_{i,j}/C'_{i,j}) - \log(C_{i,j}/C'_{i,j}) \right). \]

3 Wasserstein Eigenvectors

We consider the problem of inferring a ground metric in an unsupervised way from a collection of probability distributions. The rationale is that the ground metric one uses to compare these histograms should be equal (up to an eigenvalue constant) to the distance between them.

3.1 Wasserstein Distance Map

We consider a set of $m$ histograms of size $n$, $A \triangleq (a_j \in \Sigma_{n_j})_{j=1}^m$. In the following, we always assume $a_i \neq a_j$ for $i \neq j$. These histograms induce a distance map $\Phi_A : \mathcal{D}_n \to \mathcal{D}_m$ defined, for $i, j = 1, \ldots, m$
\[ [\Phi_A(C)]_{i,j} \triangleq W_C(a_i, a_j) + \tau |C|_{\infty} |a_i - a_j|_1. \]

The parameter $\tau > 0$ is intended to play the role of a regularization which is important for some applications.

The following proposition, whose proof can be found in Appendix A, states the main properties of this map.

**Proposition 1.** The map $\Phi_A$ is continuous from $\mathcal{D}_n$ to $\mathcal{D}_m$ and from $\mathcal{D}_n^\circ$ to $\mathcal{D}_m^\circ$. Furthermore, it is positively 1-homogeneous and monotone:
\[ \Phi_A(\gamma C) = \gamma \Phi_A(C) \text{ for } \gamma \geq 0 \]
\[ C \leq C' \Rightarrow \Phi_A(C) \leq \Phi_A(C'). \]
Lastly, it satisfies $\forall (C, C') \in (\mathcal{D}_n)^2$
\[ |\Phi_A(C) - \Phi_A(C')|_\infty \leq (1 + 2\tau)|C - C'|_\infty \text{ and } \]
\[ \forall (C, C') \in (\mathcal{D}_n^\circ)^2, d_H(\Phi_A(C), \Phi_A(C')) \leq d_H(C, C'). \]

3.2 Eigenvectors

The set of homogeneous monotone functions is a class of mappings which plays an important role in topics ranging from biological modeling to stochastic game theory and dynamic programming (Bellman and Shapley operators). We refer to [36] for an overview.

In the case $n = m$ which we now consider, the fundamental question is to understand the behavior of iterated compositions of such a map, which corresponds to the power iterations method detailed in Section 3.3.

This raises the question of existence and uniqueness of eigenvectors which are $C \in \mathcal{D}_n$ such that $\Phi_A(C) = \lambda C$ for $\lambda > 0$. Note that the $\ell^\infty$ bound of Proposition 1 shows that all eigenvalues of $\Phi_A$ are smaller than $1 + 2\tau$.

The study of eigenvectors of $\Phi_A$ should be understood as a generalization of the study of the eigenvectors of positive linear maps (such as $A$) which is solved via the classical Perron-Frobenius theory [36].

**Existence of eigenvectors.** Since $\Phi_A$ maps $\mathcal{D}_n^\circ$ to itself, a question of both theoretical and practical interest is to ensure the existence of positive (i.e. non-vanishing) eigenvectors in $\mathcal{D}_n^\circ$. The following proposition ensures that this is the case when $\tau > 0$.

**Theorem 1.** If $\tau > 0$, there exists a positive eigenvector of $\Phi_A$. If $\tau \geq 0$, the eigenvalues associated to positive eigenvectors are all equal.

Its proof can be found in Appendix B. Extending the existence part of this theorem to the case $\tau = 0$ is an open problem, and is out-of-reach using classical non-linear Perron-Frobenius theorems such as [2, 1], which do not apply. The main obstacle is that for $\tau = 0$, $\Phi_A$ does not map $\mathcal{D}_n$ to $\mathcal{D}_n^\circ$, and 0 is actually an eigenvalue since sparse costs are mapped to 0 by $\Phi_A$.

**Uniqueness of the eigenvector.** The second question is the uniqueness of non-negative eigenvectors. If $A$ is too sparse and $\tau = 0$, one cannot hope to have uniqueness of the leading eigenvector. For instance, if $A$ is a permutation matrix like $A = \text{Id}_n$ (i.e. the histograms are Dirac masses), then all costs are fixed points ($\Phi_A(C) = C$ for any $C$) so they are all leading eigenvectors.

It does not seem obvious to provide an a priori condition (depending only on $A$) ensuring uniqueness, but the following proposition (proved in Appendix C) gives an a posteriori way to check the uniqueness of an eigenvector inside $\mathcal{D}_n$.

**Proposition 2.** Let $C \in \mathcal{D}_n$ be an eigenvector of $\Phi_A$. We denote $P(a, a')$ an optimal coupling solution of (1) for the cost $C$. If there is a choice of optimal coupling such that the graph $(i, j) \leftrightarrow (k, \ell)$ when $P(a_i, a_j)_{k, \ell} > 0$ is strongly connected, then $C$ is the unique eigenvector in $\mathcal{D}_n$.

In the numerical simulations showed in Section 3.5, 4.4 and 6, we checked a posteriori that the computed eigenvectors are indeed unique.

3.3 Power Iterations Algorithm

The standard method to extract eigenvectors are “power iterations” $C_{k+1} = \Phi_A(C_k)/\|C_k\|_\infty$. In the case
of linear positive maps, Perron-Frobenius theory ensures the convergence toward the unique positive eigenvector at a linear rate for the Hilbert metric. Unfortunately, this result does not hold in general for the case of non-linear maps, and $\Phi_A$ is only non-expansive (and not necessarily contracting). In practice, numerical simulations (see sections 3.5 and 4.4) suggest that linear rates still hold for $\Phi_A$ when a positive singular vector exists and is unique.

### 3.4 Examples

**Simple cases.** While in general computing in closed form eigenvector is out of reach, it is possible in some simple cases:

- **Large regularization.** As $\tau \to +\infty$, then $\Phi_A(C)/\tau$ tends to $\|C\|_\infty T$ where $T_{i,j} = |a_i - a_j|_1$, whose only eigenvector is $T$ with associated eigenvalue $\|T\|_\infty$.

- **Identical histograms.** If the $a_i$ are all equal, then $\Phi_A(C) = 0$ so that 0 is the only eigenvalue.

- **Dirac histograms.** If the $a_i$ are distinct Dirac masses, then $A$ is a permutation matrix, so that $\Phi_A(C) = A^T CA$ is a non-negative linear map. One can apply Perron-Frobenius theory to this map, which shows that in general it does not have a positive eigenvector. If $A = \text{Id}_n$, then $\Phi_A(C) = C$ and any $C \in D_n$ is a leading eigenvector with eigenvalue 1.

- **Pairs of histograms.** When $A \in \mathbb{R}^{2 \times 2}$, there is a single eigenvector $C = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, and the associated (dominant) eigenvalue is $\|a_1 - a_2\|_1 (1/2 + \tau)$.

**Block-wise interactions.** The following proposition (proved in Appendix D) shows that for a block-diagonal histogram matrix, the cost is itself block diagonal with constant blocks and zero on the diagonal.

**Proposition 3.** We assume that $A = \text{diag}(A_i)$ is a block-diagonal matrix, where $A_i \in \mathbb{R}^{n_i \times m_i}$. Then costs of the form $C = (c_{i,j} \mathbb{1}_{n_i \times m_j})_{i,j}$ for $c_{i,j} \in \mathbb{R}_{+}$ and $c_{i,i} = 0$ are dominant eigenvectors with associated eigenvalue 1.

Note that in the case of only two clusters the dominant eigenvector is independent of the input $A$ since by symmetry, it is simply $C = \begin{pmatrix} 0_{n_1 \times n_2} & 1_{n_1 \times n_2} \\ 1_{n_2 \times n_1} & 0_{n_2 \times n_2} \end{pmatrix}$.

This proposition shows that when the histograms exhibit clusters by having disjoint supports, then the eigenvector problem acts as an efficient metric learning method, which automatically amplifies the structure of the clusters by associating a 0 cost within each cluster, and a large cost between these clusters. This type of behavior is important for the application to data that contains clusters, as highlighted by the examples of MNIST handwritten digits in section 4.4 and single-cell RNA-seq data in section 6.

**Infinite dimensional case.** While this is not the focus of this paper, one can extend Wasserstein eigenvectors to a possibly infinite collection of probability measures $A \triangleq (a_x)_{x \in X}$ defined on some space $X$. For instance, for $\tau = 0$, in 1-D, any cost of the form $C(x,y) = c(x-y)$ with $c$ convex (for instance $c(s) = |s|^p$ for any $p \geq 1$) is an eigenvector of $\Phi_A$ with associated eigenvalue 1. Indeed, in such a case, the optimal transport between $a_x$ and $a_y$ is the translation by $x-y$ and its cost is $c(x-y)$ (see [49]).

### 3.5 Numerical Illustration: Translated Histograms

For both 1-D and 2-D settings, we generate three synthetic datasets by translating three different templates. The datasets $A_1, A_2, A_3 \in \mathbb{R}^{n \times n}$ are thus defined by $A_k \triangleq (h_k(x_i - x_j))_{i,j}$, where $(h_1, h_2, h_3)$ are three different (periodic) functions on the 1-D and 2-D torus (we use periodic boundary conditions), so that the grid points $x_i$ are either 1-D samples ($x_i = i/n$) or 2-D pixel locations. We use $n = 100$ points in 1-D and $n = 15 \times 15 = 225$ pixels in 2-D.

![Figure 1: Numerical simulations on the 1-D torus: (left) histograms whose translations on the 1-D torus form three datasets $A_1, A_2, A_3$ (right, top) distance maps $c_1, c_2, c_3$ from the eigenvectors of $\Phi_{A_1}, \Phi_{A_2}, \Phi_{A_3}$ computed by power iterations, (right, bottom) convergence rate of the power iterations, according to the Hilbert metric $d_H$.](image)
that the learned metrics integrate geometrical properties (symmetries, multi-modalities, etc.) of the input datasets. For unimodal Gaussian-like distributions, the eigenvector metric is close to $|\sin(x_i - x_j)|$, but it exhibits non-monotonic behaviors for multi-modal distributions.

The most common situation (which is also the setup associated to dimensionality reduction methods such as PCA, ICA or NMF) is when $A$ and $B$ are the rows and the columns of the same data matrix $U \in \mathbb{R}^{n \times m}$. This is the setup considered in the application to genomics in Section 6. The simplest choice then is to column and row-normalize this data matrix and define

$$A = U \text{diag} \left( \frac{1}{U_n^\top} \right); \quad B = U^\top \text{diag} \left( \frac{1}{U^1_m} \right).$$

One can also apply Sinkhorn’s matrix scaling (see Section 5.1) to define a symmetric normalization to a bistochastic matrix.

### 4.1 Wasserstein Singular Vectors

These two sets thus define maps $\Phi_A$ and $\Phi_B$ between $\mathcal{D}_n$ and $\mathcal{D}_m$, so that one can apply the construction of Wasserstein eigenvectors to the maps $\Phi_A \circ \Phi_B : \mathcal{D}_m \mapsto \mathcal{D}_m$ and $\Phi_B \circ \Phi_A : \mathcal{D}_n \mapsto \mathcal{D}_n$, to define a pair $(C, D) \in \mathcal{D}_n \times \mathcal{D}_m$ of Wasserstein singular vectors, with associated singular values $(\lambda, \mu)$ such that

$$D = \lambda \Phi_A(C) \quad \text{and} \quad C = \mu \Phi_B(D).$$

Thanks to Proposition 1, one has $\lambda, \mu \leq 1 + 2\tau$. Note that in the linear case, one has $\lambda = \mu$, but this is not necessarily true in our non-linear setting. The proof of Theorem 1 carries over to singular vectors, which ensures existence of positive singular vectors whenever $\tau > 0$.

This construction thus operates as a joint metric learning method. For instance, in the case where $A$ and $B$ are computed from the rows and columns of a common data matrix, singular vectors $(C, D)$ define two intrinsic metrics between rows and columns respectively.

Proposition 3 extends to this case, when $A$ and $B$ are diagonal block matrices (possibly with non square blocks) with the same block structures. On these simple models, this reflects the fact that these intrinsic metric capture the block-wise clustering structure of the data. This explains in part the efficiency of this approach for the application in genomics showcased in Section 6.

### 4.2 Power Iterations Algorithm

Starting from $C_0$, the iterations

$$D_{k+1} \triangleq \frac{\Phi_A(C_k)}{\|\Phi_A(C_k)\|_{\infty}} \quad \text{and} \quad C_{k+1} \triangleq \frac{\Phi_B(D_{k+1})}{\|\Phi_B(D_{k+1})\|_{\infty}}$$

are expected to converge to a pair of leading singular vectors.
4.3 Numerical Illustration: Mean/Scale Families

We generalize the setting of Section 3.5 by considering both mean and scale parameters \((\mu, \sigma)\). The histogram matrices \(A\) and \(B\) are obtained using the normalization (2) of the data matrix \(U\) defined as \(U_{i,j} = h \left( \frac{x_i - \mu_i}{\sigma_j} \right)\) where \(x_i = i/n\) is a 1-D grid while \((\mu_i, \sigma_i) \in [0,1] \times \mathbb{R}_+^*\) is a 2-D regular grid of \(m\) points over the mean/scale plane. Here \(h\) is a 1-D Gaussian-like profile on the torus (we use periodic boundary conditions). The histograms \(a_i\) thus form a 2-D parametric family of histograms on a 1-D domain, which highlights the need to move from eigenvectors to singular vectors to cope with this mismatch between the two spaces.

Figure 4 displays the singular vectors computed numerically using power iterations (3). The first singular vector \(C \in \mathcal{D}_n\) defines a 1-D metric, which is by translation invariance of the problem of the form \(C_{i,i'} = c_i - c_i\). The left panel of the figure thus shows the 1-D function \(c = C_0\), (which we found numerically to be approximately equal to \(c_0 = \sin(x_i)\)). The second singular vector \(D \in \mathcal{D}_m\) defines a metric on the 2-D mean/scale plane, and we display the associated distance maps \((D_{j0}, D_{j1})\) for two different indexes (corresponding to zero mean \(\mu_j = \mu_{j=0}\) bumps with respectively a small width \(\sigma_{j1}\) and a large width \(\sigma_{j2}\)). These distance maps are visualized as 2-D images over this plane, which highlights how the fixed point iteration is able to integrate the information between the whole family to define a meaningful notion of cost between Gaussian-like functions. Note that on \(\mathbb{R}\), the Wasserstein distance for the cost \(|x - x'|^2\) between two Gaussians of parameters \((\mu, \sigma)\) and \((\mu', \sigma')\) is known to be the Euclidean distance on the mean/scale plane \(|(\mu, \sigma) - (\mu', \sigma')|^2\) [54], but this numerical simulation indicates that the fixed point metric behaves quite differently.

4.4 Numerical Illustration: MNIST

We consider a small subset of \(m = 55\) samples of the MNIST handwritten digits dataset, which are grayscale images images sampled at \(n = 28^2 = 784\) pixels locations \((x_i)_{i=1}^n\). We select only two classes (zeros and ones) in order to interpret the singular vectors more easily. We can thus represent the dataset as a matrix \(U \in \mathbb{R}^{n \times m}\). The histogram matrices \(A\) and \(B\) are obtained using the normalization (2).

The operators \(\Phi_A\) and \(\Phi_B\) are computed for \(\tau = 0\). The singular vectors \((C \in \mathcal{D}_n, D \in \mathcal{D}_m)\) are computed using the fixed point iterations power iterations (3), initialized with a random cost matrix in \(\mathcal{D}_0\).

Figure 5, bottom row, shows the pairwise distances \(D_{j,j'}\) between all pairs of MNIST images. By the singular vector property, these distances are Wasserstein distances for the ground cost \(C_{i,i'}\) between pairs of pixels \(x_i\) and \(x_{i'}\). This figure highlights how this learned ground distance matrix improves over the usual squared Euclidean distance \(|x_i - x_{i'}|^2\) between the pixels (shown on top row). The classes are better separated, which is also apparent on the 2-D embedding computed using classical multi-dimensional scaling (MDS).

Figure 6 shows ground metric distance maps \(D_{i,j}\) for three different reference pixels \((i_1, i_2, i_3)\). These maps are visualized as 2-D images, so that \(D_{i,j}\) is the distance between the reference pixel \(x_i\) and another pixel \(x_{i'}\). Note that these distance maps are not defined (set to 0) outside the support of the digits. From left
This debiasing is also crucial to ensure that the negative entropy is zero diagonal matrices to zero diagonal matrices. It has been showed in [15] that \( C \in D_n \) is mapped to \( \Phi_A(C) \in D_n \) under the condition that \( K \triangleq e^{-\|C\|_\infty^2} \) is a valid positive kernel (i.e. has positive eigenvalues). While it is not clear that such a condition is maintained during power iterations, we observed numerically that it is still the case in practice.

Sinkhorn’s algorithm. The Sinkhorn cost can be computed by the dual formula

\[
W^\varepsilon_C(a, b) = \varepsilon \left( (\log(u), a) + (\log(v), b) - (Kv, a) \right),
\]

where \((u, v)\) are obtained by iterating the following Sinkhorn fixed point

\[
u \leftarrow \frac{a}{K^{\top}v} \quad \text{and} \quad v \leftarrow \frac{b}{Ku}.
\]

This allows one to compute with precision \( \varepsilon \) the \( m^2 \) entries of \( \Phi_A(C) \) in \( O(mn^2/\varepsilon^2) \) operations \([3]\), using a parallelizable algorithm that is well suited for GPU computations.

5 Connexion with PCA and Mahalanobis Metric Learning

For simplicity, we consider the case \( \tau = 0 \) in this section. Using \([19]\), one has that the large \( \varepsilon \)-limit corresponds to the use of the Mahalanobis distance associated to the kernel \( -C \), which is often referred to as Maximum Mean Discrepancy (MMD) distances \([23]\).

Proposition 4. When \( \varepsilon \to +\infty \),

\[
\Phi_A(C)_{i,j} \to \Phi_\infty^A(C)_{i,j} \triangleq \frac{1}{2}(-C(a_i - a_j), a_i - a_j).
\]

The map \( \Phi_\infty^A \) is linear, but in sharp contrast to \( \Phi_A \) it is not positive in the classical sense, i.e. it is not mapping to \( D_n \). The correct notion of positivity (or rather negativity) to be used here are conditionally negative kernels \([27]\), which is defined by

\[
C \preceq \neq 0 \quad \iff \quad \forall z \in U_n, (Cz, z) \leq 0
\]

where \( U_n \triangleq \{ z \in \mathbb{R}^n ; \langle z, 1_n \rangle = 0 \} \). The following proposition constructs a sub-cone of \( D_n \) suited for the study of \( \Phi_\infty^A \).

Proposition 5. We define the convex cone

\[
\mathcal{K}_n \triangleq \{ C \in \mathbb{R}^{n \times n}_+ ; C \preceq \neq 0, \text{diag}(C) = 0 \} \subset D_n.
\]

One has (see \([27, Prop.2.4]\)) that

\[
C \in \mathcal{K}_n \iff \exists (u_i \in \mathbb{R}^n)_{i=1}^n, C_{i,j} = |u_i - u_j|^2
\]

where \( d = d(C) \in \{1, \ldots, n\} \) (it depends on the matrix) is the dimensionality the embedding. One has that \( \Phi_A \) maps \( \mathcal{K}_n \) to itself.

5.2 Connexion with PCA and Mahalanobis Metric Learning

In order to be able to efficiently compute the \( \Phi_A \) mapping, one can use entropic regularization to define a meaningful smooth approximation of \( \Phi_A^\varepsilon \). All the entries of \( \Phi_A^\varepsilon \) can be computed in parallel using the Sinkhorn algorithm, which is crucial to scale the method to the application in genomics considered in Section 6. We also show in Section 5.2 that the limit of large entropic regularization operates metric learning using principal component analysis (PCA) dimensionality reduction.

5 Entropic Regularization

Entropic approximation. The Sinkhorn cost is defined as

\[
W^\varepsilon_C(a, b) \triangleq \min_{P \in \Pi_{a,b}} \langle C, P \rangle + \varepsilon \|C\|_\infty H(P),
\]

where the negative entropy is \( H(P) \triangleq \sum_{i,j} P_{i,j} \log(P_{i,j}). \) One can show that \( |W^\varepsilon_C - W^\varepsilon_C| \sim \varepsilon \log(\varepsilon) \) [8]. This approximation error can be further reduced to \( \sim \varepsilon^2 \) [10] by using the debiased Sinkhorn divergence introduced in [19]

\[
\bar{W}^\varepsilon_C(a, b) \triangleq W^\varepsilon_C(a, b) - \frac{1}{2}W^\varepsilon_C(a, a) - \frac{1}{2}W^\varepsilon_C(b, b).
\]

This debiasing is also crucial to ensure that \( \bar{W}^\varepsilon_C(a, a) = 0. \)

Similarly to the un-regularized case (corresponding to \( \varepsilon = 0 \)), we define the distance map

\[
\Phi_A^\varepsilon(C) \triangleq (\bar{W}^\varepsilon_C(a_i, a_j) + \tau \|C\|_\infty \|a_i - a_j\|_1)_{i,j}.
\]

5.1 Sinkhorn Divergences

Note that this map is still 1-homogeneous and it maps zero diagonal matrices to zero diagonal matrices. It
This cone is thus precisely the cone of Euclidean distance matrices. Since for $C \neq 0$, $\Phi_A(C) \neq 0$ ($0$ is not an eigenvalue), this ensures that there exists eigenvectors of $\Phi_A^2$ in $\mathcal{K}_n$ (which are thus positive in the classical sense). Unfortunately, the linear map $\Phi_A$ does not map $\mathcal{K}_n$ to its interior, so that one cannot apply Perron-Frobenius theory to ensure uniqueness of eigenvectors in $\mathcal{K}_n$. The following proposition, proved in Appendix E, indeed shows that one can construct several distinct eigenvectors. They correspond to the computation of squared Euclidean costs $C$ for “PCA” projections of the data in dimension $d(C) = 1$ or $d(C) = 2$.

**Proposition 6.** We denote $\tilde{a}_i \equiv a_i - \frac{1}{n} \sum_j a_j$ and $\tilde{A}$ the associated centered dataset. For every eigenvector $u \in \mathbb{C}^n$ of $\tilde{A}^\top$ with eigenvalue $\lambda \in \mathbb{C}$, the matrix $C = [(|u_i - u_j|^2)]_{i,j} \in \mathcal{K}_n$ (with $|\cdot|$ being the modulus of complex numbers) is an eigenvector of $\Phi_A^2$ with eigenvalue $2|\lambda(u)|^2$.

This proposition thus constructs non-negative eigenvectors $C$ of $\Phi_A^2$ which correspond to squared Euclidean distance matrices in a 1-D (resp. 2-D) embedding space when $u$ is real (resp. complex). This analysis extends to the singular vector setting exposed in Section 4, and in this case these embeddings are exactly PCA coordinates. Note however that this analysis does not rule out the existence of other positive eigenvectors associated to higher dimensional embeddings.

## 6 Metric Learning for Single Cell Genomics

**Context.** RNA sequencing (RNA-seq) is a high-throughput sequencing technology enabling the measurement of gene expression levels in hundreds of biological samples [51]. The analysis of RNA-seq data has improved our understanding of cancer heterogeneity and has had a big clinical impact in the context of precision medicine [59]. RNA-seq data corresponds to the average gene expression of all the cells present in a biological sample, but recent technological advances have enabled the sequencing of RNA on individual cells [52]. The analysis of single-cell RNA-seq (scRNA-seq) data has offered unprecedented insights in cellular heterogeneity and disease mechanisms [55, 63].

A scRNA-seq dataset can be represented as a sparse matrix of expression levels with genes on rows and cells on columns. Classical “bin-to-bin” distances between cells (e.g. the Euclidean loss) do not carry any biological information beyond differences in gene expression values across cells. This makes these distances susceptible to noise and highly dependant on data preprocessing [32]. In addition, the phenotype of a cell is determined by its underlying gene-gene relationships (regulatory mechanisms) which are ignored by bin-to-bin distances. In contrast, our unsupervised ground metric learning method offers a way to take these relationships into account.

**Dataset.** We use scRNA-seq data from [39], which contains 206 cells from three different cell lines, i.e. three different populations of cells. We log-transform the integer counts ($x \rightarrow \log(1 + x)$) and select the 1000 most varying genes. This preprocessing reflects common practices outlined in [40]. The preprocessed dataset can be represented as a matrix $U \in \mathbb{R}^{n \times m}$ where $n = 206$ is the number of cells and $m = 1000$ is the number of genes. The histogram matrices $A$ and $B$ are obtained through the normalization (2).

**Numerical experiments.** We compute the singular vectors $C$ and $D$ using the power iterations described earlier. The pairwise Sinkhorn divergences are computed using POT [16], with regularization parameters $\varepsilon = 10^{-2}$ and $\tau = 0$. We compare the resulting distance matrix between cells with the Euclidean distance matrix and analyse the gene-to-gene ground metric. The idea here is to evaluate the Euclidean and OT distance matrices based on their capability to capture the similarity between cells extracted from the same cell line and the separation across cells extracted from different cell lines.
Results. Figure 7 shows the Euclidean distance matrix between cells, the singular vector $D$, and the corresponding MDS projections. We observe that the OT distance matrix with the learned ground metric better separates the different cell lines. For visualization purposes, we apply agglomerative hierarchical clustering on the learned cost matrix $C$ between genes. Sorting the genes by cluster allows us to observe clear similarities in the cost matrix (figure 8). These similarities correspond to the similar patterns of expression across the various cell lines. Figure 9 provides a visualization of the dataset where these patterns are clearly visible.

Intuitively, genes with similar expression patterns are treated by OT distances as interchangeable. It follows that to be clustered together, two cells do not need to express the exact same genes, but rather genes with similar behaviour. This motivates the use of optimal transport for unsupervised clustering tasks on noisy data like scRNA-seq data.

7 Conclusion and Perspectives

In this paper we defined Wasserstein eigenvectors and provided results on their existence and uniqueness. We then extended these results to singular vectors, which are well suited to machine learning problems. We showed that unsupervised ground metric learning could be achieved by computing such singular vectors. This method is able to scale to large datasets using the highly parallelizable Sinkhorn algorithm. In the large regularization limit, our method is linked to principal component analysis. We applied our method to synthetic data, to the MNIST handwritten digits dataset, and to a single-cell RNA sequencing dataset. In all cases, the ground metric learned iteratively is intuitively interpretable. In particular, the ground metric learned on biological data not only leads to improved clustering, but also encodes biologically relevant information.

Theoretical perspectives include further results on the existence of positive eigenvectors, in particular for $\tau = 0$ and for $\varepsilon > 0$. In addition, integrating unbalanced optimal transport $[38, 9]$ into the method could avoid the need for the step of normalization to histograms. Applying our method to large single cell datasets is also a promising avenue to extend the applicability of OT to new classes of problems in genomics.
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A Proof of Proposition 1

The homogeneity and monotony of $\Phi_A$ follow from its definition. Note that $\Phi_A$ is a vector-valued concave function (each coordinate being an infimum of linear forms) and hence it is continuous on $\mathbb{R}^{n \times n}$ (and actually Lipschitz for $\ell^\infty$ and Hilbert metrics as we now show).

Non-expansiveness for the Hilbert metric is true for any such map, see for instance [24]. Lipschitz continuity for the $\ell^\infty$ norm follows from

$$|W_C(a, a') - W_{C'}(a, a')| = |\min_{i \in n, u'} \langle C, P \rangle - \min_{i \in n, u'} \langle C', P \rangle| \leq \max_{i \in n, u'} |\langle C - C', P \rangle| \leq |C - C'|_\infty |P|_1,$$

since $|\min(u) - \min(v)| \leq \max |u - v|$ and $|P|_1 = 1.$

B Proof of Theorem 1

Proof of existence of eigenvectors. We consider

$$\overline{\Phi}_A(C)_{i,j} \triangleq \frac{\Phi_A(C)_{i,j}}{\|\Phi_A(C)\|_\infty}$$

which is well defined and continuous when $\Phi_A(C) \neq 0.$ For $\rho > 0,$ we consider the compact set

$$K_\rho \triangleq \{C \in D_n : |C|_\infty = 1, \forall i \neq j, C_{i,j} \geq \rho\}.$$

A classical result (see for instance [21]) states that for $C \in K_\rho$

$$\rho \frac{1}{2} |a - b|_1 \leq W_C(a, b) \leq \frac{1}{2} |a - b|_1.$$

Denoting

$$\gamma \triangleq \frac{\min_{i \neq j} \|a_i - a_j\|_1}{\max_{i,j} \|a_i - a_j\|_1} \leq 1$$

one thus has for $i \neq j$

$$\overline{\Phi}_A(C)_{i,j} \geq \gamma \frac{\rho/2 + \tau}{1/2 + \tau}.$$

This shows that for

$$0 < \rho \leq \frac{2\gamma\tau}{2\tau + 1 - \gamma}$$

one has $\overline{\Phi}_A(C) \in K_\rho.$ So for such $\rho,$ $\overline{\Phi}_A$ is a continuous map from the locally contractible compact $K_\rho$ to itself, so using Brouwer theorem, it has a fixed point, which is an eigenvector of $\Phi_A.$

Proof of equality of the eigenvalues. We actually show a stronger statement, namely that if $\lambda > 0$ is such that there exists $C \in D_n^\star$ with $\Phi_A(C) = \lambda C,$ then it satisfies for any $C'$ and $i \neq j$

$$\lim_{k \to +\infty} \frac{1}{k} \log(\Phi_k^A(C)_{i,j}) = \log(\lambda),$$

where $\Phi_k^A = \Phi_A \circ \cdots \circ \Phi_A$ (composed $k$-times). In particular, such a $\lambda \in [0, 1]$ is unique. Indeed, using the non-expansivity of Proposition 1 (which is also true for the Thompson metric), one has

$$\|k \log(\lambda) + \log(C) - \log(\Phi_k^A(C'))\|_\infty \leq \|\log(C/C')\|_\infty$$

and hence the result after division by $k.$

C Proof of Proposition 2

We make use of Theorem 7.5 of [2]. It requires that the semi-differential of $\Phi_A$ at $C$ has itself a unique positive eigenvector in $D_n$ (and in fact this eigenvector is also $C$). From the envelope theorem, upper-derivatives of the concave function $C \mapsto W_C(a, a')$ are the elements $P(a, a')$ (so if the optimal coupling is unique, then this map is differentiable). The semi-differential of $\Phi_A$ at $C$ is thus composed by the of positive linear operators of the form

$$\Psi_C : \Delta \in D_n \mapsto ((\Delta, P(a_i, a_j)))_{i,j} \in D_n$$

for any choice of $P(a_i, a_j).$ The (linear) Perron-Frobenius theorem for positive linear operator ensures the existence of a unique positive eigenvector of $\Psi_C$ if the graph (4)

$$(i, j) \leftrightarrow (k, \ell) \text{ if } P(a_i, a_j)_{k,\ell} > 0 \quad (4)$$

is connected.

D Proof of Proposition 3

Let $a_k$ and $a_l$ be two histograms from $A,$ with supports associated respectively to blocks $(i, i)$ and $(j, j).$ Then any transport plan $P$ in $\Pi_{a_k, a_l}$ is zero outside of the block $(i, j),$ so $\langle C, P \rangle = c_{i,j} \times |P|_1 = c_{i,j}.$ Hence $\Phi_A(C) = C.$

E Proof of Proposition 6

The map $\Phi_A^\infty$ is

$$\Phi_A^\infty(C) = \langle -C(a_i - a_j), a_i - a_j \rangle = \langle C, A_{i,j} \rangle_{i,j} \in \mathbb{R}^{m \times m}$$

where

$$A_{i,j} \triangleq -(a_i - a_j)(a_i - a_j)^\top \in \mathbb{R}^{n \times n}$$
We define the operator mapping correlation kernel to Euclidean distances

$$\Delta(K) \triangleq -(K + K^\top) + \text{diag}(K)I_n^\top + I_n \text{diag}(K).$$

One has the convenient formula

$$\Phi_\infty^\top(A(C) = -\Delta(A^\top CA).$$

Note that \(\ker(\Phi_\infty^\top) = \{C \mid C = -C^\top\} \cup \{aI_n + I_n b^\top\},\)

rank(\(\Phi_\infty^\top) = n(n - 1)/2.

If \(u \in \mathbb{R}^n\) is an eigenvector of \(J^\top = JA^\top\) with eigenvalue \(\lambda \in \mathbb{R},\) then

$$\Phi_\infty^\top(\Delta(uu^\top)) = -2\Phi_\infty^\top(uu^\top) \quad \text{(linearity and ker } \Phi_\infty^\top)$$

$$= 2\Delta(A^\top uu^\top A) \quad \text{(because } \Delta(JKJ) = \Delta(K))$$

$$= 2\Delta(JA^\top uu^\top AJ) = 2\lambda^2 \Delta(uu^\top)$$

If \(\lambda\) is complex, there is a pair \((v_1, v_2)\) associated to eigenvalues \((\lambda, \bar{\lambda})\). We want to show that \(C \triangleq \Delta([v_1 v_2][v_1 v_2]^\top)\) is an eigenvector. One has similarly to the previous computation

$$\Phi_\infty^\top(C)) = -2\Phi_\infty^\top([v_1 v_2][v_1 v_2]^\top)$$

$$= -2\Delta(A^\top [v_1 v_2][v_1 v_2]^\top A)$$

$$= 2\Delta(JA^\top [v_1 v_2][v_1 v_2]^\top AJ)$$

$$= 2\Delta([\lambda v_1 \bar{\lambda} v_2][\lambda v_1 \bar{\lambda} v_2]^\top)$$

$$= 2(\lambda^2 + \bar{\lambda}^2)\Delta([v_1 v_2][v_1 v_2]^\top)$$