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Managing SARS-CoV-2 Testing in Schools with an Artificial Intelligence Model and Application Developed by Simulation Data
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Abstract: Research on SARS-CoV-2 and its social implications have become a major focus to interdisciplinary teams worldwide. As interest in more direct solutions, such as mass testing and vaccination grows, several studies appear to be dedicated to the operationalization of those solutions, leveraging both traditional and new methodologies, and, increasingly, the combination of both. This research examines the challenges anticipated for preventative testing of SARS-CoV-2 in schools and proposes an artificial intelligence (AI)-powered agent-based model crafted specifically for school scenarios. This research shows that in the absence of real data, simulation-based data can be used to develop an artificial intelligence model for the application of rapid assessment of school testing policies.
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1. Introduction

The SARS-COV2 pandemic has imposed a historical toll to communities across the globe. As vaccination campaigns start to get rolled out to specific segments of the society, the need for systematic efforts to optimize policy throughputs in times of constrained resources is a concern to authorities and the most vulnerable. Several of those efforts are focused on social hubs, such as schools, where close contacts are frequent and expected, which can be potentially risky as contamination escalates and remains difficult to detect.

Opening or closing of schools has been one of the most complicated public health policies during the COVID-19 pandemic [1], a debate that echoes voices from parents, educators, mental health specialists and the community at large, all of them with different perspectives on the brevity and rigor of guidelines put forth by public health agencies. According to [2], there are risks and benefits at play that justify a careful examination of tradeoffs between lifting restrictions and sacrificing some of the positive outcomes obtained through them.

Despite several operational inefficiencies in its delivery, testing has been a central part in fighting the COVID-19 pandemic, particularly when it comes to taking steps towards preventing further contamination. Authorities have been considering testing as an integral
part of health planning and policy, and several efforts have been dedicated to rolling out initiatives to trace the disease outbreak. As far as school testing is concerned, there is still little knowledge or consensus on what is the best way to approach it. In this context, variables such as costs and the operational hurdles of getting students and staff vaccinated efficiently come in the way, often further justifying the importance of planning and of optimal solutions to allocate resources and control the spread of the virus. Despite limited resources for testing, recent advancements in computation are expected to improve responses to the pandemic, especially if combined with established simulation techniques.

This research demonstrates an application for assessing the impacts of preventative testing at schools developed based on data derived from an agent-based simulation and empowered by an artificial intelligence model. The components expand upon previous AI-enabled simulation modeling work [3] by enhancing predictive capabilities of some simulation parameters observed to be critical in previous preventative testing research on mass vaccination [4,5]. Since literature on the intersect of simulation modeling, artificial intelligence, and school testing is particularly scarce, contributions of this focus not only on outputs but on the extent to which AI-driven simulation artifacts can be replicated to other contexts and emergency scenarios. Observations are presented and discussed and comments on the path forward are presented in the conclusion.

2. Background
2.1. School Testing and Its Challenges

There are several challenges associated with testing in schools. These challenges can be related to statistical power, such as the amount of tests needed in order to find infected subjects; personal and social, such as the discomfort anticipated for testing children with swabs and the stress coming from it; and operational, such as the cost of planning the testing processes, of conducting them, and the inherent delays associated to time management and follow up. Outside of the school boundaries, managing public acceptance and expectations, as well as privacy issues related to information handling, are also challenges for which authorities should be prepared for.

These obstacles should be acknowledged and in light of school testing goals set forth by the European Centre for Disease Control (ECDC), early identification of cases and high risk profiles figures as a top priority. These goals should also count on extensive collaboration and support from organizations that act beyond schools, several of which could both affect the effectiveness of school testing and be affected by testing routines. Interorganizational benefits may include more information and broader understanding of community outbreaks; more effective policy design towards protecting children and the most vulnerable; reduction in the number of severe cases and the hospitalization that often comes from it; and overall sense of safety providing testing and protective measures are in place. Markedly, lack of testing leaves officials and communities in the dark or not being able to proactively observe trends and adapt measures accordingly. If combined with other public health concerns, not knowing enough about the recent pandemic appears to be the riskier way out of the virus and a crisis that is still novel in various aspects.

Current school testing initiatives for COVID-19 conducted by public health authorities include regular testing at random as part of students’ routine; testing people with symptoms or suspected of having symptoms; and one-time testing once staff and student body return to education facilities. Testing endeavors are usually combined with self-quarantine measures and can be conducted in schools or in other sites. The model in this paper assumes school testing will be conducted at random across different school facilities. For those, parameters such as test frequency, delay between testing and results, expiration data for testing batches and follow up steps are considered as inputs in the model. Considerations about the appropriateness of simulations to emergency response situations such as school testing for COVID-19 outbreak are outlined next.
2.2. Simulation Modeling Option and Artificial Intelligence

The COVID-19 pandemic brings forth challenges that ask for optimal solutions in terms of tactical approaches and policy. These challenges have resorted to data-intensive modeling [6] and computational intelligence methods [7] that embrace the complexity of the issues that arise from the pandemic, from lack of human resources [8] and data resources [9,10], to the lack of emergency preparedness and capabilities to respond effectively [11]. An increasing amount of studies set out to explore models and artifacts that leverage artificial intelligence (AI) methods and methodologies to explore pandemic facts and circumstances from several differing yet often complementary angles, from the composites and overarching description of the virus itself [12], to diseases detection and diagnosis [13,14] to prediction on infection rates [15], patient management [16], the protection of healthcare workers [17,18], as well as hygiene measures, prevention and containment [19], drug development [20], and treatment [21–23]. The use of AI techniques is perceived to be a paradigm shift [24] towards approaches that use data science in empowering ways to craft, test and deploy public health care policies [25,26]. As a newly pervasive aspect of citizens’ routines around the globe, the pandemic is not only fostering the application of frontier technologies [27], but also other ways of looking at and leveraging existing data, such as hospital key performance indicators (KPIs), from other perspectives [28].

On top of the relative recency of the problems and the overall lack of preparedness in face of an unprecedented scenario [29], researchers have limited research artifacts and data to work with [30], and little attitude to risk themselves in the field, which has opened the frontier to robotics [31,32] and mobile crowdsourcing [33] as data and information gathering methods for the COVID era. Furthermore, there are ethical concerns in terms of what those attempts are set out to achieve, and what responsibilities should be monitored and assessed. That highlights the importance of simulation modeling as an accountable approach to intricate public policy problems, where a stakeholder perspective needs to be considered in the light possible scenarios, the environment and social context where policies are being enacted [34] and their path forward [35].

Simulations are established as important methods to understand future scenarios in light of current conditions [3,36]. As a practice and a methodology, modeling lays the ground on necessary assumptions and parameters according to which agents are expected to behave and under which systems operate [37]. It also allows for desired goals to be taken into account in optimization efforts [38], a pursuit that benefits from problem framing and conceptualization efforts [39,40], and systematic discussions around simulation artifacts, a practice referred to in literature as focused on collaborative model building [41]. While centered in practical ways of understanding issues and designing policies, these initiatives are also epistemic, for they introduce ways of building knowledge from existing knowledge in combination with empirical or theoretical data [42]. Simulation modeling is especially relevant to devise strategies and mitigate the impacts of crisis such as the one unraveled by COVID-19. It is known to inform decision-making, support resource prioritization and resource allocation, the identification of logistical and operational bottlenecks [39], and performance losses. In the context of the pandemic, it has also been observed that it comes at a low computational cost [43] and opportunities to gain scale when analyzing highly dynamic scenarios [44].

Artificial intelligence techniques are being increasingly leveraged across several domains and appear to have established a new paradigm for the next decades [45–47]. According to [47], lack of data for machine learning scientists limits the applicability of those techniques and justify the need for a “cyber-infrastructure to fuel world-wide collaboration” through which more access to data sources can be leveraged. While the power to make predictions has been portrayed as being mostly positive as far as its expeditious and predictive capabilities, ethical concerns regarding security and transparency in AI applications, often discussed outside the realm of COVID applications, are also being framed as one of the collaterals as a policy issue [8,48]. According to [49], large-scale utilization of artificial
intelligence may encounter obstacles not only in terms of legal and ethical aspects, but also in the lack of process frameworks and the standards that could be set forth by it.

The role of AI in pandemic-fighting and mitigation is broad, and several studies have focused on defining boundaries in the research space [28,31,50–54] yet to be fully captured, particularly due to the recency of the scenario and to the possibilities that cross-pollination across modeling realms and domains have not been unfolded or become evident [6,55]. Bullock [51] has divided research in AI into three scales: molecular, dedicated to understanding the nature of the decease and the appropriate responses (e.g., testing and vaccines); clinical, focused on operational and technical routines in hospitals (e.g., medical imaging); and the societal, where overarching impacts and risks to communities are assessed and simulated for better efficacy. This broader categorization echoes more research that is focused on contextualizing contemporary technologies during the pandemic [56]. Examples would include applications of big data [57], the Internet of Things (IoT) [58] and blockchain [59], all of them displaying relationships with artificial intelligence solutions to some extent [60,61].

2.3. AI in Simulation Modeling for School Testing Scenarios

In face of known data and modeling constraints concerning the use of data-intensive applications [25,35], steps are being taken incrementally, ranging from the use of unsupervised methods towards a panoramic view of pandemic’s behavior [62,63], to more simulation-centered ones, focused on parameter optimization and predictions [3,31]. Testing in school settings carries some of operational obstacles, including discomfort for children, the logistics of the delivery, and public acceptance [4,61]. These conditions interact to produce an uncertain scenario, where states and prior conditions such as diagnostic capacity and epidemiological monitoring affect the likelihood of reopening [64]. Such a complex interplay makes simulation modeling particularly fitting to school testing scenarios for which parameters and extreme conditions, as well as mixing patterns [65] can be put to verification in light of theories, other models, and findings.

Several studies have leveraged simulation modeling for reopening of public spaces like school or colleges, with mixing methodological formats and findings emerging. Studies leveraged data from ongoing research and guidelines from intergovernmental agencies such as the World Health Organization (WHO), which provides advice on the ways in which the virus gets spread [66]. The data qualitatively informed the selection and calibration of parameters such as the availability of tests [67], levels of preparedness and response capacity at schools [68], hygiene guidance [69], target groups [70], demographic factors [71], geographies [72], the expected amount of unrecorded symptomatic people [73], individual pre-existing conditions [74] and the cost of measures being implemented [75]. The sensitivity of those parameters to uncertainties [76], to hypothetical scenarios such as the additional impact of isolation and quarantine [77], as well as the overall efficiency of arrangements such as test-trace-isolate [1] or diagnosing-screening-surveilling arrangements [78] have thus far informed modeling architectures.

While most modeling endeavors have not necessarily discussed artificial intelligence applications to school testing, a few have conversed with pertaining concepts such as optimization towards desired performance means [73] and rule-based models [79–82].

In general, despite known concerns and caveats in incorporating data science methodologies into practical simulation efforts [3,6,33], AI comes into play as a way of enhancing predictive capabilities [14,26,83,84] and of optimizing parameters for desired policy goals. It also opens avenues for prescriptive ones, as in the case of studies in which simulation outputs can be used to verify virus spread and anomaly growth trends based on which tactical approaches and strategies can be devised [85,86].
3. Materials and Methods

3.1. School Testing Simulation

To build the AI application, we first developed an agent-based disease model simulate the outcomes of different random testing in schools of different size. The agent-based model consists of two main agents including Student and Class and the family agent. The current model does not include Teacher and Staff as separate agents, but their population can be added to the class and school population. We use a modified version of the SEIR disease transmission model which includes testing and isolation elements developed by Asgary et al. [4] (Figure 1). In this simulation students attend schools on weekdays and stay in their class and cohort for the duration of the school hours (location state chart). Students are assumed to be at susceptible state first (illness state chart). If they are exposed to an infected classmate, their state changes from susceptible to exposed state. After being exposed, they become either pre-symptomatic or asymptomatic infectious with given probabilities. Infectious students can transmit the virus to others by a transmission rate that is defined as the product of number of contacts and transmission probability per contact. Infectious students (symptomatic and asymptomatic) recover after certain number of days. It is assumed that testing takes place in the morning when students arrive at the school (testing state chart). Depending on the availability of the test result, students who are tested positive will be asked to self-isolate at home.

![Diagram of student agent state charts](image)

**Figure 1.** Student agent state charts (disease transmission—(left), testing—(top right) and location—(bottom right)) [4].
Students are considered to be in NotTested state before testing. Students who are tested are moved to Tested state and will remain there and will not be tested until their test results are available. Students who are tested positive will be moved to the Quarantined state and self-isolated at home. Students who are tested negative will remain in Tested state until their tests are expired. In this simulation it is assumed that students of each class are always together as a cohort and do not change their classes during the school hours. An infectious student can infect others. Simulations can be viewed in 3D (Figure 2) and 2D visualization.

Figure 2. 3D animation of the AnyLogic simulation in action. Pictured is a school made up of 25 classes, each made up initially of 20 students. Virus appears to be present in the middle classroom on the bottom row.

Since we lack a closed form solution for our model, we proceed to approximate one using a neural network, an approach that has been used, for instance, by [87] to maximize testing through the mobilization of assessment centers. This will allow us greater flexibility with respect to analyzing the model and its dependency on each parameter, as well as faster computational speeds. Furthermore, the network can be used as a tool in real time to gauge effective implementation strategies in schools and administration boards.

Since SARS-CoV-2 testing was not practiced at the time of this study, the simulation results were validated by a mathematical model that is using the same parameters [4].

3.2. Data Preparation for the AI Network Model

In order to train a good network model, we first gather a large enough data set with enough variability such that the network can learn all the intrinsic properties of the simulation model. To accomplish this, we make use of the AnyLogic Cloud module, in collaboration with their parallel processing capabilities accessed through their Python API [88].

Since many of the model parameters are unbound in theory, we make the decision to impose specific limits on them in order to generate a realistic range, and therefore focus our attention on building an accurate AI model in this specific domain. For example, we
simulate results for recovery rates amongst symptomatic cases at periods between 7 and 19 days despite the fact that we know the average period for this to be about 12 days. This way our model can learn precisely what effects this parameter has on our output variables. A full list of parameter sampling ranges is shown in Table 1. We proceed to generate approximately 125,000 model simulation, saving all input and output data for each run.

Table 1. Parameter ranges used for sampling in the data generation process.

| Parameter                                      | Range          | Notes  |
|------------------------------------------------|----------------|--------|
| Number of contacts per school day              | 2.45–5.45      | Double |
| Transmission probability of pre-symptomatic    | 0.01–0.1       | Double |
| Transmission probability of symptomatic        | 0.1–0.2        | Double |
| Transmission probability of asymptomatic       | 0.1–0.2        | Double |
| Pre-symptomatic rate (portion)                 | 0.35–0.65      | Double |
| Pre-symptomatic latent period                  | 1.3–3.3        | Double |
| Asymptomatic latent period                     | 3.47–5.47      | Double |
| Symptomatic latent period                      | 1.63–3.63      | Double |
| Self-isolation rate                            | 0.4–0.7        | Double |
| Symptomatic recovery period                    | 7–19           | Integer|
| Asymptomatic recovery period                   | 6–12           | Integer|
| Number of initially infected students          | 1–10           | Integer|
| Class size                                     | 15–35          | Integer|
| Number of classes                              | 10–50          | Integer|
| Isolate class                                  | True or False  | Boolean|
| Cross transmission                             | True or False  | Boolean|
| Test class                                     | True or False  | Boolean|
| Number of tests in each class                  | 1–10           | Integer|
| Test results time (days)                       | 0–6            | Integer|
| Test expiry time (days)                        | 7–21           | Integer|
| Test frequency (days)                          | 1, 7, 14, 21 or 28 | Integer |

3.3. Network Design

We aim to design a neural network which will take the parameters from Table 1 as inputs, and return the desired results from our agent-based model in the output layer. More precisely, we flatten the 21 parameters into an input vector for our model. Similarly, we stack the 22 60-day time series outputs of the model along with the 10 overall statistics into an output vector as can be seen in Figure 3. We propose a neural network design, with blocks made up of fully connected layers, ReLU activations and dropout randomization, followed by a final fully connected 200 neuron feature layer before the output layer. We choose to use 200 neurons in this layer as to give the network enough information capacity to predict the output reasonably. We partially train a collection of networks of this form, with varying network depth and neurons per layer, using early stopping at 30 epochs, utilizing an 80-20 train-test split from our synthesized dataset (a more thorough outline for the full training process is given in Section 4.1). Based on the mean absolute error (MAE) of the networks’ structures displayed in Table 2, we choose a 4-layer model, each consisting of 512 neurons in hidden block layers. We make this decision as the marginal gain for any more neurons or layers appears to diminish at this point. The best performance is achieved using a 3-layer, 1024 neuron per layer structure, but since this is a coarse hyperparameter grid search, the accuracy measures are not necessarily indicative of full training results, and only used heuristically. It is to be noted that this is not a full training of the model, but simply a proxy for optimal network hyperparameters. The chosen architecture is visualized in Figure 3.
Table 2. Mean absolute error (MAE) for different network architectures. As expected, increased depth and neuron count generally improves overall accuracy.

| Neurons per Layer | 2 Layers | 3 Layers | 4 Layers | 5 Layers |
|-------------------|----------|----------|----------|----------|
| 128               | 21.1877  | 23.063   | 27.5082  | 31.5405  |
| 256               | 19.3726  | 17.6099  | 20.9791  | 23.8443  |
| 512               | 18.2007  | 15.5868  | 15.3118 * | 15.8596  |
| 1024              | 18.5459  | 14.7874  | 15.1074  | 14.9054  |

* Architecture selected for full training.

4. Results

4.1. Network Training

Using the same 80-20 split we used in Section 3.3, we proceed to train the network to completion. Our training dataset consists of about 100,000 samples, while keeping a respectable 25,000 samples on which to validate our model on. We utilize the 4-layer network structure from Section 3.3 and train the network in shuffled batches of size 256. We use the default ADAM optimizer built into Tensorflow 2.0 with a learning rate of 0.001 to minimize a mean absolute error loss function between the real outputs and the predictions. Dropout rates are kept at 20% as to reduce overfitting. Training over 100 epochs, our model accuracy can be seen in Figure 4. When fully trained, our model achieves a mean absolute error of 14.4264 on the test data. This can roughly be thought of as the average distance each prediction is from the true simulator value. Given that we have many output statistics in the orders of hundreds and thousands, this is a very promising error rate. Furthermore, a 5-fold cross-validation procedure on the train set yields results in the same vicinity, as can be seen in Table 3. This suggest that our network is not only accurate but robust to samples it has not seen before. It is to be noted that this accuracy measure is not a measure of the AI model with respect to the historical real-world data, but to the simulator predictions themselves.
Table 3. Mean absolute error in a 5-fold cross-validation and in overall test set.

|          | Validation | Test  |
|----------|------------|-------|
| Fold 1   | 14.8616    | -     |
| Fold 2   | 15.0594    | 14.8956 |
| Fold 3   | 14.9990    | 14.6614 |
| Fold 4   | 14.4264    | -     |
| Fold 5   | -          | 14.9990 |

4.2. Network Prediction

Our model is relatively lightweight, taking up only 10.9 Mb and making inference near instantly. A histogram of the computational speeds of 1000 randomly generated inputs can be seen in Figure 5. The average prediction time was 28.59 milliseconds, while the fastest and slowest runs measured at 25.27 and 39.88 milliseconds respectively.

In order to use the model to predict the simulation results, we stack all our input variables in a vector and run it through the network. The network outputs one stacked vector of all the results, which can easily be reshaped to give us each separate output. As our initial agent-based simulation is calibrated to forecast a time period of 60 days ahead, our network model structure matches this setup, returning time series in chunks of 60-day partitions. A similar structure can be implemented for varying time periods, beginning with the agent-based dataset simulation. Given a random input sample from
our test set, we show some of the predicted outputs vs. the true outputs in Figure 6 using our AI model. Visual inspection supports accuracy measures obtained, notably the step-like structure in the Total Tested, with jumps happening at precisely the testing frequency in days. The Infected population as well as the Virus Spread appears to be very well predicted in terms of shape. The long-term equilibria of the Exposed population seems to be slightly underestimated by the model. Testing Distributions were predicted very well. Most notably however, the model struggled with the Tested and Isolated population, missing out on the very structure it picked up in the Tested population. Similar effects were seen in other test sample predictions.

![Figure 6](image)

**Figure 6.** A prediction using our network model of a random test sample. (a) Predicted results for number of tests administered, virus spread, cumulative and daily infected cases, isolated population and other key distributions measures through 60 days. (b) Actual results for the same test sample. The student testing chart exhibits step-like structure inline with the periodically administered class testing. Infection profiles and the virus spread also display the commonly observed plateauing in the long-term dynamics of such systems, as evident in the real data.
4.3. Analysis

Lacking an analytic solution to the underlying model, our neural network is able to provide a smooth enough approximation to the problem. A similar statement can be made for the simulation itself; however, the speed improvement is unquestionable. A typical simulation run took on the order of minutes, whereas our network runs in a fraction of a second. This allows us to study the space of parameters much more efficiently. We proceed to generate a dense field of parameter values to demonstrate this.

Two critical factors in the spread of the virus in a school environment are the size of classes and the average number of contacts per day. We sample each of these parameters across the entire space of allowed values as given in Table 1, and display the results in a heatmap against time in Figure 7. Plots like these could not be generated in reasonable time frames without our network model. We can see here the non-linear relationship with the contact rate and the time it takes to hit specific milestones in total infection counts. We can also help in the selection of optimal class size, and the likely horizon it would permit for a given acceptable infection level. More interestingly, we plot the relation between the contact rate and the class size. This provides policy makers with a range for the class size schools should target that can dynamically be adjusted to balance out any unforeseen changes in daily contacts measured. Alternatively, given a set class size, precautions can be put into place to target specific levels of daily contacts along a given contour line.

Figure 7. Infection count heatmaps of a range of parameter values. (a) Number of contacts per day is varied between 2.45 and 5.45, and the overall infection count is shown vs. time in days. (b) Class size is varied between 15 and 35, and the overall infection count is shown vs. time in days. (c) Number of contacts per day class size are varied, and the overall total infected count on day 60 is displayed. Contour lines show regions with equal values.
Our model allows for more general sensitivity analysis across all parameter using such techniques, as the network itself acts as the function modeling the outbreak dynamics. We do not proceed to exhaust all combinations here, as the list grows infeasibly large, and the importance will differ on a case by case basis.

5. Discussion

Our research demonstrated how data generated by a school COVID-19 testing simulation was used to develop an artificial intelligence version of the simulation. While the simulation results, itself had been fully presented and discussed in earlier work [4], the main focus of this paper was to show how machine learning and AI technology were used to develop additional decision support tools for school testing. The results show that the AI model can provide faster and highly accurate predictions for different input parameter values. While developing simulation-based AI models is not new [34], its application in different areas of study and simulation types are very limited. The AI-based school testing model has been deployed as a web application that can be used by the users at www.adersim.org. This application provides a school testing tool for public health and public education agencies aiming to implement and examine different testing strategies considering their local conditions as well as their associated costs and challenges. Users can simply input their unique school, disease conditions and testing related parameters, and our model will generate an accurate prediction of the disease spread and outbreak in the school.

Our school testing simulation has been developed and parameterized based on the existing information available about the COVID-19 in Canada and Ontario in particular. As such, minor adjustments may be needed to the baseline parameters in order to use the application in other countries. In addition, this simulation has not been validated against real school testing because at the time of this research no school testing has been done in Ontario. As real evidence of school testing, whether large scale or experimental level, the simulation tool can be enhanced to account for real testing input and output values. The simulation and methodology presented here can be used for other potential disease situations.

The approach proposed should not suffice for policy moving forward. More runs, under other combinations of parameters should illuminate the course of actions. In addition, we encourage assumptions underlying the structure of the model to be constantly revisited as the model was designed to reflect a highly uncertain scenario, with both incomplete and constantly changing data and conditions. Given the evidence of the social network structures as a catalyst for virus spread, the model proposed in this paper could further benefit from more granular analyses at the community-level attributes such as expected behavior. Despite our simulated data, our methods reinforce the need for more systematic and widespread testing, for it addresses the information availability issue of any modeling endeavor.

We have deployed this AI model into an online application that can be used by potential users (https://www.adersim.org/SchoolTesting/, accessed on 3 March 2021).

6. Conclusions

This research makes a contribution in two ways. First, it introduces an agent-based simulation model where AI is leveraged for parameter optimization. Secondly, it demonstrates its application to the context of testing in school settings. Benefits of this approach include greater accuracy in parameter estimation and more predictive power, which is critical to the usability of the model in school testing scenarios. Limits of this research include assumptions that are inherent to modeling approaches and may be reinforced by the usage of machine learning paradigms. Future research should account for that for new experimentations and consider other testing environments as means of further assessing the robustness of the model. Qualitative and mixed-method approaches, which
may include observational steps, as well as interviews with people in the field, can also be used for data enrichment and validation.
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| Abbreviation | Description |
|--------------|-------------|
| AI           | Artificial Intelligence |
| ECDC         | European Centre for Disease Control |
| KPI          | Key Performance Indicator |
| IOT          | Internet of Things |
| WHO          | World Health Organization |
| MAE          | Mean Absolute Error |
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