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Abstract. We discuss Petrov type D Einstein-Maxwell fields in which both double null eigenvectors of the Weyl tensor are non-aligned with the eigenvectors of a non-null electromagnetic field and are assumed to be geodesic, shear-free, diverging and non-twisting. We obtain the general solution of the Einstein-Maxwell equations under the extra condition that the complex null vectors of the Weyl canonical tetrad are hypersurface orthogonal. The corresponding spacetimes are all conformally related to a Killing-Yano space and are described by a 5-parameter family of metrics, admitting two commuting Killing vectors and having the C-metric as a possible vacuum limit.

1. Introduction

In the quest for exact solutions of the Einstein-Maxwell (EM) equations considerable research has been devoted to the study of aligned EM fields, in which at least one of the principal null directions (PNDs) of the electromagnetic field $\mathbf{F}$ is parallel to a PND of the Weyl tensor, a so called Debever-Penrose (DP) direction. One of the main triumphs of this effort, spread out between 1960 and 1980, has been the complete integration of the field equations (with a possible nonzero cosmological constant $\Lambda$), for the Petrov type D doubly aligned non-null EM fields, in which both real PNDs of $\mathbf{F}$ are parallel to a corresponding double DP vector and are geodesic as well as shear-free, the so called class $\mathcal{D}$ metrics. In a recent study of non-aligned algebraically special EM fields it was noted that, at least for nonzero cosmological constant $\Lambda$, the double alignment condition of the class $\mathcal{D}$ metrics is actually a consequence of their multiple DP vectors being geodesic and shear-free. Therefore this is also a necessary condition for the existence of a 2-index Killing spinor, with the consequence of enabling to completely integrate the null geodesic equation for the whole class $\mathcal{D}$. A natural question therefore arises as to whether EM solutions exist which are of Petrov type D, have $\Lambda = 0$ and in which the two real DP vectors $\mathbf{k}, \mathbf{l}$ are geodesic and shear-free, but are both non-aligned with the PND’s of a non-null electromagnetic field $\mathbf{F}$. While the “Kundt” case of vanishing divergence of either $\mathbf{k}$ or $\mathbf{l}$ (i.e. $\rho$ or $\mu = 0$) can be

*see for example the reviews in [8, 13]
†this class contains famous examples such as the Reissner-Nordström and Kerr-Newman solutions and, together with the Plebański-Hacyan space-times[12] and Garcia-Plebański space-times[6], represents the general solution for the doubly aligned Petrov type D EM fields
‡a related question for Petrov type III was dealt with recently in [15]
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dismissed, as it immediately implies at least half-alignment \( \tau \neq 0 \) the general case with \( \rho \mu \neq 0 \) remained elusive, even under the simplifying “double Robinson-Trautman” (RT) assumption that \( k \) and \( l \) are both non-twisting.

In this paper we give an affirmative answer to the above question. We present all corresponding double RT space-times satisfying the extra condition that the complex null vectors of the Weyl canonical tetrad are hypersurface orthogonal and discuss some of their properties.

The structure of the paper is as follows: in §2 we set up a suitable null tetrad, present the relevant Geroch-Held-Penrose (GHP) equations and show that the “normalised” Maxwell components \( \frac{\Phi_0}{\rho \pi} \) and \( \frac{\Phi_2}{\rho \pi} \) are opposite complex numbers, allowing us to write \( \Phi_0 = \rho \pi C_0 f, \Phi_2 = -\mu \pi C_0 f \) with \( f \) and \( C_0 \) (0,0)-weighted GHP variables.

A completely integrable system is then constructed for the GHP variables describing the situation at hand. In §3 we translate this into the corresponding Newman-Penrose (NP) variables. We then obtain a final system of partial differential equations and construct its general solution. In §4 some properties of the resulting metrics are discussed.

Throughout we assume that the reader is familiar with the GHP and NP formalisms, for convenience a short overview of GHP is presented in the Appendix.

For notations and sign conventions we refer to \([13]\).

2. Main equations

Investigating non-aligned Einstein-Maxwell fields first requires choosing an appropriate null tetrad, either adapting it to the Weyl tensor or to the electromagnetic field. Both approaches can have their advantages, but here, as we aim to study non-null Einstein-Maxwell fields of Petrov type D, with an additional assumption on the DP vectors (namely their being geodesic and shear-free), it appears preferable to use a canonical Weyl tetrad. The relevant equations are then obtained by substituting \( \Psi_0 = \Psi_1 = \Psi_3 = \Psi_4 = 0 \), together with \( \kappa = \nu = \sigma = \lambda = \pi = -\rho = \mu = 0 \) (\( k, l \) are assumed to be geodesic, shear-free and non-twisting) into equations \([119]-[131]\) of the Appendix. Note that we also impose the assumption \( \tau + \pi = 0 \), which guarantees that the complex null vectors \( m \) and \( \bar{m} \) of the Weyl canonical tetrad are hypersurface orthogonal (\( m \wedge dm = 0 \)). Next we define extension variables \( R = \Phi_2, S = \bar{\Phi}_2, T = -\Phi_2 \rho \) (\( R, S \) complex and \( T \) real), after which the Ricci, Bianchi and Maxwell equations \([119][131]\) are solved to yield the following system:

\[
\begin{align*}
\bar{\partial}_\rho &= \Phi_0 \bar{\Phi}_1, \quad \bar{\partial}_\pi = \rho^2 + \Phi_0 \bar{\Phi}_0, \quad \bar{\partial}_\rho = -T, \quad (1) \\
\bar{\partial}_\pi &= -\pi \tau - \rho \mu + T - \Psi_2, \quad \bar{\partial}_\pi = -\Phi_2 \bar{\Phi}_0 - \pi^2, \quad \bar{\partial}_\tau = -\Phi_2 \bar{\Phi}_1, \quad (2) \\
\bar{\partial}_\Phi_1 &= \mu \Phi_0 - 2\pi \Phi_1 - R', \quad \bar{\partial}'_\Phi_1 = -2\mu \Phi_1 + \pi \Phi_2 + S, \quad (3) \\
\bar{\partial}_\Phi_2 &= S, \quad \bar{\partial}'_\Phi_2 = 0, \quad \bar{\Phi}_2 = R, \quad \bar{\partial}'_\Phi_2 = 0, \quad (4) \\
\bar{\partial}_S &= 2\rho \Phi_1 \bar{\Phi}_2 + 2\pi \Phi_1 \bar{\Phi}_1 - \bar{\Phi}_2 S' + \bar{\Phi}_1 R' - 3\tau \Psi_2.
\end{align*}
\]

*one can also prove that "half-Kundt" necessarily implies "double Kundt" and hence double alignment

\( f \) positive and \( |C_0| = 1 \)

\( \text{some preliminary work shows that large classes of solutions may exist when } m \wedge dm \neq 0 \)

\( \text{to solve the Bianchi identities for the variables } b'\Phi_2, \partial'\Phi_2 \text{ it is essential that the electromagnetic field is non-null: } \Phi_0 \Phi_2 - \Phi_2^2 \neq 0 \)
Non-aligned Einstein-Maxwell Robinson-Trautman fields of Petrov type D

\[ \Psi' \Phi' = 2 \rho \Phi_1 \Phi_3 + 2 \pi \phi_1 \Phi_0 - \Phi_1 \Phi_3 + \Phi_0 \mathcal{R}' + 3 \rho \Psi_2, \]
\[ \Psi' \Phi' = -2 \mu \Phi_1 \Phi_3 + 2 \pi \phi_1 \Phi_2 + \Phi_1 \Phi_3 - \Phi_2 \mathcal{R} - 3 \mu \Psi_2, \]  \hspace{1cm} (5)

with, by \( \left[ \frac{125}{125} \right] - \left[ \frac{125}{125} \right] \), \( \mathcal{T} - \mathcal{T}' = \mathcal{V}_2 - \Psi_2 \) and hence \( (\mathcal{T}, \mathcal{T}' \text{ being real}) \mathcal{T} - \mathcal{T}' = 0 \) and \( \mathcal{V}_2 = \Psi_2 \). The equations for \( \mu \) and \( \Phi_0 \) have been omitted, as they can be obtained by “priming” equations \( \left( 1 \right) \) and \( \left( 3 \right) \). Similarly \( \mathcal{S}' \rho, \mathcal{V}_\pi, \mathcal{S}' \Phi_1, \mathcal{S}' \Phi_2 \) and \( \mathcal{S}' \Psi_2 \) can be obtained by the prime and complex conjugation of \( \left( 1 \right) \) and \( \left( 3 \right) \). This will hold throughout this section and results in a significant reduction of the computational effort.

Note that if \( \rho, \mu \) or \( \pi = 0 \), then by \( \left( 124 \right) \) it immediately implies half-alignment. We now apply the \( [\mathcal{S}', 3], [\mathcal{S}, \mathcal{P}'], [\mathcal{S}', \mathcal{P}] \) commutators to \( \Phi_2 \) and the \([\mathcal{S}', \mathcal{P}'] \) commutator to \( \Phi_1 \) to obtain the following derivatives of \( \mathcal{R} \) and \( \mathcal{S} \),

\[ \mathcal{S}' = 2(\Psi_2 - \Phi_1 \Phi_3 - \rho \mu), \]  \hspace{1cm} (6)
\[ \mathcal{R}' = 2(\mu - \Phi_1 \Phi_2) - \mu \mathcal{S}, \]  \hspace{1cm} (7)
\[ \mathcal{S}' \mathcal{R} = -2(\Phi_1 \Phi_0 + \pi \rho) \Phi_2 - \pi \mathcal{R}, \]  \hspace{1cm} (8)
\[ \mathcal{P}' \mathcal{R} = (2 \pi - \Phi_1 + \Phi_2) \Phi_2 - 3(\mu \mathcal{R} - \pi \mathcal{S}), \]  \hspace{1cm} (9)

after which the \([\mathcal{P}', \mathcal{P}] \) commutator applied to \( \Phi_2 \) results in an algebraic relation

\[ \Phi_2 \Psi_2 - \mu \mathcal{R} + \pi \mathcal{S} = 0. \]  \hspace{1cm} (10)

We will use \( \left( 10 \right) \) to express \( \mathcal{R} \) and \( \mathcal{S} \) in terms of the \( (0,0) \)-weighted quantity \( w = \mathcal{S}/\mu \). Evaluating the combination of commutators, \([\mathcal{S}', 3], [\mathcal{S}, \mathcal{P}'], [\mathcal{S}', \mathcal{P}] \) \( \Phi_0 + [\mathcal{S}, \mathcal{P}] \Phi_2 \), we obtain the relation

\[ \pi \mathcal{S}' w + \pi \mathcal{S}' w' = (w' + w)(2 \rho \mu - \pi \pi - \mathcal{R}) + 2 \Phi_0 \pi \mu + 2 \Phi_2 \pi \rho \]
\[ + \frac{\Phi_0}{\rho}(2 \Phi_1 - w)(\Phi_0 \mu - \Phi_1 \pi) - \frac{\Phi_2}{\mu}(2 \Phi_1 + w)(\Phi_2 \rho + \Phi_1 \pi) \]
\[ + \Psi_2\left( \frac{\Phi_0}{\rho} + \frac{\Phi_2}{\pi} + \frac{\Phi_1 \Phi_0}{\rho^2} - \frac{\Phi_1 \Phi_2}{\mu^2} \right), \]  \hspace{1cm} (11)

which can be used to simplify the expression

\[ \rho[\mathcal{S}', \mathcal{P}'] \mathcal{S}' + \tau[\mathcal{S}', \mathcal{P}'] \mathcal{S}' + \mathcal{S}'[\mathcal{S}', \mathcal{P}'] \tau - \frac{\Phi_0 \Psi_2 + \pi \mathcal{S}'}{\rho}[\mathcal{S}', \mathcal{P}] \]  \hspace{1cm} (12)

to yield

\[ \mu \Phi_3 \mathcal{S}' w - \rho \Phi_3 \mathcal{S}' w' = (2 \rho \mu + \Psi_2)(\rho \mu - \Psi_2)(\frac{\Phi_0 \Phi_1}{\rho^2} - \frac{\Phi_2}{\mu^2} - \Phi_2 \Phi_0) \]
\[ + (w' + w)(\Phi_1 \mu + \Phi_1 \pi \pi + \Phi_1 \Phi_0 \Phi_2) + 2 \Phi_1 (\rho \mu - \pi \pi)(w + w') \]
\[ + \pi \mu \Phi_2(3 w' + w) - \pi \mu \Phi_0(3 w + w') \]
\[ + \pi \mu (w w' - w w') + \rho \mu (w w' - w w'). \]  \hspace{1cm} (12)

One can show that, when \( \left( 11 \right) \left( 12 \right) \), considered as a system for \( \mathcal{S}' w \) and \( \mathcal{S}' w' \), is non-singular, solutions are necessarily doubly-aligned or conformally flat. We omit the tedious and lengthy proof of this property: the proof (in which the earlier derived reality of \( \Psi_2 \) plays an essential role) is available from the authors, either by email to the second author for a semi-automated version, using the algebraic computing

*one can show that also double-alignment follows, i.e. half-aligned Petrov type D Einstein-Maxwell-Kundt solutions with geodesic and shear-free DP vectors do not exist
package STEM, or, via a more manual approach, from [16]. When this system is singular, i.e. when

$$\mu \pi \Phi_0 + \rho \pi \Phi_2 = 0, \tag{13}$$

we can write

$$\Phi_0 = \rho \pi C_0 f, \quad \Phi_2 = -\mu \pi C_0 f, \tag{14}$$

with (0, 0)-weighted quantities $f$ and $C_0$, such that $f$ is real positive and $|C_0| = 1$. Acting now on [13] with the operators $\pi \partial + \pi \partial'$ and $\pi \partial + \rho \partial'$ results in

$$w + w' = 0 \tag{15}$$

and

$$(\rho \mu + \pi \pi)(\pi \Phi_0 \Phi_1 - \pi \Phi_1 \Phi_0) = 0. \tag{16}$$

Rejecting the case $\rho \mu + \pi \pi = 0$ (acting on this with the $\partial$ and $\partial'$ operators immediately leads to conformal flatness), we have

$$\pi \Phi_0 \Phi_1 - \pi \Phi_1 \Phi_0 = 0. \tag{17}$$

This allows us to define a (real positive) (0, 0)-weighted function $g$ by

$$\Phi_1 = C_0 g, \tag{18}$$

which combining with the $\partial'$ derivative of [13] and [17] yields

$$\mathcal{T} = \Psi_2 + \rho \mu (1 + f^2 \pi \pi) - C_0 \frac{w_0}{f}. \tag{19}$$

Finally, acting on [15] or [17] leads to

$$\bar{\partial} w = 2C_0 f \pi (g^2 + \rho \mu - 2 \Psi_2) - w \pi f g. \tag{20}$$

We also note that [19] shows that $C_0 \bar{w}$ is real, so that we can write $w = C_0 w_0$ with $w_0$ real and (0, 0)-weighted. Application of $\partial, \partial', \partial, \partial'$ to the (0, 0)-weighted quantity $C_0$ all return 0 and hence $C_0$ is a constant. The only remaining variables are then $f, g, w_0, \Psi_2, \rho$ and $\pi$ (with $f' = f, g' = g, w_0' = w_0, \Psi_2' = \Psi_2, \rho' = -\mu, \pi' = \pi$), which satisfy the completely integrable system

$$\begin{align*}
\bar{\partial} f &= -\pi f(f^2 \mu \rho + fg - 1), \quad \bar{\partial} f = -f(\pi f^2 \pi - fg + 1), \\
\bar{\partial} g &= \pi (f \rho \mu - f \Psi_2 - 2g + w_0), \quad \bar{\partial} g = \rho (f \pi \pi + 2g - w_0), \\
\bar{\partial} \pi &= \pi (\rho \mu f^2 - 1) - \frac{w_0}{f}, \quad \bar{\partial} \pi = -\rho \pi f g, \\
\bar{\partial} \rho &= \rho \pi f g, \quad \bar{\partial} \rho = \rho \pi f g, \\
\bar{\partial} w_0 &= \pi f(2g^2 - gw_0 + 2 \rho \mu - 2 \Psi_2), \quad \bar{\partial} w_0 = f \pi \pi \rho (2fg - fw_0 + 2), \\
\bar{\partial} \Psi_2 &= -\pi (2fg \rho \mu - f \rho \mu w_0 - fg \Psi_2 - 2g^2 + gw_0 + 3 \Psi_2), \\
\bar{\partial} \Psi_2 &= \rho (f^2 \pi \pi \Psi_2 + 2fg \pi \pi - f \pi \pi w_0 + 2g^2 - gw_0 + 3 \Psi_2). \tag{21}
\end{align*}$$
3. General solution of the double RT-case

We now use the previous results to set up an NP null tetrad \((e_a) = (m, \bar{m}, l, k)\) with dual basis \(\omega^a\), construct an appropriate coordinate system and solve the field equations. All results from the previous sections can be translated to the NP formalism by means of the relations \([11, 12]\). In particular all relations involving only derivatives of the \((0, 0)\)-weighted GHP quantities carry over without modification. In order to fix the null tetrad we use the fact that \(\rho\) and \(\mu\) are real and \(\tau + \pi = 0\), allowing one to specify a boost and spatial rotation such that \(\pi\) and \(\tau\) are real as well and

\[
\begin{align*}
\mu &= e\rho, \quad (e = \pm 1), \\
\pi &= -\tau.
\end{align*}
\]

\(D\pi, \Delta\pi\) being real implies \(e\) and \(\gamma\) are real, while \(\delta(\frac{\pi}{\rho}) = 0\) implies \(\beta + \pi = 0\). From \(D(\frac{\mu}{\rho}) = \Delta(\frac{\pi}{\rho}) = 0\) and \(\overline{\delta\pi} = \delta\pi\) it follows then that the spin coefficients \(\alpha, \beta, \epsilon, \gamma\) are given by

\[
\begin{align*}
\alpha &= -\beta = w_0/(4\pi f), \\
\gamma &= \epsilon\epsilon = (f\Psi_2 - w_0)/(4\rho f).
\end{align*}
\]

Consequently the Cartan equations become

\[
\begin{align*}
d\omega^1 &= \omega^2 \wedge (-e\rho\omega^3 + \rho\omega^4 + \frac{w_0}{2\pi f} \omega^2), \\
d\omega^2 &= \omega^3 \wedge (-e\rho\omega^3 + \rho\omega^4 + \frac{w_0}{2\pi f} \omega^1), \\
d\omega^3 &= \omega^4 \wedge (-\pi\omega^1 - \pi\omega^2 + \epsilon\frac{w_0 - f\Psi_2 \omega^4}{2\rho f}), \\
d\omega^4 &= \omega^1 \wedge (-\pi\omega^1 - \pi\omega^2 - \frac{w_0 - f\Psi_2 \omega^4}{2\rho f} \omega^3),
\end{align*}
\]

showing that the basis vectors are all hypersurface-orthogonal. From \((26, 29)\) it is clear that this also holds for the basis dual to the one-forms \(e\omega^3 + \omega^4, \omega^1 - \omega^2, \Omega^1 = e\omega^3 - \omega^4, \Omega^2 = \omega^1 + \omega^2\), the latter two of which satisfy

\[
d\Omega^1 = -\pi \Omega^1 \wedge \Omega^2, \quad d\Omega^2 = \rho \Omega^1 \wedge \Omega^2.
\]

Next we introduce new variables \(h = u_0 - 2g\) and \(j = f\Psi_2 + 2g - w_0\), which simplify* the system \((21)\) to

\[
\begin{align*}
df &= f[(f^2\pi^2\rho - fg\rho + \rho)\Omega_1 + (-ef^2\pi^2\rho^2 - fg\pi + \pi)\Omega^2], \\
dg &= -\Omega^1(f\pi^2 - h)\rho + \pi(ef\rho^2 - j)\Omega^2, \\
dh &= h[(f^2\pi^2\rho - 2\rho)\Omega^1 - (fg + 2\pi)\Omega^2], \\
dj &= j[-(fg + 2)\rho \Omega^1 + (-ef^2\pi^2\rho^2 - 2\pi)\Omega^2], \\
d\rho &= -\frac{1}{2ef}(2ef^3\pi^2\rho^2 + 2ef\rho^2 - 2g + j)\Omega^1 + \Omega^2 f g \rho, \\
d\pi &= \frac{1}{2f}(2ef^3\pi^2\rho^2 - 2f\pi^2 - 2g - h)\Omega^2 + \Omega^1 f g \rho.
\end{align*}
\]

The null tetrad being fixed and \(f, g, h, j, \rho, \pi\) being the remaining (non-constant) spin coefficients and (suitably transformed) Maxwell and curvature components, \((31, 36)\)

*using, for example, \(df = \omega^1 \delta f + \omega^2 \delta f + \omega^3 \Delta f + \omega^4 Df\) etc.
show that this set contains at most two functionally independent functions and hence the corresponding space-times will admit at least two Killing vectors. One can actually show that this is the maximally allowed number, as the vanishing of all double wedge products would lead to an inconsistency (this will be obvious from the explicit solutions as well).

Introducing coordinates \( t, z, u, v \) such that

\[
\omega^1 - \omega^2 = iPdz, \quad e\omega^3 + \omega^4 = Qdt, \quad \Omega^1 = Bdu, \quad \Omega^2 = Cdsv, \tag{37}
\]

\[
\Omega^1 = Bdu, \quad \Omega^2 = Cdv, \tag{38}
\]

(t and \( z \) clearly then being the ignorable coordinates corresponding to the two Killing vectors) it follows from (30) that

\[
B_{,u} = \pi B_{,C}, \quad C_{,v} = \rho B_{,C}, \tag{39}
\]

after which a linear combination of (35) and (36) shows that

\[
(\log(B/C))_{,uv} = 0. \quad \text{Hence } B/C \text{ is separable in } u \text{ and } v \text{ and a coordinate transformation exists such that (re-defining } B \text{ and } C) B = C. 
\]

The exterior derivatives of (37) lead then to two partial differential equations for \( P \) and \( Q \),

\[
d\log(P_0) = -\frac{B}{2\pi f}(h + 2g)du + B\rho dv, \tag{40}
\]

\[
d\log(Q_0) = \frac{eB}{2\rho f}(2g - j)dv + B\pi du, \tag{41}
\]

with \( P_0 = P_0(z) \) and \( Q_0 = Q_0(t) \). Without loss of generality one can put \( P_0 = Q_0 = 1 \), such that, by (35,36), the previous relations can be rewritten as

\[
d\log\left(\frac{Q}{B}\right) = Bf\pi(\rho\pi fdv - gdu), \tag{42}
\]

\[
d\log\left(\frac{P}{B}\right) = -Bf\rho(e\rho\pi fdu + gdv). \tag{43}
\]

At this point we will make a distinction between the cases \( hj \neq 0 \) (i.e. \( (\delta\Phi_2 - \mu\Phi_1)(\delta\Phi_2 - \mu\Phi_1 - \frac{\mu}{\rho\pi}\Psi_2\Phi_0) \neq 0 \) and \( h = 0 \) \( (\delta\Phi_2 - \mu\Phi_1 = 0) \) or \( j = 0 \) \( (\delta\Phi_2 - \mu\Phi_1 - \frac{\mu}{\rho\pi}\Psi_2\Phi_0 = 0) \). Only the first two will be treated in detail below, as the analysis of the case \( j = 0 \) is essentially identical to that of \( h = 0 \), since the transformation

\[
(f, g, h, j, \pi, \rho) \rightarrow (f, g, -j, -h, i\rho/\sqrt{\epsilon}, i\pi\sqrt{\epsilon}),
\]

\[
(\Omega^1, \Omega^2) \rightarrow (i\Omega^2/\sqrt{\epsilon}, -i\Omega^1/\sqrt{\epsilon}), \tag{44}
\]

leaves the system (31-36) invariant. Note that \( h = j = 0 \) is excluded, as it would imply either conformal flatness \( (\Psi_2 = 0) \) or double alignment \( (f = 0) \).

3.1. The case \( hj \neq 0 \)

When \( hj \neq 0 \) one can use (33,34) for integrating (31) and (42,43) to obtain

\[
\mathcal{P} = j\pi B^3, \quad Q = h\rho B^3 \tag{45}
\]

and

\[
f = f_0hjB^5. \tag{46}
\]
Here $f_0$ is an integration constant, which we will put $= 1$ by a global re-scaling of the metric. Now (33,34) imply
\begin{align*}
d \log (h \rho B^2) &= \frac{2g - j - 2ehjB^5 \rho^2}{2ehjB^4 \rho} dv, \\
d \log (j \pi B^2) &= -\frac{2g + h + 2hjB^5 \pi^2}{2hjB^4 \pi} du,
\end{align*}
showing that functions $\varsigma = \varsigma(u), \xi = \xi(v)$ exist such that
\begin{equation}
\pi = \frac{\varsigma}{jB^2}, \ \rho = \frac{\xi}{hB^2}
\end{equation}
and
\begin{align*}
g &= ejB^2 \xi' + \frac{e j B \xi^2}{h} + \frac{j}{2}j \\
&= -hB^2 \xi' - \frac{hB^2 \varsigma}{j} - \frac{1}{2}h, \tag{51}
\end{align*}
where we have written $\xi', \xi', \xi'', \ldots$ for the derivatives of $\xi$ and $\varsigma$ w.r.t. $u$ and $v$. Subtracting (51) from (50) reveals the following key algebraic relation between $j$ and $h$,
\begin{equation}
B(h^2, \xi^2 + ej^2 \xi'^2) + (B^2 \xi' + \frac{1}{2}jh^2 + (eB^2 \xi' + \frac{1}{2})hj^2 = 0,
\end{equation}
while the expressions for (49) reduce to
\begin{equation}
\mathcal{P} = B \varsigma, \ \mathcal{Q} = B \xi.
\end{equation}
The metric then becomes
\begin{equation}
ds^2 = \frac{B^2}{2}(du^2 + edv^2 - e\varsigma^2 dt^2 + \varsigma dz^2). \tag{54}
\end{equation}
With the introduction of new variables $N, J, H$ by
\begin{equation}
j = J/B, \ h = H/B, \ B = N^{-1/2},
\end{equation}
equations (52) and (33,34) simplify to
\begin{align*}
HJ(H + J)N + 2eHJ^2 \xi' + 2eJ^2 \xi^2 + 2H^2 J \xi' + 2H^2 \xi^2 = 0, \tag{55}
\end{align*}
\begin{align*}
dJ &= -\frac{J}{2N^2H} \xi(2eHJ^2 \xi' + 2eJ^2 \xi^2 + HJ^2 N + 2N^2)dv - \frac{\varsigma}{N^2}(eJ^2 \xi^2 + N^2)du, \tag{56}
dH &= -\frac{\varsigma}{2N^2J}H(2eHJ^2 \xi' + 2eJ^2 \xi^2 + HJ^2 N + 2N^2)du + \frac{\xi}{N^2}(H^2 \xi^2 - N^2)dv, \tag{57}
\end{align*}
whereas (39) implies
\begin{equation}
dN = -2N(\frac{\xi}{H} dv + \frac{\varsigma}{J} du). \tag{58}
\end{equation}
A second algebraic equation is now obtained from (32) and (50),
\begin{align*}
(4eH^2 J^2 \xi'' + 16eHJ^2 \xi' + 12eJ^2 \xi^3 - H^2 J^4 \xi + 8H^2 J \xi' + 12H^2 \xi^2)N^2 \\
- 4HJ^4 e \xi(H \xi' + \xi^2)N - 4J^2 (eH^2 \xi^2 \xi^2 + H^2 J^2 \xi'^2 + 2H^2 J^2 \xi^2 \xi' + J^2 \xi'^4) = 0 \tag{59}
\end{align*}
*we note that the system (31,36) is invariant under the transformation $ds^2 \rightarrow a^2 ds^2$ (and hence $\omega^b \rightarrow a \omega^b$ for the dual basis vectors of the NP null tetrad), as this implies $f \rightarrow af, B \rightarrow aB$ and $(\pi, \rho, j, h, g) \rightarrow a^{-1}(\pi, \rho, j, h, g)$.
or, using \((51)\) instead of \((50)\).

\[
(4H^2J^2\xi'' + 16H^2J\xi' + 12H^2\xi^2)N^2 + H^4J^2 + 8eHJ^2\xi' + 12eJ^2\xi^2\xi
\]
\[
+ 4H^4J\xi'(J\xi' + \xi^2)N + 4eH^2(eJ^2\xi^2 + H^2J^2\xi' + 2H^2J^2\xi' + H^2\xi^4) = 0,
\]

an equation which also can be obtained by taking the exterior derivative of \((55)\). Eliminating the first derivatives of \(\xi, \varsigma\) from \((56,57)\), we obtain two linear equations for \(\xi, \varsigma\).

Substituting this into \((58)\) gives expressions for \(N, N_N\), with

\[
F = \text{the general solutions of which are given by}
\]

\[
\xi'' = -\frac{\xi}{6}\Sigma^2 + 3\Sigma_0\varsigma \quad \text{and} \quad \xi'' = \frac{\xi}{6}\Sigma^2 + 3\Sigma_0\varsigma
\]

\((\Sigma_0, \Sigma_0 \text{ constants})\). Taking successive derivatives of the components of \((58)\) and using \((56,57)\), we obtain two linear equations for \(N_u\) and \(N_v,\)

\[
N_{uuu} = -N_{u}(\frac{1}{6}\Sigma^2 - 3\Sigma_0 + 3\varsigma^2 \varsigma ) + 3N_{uu} \varsigma',
\]

\[
N_{vvv} = N_{v}(\frac{3}{6}\Sigma^2 - 3\Sigma_0 - 3\varsigma^2 \varsigma ) + 3N_{v} \varsigma',
\]

the general solutions of which are given by

\[
N_u = F_1(u)\varsigma + F_2(u)s \varsigma,
\]

\[
N_v = F_3(u) \varsigma + F_4(u)x \varsigma,
\]

with \(F_1, \ldots F_4\) being arbitrary functions of \(u\) or \(v\) and where we have defined \(s\) and \(x\) by

\[
\varsigma = s', \quad \varsigma = x'.
\]

The integrability conditions for \((68,69)\) then show that \(F_1, \ldots F_4\) must be quadratic functions of \(u\) or \(v\). Herewith \((68,69)\) can be integrated to yield

\[
N = c_1 x^2 s^2 + c_2 x^2 s^2 + c_3 x^2 s + c_4 s^2 + c_5 x s + c_6 x^2 + c_7 s + c_8 x + c_9.
\]

Substituting this into \((68)\) gives expressions for \(J\) and \(H,\)

\[
J = -2N(2c_1 x^2 s^2 + 2c_2 x^2 s + c_3 x^2 s + 2c_4 s + c_5 x + c_7)^{-1},
\]

\[
H = -2N(2c_1 x^2 s^2 + 2c_2 x^2 s + c_3 x^2 s + c_5 s + 2c_6 x + c_8)^{-1},
\]

which, together with \((61)\), imply \(c_1 = 0, c_2 = 1, c_3 = 1\), and

\[
\Xi = 3e(x - c_6 - \frac{c_5}{2}), \quad \text{and} \quad \Sigma = -3(s + c_4 + \frac{c_5}{2}),
\]
together with
\[3x^2 - 3(c_5 + 2c_6)x + c_{10} - 3c_7\xi - 2e\xi'' = 0,\]  
\[3s^2 + 3(c_5 + 2c_4)s + c_{10} + 3c_8\xi + 2\xi'' = 0.\]  
(75)  
(76)  
Combining (74, 75, 76) with (56, 57) leads to
\[c_{10} = -2c_4c_6 + \frac{1}{2}c_3^2 + 2c_7 - 2c_8,\]  
(77)  
and two quadratures determining \(\zeta, \xi\) as functions of \(u\) and \(v\):
\[4e\xi^2 = x^4 - 2(c_5 + 2c_6)x^3 - (4c_4c_6 - c_5^2 + 2c_7 + 4c_8)x^2 - 2(2c_1c_8 - c_5c_7 + 2c_9)x - 4c_4c_9 + c_7^2,\]  
\[4\zeta^2 = -s^4 - 2(c_5 + 2c_4)s^3 + (4c_4c_6 - c_5^2 - 2c_8 - 4c_7)s^2 + 2(2c_0c_7 - c_8c_5 - 2c_9)s + 4c_0c_9 - c_8^2.\]  
(78)  
(79)  
One can adjust the constants \(c_4\) and \(c_6\) by means of a translation of \(s\) and \(x\). Specifically we can choose \(-2c_4 = -2c_6 = c_5 \equiv p\) and \(c_9 \equiv q\), so that (74) reduces to
\[\Xi = 3ex,\]  
(80)  
\[\Sigma = -3s.\]  
Replacing \(c_7, c_8\) by
\[3\Sigma_0 = -\frac{c_8}{2} - c_7,\]  
(81)  
the relations (71, 78, 79) simplify to
\[N = xs^2 - sx^2 - \frac{p}{2}(x - s)^2 - 2e(2x - s)\Xi_0 + 2(x - 2s)\Sigma_0 + q,\]  
(82)  
\[\xi^2 = \xi x^4 + 3\Xi_0x^2 - (p\xi\Sigma_0 + \Xi_0) + epx + e(2\Sigma_0 - \Xi_0)^2 + \frac{1}{4}epq,\]  
(83)  
\[\zeta^2 = -\frac{1}{4}s^4 + 3\Sigma_0s^2 + (p\xi\Sigma_0 + \Xi_0) - q)s - (2\Xi_0 - e\Sigma_0)^2 - \frac{1}{4}px,\]  
(84)  
\(p, q, \Sigma_0, \Xi_0\) being independent constants of integration, where \(\Sigma_0, \Xi_0\) are the two conserved quantities introduced in (65). Using \(s\) and \(x\) as coordinates instead of \(u\) and \(v\) and re-introducing a global scale-factor \(k^2\) (which we used in (46) to put the integration constant \(f_0 = 1\)), the metric (54) finally reads
\[ds^2 = \frac{k^2}{2N}(\xi^2ds^2 + e\xi^{-2}dx^2 - e\xi^2dt^2 + \zeta^2dz^2),\]  
(85)  
with \(N\) given by (82) and \(\xi, \zeta\) by (83, 84).

3.2. The case \(h = 0\)

When \(h = 0\) the expressions for \(P\) and \(\pi\) in (45, 49, 53) and for \(g\) in (50) are obtained as in the previous section, but (34, 36) now provide the following algebraic restriction on \(f, j\) and \(B\),
\[(2Bji' + 2i^2j)f + B^4j^3(2eB^2\zeta' + 1)f + 2eB^{10}j^4\xi^2 = 0.\]  
(86)  
However, instead of (49b), we use the condition \(\frac{1}{f}(34 - \frac{1}{2}x(31) - \frac{1}{2}x(35))\), which now implies
\[\rho = \frac{\xi j}{f}B^3.\]  
(87)
In this case \((31)\) reduces to \(d \log |Q/(\xi B)| = 0\), so that again \((53)\) holds.

Two more algebraic relations between \(j, f\) and \(B\) are obtained by substituting \((50)\) in \((32)\) and into the exterior derivative of \((31)\), thereby leading to

\[
[-B^2 \xi (4B^2 \xi^2 + 4B^2 \xi^2 + 1) j^4 - 4B^2 e (B^4 \xi \xi^2 - \xi^2) j^3 + 4c^2 \xi j^2 f^2
+ [-4B^{10} \xi^3 (2B^2 \xi^2 + e) j^5 + 4B^4 \xi^2 (2B^2 \xi^2 + 1) j^3] f - 4B^{16} e \xi^5 + 4B^{10} e \xi^3 = 0, \quad (88)
(B^2 f^3 \xi^2 + 2B j^3 \xi^2 + \xi^3) f^4 + \left[(B^4 \xi^2 \xi^2 + \xi^2) j^4 + 2B^5 j^3 \xi^2 + B^4 j^2 \xi^3\right] f^2
- B^8 f^3 \xi^2 + B^4 e j^6 \xi^2 \xi^2 = 0. \quad (89)
\]

Again we introduce new variables \(N, J, F\) by \(B = N^{-1/2}, j = J/B^3, f = JF/B\) and combine \((86, 88, 89)\) to obtain

\[
J^2 FN^2 + 2FJ (eJ' + F') N + 2eJ^2 \xi^2 + 2F^2 \xi^2 = 0, \quad (90)
J^2 F \frac{F^3 \xi' \xi^2 - eF \xi' + 2\xi}{N^2 + 2J J' F^2 \xi N + \xi (eJ^2 \xi^2 + F^2 \xi^2)} = 0, \quad (91)
\]

while the partial differential equations for \(B, f, j\) become

\[
dN = -\frac{2 \xi}{F} dv - 2 \frac{\xi}{J} du, \quad (93)
dF = -\frac{F}{2JN} \xi (2FJ^2 e \xi' + FJ^2 N^2 + 2J^2 e \xi^2 - 2) du
+ \xi \frac{2}{N} (2FJ^2 e \xi' + 2F J N \xi' + FJ^2 N^2 + 2J^2 e \xi^2 + 4F^2 \xi^2 + 2) dv \quad (94)
dJ = -\frac{\xi}{N} (J^2 e \xi^2 - 1) du - \frac{\xi J}{2FN} (2\pi FJ^2 e \xi' + F J^2 N^2 + 2J^2 e \xi^2 - 2) dv. \quad (95)
\]

Herewith (and with the quantities \(\Xi, \Sigma\) defined by \((63)\), the exterior derivatives of \((91, 92)\) yield

\[
N = -\frac{3e(F^2 \xi^2 + 1)}{2F^2}, \quad (96)
J = \frac{e F \Xi}{3F \xi' + \Sigma}. \quad (97)
\]

While the exterior derivative of \((96)\) becomes an identity under \((90, 97)\), the exterior derivative of \((97)\) results in (compare with \((64)\))

\[
\Sigma' + 3 \xi = 0 \quad \text{and} \quad \Xi' = 0. \quad (98)
\]

One therefore again obtains the first integral for \(\xi\) as in \((65)\), but now this is complemented by \(\Xi = \Xi_0\), where \(\Xi_0\) is an integration constant (with \(\Xi_0 \neq 0\) by \((96)\)).

As in section \(3.1\) one simplifies \((96)\) with \((92)\) and \((97)\), to obtain a partial differential equation for \(N\), which can be integrated to yield (with \(s, x\) defined as in \((70)\))

\[
12e \Xi_0 x = -(3s^2 - 2e \Xi_0 x)^2 + (6c_1 e + 36 \Xi_0 s)^2 - 4e \Xi_0 (6e \Xi_0 - c_1) x
- 36c_1^2 + 12e \Xi_0 c_1 - 36 \Xi_0^2 - c_1^2, \quad (99)
\]

together with the condition

\[
- \Xi_0 x^2 + c_1 x + c_0 + 2 \xi' = 0. \quad (100)
\]

Now \((94, 95)\) determine \(F, J\) and by substituting these into the equations \((90, 95)\) one further obtains restrictions on the functions \(\xi, \xi, \xi\). Using a translation of \(x\) to put
the integration constant $c_1 = 0$, together with some tedious algebra, eventually leads to the following relations:

$$
\xi^2 = \frac{\Xi_0}{3} x^3 - px + \frac{3e}{4\Xi_0} (8\Xi_0\Sigma_0 p - 96\Sigma_0^3 + 3q^2),
$$

(101)

$$
\varsigma^2 = -\frac{1}{4} s^4 + 3\Sigma_0 s^2 - \frac{p}{3}\Xi_0 - qs + 3\Sigma_0^2,
$$

(102)

where $p, q$ are new constants of integration. Using $s, x$ as coordinates instead of $u, v$ the metric remains as given by (85), but now $\xi$ is given by (101), while (99) reduces to

$$
N = (x - 6e\frac{\Sigma_0}{\Xi_0}s)^2 + 3\frac{eq}{\Xi_0} s - \frac{e\Xi_0}{3} x^2 - 2\Sigma_0 x + e\frac{\Xi_0 p - 12\Sigma_0^2}{\Xi_0}. \quad (103)
$$

3.3. The case $j = 0$

As the analysis of the case $j = 0$ is almost identical to that of $h = 0$ (cf. the invariance of the system (31-36) under the transformation (44)), we limit ourselves to only presenting the results. The metric is still given by (85), but now $\xi$ and $\varsigma$ read

$$
\xi^2 = \frac{e}{4} s^4 + 3\Xi_0 x^2 + \frac{p}{3}\Sigma_0 + qx - 3e\Xi_0^2,
$$

(104)

$$
\varsigma^2 = \frac{\Sigma_0}{3} s^3 - eps + \frac{3}{4\Sigma_0^2} (8\Xi_0\Sigma_0 p - 96e\Xi_0^3 - 3q^2),
$$

(105)

while (103) is replaced by

$$
N = (6e\frac{\Sigma_0}{\Xi_0} - s)x^2 - \frac{\Sigma_0}{3} s^2 + 3\frac{eq}{\Sigma_0} x - 2e\Xi_0 s + e\frac{\Xi_0 p - 12\Xi_0^2}{\Sigma_0}. \quad (106)
$$

4. Discussion

We have constructed all Petrov type D Einstein-Maxwell fields of Robinson-Trautman type (i.e. with expanding but non-twisting DP vectors) in which the Maxwell field is totally non-aligned with the DP vectors and in which the latter are assumed to be geodesic and shear-free, with $m$ being hypersurface orthogonal. All these solutions necessarily have a vanishing cosmological constant and are given by the metric (85). Three different 5-parameter classes exist:

- $hj \neq 0$ with $N, \varsigma, \xi$ given by (82, 84, 83),
- $h = 0, j \neq 0$ with $N, \varsigma, \xi$ given by (103, 102, 101),
- $j = 0, h \neq 0$ with $N, \varsigma, \xi$ given by (106, 105, 104).

In all cases the electromagnetic field is given by

$$
\Phi_0 = -\Phi_2 = C_0\xi\varsigma N^{-\frac{1}{2}} k^{-1}, \quad \Phi_1 = C_0 g k^{-1}
$$

with $g$ a not very illuminating expression obtainable from (50) or (51).

We note that all solutions with $e = +1$ are static in the domain where $N, \varsigma, \xi$ are positive, with time-like Killing vector $\partial_t$. The Einstein-Maxwell equations for static space-times in which both electrostatic and magnetostatic fields are present have been investigated in [2], where it was proved that the electric and magnetic field vectors $E$ and $B$ (evaluated w.r.t. the time-like Killing vector) must be parallel. This is
consistent with our results, as \( E_a + iB_a = \sqrt{2}[\Phi_2 m_a - \Phi_0 \bar{m}_a + \Phi_1 (k_a - l_a)] \), with \( \Phi_0, \Phi_1, \Phi_2 \) all having the same (constant) phase factor.

From the general expression of the metric (85), with \( N, \varsigma, \xi \) given by (71, 79, 78), a limiting procedure, consisting of a coordinate transformation \([t, z, x] \rightarrow \left[ \sqrt{2} A^{-1} t a^{-2}, \sqrt{2} A^{-1} z a^{-2}, (m A s + \frac{1}{6}) a^4, (m A x - \frac{1}{12}) a^4 \right] \),

(107)

together with a redefinition of the constants \( c_i, [c_4, c_5, c_6, c_7, c_8, c_9] \)

(108)

reduces, after performing the limit \( a \rightarrow 0 \), both cases \( e = \pm 1 \) of (85) to the vacuum C-metric\(^*\),

\[
ds^2 = \frac{1}{A^2(x+s)^2}(-F dt^2 + G dz^2 + \frac{1}{F} dx^2 + \frac{1}{G} ds^2),
\]

(109)

with \( F = -1 + x^2 - 2 A m x^3 \) and \( G = 1 - s^2 - 2 A m s^3 \).

Whether, in addition, a non-trivial sub-case of the charged C-metric can be obtained by a limiting procedure (including a singular coordinate transformation, as discussed in [11]) is not clear, since any attempts at removing the \( x s^2 - s x^2 \) term from \( N \) tend to switch off the Maxwell field.

From the GHP equations obtained for \( \rho, \mu, \pi \) and \( \tau \) in §2 it is clear\(^*\) that a valence 2 Killing spinor exists. There is more: the form of (85) suggests that one should have a closer look at the metric when \( N = k = 1 \), with \( \zeta = \zeta(s) \) and \( \xi = \xi(x) \). It is easy to verify that for this metric all \( (0,0) \)-weighted GHP spin coefficients vanish, while the only non-0 curvature components are \( R, \Phi_{11} \) and \( \Psi_2 \), with \( \Psi_2 = -\frac{R}{12} \) and

\[
e(\xi_{xx} + \zeta_{xx}^2) + \frac{R}{8} - \Phi_{11} = 0,
\]

(110)

\[
(\varsigma_{ss} + \zeta_{ss}^2) + \frac{R}{8} + \Phi_{11} = 0,
\]

(111)

showing that this is one of the Killing-Yano spaces studied in [4].
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6. Appendix: Ricci, Maxwell and Bianchi equations in the GHP formalism

Below we list some relevant information from the Geroch-Held-Penrose formalism (weights, commutators and prime operation and Ricci-Maxwell and Bianchi equations) for the special case of vanishing cosmological constant \( (\Lambda = 0) \). Note that \( \Phi_{ij} = \Phi_i \Phi_j \).

\*note that this is less obvious when using the simplified form given by (82, 83, 84), as there the required 3d degree terms have been removed from \( N \) by translations of \( s \) and \( x \).
Weights of the spin-coefficients, the Maxwell and Weyl spinor components and the GHP operators:

\[
\kappa : (3, 1), \nu : (-3, -1), \sigma : (3, -1), \lambda : (-3, 1), \\
\rho : (1, 1), \mu : (-1, -1), \tau : (1, -1), \pi : (-1, 1), \\
\Phi_0 : (2, 0), \Phi_1 : (0, 0), \Phi_2 : (-2, 0), \\
\Psi_0 : (4, 0), \Psi_1 : (2, 0), \Psi_2 : (0, 0), \Psi_3 : (-2, 0), \Psi_4 : (-4, 0), \\
\bar{\sigma} : (1, -1), \bar{\sigma}' : (-1, 1), \bar{\rho}' : (-1, -1), \bar{\rho} : (1, 1).
\]

The GHP operators are related to the NP operators by

\[
\bar{\rho} \eta = (D - p \epsilon - q \rho) \eta, \quad \bar{\sigma}' \eta = (\Delta - p \gamma - q \tau) \eta,
\]

\[
\bar{\sigma} \eta = (\delta - p \beta - q \sigma) \eta, \quad \bar{\sigma}' \eta = (\delta - p \alpha - q \beta) \eta.
\]

for any \((p, q)\)-weighted scalar \(\eta\).

The prime operation is an involution with

\[
\kappa' = -\nu, \sigma' = -\lambda, \rho' = -\mu, \tau' = -\pi,
\]

\[
\Psi_0' = \Psi_4, \Psi_1' = \Psi_3, \Psi_2' = \Psi_2,
\]

\[
\Phi_0' = -\Phi_2, \Phi_1' = -\Phi_1.
\]

and satisfies \(\bar{\sigma} = \bar{\sigma}'\).

The GHP commutators acting on \((p, q)\)-weighted quantities are given by:

\[
[\bar{\rho}, \bar{\sigma}'] = (\pi + \tau)\bar{\sigma} + (\pi + \tau)\bar{\sigma}' + (\kappa \nu - \pi \tau - \Phi_{11} - \Psi_2)p \\
+ (\pi \nu - \pi \tau - \Phi_{11} - \Psi_2)q,
\]

\[
[\bar{\sigma}, \bar{\sigma}'] = (\mu - \pi)\bar{\rho} + (\rho - \pi)\bar{\rho}' + (\lambda \sigma - \mu \rho - \Phi_{11} + \Psi_2)p \\
- (\lambda \rho - \rho \pi - \Phi_{11} + \Psi_2)q,
\]

\[
[p, \bar{\sigma}] = \pi \bar{\rho} - \kappa \bar{\rho}' + p \bar{\rho} + \sigma \bar{\sigma}' + (\kappa \mu - \sigma \pi - \Psi_1)p + (\kappa \lambda - \pi \rho - \Phi_{01})q.
\]

Ricci equations:

\[
\bar{\rho} \rho - \bar{\sigma}' \kappa = \rho^2 + \sigma \sigma - \pi \tau + \kappa \pi + \Phi_{00},
\]

\[
\bar{\rho} \sigma - \bar{\sigma} \kappa = (p + \rho) \sigma + (\pi + \tau) \kappa + \Psi_0,
\]

\[
\bar{\rho} \tau - \bar{\rho}' \kappa = (\tau + \pi) \rho + (\tau + \pi) \sigma + \Phi_{01} + \Psi_1,
\]

\[
\bar{\rho} \nu - \bar{\rho}' \pi = (\pi + \tau) \mu + (\pi + \tau) \lambda + \Psi_3 + \Phi_1 \Phi_2,
\]

\[
\bar{\sigma} \rho - \bar{\sigma} \sigma = (\rho - \pi) \tau + (\mu - \rho) \kappa + \Phi_{01} - \Psi_1,
\]

\[
\bar{\sigma}' \sigma - \bar{\sigma} \tau = -\sigma \mu - \lambda \rho - \tau^2 + \kappa \pi - \Phi_{02},
\]

\[
\bar{\rho}' \rho - \bar{\sigma}' \tau = -\pi \rho - \lambda \sigma - \tau \tau + \kappa \nu - \Psi_2.
\]

Maxwell equations:

\[
\bar{\rho} \Phi_1 - \bar{\sigma}' \Phi_0 = \pi \Phi_0 + 2 \rho \Phi_1 - \kappa \Phi_2,
\]

\[
\bar{\rho} \Phi_2 - \bar{\sigma}' \Phi_1 = -\lambda \Phi_0 + 2 \pi \Phi_1 + \rho \Phi_2.
\]

«Objects \(x\) transforming under boosts and rotations as \(x \rightarrow A^{p,q} e^{rac{\pi}{2}p} e^{rac{\pi}{2}q} x\) are called well-weighted of type \((p, q)\).»
Bianchi equations:

\[
\begin{align*}
\partial' \Psi_0 - \partial \Phi_1 + \partial \Phi_{01} - \partial \Phi_{00} &= -\pi \Psi_0 - 4 \rho \Psi_1 + 3 \kappa \Psi_2 + 2 \pi \Phi_{01} + 2 \sigma \Phi_{10} \\
&- 2 \kappa \Phi_{11} - \pi \Phi_{02}, \\
\partial' \Psi_0 - \partial \Phi_1 + \partial \Phi_{02} - \partial \Phi_{01} &= -\mu \Psi_0 - 4 \tau \Psi_1 + 3 \sigma \Psi_2 - \lambda \Phi_{00} + 2 \pi \Phi_{01} + 2 \sigma \Phi_{11} \\
&+ \rho \Phi_{02} - 2 \kappa \Phi_{12},
\end{align*}
\]

(128)

\[
\begin{align*}
3 \partial' \Psi_1 - 3 \partial \Psi_2 + 2 \partial \Phi_{11} - 2 \partial \Phi_{10} + \partial' \Phi_{01} - \partial' \Phi_{00} &= 3 \lambda \Psi_0 - 9 \rho \Psi_2 - 6 \pi \Psi_1 + 6 \kappa \Psi_3 + (\rho - 2 \mu) \Phi_{00} \\
&+ 2 (\pi + \tau) \Phi_{01} + 2 (\tau + \pi) \Phi_{10} + 2 (2 \sigma - \rho) \Phi_{11} + 2 \sigma \Phi_{20} - \pi \Phi_{02} - 2 \pi \Phi_{12} - 2 \kappa \Phi_{21}, \\
3 \partial' \Psi_1 - 3 \partial \Psi_2 + 2 \partial \Phi_{12} - 2 \partial \Phi_{11} + \partial' \Phi_{02} - \partial' \Phi_{01} &= 3 \nu \Psi_0 - 6 \mu \Psi_1 - 9 \tau \Psi_2 + 6 \sigma \Psi_3 - \pi \Phi_{00} \\
&+ 2 (\rho - \mu) \Phi_{01} - 2 \lambda \Phi_{10} + 2 (\tau + 2 \pi) \Phi_{11} + (2 \pi + \tau) \Phi_{02} + 2 (\rho - \rho) \Phi_{12} + 2 \sigma \Phi_{21} - 2 \kappa \Phi_{22}.
\end{align*}
\]

(129)
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