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Abstract

It has been consistently reported that many machine learning models are susceptible to adversarial attacks i.e., small additive adversarial perturbations applied to data points can cause misclassification. Adversarial training using empirical risk minimization is considered to be the state-of-the-art method for defense against adversarial attacks. Despite being successful in practice, several problems in understanding generalization performance of adversarial training remain open. In this paper, we derive precise theoretical predictions for the performance of adversarial training in binary classification. We consider the high-dimensional regime where the dimension of data grows with the size of the training data-set at a constant ratio. Our results provide exact asymptotics for standard and adversarial test errors of the estimators obtained by adversarial training with $\ell_q$-norm bounded perturbations ($q \geq 1$) for both discriminative binary models and generative Gaussian-mixture models with correlated features. Furthermore, we use these sharp predictions to uncover several intriguing observations on the role of various parameters including the over-parameterization ratio, the data model, and the attack budget on the adversarial and standard errors.

1 Introduction

Most machine learning algorithms ranging from simple linear classifiers to complex deep neural networks have been shown to be prone to adversarial attacks, i.e., small additive perturbations to the data that cause the model to predict a wrong label [SZS+13, MDFF16]. The requirement for robustness against adversaries is crucial for the safety of systems that rely on decisions made by these algorithms (e.g., in self-driving cars). With this motivation, over the past few years, there have been remarkable efforts by the research community to construct defenses against those adversaries, e.g., see [SN20, CAD+18] for a survey. Among many defense methods that have been proposed, the state-of-the-art defense is to train the machine learning model with adversarial examples [GSS14, MMS+17], which is also known as adversarial training. However, despite major recent progress in the study and implementation of adversarial training, its efficacy has been mainly shown empirically without providing much theoretical understanding. Indeed, many questions regarding its theoretical properties remain open even for simple stylized models. For instance, how does the adversarial/standard error depends on the adversary’s budget during training time and test time? How do they depend on the over-parameterization ratio that is the ratio of dimension to number of data points? What is the role of the chosen loss function?

In this paper, we consider the adversarial training problem for $\ell_q$-norm bounded perturbations in classification tasks, which solves the following robust empirical risk minimization (ERM) problem:

$$\min_{\theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^{m} \max_{\|\delta_i\|_q \leq \epsilon_{\text{tr}}} \mathcal{L}(y_i, f_{\theta_n}(x_i + \delta_i)) + r\|\theta_n\|_2^2. \quad (1)$$

Here, $\{(x_i, y_i)\}_{i \in [m]}$ is the training set, $\delta_i \in \mathbb{R}^p$ are the perturbations with $p$ the dimension of the feature space, $f_{\theta_n} : \mathbb{R}^p \to \mathbb{R}$ is a model parameterized by a vector $\theta_n \in \mathbb{R}^n$, $\epsilon_{\text{tr}}$ is a user-specified tunable parameter.
that can be interpreted as the adversary’s budget during training, and \( r \) is the ridge-regularization parameter.

Once the robust classifier \( \hat{\theta}_n \) is obtained by (1), the adversarial error / robust classification error is given by

\[
E_{x,y} \left[ \max_{\|\delta\|_q \leq \varepsilon_{ts}} \mathbb{1}_{\{y \neq \hat{f}_{\hat{\theta}_n}(x+\delta)\}} \right],
\]

where \( \mathbb{1}_{\{\cdot\}} \) is the 0/1-indicator function, \((x, y) \in \mathbb{R}^p \times \{\pm 1\}\) is a test sample drawn from the same distribution as that of the training dataset, \( \varepsilon_{ts} \) is the budget of the adversary, and \( \hat{\theta}_n \) uses the trained parameters \( \hat{\theta}_n \) and the fresh sample \( x \) to output a label guess. The standard classification error is given by the same formula by simply setting \( \varepsilon_{ts} = 0 \).

The goal of this paper is to precisely analyze the performance of adversarial training in (1) for binary classification of certain statistical data models. In our proof we use the Convex-Gaussian-Min-max-Theorem (CGMT) [Sto09, Sto13, TOH15] and in particular its applications to the convex ERM that enables its precise analysis [TAH18, MRSY19, SAH19, TPT20, TPT21]. However, compared to previous works, we develop a new analysis for robust optimization.

Our main contributions are summarized as follows:

• We precisely analyze, for the first time, the performance of adversarial training with \( \ell_2 \) and \( \ell_\infty \) attacks in binary classification for two important data models of Gaussian Mixtures and Generalized Linear Models. See Sections 3 and 4.

• Our approach is general, allowing us to characterize the role of feature correlation, regularization and general \( \ell_q \) attacks with \( q \geq 1 \). In particular, our proof technique allows for non-isotropic features, yielding novel theoretical results even for non-adversarial convex regularized ERM settings (i.e., when \( \varepsilon_{tr} = \varepsilon_{ts} = 0 \). We will elaborate on our technical approach in Section 3.2.

• Numerical illustrations in Section 3.1 show tight agreements between our theoretical and empirical results and also allow us to draw intriguing conclusions regarding the behavior of adversarial and standard errors as functions of key problem parameters such as the sampling ratio \( \delta := m/n \), the budget of the adversary \( \varepsilon_{ts} \), and the robust-optimization hyper-parameter \( \varepsilon_{tr} \) in our studied settings. Moreover, we observe interesting phenomena by comparing our results with the Bayes optimal robust errors.

1.1 Prior Works

Relevant to the flavour of our results, the recent work [JSH20] studies precise tradeoffs and performance analysis in adversarial training with linear regression with \( \ell_2 \) perturbations and isotropic Gaussian data. Compared to [JSH20], our results hold for binary models, general \( \ell_q \) perturbations with \( q \geq 1 \), and non-isotropic features with mild assumptions on the covariance matrix. Moreover, we consider the regularized ERM allowing us to study the behavior of adversarial training in the over-parameterized regime. Similar results are only derived in a contemporaneous work by [JS20]. On the one hand, compared to [JS20] our analysis applies to both discriminative and generative data models and also to the regularized ERM with Positive Definite (PD) covariance matrices. We also compare the results of adversarial training with the Bayes robust ones. On the other hand, [JS20] extends their analysis to the support vector machines. Our analysis of correlated features was motivated by [MRSY19]. However, the work of [MRSY19] considers standard support vector machines, whereas we consider regularized ERM methods for adversarial training. The recent works [MM19, GMKZ20, DL20, DL21, GMMM19] have characterized precise error of random features and neural tangent models in high-dimensions. The Adversarial Bayes risk for the Gaussian-mixture model has been characterized in [BCM19, DWR20, DHHR20]. The references [CRWP19, AZL20, XSC20] address few theoretical properties of adversarial training. The prior work [MCK20] considers adversarial training with linear loss in order to analyze the sample complexity of robust estimators. Another line of work studies the trade-offs between the standard and adversarial errors e.g., see [TSE\textsuperscript{+}18, RXY\textsuperscript{+}19, ZYJ\textsuperscript{+}19, DHHR20]. The benefits of unlabeled data in robustness have been investigated in [RXY\textsuperscript{+}20, CRS\textsuperscript{+}19], among several other works.
Notation
Letting $\delta(x)$ denote a Dirac delta mass on $x$, the empirical distribution of a vector $x \in \mathbb{R}^n$ is given by $\frac{1}{n} \sum_{i=1}^{n} \delta(x_i)$. The Wasserstein-$k$ distance between two measures $\rho_1, \rho_2$ is defined as $W_k(\rho_1, \rho_2) \triangleq \left(\inf_{\pi \in \Pi(\rho_1, \rho_2)} \mathbb{E}[|X - Y|^k]\right)^{1/k}$, where $\Pi$ denotes all couplings of $\rho_1$ and $\rho_2$. We say that a sequence of probability distributions $\mu_n$ converges in Wasserstein-$k$ distance to a probability distribution $\mu$, if $W_k(\mu_n, \mu) \to 0$ as $n \to \infty$. The Gaussian $Q$-function is denoted by $Q()$. $\odot$ denotes the element-wise multiplication. For a sequence of random variables $X_{m,n}$ that converges in probability to some constant $c$ in the proportional asymptotic limit, we write $X_{m,n} \overset{p}{\to} c$. We further need to recall the definition of the Moreau envelope function. We write
\[
\mathcal{M}_f(x; \kappa) \triangleq \min_v \frac{1}{2\kappa} (x - v)^2 + f(v),
\]
for the Moreau envelope of the function $f : \mathbb{R} \to \mathbb{R}$ at $x \in \mathbb{R}$ with parameter $\kappa > 0$.

2 Problem Formulation
In this section, we describe the data model, the specific form of (1), and the asymptotic regime for which our results hold. After this section, it is understood that all our results hold in the setting described here without any further explicit reference.

2.1 Data Model
We study two stylized models for binary classification.

Gaussian Mixture Models. The first model is a Gaussian Mixture model (GMM) where the conditional distribution of the feature vectors is an isotropic Gaussian with mean $\pm \theta^*$, depending on the label $y_i$. Formally, the GMM model assumes
\[
x_i|y_i \sim \mathcal{N}(y_i \theta^* \Sigma_n), \quad \mathbb{P}(y_i = 1) = \pi \in [0, 1].
\]

Generalized Linear Models. The second model is a generalized linear model (GLM) with binary link function. Specifically, assume that the label $y_i \in \{\pm 1\}$ associated with the feature vector $x_i$ is generated as
\[
y_i = \psi(\langle \theta^*_n, x_i \rangle), \quad x_i \sim \mathcal{N}(0, \Sigma_n),
\]
for a possibly random link function $\psi : \mathbb{R} \to \{\pm 1\}$. This includes the well-known Logistic and Signed models, by letting $\mathbb{P}(\psi(x) = 1) = 1/(1 + \exp(-x))$ and $\psi(x) = \text{sign}(x)$, respectively.

We assume that the underlying (unknown) vector of regressors $\theta^*_n \in \mathbb{R}^n$, and the covariance matrix $\Sigma_n \in \mathbb{R}^{n \times n}$, satisfy the following assumptions.

Assumption 1. The minimum and maximum eigenvalues of the covariance matrices $\Sigma_n$ satisfy $0 < c < \lambda_{\min}(\Sigma_n)$ and $\lambda_{\max}(\Sigma_n) < C < \infty$.

Assumption 2. Denoting $\zeta_n \triangleq (\theta^*_n \Sigma_n^{-1} \theta^*_n)^{1/2}$ for GLM and $\zeta_n \triangleq (\theta^*_n \Sigma^{-1} \theta^*_n)^{1/2}$ for GMM, we define their high-dimensional limits as $\zeta$ and $\tilde{\zeta}$, i.e., $\zeta_n \overset{p}{\to} \zeta$ and $\tilde{\zeta}_n \overset{p}{\to} \tilde{\zeta}$. Moreover, for both models we assume without loss of generality $\|\theta^*_n\|_2 \overset{p}{\to} 1$.

Assumption 3. Let $\Sigma_n = U_n \Lambda_n U_n^\top$ be the eigen-decomposition of $\Sigma_n$ and let $\lambda_{n,i}$ denote the $i$'th entry on the diagonal of $\Lambda_n$. Denote $v_n \triangleq U_n \theta^*_{n,i}$. Then the joint distribution of $(\sqrt{n} \theta^*_{n,i}, \lambda_{n,i}, \sqrt{n} v_{n,i})$, $i \in [n]$, converges in Wasserstein-2 distance to a probability distribution $\Pi$ in $\mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}$, i.e.,
\[
\frac{1}{n} \sum_{i=1}^{n} \delta(\sqrt{n} \theta^*_{n,i}, \lambda_{n,i}, \sqrt{n} v_{n,i}) \overset{W_2}{\to} \Pi.
\]
We consider an asymptotic regime in which the size of the training set grows large at a proportional rate. Formally, \( m, n \to \infty \) at a fixed ratio \( \delta = m/n \).

### 2.2 Asymptotic Regime

We consider an asymptotic regime in which the size of the training set \( m \) and the dimension of the feature space \( n \) grow large at a proportional rate. Formally, \( m, n \to \infty \) at a fixed ratio \( \delta = m/n \).

### 2.3 Robust Learning

Let \( \widehat{\theta}_n \) be a linear classifier trained on data generated according to either models (3) or (4). As is typical, given \( \widehat{\theta}_n \), a decision is made about the label of a fresh sample \( x \) based on \( \text{sign}(\langle x, \widehat{\theta}_n \rangle) \). Thus, letting \( y \) be the label of a fresh sample \( x \), the Standard Test Error is given by

\[
\mathcal{E}(\widehat{\theta}_n) \triangleq \mathbb{E}_{x,y} \left[ 1 \{ y \neq \text{sign}(\langle x, \widehat{\theta}_n \rangle) \} \right].
\]

Here, the expectation is over a fresh pair \( (x, y) \) also generated according to either the GLM or the GMM model. Next, we define the adversarial error with respect to a worst-case \( \ell_q \)-norm bounded additive perturbation. Let \( \varepsilon_{ts} \geq 0 \) be the budget of the adversary. Then, the Adversarial Test Error is defined as follows:

\[
\mathcal{E}_{\varepsilon_{ts}, \ell_q}(\theta_n) \triangleq \mathbb{E}_{x,y} \left[ \max_{\|\delta\|_{\ell_q} \leq \varepsilon_{ts}} 1 \{ y \neq \text{sign}(\langle x + \delta, \widehat{\theta}_n \rangle) \} \right].
\]

Adversarial training leads to a classifier \( \widehat{\theta}_n \) that solves the following robust optimization problem tailored to binary classification:

\[
\widehat{\theta}_n := \arg \min_{\theta_n \in \mathbb{R}^m} \sum_{i=1}^m \max_{\|\delta\|_{\ell_q} \leq \varepsilon_{tr}} \mathcal{L}(y_i \langle x_i, \theta_n \rangle) + r \|\theta_n\|_2^2.
\]

The loss function \( \mathcal{L} : \mathbb{R} \to \mathbb{R} \) is chosen as a convex approximation to the 0/1 loss. Specifically, throughout the paper, we assume that \( \mathcal{L} \) is convex and decreasing. This includes popular choices such as the logistic, hinge and exponential losses.

### 3 Asymptotics for Adversarial Training with \( \ell_\infty \) Perturbations

In this section, we focus on the case of bounded \( \ell_\infty \)-perturbations, i.e. the adversarial error in (6) is considered for \( q = \infty \). Specifically, let \( \widehat{\theta}_n \) be a solution to the following robust minimization:

\[
\min_{\theta_n \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^m \max_{\|\delta\|_{\ell_\infty} \leq \varepsilon_{tr}} \mathcal{L}(y_i \langle x_i, \theta_n \rangle) + r \|\theta_n\|_2^2.
\]

In our asymptotic setting, \( \varepsilon_{tr} \) is of constant order and the factor \( 1/\sqrt{n} \) in front of it is the proper normalization needed to obtain non-trivial results. We explain this normalization further in Section 3.2. We consider the case of diagonal covariance matrix i.e., \( \Sigma_n = \Lambda_n \) here and defer the general case of PD covariance matrix to the appendix where we also discuss how final expressions simplify in the case of isotropic features.

Before presenting our main result, we need to introduce some necessary definitions. We define the following min-max optimization over eight scalar variables. Denote \( \mathbf{v} \triangleq (\alpha, \tau_1, w, \mu, \tau_2, \beta, \gamma, \eta) \) and define \( f : \mathbb{R}^8 \to \mathbb{R} \) as follows:

\[
f_{\varepsilon,\ell}(\mathbf{v}) \triangleq -\gamma w - \frac{\mu^2 \tau_2}{2\alpha} \delta^2 - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_2}{2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2 \alpha}{2\tau_2 \delta^2}.
\]
where $\mathcal{C} = \tilde{\zeta}$ and $\zeta$ (defined in Assumption 2) for data models (3) and (4), respectively. We introduce the following min-max objective based on the eight scalars,

$$
\min_{\alpha, \tau, \mu, \nu \in \mathbb{R}} \max_{\eta \in \mathbb{R}} \frac{f_{\alpha, \mathcal{C}, \eta}(\tilde{\mathbf{v}}) + \mathbb{E}_{Z_{\alpha, \mu}} \left[ \mathcal{M}_L \left( Z_{\alpha, \mu} - w; \frac{\tau_1}{\mathcal{H}} \right) \right]}{\alpha + \mathbb{E}_{L, H, T} \left[ \mathcal{M}_L \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta L}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{tr} \gamma}{\tau_2 L} \right) \right]}, \tag{9}
$$

where $\tilde{\mathcal{C}} \triangleq \zeta^2 L$ and $\zeta^2$ for models (3) and (4), respectively, $H \sim \mathcal{N}(0, 1)$ and $(T, L, V) \sim \Pi$ where $\Pi$ was defined in Assumption 3. We also define:

$$
Z_{\alpha, \mu} \triangleq \begin{cases} 
\sqrt{\alpha^2 + \mu^2 \zeta^2 G + \mu \zeta^2} & \text{for data model (3),} \\
\alpha G + \mu \zeta S \psi(\zeta S) & \text{for data model (4),}
\end{cases}
$$

Notice that the objective function of (9) depends explicitly on the sampling ratio $\delta$ and on the training parameter $\varepsilon_{tr}$. Moreover, it depends implicitly on $\theta_n^*$ and $\Lambda_n$ via $T$ and $L$, respectively, and on the specific loss $\mathcal{L}$ via its Moreau envelope.

We are now ready to state our main result in Theorem 1, which establishes a relation between the solutions of (9) and the adversarial risk of the robust classifier $\tilde{\theta}_n$.

**Theorem 1.** Assume that the training dataset $\{(x_i, y_i)\}_{i=1}^m$ is generated according to either (3) or (4) with diagonal covariance matrices satisfying Assumptions 1-3. Consider the sequence of robust classifiers $\{\tilde{\theta}_n\}$, obtained by adversarial training in (8) with a convex decreasing loss function $\mathcal{L} : \mathbb{R} \rightarrow \mathbb{R}$. Then, the high-dimensional limit for the adversarial test error $\{\epsilon_{\infty, \mathcal{C}, \frac{\varepsilon_{tr}}{\mathcal{H}}} (\tilde{\theta}_n)\}$ is derived as follows,

$$
\{\epsilon_{\infty, \mathcal{C}, \frac{\varepsilon_{tr}}{\mathcal{H}}} (\tilde{\theta}_n)\} \xrightarrow{P} \begin{cases} 
\mathbb{Q}\left( \frac{\mu^* \zeta^2 - w^* \varepsilon_{ts}/\varepsilon_{tr}}{\sqrt{\mu^* \zeta^2 + \alpha^*^2}} \right) & \text{for data model (3),} \\
\mathbb{P}\left( \mu^* \zeta S \psi(\zeta S) + \alpha^* G < w^* \varepsilon_{ts}/\varepsilon_{tr} \right) & \text{for data model (4),}
\end{cases} \tag{11}
$$

where $\mathbb{Q}(\cdot)$ denotes the Gaussian $Q$-function and $(\alpha^*, \mu^*, w^*)$ is the unique solution to the scalar minimax problem (9).

The asymptotics for adversarial error in Theorem 1 are precise in the sense that they hold with probability 1, as $m, n \rightarrow \infty$. In the following section, we demonstrate these sharp predicted results for different values of problem parameters, in order to assess the impact of each parameter on the adversarial/standard errors.

### 3.1 Numerical Illustrations

In this section, we illustrate the theoretical predictions for various values of the different problem parameters, including $\delta = m/n$ and the attack budgets $\varepsilon_{ts}$ and $\varepsilon_{tr}$. For numerical results here, we focus on the Hinge-loss i.e., $\mathcal{L}(t) = (1 - t, 0)$ and on the GMM with isotropic features, thus $L$ has a unit mass at 1. Additional experiments on GLM are given in Appendix A. We further assume that $T$ is standard normal and fix regularization parameter $r = 10^{-4}$. To solve (9), we find the fixed-point solution of the corresponding saddle-point equations (derived in (59) in Appendix B.4.1) by iterating over these equations. For the numerical results, we set $n = 200$ and solve the ERM problem (7) by gradient descent. The resulting estimator is used to derive the adversarial test error by evaluating (5) on a test set of $3 \times 10^3$ samples. We then average the results over 20 independent experiments. The results for both numerical and theoretical values are depicted in Figures 1-2. Next, we discuss some of the insights obtained from these figures.

**Impact of $\delta$ on standard/adversarial test error.** Figure 1 shows the adversarial and standard errors as a function of $\delta = m/n$. Note that both errors decrease as the sampling ratio $\delta$ grows, with the adversarial
error approaching the Bayes adversarial error of the corresponding value of $\varepsilon_{ts}$. In Appendix D.3, we formally prove that for $\ell_2$ attacks bounded by $\varepsilon_{ts} \in [0, 1]$, the robust error of estimators obtained from adversarial training with any $\varepsilon_{tr} \in [0, 1]$ converges to the Bayes adversarial error in the infinite sample-size limit i.e., when $\delta \to \infty$. Next, we highlight another observation regarding the role of data-set size. The second sharp decrease in standard and adversarial test errors appears right after the interpolation threshold $\delta_{\varepsilon_{tr}/\sqrt{n}}$, which denotes the maximum value of $\delta$ for which the data-points are $(\ell_\infty, \varepsilon_{tr}/\sqrt{n})$-separable (for definition, see the discussion on Robust Separability in Section 5). Such constantly decreasing behavior of error is in contrast to the corresponding behavior in linear regression with $\ell_2$ perturbations and $\ell_2$ loss as in [JSH20] where a double-descent behavior was observed. This double-descent behavior can be considered as extensions of the double-descent behavior in standard ERM (first observed in numerous high-dimensional machine learning models [BHMM18, BHX19, HMRT19]), to the adversarial training case. However, Figure 1 signifies that in binary robust classification by using decreasing losses such as the hinge-loss, the double-descent behavior does not appear for any value of $\varepsilon_{tr}$ and $\varepsilon_{ts}$. Additionally, in light of Figure 1, one can measure for all $\delta > 0$, the sub-optimality gap of standard/adversarial errors compared to the Bayes error. Such results, signify the critical role of training data-set size on obtaining robust and accurate estimators. Relevant results were obtained in [SST+18], where the authors derive bounds on the standard/adversarial error of a simple averaging estimator. However, our analysis is precise and holds for the broader case of convex decreasing losses. Finally, we highlight an important observation from Figure 1 (right): For highly over-parametrized models (very small $\delta$), standard accuracy remains the same for different choice of $\varepsilon_{tr}$. As $\delta$ grows, adversarial training (perhaps surprisingly) seems to improve the standard accuracy; however, for very large $\delta$, increasing $\varepsilon_{tr}$ hurts standard accuracy. It is also worth mentioning that similar results on the role of data-set size on standard accuracy was empirically observed in [TSE+18] for neural network training of real-world data-sets such as MNIST.

**Impact of $\varepsilon_{tr}$ on standard/adversarial test error.** Adversarial and Standard error curves based on the hyper-parameter $\varepsilon_{tr}$, are illustrated in Figure 2. Note that the adversarial error behavior based on $\varepsilon_{tr}$ is informative on the role of data-set size on the optimal value of $\varepsilon_{tr}$. The top figures show that the optimal value of $\varepsilon_{tr}$ is typically larger than $\varepsilon_{ts}$. Also note that as $\delta$ gets smaller, larger values of $\varepsilon_{tr}$ are preferred for robustness. Figure 2(Right) illustrates the impact of $\varepsilon_{tr}$ on the standard error, where similar to Figure 1(Right), we observe that adversarial training can help standard accuracy. In particular, we observe that in the under-parameterized regime where $\delta > \delta_{\varepsilon_{tr}/\sqrt{n}}$ (as we will define in Section 5), adversarial training with small values of $\varepsilon_{tr}$ is beneficial for accuracy. As $\delta$ increases, such gains vanish and indeed adversarial training seems to hurt standard accuracy when $\delta$ is sufficiently large.
The same reduction holds for any this notation, assume that the sequence of the upper-bounds on norm of the adversarial perturbation during training and test time, respectively. With the complete proof of Theorem 1 is deferred to the appendix. Here, we provide an outline of the key steps in deriving (9) and (11).

Reduction (8) to a Minimization Problem. For a decreasing loss function, the maximization over the perturbation $\delta$ can be derived in closed-form. In fact, it can be shown that $\delta^*_n \triangleq -\frac{\epsilon_{tr} y_i \text{sign}(\theta_n)}{\sqrt{n}}$, optimizes the inner maximization in (8). Therefore, (8) is equivalent to,

$$\min_{\theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^{m} L \left( y_i \langle x_i, \theta_n \rangle - \frac{\epsilon_{tr}}{\sqrt{n}} \| \theta_n \|_1 \right) + r \| \theta_n \|_2^2. \quad (12)$$

From (12), we can also see why the normalization of $\epsilon_{tr}$ is needed in (8). Recall that (for model (4), for instance), $x_i \sim \mathcal{N}(0, \Sigma_n)$ and $\| \theta^*_n \|_2 \overset{P}{\to} 1$. For simplicity assume here that $\Sigma_n = I_n$. For fixed $\theta$, the argument $y_i \langle x_i, \theta \rangle$ behaves as $\| \theta \|_2 Sf(S)$, where $S \sim \mathcal{N}(0, 1)$. Thus, for $\theta$s that are such that $\| \theta \|_2 = \Theta(1)$ (which ought to be the case for “good” classifiers in view of $\| \theta^*_n \|_2 \approx 1$), the term $y_i \langle x_i, \theta \rangle$ is an $\Theta(1)$-term. Now, thanks to the normalization $1/\sqrt{n}$ in (8), the second term $\frac{\epsilon_{tr}}{\sqrt{n}} \| \theta \|_1$ in (12) is also of the same order. Here, we used again the intuition that $\| \theta \|_1 = \Theta(\sqrt{n})$, as is the case for the true $\theta^*$. Our analysis formalizes these heuristic explanations. Finally, we remark that there is nothing specific about $q = \infty$ in the reduction (12). The same reduction holds for any $q \geq 1$, with $\| \theta \|_1$ in (12) substituted by the dual norm $\| \theta \|_p$.

The Key Statistics for the Adversarial Error. Our key observation is that the asymptotics of the adversarial error of a sequence of arbitrary classifiers $\{\theta_n\}$, depend on the asymptotics of a few key statistics of $\{\theta_n\}$. Specifically, we show the following important lemma. Similar to before, there is nothing special here to $q = \infty$, so we state this result for general $q$.

**Lemma 2.** Fix $q \geq 1$ and let $\ell_p$ denote the dual norm of $\ell_q$. Let $\widetilde{\theta}^*_n \triangleq \Sigma_n^{1/2} \theta^*_n$ for data model (4) and $\theta^*_n \triangleq \Sigma_n^{-1/2} \theta^*_n$ for data model (3). Further, for both models, define projection matrices $\Theta_n$ and $\Theta^*_n$ as follows, $\Theta_n \triangleq \Sigma_n^{-1/2} \Sigma_n^{1/2} \theta^*_n$, $\Theta^*_n \triangleq I_n - \Theta_n$. Further, let $\varepsilon$ and $\varepsilon'$ (possibly scaling with the problem dimensions) be the upper-bounds on norm of the adversarial perturbation during training and test time, respectively. With this notation, assume that the sequence of $\{\theta_n\}$ is such that the following limits are true for the statistics $\| \theta_n \|_p$, $\| \Theta_n \Sigma_n^{1/2} \theta_n \|_2$ and $\| \Theta^*_n \Sigma_n^{1/2} \theta_n \|_2$,

$$\{ \| \theta_n \|_p \} \overset{P}{\to} u, \quad \{ \| \Theta_n \Sigma_n^{1/2} \theta_n \|_2 \} \overset{P}{\to} \mu, \quad \{ \| \Theta^*_n \Sigma_n^{1/2} \theta_n \|_2 \} \overset{P}{\to} \alpha,$$
where \( C = \tilde{\zeta}, \zeta \), for GMM and GLM, respectively. Then, the adversarial test error satisfies

\[
\{ \cal E_{q,s'}(\theta_n) \} \overset{p}{\to} \begin{cases} Q \left( \frac{\mu^2 - u' z'}{\sqrt{\mu^2 z'^2 + \alpha^2}} \right) & \text{for model (3)}, \\ \mathbb{P} \left( \mu \zeta S \psi(\zeta S) + \alpha G - uz' < 0 \right) & \text{for model (4)}. \end{cases}
\]

(13)

The detailed proof of the lemma is deferred to the appendix. There are essentially two steps in establishing the result. The first is to exploit the decreasing nature of the 0/1-loss to explicitly optimize over \( \delta_1 \). This optimization results in the dual norm \( \| \theta_n \|_p \). The second step is to consider the change of variables \( \theta_n \Rightarrow \theta_n \triangleq \Sigma_n^{1/2} \theta_n \) and decompose \( \tilde{\theta}_n \) on its projection on \( \Sigma_n^{1/2} \theta_n^* \) and its complement. In the notation of the lemma, \( \theta_n = \Theta \Theta_n + \Theta^t \theta_n \). The Gaussianity of the feature vectors together with orthogonality of the two components in the decomposition of \( \theta_n \) explain the appearance of the Gaussian variables \( S \) and \( G \) in (13). When applied to \( \ell_\infty \)-perturbations, Lemma 2 reduces the goal of computing asymptotics of the adversarial risk of \( \tilde{\theta}_n \) to computing asymptotics of the corresponding statistics \( \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_1 \), \( \| \Theta \tilde{\theta}_n \|_2 \), and \( \| \Theta^t \tilde{\theta}_n \|_2 \).

Scalarizing the Objective Function. The previous two steps set the stage for the core of the analysis, which we outline next. Thanks to step 1, we are now asked to analyze the statistical properties of a convex optimization problem. On top of that, due to step 2, the outcomes of the analysis ought to be asymptotic predictions for the quantities \( \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_1 \), \( \| \Theta \tilde{\theta}_n \|_2 \), and \( \| \Theta^t \tilde{\theta}_n \|_2 \). However, note that the term \( \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_1 \) appears inside the loss function. In particular, this is a new challenge, specific to robust optimization and its complement. In the notation of the lemma, \( \tilde{\theta}_n \triangleq \Theta \Theta_n + \Theta^t \theta_n \). The Gaussianity of the feature vectors together with orthogonality of the two components in the decomposition of \( \theta_n \) explain the appearance of the Gaussian variables \( S \) and \( G \) in (13). When applied to \( \ell_\infty \)-perturbations, Lemma 2 reduces the goal of computing asymptotics of the adversarial risk of \( \tilde{\theta}_n \) to computing asymptotics of the corresponding statistics \( \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_1 \), \( \| \Theta \tilde{\theta}_n \|_2 \), and \( \| \Theta^t \tilde{\theta}_n \|_2 \).

4 Asymptotics for Adversarial Training with \( \ell_2 \) Perturbations

When \( q = 2 \), the optimization problem in (7) is equivalent to the following, by choosing \( \delta_i = -y_i \varepsilon_{ix}/\| \theta \|_2 \),

\[
\min_{\theta_n} \frac{1}{m} \sum_{i=1}^{m} \mathcal{L} \left( y_i \langle x_i, \theta_n \rangle - \varepsilon_{ix} \| \theta_n \|_2 \right) + r \| \theta_n \|_2^2.
\]

(14)

Here, we assume \( \{ \Sigma_n \} \) to be a sequence of positive definite matrices. Denote \( \mathcal{V} \triangleq (\alpha, \tau_1, \tau_3, w, \mu, \tau_2, \beta, \gamma, \eta) \) and define \( g : \mathbb{R}^9 \to \mathbb{R} \) as follows,

\[
g_{\alpha, \tau_1, \tau_2, \beta, \gamma, \eta} (\mathcal{V}) \triangleq -\gamma w - \frac{\mu^2 \tau_2 \mathcal{C}^2}{2\alpha} - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_2}{2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2 \alpha}{2\tau_2 \mathcal{C}^2} + \frac{\varepsilon_{ix} \gamma \tau_3}{2},
\]

where recall that \( \mathcal{C} \triangleq \tilde{\zeta} \) and \( \zeta \) for models (3) and (4), respectively. With this notation, we introduce the following min-max problem,

\[
\min_{\alpha, \tau_1, \tau_3, w \in \mathbb{R}^+} \max_{\tau_2, \beta, \gamma \in \mathbb{R}^+} \min_{\mu \in \mathbb{R}} \max_{\eta \in \mathbb{R}} \mathcal{G}_{\alpha, \tau_1, \tau_2, \beta, \gamma, \eta} (\mathcal{V}) + \mathbb{E}_{z_{\alpha, \mu}} \left[ \mathcal{M}_{\mathcal{L}} \left( Z_{\mu, \alpha} - w; \frac{\tau_1}{\beta} \right) \right] + \frac{\eta^2 \alpha}{2 \tau_2 \mathcal{C}^2} \left( \frac{\varepsilon_{ix} \gamma}{2 \tau_3} + r \right) \mathbb{E}_{L} \left[ \frac{e^{-c_1^2 \tau_2^2 / \tau_2 \tau_3} + L}{e^{-c_1^2 \tau_2^2 / \tau_2 \tau_3} + L} \right],
\]

(15)

where we define \( L \triangleq 1/L \) and \( L \) for models (3) and (4), respectively and the random variables \( L \) and \( Z_{\alpha, \mu} \) are defined same as in (9).
Theorem 3. Consider the same setting as in Theorem 1, only here assume that $q = 2$ and $\{\Sigma_n\}$ is a sequence of positive definite matrices satisfying Assumptions 1-3. Let $(\alpha^*, \mu^*, w^*)$ be the unique solution to the minimax problem (15). Then, the high-dimensional limit for the adversarial test error $(\mathcal{E}_{\ell_2, \epsilon_{ts}})$ satisfies the following,

$$
\left\{ \mathcal{E}_{\ell_2, \epsilon_{ts}} (\hat{\theta}_n) \right\} \overset{p}{\rightarrow} \begin{cases} 
Q \left( \frac{\mu^* \xi^2 - w^* \epsilon_{ts}/\epsilon_{tr}}{\sqrt{\mu^* \xi^2 + \alpha^*}} \right) & \text{for data model (3)}, \\
\mathbb{P} \left( \frac{\mu^* \xi \phi(S) + \alpha^* G}{\omega^* \epsilon_{ts}/\epsilon_{tr}} \right) & \text{for data model (4)}. 
\end{cases}
$$

Compared to Theorem 1, note here that the asymptotic prediction only depends on the total energy of $\hat{\theta}_n$ (which was assumed to be 1 in Assumption 2) and not its empirical distribution $T$. We present numerical illustrations on $\ell_2$-attacks in Appendix A, where we also discuss how the data-set size and attack budgets, affect the adversarial and standard test errors.

5 Further Discussion on the Asymptotic Results

Remark 1 (Training with no Regularization and Robust Separability). An instance of special interest in practice is solving the unregularized version of (7).

$$
\min_{\hat{\theta}_n} \frac{1}{m} \sum_{i=1}^{m} \max_{\|\delta_i\| \leq \epsilon} \mathcal{L} (y_i (x_i, \delta_i, \theta_n)).
$$

Following the same proof techniques as above, we can show that the formulas predicting the statistical behavior of this unconstrained version are given by the same formulas as in Theorem 1 with $r = 0$ and also provided that the sampling ration $\delta$ is large enough so that a certain robust separability condition holds. In what follows, we describe this condition. We start with some background on (standard) data separability. Recall, that training data $\{(x_i, y_i)\}$ are linearly separable if and only if

$$
\exists \theta \in \mathbb{R}^n \text{ s.t. } y_i (x_i, \theta) \geq 1, \forall i \in [m].
$$

Now, we say that data are $(\ell_q, \epsilon)$-separable if and only if

$$
\exists \theta \in \mathbb{R}^n \text{ s.t. } y_i (x_i, \theta) - \epsilon \|\theta\|_p \geq 1, \forall i \in [m].
$$

Note that (standard) linear separability is equivalent to $(\ell_q, 0)$-separability as defined above. Moreover, it is clear that $(\ell_q, \epsilon)$-separability implies $(\ell_q, 0)$-separability for any $\epsilon \geq 0$. Recent works have shown that in the proportional limit data from the GLM are $(\ell_q, 0)$-separable if and only if the sampling ratio satisfies $\delta < \delta_\psi$ [CS18, SC19, MRSY19, DKT19] for some $\delta_\psi > 2$. Here, the subscript $\psi$ denotes dependence of the phase-transition threshold $\delta_\psi$ on the link function $\psi$ of the GLM. We conjecture that there is a threshold $\delta_\psi, \epsilon, \Pi$, depending on $\epsilon$, the link function $\psi$ and the probability distribution $\Pi$ such that data are $(\ell_q, \epsilon)$-separable if and only if $\delta < \delta_\psi, \epsilon, \Pi$. We believe that our techniques can be used to prove this conjecture and determine $\delta_\psi, \epsilon, \Pi$, but we leave this interesting question to future work. Instead here, we simply note that based on the above discussion, if such a threshold exists, then it must satisfy $\delta_\psi, \epsilon, \Pi \leq \delta_\psi, 0, \Pi$, for all values of $\epsilon$, and in fact it is a decreasing function of $\epsilon$. Now let us see how this notion relates to solving (8) and to our asymptotic characterization of its performance. Recall from (12) that the robust ERM for decreasing losses reduces to the minimization $\min_{\theta} \sum_{i=1}^{m} \mathcal{L} (y_i (x_i, \theta) - \epsilon \|\theta\|_p).$ Thus, using again the decreasing nature of the loss, it can be checked that the solution to the objective function above becomes unbounded for $\theta$ such that the argument of the loss is positive for any $i \in [m]$. This is equivalent to the condition of $(\ell_q, \epsilon)$-separability. In other words, when data are $(\ell_q, \epsilon)$-separable, the robust estimator is unbounded. Recall from Section 3.2 that the minimax optimization variables $w, \mu, \alpha$ represent the limits of $\|\theta_n\|_p$, $\|\theta_n \Sigma_n^{-1/2}\theta_n\|_2$, and $\|\theta_n \Sigma_n^{-1/2}\theta_n\|_2$. Thus, if $\hat{\theta}_n$ is unbounded, then $w^*, \mu^*, \alpha^*$ are not well defined. In accordance with this, we conjecture that the minimax problem (9) for $r = 0$ (corresponding to (17)) has a solution if and only if the data are not $(\ell_q, \epsilon)$-separable, equivalently, iff $\delta > \delta_\psi, \epsilon, \Pi$. Equivalent results are applicable to the Gaussian-Mixture models.
Remark 2 (On Statistical Limits in Adversarial Training). The asymptotics in (16) imply that for $\ell_2$ perturbations and isotropic features, the adversarial error depends on the ratio $\alpha^*/\mu^*$. In fact, it can be seen that smaller values of the ratio lead to decreased adversarial error. This leads to an interesting conclusion: \textit{In order to find the hyper-parameter $\epsilon_{tr}$ that minimizes the adversarial error, it suffices to tune $\epsilon_{tr}$ to minimize the ratio $\alpha^*/\mu^*$}. A similar conclusion can be made for the case of $\ell_\infty$ perturbations, by noting from (11) that the adversarial error is characterized in a closed form in terms of $(\alpha^*, \mu^*, w^*)$. In view of these observations, our sharp guarantees for the performance of adversarial training open the way to answering questions on the statistical limits and optimality of adversarial training, e.g. how to optimally tune $\epsilon_{tr}$? How to optimally choose the loss function and what is the best minimum values of adversarial error achieved by the family of robust estimators in (7)? How do these answers depend on the adversary budget and/or the sampling ratio $\delta$? Fundamental questions of this nature have been recently addressed in the non-adversarial case based on the corresponding saddle-point equations for standard ERM, e.g., [BBEKY13, CM19, MLC19, ML19, TPT20, TPT21]. Theorems 1 and 3 are the first steps towards such extensions to the adversarial settings.

6 Conclusions and Future Directions

In this paper, we studied the generalization behavior of adversarial training in a binary classification setting. Our results included the adversarial error and standard error of estimators obtained by $\ell_q$-norm bounded perturbations, in the high-dimensional setting. In particular, we derived precise theoretical predictions for the performance of adversarial training for the GLM and GMM. Numerical simulations validate theoretical predictions even for relatively small problem dimensions and demonstrate the role of sampling ratio $\delta$, data model and the values of $q$, $\epsilon_{tr}, \epsilon_{ts}$ on adversarial robustness. Finally, we remark that there is nothing special about the choice of regularization (ridge-regularization is considered in this paper) and the current analysis can be easily extended to general convex regularization functions. There are a number of directions left for future work. Going beyond Gaussian data distributions or proving universality results are among the most interesting future directions. Our results do not perfectly demonstrate the recently emerged benign overfitting phenomenon, as we are considering linear models. In this regard, despite the fact that considering a mismatched linear model in our setting can be insightful(e.g., similar to [HMRT19, MRSY19, DKT19]), it is preferable to study the asymptotic behavior of adversarial training for other models such as Neural Tangent or Random Features. Such extensions are considered challenging, since the inner maximization of ERM does not take a closed-form solution. However, we believe that by approximating the inner maximization, e.g., by using a linear approximation of loss as used in FGSM, our analysis is applicable for such extensions. One other natural question is considering attacks other than $\ell_q$-norm attacks considered in the present paper.
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A Additional Numerical Experiments

A.1 Experiments on $\ell_2$ perturbations and GLM

In this section, we complement the numerical illustrations of Section 3.1, by considering the case of Signed measurements as well as extending to the $\ell_2$-perturbations case. We focus on the Hinge-loss and for simulation results we set $n = 200, r = 0, \Sigma_n = I_n$ and average the results over 20 experiments. Figures 3(Top) depict the adversarial/standard errors for the signed measurements. Notably, based on Figure 3(Top left), one can observe that adversarial attacks are successful in GLM, as for a fixed $\delta$, adversarial training does not seem to improve noticeably the adversarial error (the error bars are obtained by 10 experiments). However, note the critical role of data-set size on both standard and adversarial errors as depicted in Figure 3(Top right). Similar to the GMM, here we also observe that both adversarial and standard errors are decreasing based on $\delta$ in both cases of $q = 2, \infty$. Figures 3(Bottom) depict the error curves for the GMM and $q = 2$. Perhaps surprisingly, here we see that more aggressive adversarial training improves the standard error as the error curve is strictly decreasing with respect to $\varepsilon_{tr}$. We also highlight that unlike the $q = \infty$ case where there was a finite optimal choice of $\varepsilon_{tr}$, here increasing $\varepsilon_{tr}$, always helps the robust accuracy. Note also the role of $\delta$ on error curves, especially by increasing $\delta$, both errors decrease and notably the adversarial error approaches the Bayes optimal error. For a formal proof of this phenomenon, see also the discussion in Appendix D.3.

A.2 Universality in Adversarial Robustness

Thus far, we focused on Gaussian data. One may wonder whether our theoretical results extend to other data distributions. We conjecture that our results enjoy the universality property, i.e., the same asymptotic formulas in Theorem 1 and Theorem 3, hold when data is sampled from a sub-Gaussian distribution. Figure 4 illustrates the empirical results for the adversarial and standard error of Gaussian-mixture model as well as a model obtained by the mixture of Rademacher distributions, i.e.,

$$ x_i | y_i \sim y_i \theta_n^* + \rho_i, \quad P(y_i = 1) = \pi \in [0, 1], $$
where each entry of $\rho_i \in \mathbb{R}^n$ is distributed iid from Rademacher distribution. Note the perfect agreement between theory and simulation for both standard and adversarial errors, which supports the universality conjecture. For standard ERM, the universality property has been studied in numerous recent works e.g., see [BLM$^+$15, OT18, ASH19]. Extending such results to the adversarial training case is left for future work.

B Asymptotic Analysis of Adversarial Training for $\ell_\infty$ Perturbations

In this section, we provide an asymptotic analysis for adversarial training with $\ell_\infty$ perturbations. First, we consider the case of general $\Sigma_n$ and then show how our theoretical results simplify when $\Sigma_n$ is diagonal and when $\Sigma_n = I_n$. We focus on Generalized linear models (4). The corresponding analysis for Gaussian-Mixture models (3) is deferred to Section D.

We begin with proving the key statistics required for the high-dimensional asymptotics.

B.1 Adversarial Error of an Arbitrary Estimator

In the following lemma, we characterize the asymptotic adversarial error under $\ell_q, q \geq 1$ perturbations of an arbitrary sequence of estimators $\{\theta_n\}_{n=1}^\infty$, (where $\theta_n \in \mathbb{R}^n$), in terms of the high-dimensional limits for the key statistics $\|\theta_n\|_p, \|\theta_n\Sigma_n^{1/2}\theta_n\|_2$ and $\|\Theta_n^{1/2}\theta_n\|_2$, where $p$ is such that $1/p + 1/q = 1$. We assume that the adversary has budget $\varepsilon$. 

Figure 3: Adversarial and Standard Errors for the Signed model (Top) and the Gaussian-mixture model (Bottom). The dashed lines denote the Bayes adversarial error for the corresponding values of $\varepsilon_{ts}$. 
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First, we formalize the adversarial test error in the next lemma, which is a restatement of Lemma 2 specialized to GLM.

Lemma 4. The high-dimensional limit of the adversarial test error for the Generalized Linear models with a given sequence of classifiers \( \{\theta_n\} \) is given as follows,

\[
\{E_{\text{GLM}}^{\ell_q,\epsilon}(\theta_n)\} \xrightarrow{P} \mathbb{P}\left(\mu\zeta S \cdot \psi(\xi S) + \alpha G - u \epsilon < 0\right)
\]  

(18)

where \( G, S \overset{iid}{\sim} N(0,1) \) and provided that

\[
\left\|\Sigma_n^{-1/2}\tilde{\theta}_n\right\|_p \xrightarrow{P} u, \quad \left\|\tilde{\theta}_n^{*}\right\|_2^2 \xrightarrow{P} \mu, \quad \left\|\Theta_n^{\perp}\tilde{\theta}_n\right\|_2 \xrightarrow{P} \alpha,
\]

for \( \ell_p\)-norm denoting the dual of the \( \ell_q\)-norm, \( \tilde{\theta}_n \triangleq \Sigma_n^{1/2}\theta_n, \tilde{\theta}_n^{*} \triangleq \Sigma_n^{1/2}\theta_n^{*} \) and \( \Theta_n^{\perp} \in \mathbb{R}^{n \times n} \) defined as follows:

\[
\Theta_n^{\perp} \triangleq I_n - \Theta_n, \quad \Theta_n \triangleq \frac{\theta_n^{*}\theta_n^{*\top}}{\left\|\theta_n^{*}\right\|_2^2},
\]

Moreover, in the special case of \( q = 2 \) and \( \Sigma_n = \mathbb{I}_n \), by denoting \( \sigma \triangleq \alpha/\mu \), (18) simplifies to,

\[
\{E_{\text{GLM}}^{\ell_2,\epsilon}(\theta_n)\} \xrightarrow{P} \mathbb{P}\left(\frac{S\psi(S) + \sigma G}{\sqrt{\sigma^2 + 1}} < \epsilon\right).
\]

(19)

Proof. First, for \( \theta_n \neq 0 \) note the following chain of equalities:

\[
\max_{\|\delta\|_q \leq \epsilon} \mathbb{1}_{\{y \neq \text{sign}(x + \delta, \theta_n)\}} = \max_{\|\delta\|_q \leq \epsilon} \mathbb{1}_{\{y(x, \theta_n) + y(\delta, \theta_n) < 0\}} = \mathbb{1}_{\{y(x, \theta_n) + \min_{\|\delta\|_q \leq \epsilon} y(\delta, \theta_n) < 0\}} = \mathbb{1}_{\{y(x, \theta_n) - \epsilon\|\theta_n\|_p < 0\}};
\]
where in the last line we used the fact that \( \ell_p \) is the dual norm of \( \ell_q \) norm. Thus, we can write

\[
\mathbb{E}_{x,y} \left[ \max_{\|\delta\|_q \leq \varepsilon} 1\{y \neq \text{sign}(x + \delta, \theta_n)\} \right] = \mathbb{P} \left( y \neq \text{sign}(\langle x, \theta_n \rangle - y \varepsilon \| \theta_n \|_p) \right)
\]

\[
= \mathbb{P} \left( y(x, \theta_n) - \varepsilon \| \theta_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( y \langle \tilde{x}, \Sigma_n^{1/2} \theta_n \rangle - \varepsilon \| \theta_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( y \langle \tilde{x}, \Theta_n \Sigma_n^{1/2} \theta_n \rangle + y \langle \tilde{x}, \Theta_n^{1/2} \theta_n \rangle - \varepsilon \| \theta_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( y \langle \tilde{x}, \Theta_n \theta_n \rangle + y \langle \tilde{x}, \Theta_n^{1/2} \theta_n \rangle - \varepsilon \| \Sigma_n^{-1/2} \theta_n \|_p < 0 \right),
\]

(20)

Where \( \tilde{x} \) is a standard Gaussian vector. Also, for the labels \( y \) we have,

\[
y = \psi \left( \langle x, \theta_n^* \rangle \right) = \psi(\langle \tilde{x}, \Theta_n \tilde{\theta}_n^* \rangle).
\]

Now, by Gaussianity of \( \tilde{x} \) and since \( \Theta_n \Theta_n^\dagger = \Theta_n + \Theta_n^\dagger = \mathbb{I}_n \), we find that \( \langle \tilde{x}, \Theta_n \tilde{\theta}_n \rangle \) and \( y \) are both independent of \( \langle \tilde{x}, \Theta_n^\dagger \tilde{\theta}_n \rangle \). Therefore, we can replace \( \langle \tilde{x}, \Theta_n \tilde{\theta}_n \rangle \) by \( \langle \tilde{x}, \Theta_n^\dagger \tilde{\theta}_n \rangle \) for some standard Gaussian vector \( \tilde{x} \) independent of \( x \). Then, by rotational invariance of \( \tilde{x} \) and since \( y \) is independent of it and takes values \( \pm 1 \), \( y \tilde{x}^\top \Theta_n^\dagger \tilde{\theta}_n \) is distributed as \( \tilde{x}^\top \Theta_n^\dagger \tilde{\theta}_n \). But, again by rotational invariance of the gaussian distribution, we have that for \( G, S \overset{\text{iid}}{\sim} \mathcal{N}(0, 1) \),

\[
\left\langle \tilde{x}, \Theta_n \tilde{\theta}_n \right\rangle \sim \| \tilde{\theta}_n \|_2 S,
\]

\[
\left\langle \tilde{x}, \Theta_n^\dagger \tilde{\theta}_n \right\rangle \sim \| \Theta_n^\dagger \tilde{\theta}_n \|_2 G,
\]

\[
\left\langle \tilde{x}, \Theta_n \tilde{\theta}_n \right\rangle = \frac{\tilde{\theta}_n^\top \Sigma_n \theta_n^*}{\| \theta_n^* \|_2^2} \left\langle \tilde{x}, \tilde{\theta}_n \right\rangle \sim \frac{\tilde{\theta}_n^\top \Sigma_n^{1/2} \theta_n}{\| \theta_n \|_2^2} \| \tilde{\theta}_n \|_2 S.
\]

Next, recall that \( \| \tilde{\theta}_n \|_2^2 = \theta_n^\top \Sigma_n \theta_n^* \rightarrow \zeta \) based on Assumption 2 and note the lemma’s assumptions on convergence of \( \| \Sigma_n^{-1/2} \theta_n \|_p, \| \Theta_n \tilde{\theta}_n \|_2, \| \Theta_n^\dagger \tilde{\theta}_n \|_2 \). Combining with the above, we deduce that,

\[
y \overset{P}{\rightarrow} \psi(\zeta S), \quad \left\langle \tilde{x}, \Theta_n \tilde{\theta}_n \right\rangle \overset{P}{\rightarrow} \mu \zeta S, \quad \left\langle \tilde{x}, \Theta_n^\dagger \tilde{\theta}_n \right\rangle \overset{P}{\rightarrow} \alpha G.
\]

(21)

Putting this together with (20) gives the limit in (18) for GLM. To derive (19), note that when \( q = 2 \) and \( \Sigma_n = \mathbb{I}_n \), it holds that \( \zeta = 1 \) and \( u = \sqrt{\alpha^2 + \mu^2} \) due to

\[
\| \tilde{\theta}_n \|_2 = \| \tilde{\theta}_n \|_2 + \| \Theta_n \tilde{\theta}_n \|_2 = \sqrt{\| \tilde{\theta}_n \|_2^2 + \| \Theta_n \tilde{\theta}_n \|_2^2} \overset{P}{\rightarrow} \sqrt{\alpha^2 + \mu^2}.
\]

This concludes the proof.

\[\square\]

B.2 Case I: Correlated Features with General Covariance Matrix

For all \( x \in \mathbb{R}^n, \tau, C \in \mathbb{R}_+ \) and a PD matrix \( S \in \mathbb{R}^{n \times n} \), we define,

\[
\mathcal{M}(\ell_1 + C \ell_2, S) \overset{\Delta}{=} \min_{x, y \in \mathbb{R}^n} \frac{1}{2\tau} \left\| S^{1/2} (x - y) \right\|_2^2 + \| y \|_1 + C \| y \|_2^2.
\]

(22)

Assume that the PD covariance matrix \( \Sigma_n \) and the true vector \( \theta_n^* \) satisfy the following limit for all constants \( c_1, c_2, c_3, c_4 \in \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R}_+ \), and the standard Gaussian vector \( h \in \mathbb{R}^n \),

\[
\frac{1}{n} \mathcal{M}(\ell_1 + C \ell_2, \Sigma_n) \left( c_2 \Sigma_n^{-1/2} h + c_3 \sqrt{n} \theta_n^*; c_4 \right) \overset{P}{\rightarrow} \mathcal{M}(c_2, c_3; c_4).
\]

(23)
Following the same notation as in (9), we introduce the following min-max objective based on eight scalars,

$$
\min_{\alpha, \tau_1, \mu \in \mathbb{R}^+} \max_{\gamma, \beta, \eta \in \mathbb{R}} \mathcal{L}(\hat{\theta}, \nu) + \mathbb{E}_{G,S} \left[ \mathcal{M} \left( \alpha G + \mu \zeta S \psi(\zeta S) - w_i \frac{\tau_1}{\beta} \right) \right] + \varepsilon_{tr} \mathcal{M} \left( \frac{\alpha \beta}{\tau_2} \sqrt{\frac{M}{\tau_2}} \right).
$$

**Theorem 5.** Assume that the training dataset \( \{(x_i, y_i)\}_{i=1}^m \) is generated according to Generalized Linear models (4) with PD covariance matrices satisfying Assumptions 1-3. Consider the sequence of robust classifiers \( \{\theta_n\} \), obtained by adversarial training in (8) with a convex decreasing loss function \( \mathcal{L} : \mathbb{R} \to \mathbb{R} \). Then, the high-dimensional limit for the adversarial test error \( \mathbb{E}^{\text{test}} \) is derived as follows,

$$
\left\{ \mathcal{E}^{\text{GLM}}_{\epsilon_{\text{test}}, \tau_n} (\theta_n) \right\} \xrightarrow{P} P \left( \mu^* G < w^* \varepsilon_{\text{test}} / \varepsilon_{\text{tr}} \right),
$$

where \( (\alpha^*, \mu^*, w^*) \) is the unique solution to the scalar minimax problem (24).

**Proof.** Recall that for the GLM we have \( x_i \overset{iid}{\sim} \mathcal{N}(0, \Sigma_n) \). Therefore, the decreasing nature of the loss leads to the following simplification in (12):

$$
\tilde{\theta}_n := \min_{\theta_n \in \mathbb{R}^n} \max_{\|\delta_i\|_{\infty} \leq \varepsilon} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(y_i (x_i + \delta_i, \theta_n)) + r \|\theta_n\|_2^2
$$

$$
= \min_{\theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(y_i (x_i, \theta_n) - \varepsilon \|\theta_n\|_1) + r \|\theta_n\|_2^2
$$

$$
= \min_{\theta_n \in \mathbb{R}^n, u_i \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(u_i - \varepsilon \|\theta_n\|_1) + r \|\theta_n\|_2^2.
$$

In the last expression above, we have introduced additional variables \( u_i \). This redundancy will allow us to write again the optimization as a minimax problem, but this time in a different —more convenient in terms of analysis— form compared to (26). Specifically, the minimization in (27) is equivalent to the following:

$$
\min_{\theta_n \in \mathbb{R}^n, u \in \mathbb{R}^m} \max_{u \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(u_i - \varepsilon \|\theta_n\|_1) + \frac{1}{m} \sum_{i=1}^m u_i (y_i (x_i, \theta_n) - u_i) + r \|\theta_n\|_2^2.
$$

We introduce the variable \( \tilde{\nu}_n \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma_n^{1/2}) \) and \( \tilde{x}_i \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma_n^{-1/2}) \) thus \( \tilde{x}_i \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma_n^{-1/2}) \). Based on the new notation, (28) can be rewritten as:

$$
\min_{\tilde{\theta}_n \in \mathbb{R}^n, u \in \mathbb{R}^m} \max_{u \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(u_i - \varepsilon \|\Sigma_n^{-1/2} \tilde{\theta}_n\|_1) + \frac{1}{m} \sum_{i=1}^m u_i (y_i (\tilde{x}_i, \tilde{\theta}_n) - u_i) + r \|\Sigma_n^{-1/2} \tilde{\theta}_n\|_2^2.
$$

Next, we define the projection matrices \( \Theta_n, \Theta_n^\perp \in \mathbb{R}^{n \times n} \) based on \( \tilde{\theta}_n \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma_n) \) as follows,

$$
\Theta_n \triangleq \frac{\tilde{\theta}_n \tilde{\theta}_n^\top}{\|\tilde{\theta}_n\|_2^2}, \quad \Theta_n^\perp \triangleq \mathbb{I}_n - \Theta_n.
$$
Since $\Theta_n + \Theta_n^\perp = I_n$, we deduce that (29) is equivalent to,

$$\min_{\tilde{\theta}_n} \max_{\mathbf{v} \in \mathbb{R}^m, \mathbf{u} \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^m \mathcal{L} \left( v_i - \varepsilon \left\| \Sigma_n^{-1/2} \tilde{\theta}_n \right\|_1 \right) - \frac{1}{m} \sum_{i=1}^m u_i v_i + \frac{1}{m} \sum_{i=1}^m u_i y_i \left< \tilde{x}_i, \Theta_n \tilde{\theta}_n \right>$$

$$+ \frac{1}{m} \sum_{i=1}^m u_i y_i \left< \tilde{x}_i, \Theta_n \tilde{\theta}_n \right> + r \left\| \Sigma_n^{-1/2} \tilde{\theta}_n \right\|_2^2. \tag{30}$$

Splitting $\tilde{\theta}_n$ based on $\Theta_n, \Theta_n^\perp$ has two purposes. First it immediately reveals the two terms $\| \Theta_n \tilde{\theta}_n \|_2$ and $\| \Theta_n^\perp \tilde{\theta}_n \|_2$ of interest to us in view of Lemma 4. Second, as we will see, it allows the use of the CGMT.

For compactness we write (30) in vector notation,

$$\min_{\tilde{\theta}_n} \max_{\mathbf{v} \in \mathbb{R}^m, \mathbf{u} \in \mathbb{R}^m} \frac{1}{m} \mathcal{L} \left( \mathbf{v} - \varepsilon \left\| \mathbf{v} \right\|_{1} \right) - \frac{1}{m} \left< \mathbf{u}, \mathbf{Y} \tilde{\Theta}_n \tilde{\theta}_n \right> + \frac{1}{m} \left< \mathbf{u}, \mathbf{Y} \Theta_n \tilde{\theta}_n \right>$$

$$+ r \left\| \Sigma_n^{-1/2} \tilde{\theta}_n \right\|_2^2, \tag{31}$$

where

$$\mathcal{L}(\mathbf{v}) \triangleq [\mathcal{L}(v_1); \mathcal{L}(v_2); \cdots; \mathcal{L}(v_m)] \in \mathbb{R}^{m \times 1},$$

$$\mathbf{Y} \triangleq \text{diag}(y_1, y_2, \cdots, y_m) \in \mathbb{R}^{m \times m},$$

$$\mathbf{X} \triangleq [\tilde{x}_1^\top; \tilde{x}_2^\top; \cdots; \tilde{x}_m^\top] \in \mathbb{R}^{m \times m}. \tag{32}$$

Before proceeding, we recall our main tool the Convex Gaussian Min-max Theorem [Sto09, Sto13, TOH15] which relies on Gordon’s Gaussian Min-max theorem. The Gordon’s Gaussian comparison inequality [Gor85] compares the min-max value of two doubly indexed Gaussian processes $X_{\mathbf{w}, \mathbf{u}}, Y_{\mathbf{w}, \mathbf{u}}$ based on how their autocorrelation functions compare,

$$X_{\mathbf{w}, \mathbf{u}} \triangleq \mathbf{u}^\top \mathbf{G} \mathbf{w} + \Gamma(\mathbf{w}, \mathbf{u}), \tag{33a}$$

$$Y_{\mathbf{w}, \mathbf{u}} \triangleq \| \mathbf{w} \|_2 \mathbf{g}^\top \mathbf{u} + \| \mathbf{u} \|_2 \mathbf{h}^\top \mathbf{w} + \Gamma(\mathbf{w}, \mathbf{u}), \tag{33b}$$

where: $\mathbf{G} \in \mathbb{R}^{m \times n}, \mathbf{g} \in \mathbb{R}^m, \mathbf{h} \in \mathbb{R}^n$, they all have entries iid Gaussian; the sets $\mathcal{S}_w \subset \mathbb{R}^n$ and $\mathcal{S}_u \subset \mathbb{R}^m$ are compact; and, $\Gamma: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$. For these two processes, define the following (random) min-max optimization programs, which we refer to as the primary optimization (PO) problem and the auxiliary optimization (AO).

$$\Phi(\mathbf{G}) = \min_{\mathbf{w} \in \mathcal{S}_w} \max_{\mathbf{u} \in \mathcal{S}_u} X_{\mathbf{w}, \mathbf{u}}, \tag{34a}$$

$$\phi(\mathbf{g}, \mathbf{h}) = \min_{\mathbf{w} \in \mathcal{S}_w} \max_{\mathbf{u} \in \mathcal{S}_u} Y_{\mathbf{w}, \mathbf{u}}. \tag{34b}$$

According to the version of the CGMT in Theorem 6.1 in [TAH18], if the sets $\mathcal{S}_w$ and $\mathcal{S}_u$ are convex and $\psi$ is continuous convex-concave on $\mathcal{S}_w \times \mathcal{S}_u$, then, for any $\nu \in \mathbb{R}$ and $t > 0$, it holds

$$\mathbb{P} \left( |\Phi(\mathbf{G}) - \nu| > t \right) \leq 2 \mathbb{P} \left( |\phi(\mathbf{g}, \mathbf{h}) - \nu| > t \right). \tag{35}$$

In words, concentration of the optimal cost of the AO problem around $\mu$ implies concentration of the optimal cost of the corresponding PO problem around the same value $\mu$. Moreover, starting from (35) and under strict convexity conditions, the CGMT shows that concentration of the optimal solution of the AO problem implies concentration of the optimal solution of the PO to the same value. For example, if minimizers of (34b) satisfy $\| \mathbf{w}^*(\mathbf{g}, \mathbf{h}) \|_2 \to \zeta^*$ for some $\zeta^* > 0$, then, the same holds true for the minimizers of (34a): $\| \mathbf{w}^*(\mathbf{G}) \|_2 \to \zeta^*$ (Theorem 6.1(iii) in [TAH18]). Thus, one can analyze the AO to infer corresponding properties of the PO, the premise being of course that the former is simpler to handle than the latter.
Returning to our minimax problem (31), we observe that the objective is convex in \((\widetilde{\theta}_n, v)\) and concave in \(u\). Also note that the term \(Y \bar{X} \Theta_n \theta_n\) is independent of \(Y \bar{X} \Theta_n \theta_n\) as the entries of \(Y\) depend only on \(\bar{X} \Theta_n\), which is orthogonal to \(\bar{X} \Theta_n\), i.e., based on the definition of \(\Theta_n\) we have
\[
y_i = \psi(x_i^\top \theta_n^*) = \psi(x_i^\top \theta_n^*) = \psi(x_i^\top \Theta_n \theta_n^*).
\]

Therefore, along the same lines as in the proof of Lemma 4, we can substitute \(\bar{X} \Theta_n^\perp\) by \(\bar{X} \Theta_n^\perp\) for a standard Gaussian matrix \(\bar{X}\) that is independent of \(\bar{X}\) and everything else in the objective of (31). Thus, we can use CGMT for PO in (31) with the choice
\[
\Gamma \left( (\widetilde{\theta}_n, v), u \right) = \frac{1}{m} \sum_{i=1}^{m} \mathcal{L} \left( v - \frac{1}{m} \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1 1_m \right) - \frac{\langle u, v \rangle}{m} \sum_{i=1}^{m} \left( \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1 1_m \right) + \frac{\langle u, Y \bar{X} \Theta_n \theta_n \rangle}{m} + r \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_2^2.
\]

With this, we derive the following AO for (31),
\[
\min_{\widetilde{\theta}_n \in \mathbb{R}^n, v \in \mathbb{R}} \max_{u \in \mathbb{R}^m} \frac{1}{m} \sum_{i=1}^{m} \mathcal{L} \left( v - \frac{1}{m} \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1 1_m \right) - \frac{\langle u, v \rangle}{m} \sum_{i=1}^{m} \left( \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1 1_m \right) + \frac{\langle u, Y \bar{X} \Theta_n \theta_n \rangle}{m} + r \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_2^2,
\]

where \(g \in \mathbb{R}^m, h \in \mathbb{R}^n\) have entries i.i.d. standard normal. Note that similar to [TAH18] and despite the fact that we are working with finite dimensional matrices now, we will consider the asymptotic limit at the end of the approach. Thus as the final optimization has a bounded solution in the high-dimensional limit, we can relax the assumption of compactness of the domain of optimization which is needed for CGMT.

To proceed, we observe that \(Y g \sim \mathcal{N}(0, 1)\) and \(\|u^\top Y\|_2 = \|u\|_2\). So, next we can optimize w.r.t \(u\) to find that:
\[
\max_{u \in \mathbb{R}^m} \frac{\langle u, v \rangle}{m} + \frac{\langle u, Y \bar{X} \Theta_n \theta_n \rangle}{m} + \frac{\langle u, g \rangle \left\| \Theta_n^\perp \widetilde{\theta}_n \right\|_2}{m} + \frac{\|u\|_2 \langle h, \Theta_n^\perp \widetilde{\theta}_n \rangle}{m} = \max_{u \in \mathbb{R}^m} \frac{\langle u, v \rangle}{m} + \frac{\langle u, Y \bar{X} \Theta_n \theta_n \rangle}{m} + \frac{\langle u, g \rangle \left\| \Theta_n^\perp \widetilde{\theta}_n \right\|_2}{m} + \frac{\beta \langle h, \Theta_n^\perp \widetilde{\theta}_n \rangle}{\sqrt{m}}.
\]

Hence we replace this in (36) to simplify the objective as follows,
\[
\min_{\theta_n \in \mathbb{R}^n, v \in \mathbb{R}} \max_{\beta \in \mathbb{R}_+} \frac{1}{m} \sum_{i=1}^{m} \mathcal{L} \left( v - \frac{1}{m} \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1 1_m \right) + \frac{\beta \langle h, \Theta_n^\perp \widetilde{\theta}_n \rangle}{\sqrt{m}} + \frac{\beta \left\langle h, \Theta_n^\perp \widetilde{\theta}_n \right\rangle}{\sqrt{m}} + r \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_2^2.
\]

Next, our trick is to dualize the the term \(\varepsilon \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1\) inside the loss function. For this, we first introduce an extra optimization variable \(w > 0\) along with the constraint \(w = \varepsilon \left\| \sum_{i=1}^{n} \frac{1}{\sqrt{n}} \widetilde{\theta}_n \right\|_1\) and then turn this into an
unconstrained min-max problem. This yields the following equivalent formulation of (37),

\[
\min_{\theta_n \in \mathbb{R}^n, \rho_n \in \mathbb{R}^m} \max_{\gamma \in \mathbb{R}^+} \frac{1}{m} \mathcal{L}(v - w 1_m) + \frac{\beta}{\sqrt{m}} \left\| -v + Y \tilde{X} \tilde{\theta}_n + g \| \Theta_n^+ \tilde{\theta}_n \|_2 \right\|_2 + \frac{\beta}{\sqrt{m}} \left\| -v + Y \tilde{X} \tilde{\theta}_n + g \| \Theta_n^+ \tilde{\theta}_n \|_2 \right\|_2 + \frac{\beta}{\sqrt{m}} \left\| h \| \Theta_n^+ \tilde{\theta}_n \right\|_2.
\]

The key reason behind this reformulation is to allow optimization with respect to \( \tilde{\theta}_n \) which is the primary variable of interest in the objective function. As we will see, our goal is optimizing with respect to the direction of \( \Theta_n^+ \tilde{\theta}_n \) and \( \Theta_n \tilde{\theta}_n \), which according to Lemma 4 comprise the terms parametrizing the adversarial error of the estimator \( \tilde{\theta}_n \). To do this, we introduce the slack variable \( \rho_n \) for \( \tilde{\theta}_n \) (equivalently \( \rho_n \) for \( \Theta_n \) where \( \rho_n \triangleq \Sigma_{n}^{-1/2} \rho_n \)) and rewrite the optimization problem (39),

\[
\min_{\tilde{\theta}_n \in \mathbb{R}^n, \rho_n \in \mathbb{R}^m} \max_{\gamma \in \mathbb{R}^+} \frac{1}{m} \mathcal{L}(v - w 1_m) + \gamma \left( \varepsilon \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_1 - w \right) + r \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_2
\]

\[
\min_{\tilde{\theta}_n \in \mathbb{R}^n, \rho_n \in \mathbb{R}^m} \max_{\gamma \in \mathbb{R}^+} \frac{1}{m} \mathcal{L}(v - w 1_m) + \gamma \left( \varepsilon \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_1 - w \right) + r \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_2
\]

\[
\min_{\tilde{\theta}_n \in \mathbb{R}^n, \rho_n \in \mathbb{R}^m} \max_{\gamma \in \mathbb{R}^+} \frac{1}{m} \mathcal{L}(v - w 1_m) + \gamma \left( \varepsilon \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_1 - w \right) + r \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_2
\]

In (40), we applied the Lagrangian method to both of terms \( \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_1 \) and \( \left\| \Sigma_{n}^{-1/2} \tilde{\theta}_n \right\|_2 \). This is essential to scalarizing the objective function based on \( \Theta_n \tilde{\theta}_n \) and \( \Theta_n \tilde{\theta}_n \), which is our next step. As a remark and as we will see in Section B.4, only in the special case of \( \Sigma_n = I_n \), it is possible to apply the Lagrangian to the \( \ell_1 \) norm and simply decompose \( \| \tilde{\theta}_n \|_2 \) as

\[
\| \tilde{\theta}_n \|_2^2 = \| \Theta_n \tilde{\theta}_n \|_2^2 + \| \Theta_n^+ \tilde{\theta}_n \|_2^2.
\]

Now, we can finally optimize w.r.t. the direction of \( \Theta_n^+ \tilde{\theta}_n \). First, note that

\[
\langle \lambda, \rho_n - \tilde{\theta}_n \rangle = \langle \lambda, \Theta_n \rho_n \rangle + \langle \lambda, \Theta_n^+ \tilde{\theta}_n \rangle - \langle \lambda, \Theta_n^+ \tilde{\theta}_n \rangle.
\]

With this decomposition, we can optimize w.r.t. \( \Theta_n^+ \tilde{\theta}_n \) as follows,

\[
\min_{\Theta_n^+ \tilde{\theta}_n \in \mathbb{R}^n} \left\langle \lambda \sqrt{\frac{\lambda}{m}} \Theta_n^+ \tilde{\theta}_n \right\rangle + \frac{\beta}{\sqrt{m}} \left\| -v + Y \tilde{X} \Theta_n \tilde{\theta}_n + g \| \Theta_n^+ \tilde{\theta}_n \|_2 \right\|_2 + \frac{\beta}{\sqrt{m}} \left\| h \| \Theta_n^+ \tilde{\theta}_n \right\|_2
\]

\[
\min_{\alpha \in \mathbb{R}_+} -\alpha \left\| \Theta_n^+ \lambda \sqrt{\frac{\lambda}{m}} \right\|_2 + \frac{\beta}{\sqrt{m}} \left\| -v + Y \tilde{X} \tilde{\theta}_n + og \right\|_2.
\]
By replacing (41) in (40) we have,

\[
\min_{\tilde{\rho}_n, \Theta_n, \tilde{\theta}_n} \max_{\lambda, \gamma} \frac{1}{m} \mathcal{L}(v - w1_m) - \gamma w + \varepsilon \gamma \| \Sigma_n^{-1/2} \tilde{\rho}_n \|_1 \\
+ \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) + r \left( \Sigma_n^{-1/2} \tilde{\rho}_n \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \tilde{\rho}_n \right) \\
- \alpha \left( - \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 + \frac{\beta}{\sqrt{n}} \left( - \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 - \nu + YX \Theta_n \tilde{\theta}_n + \alpha g \right|^2_2.
\]

(42)

We replace \( \varepsilon \) with \( \varepsilon_{tr} / \sqrt{n} \) specialized to the case of \( q = \infty \). Such normalization is necessary to guarantee the boundedness of the solutions to (42) when \( \varepsilon_{tr} = O(1) \). To continue, we will use the same trick as in [TOH15] that \( x = \min_{r \in \mathbb{R}^+} \frac{r^2}{2} + \frac{r}{2} \) for every \( x \in \mathbb{R}^+ \). Thus we may rewrite the last two terms based on the squared \( \ell_2 \) norm by introducing two new variables \( \tau_1, \tau_2 \in \mathbb{R}^+ \) to obtain the following new objective,

\[
\min_{\tilde{\rho}_n, \Theta_n, \tilde{\theta}_n} \max_{\tau_1, \tau_2, \lambda, \gamma} \frac{1}{m} \mathcal{L}(v - w1_m) - \gamma w + \varepsilon_{tr} \gamma \| \Sigma_n^{-1/2} \tilde{\rho}_n \|_1 \\
+ \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) + r \left( \Sigma_n^{-1/2} \tilde{\rho}_n \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \tilde{\rho}_n \right) \\
- \frac{\alpha}{2\tau_2 n} \left( \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 - \frac{\alpha \tau_2}{2} + \frac{\beta}{2\tau_2 n} \left( - \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 - \nu + YX \Theta_n \tilde{\theta}_n + \alpha g \right|^2_2 + \frac{\beta \tau_1}{2},
\]

(43)

where we also used the fact that \( m/n = \delta \). By the following chain of equations, we simplify the maximization with respect to \( \lambda \).

\[
\max_{\lambda \in \mathbb{R}^n} \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \tilde{\rho}_n \right) - \frac{\alpha}{2\tau_2 n} \left( \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) \\
= \max_{\lambda \in \mathbb{R}^n} \left( - \frac{\alpha}{2\tau_2 n} \left( \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) \right)
\]

(44)

\[
= \max_{\lambda \in \mathbb{R}^n} \max_{\theta_n, \lambda \in \mathbb{R}^n} \left( - \frac{\alpha}{2\tau_2 n} \left( \Theta_n^+ \lambda + \frac{\beta}{\sqrt{n}} \Theta_n^+ h \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) \right)
\]

(45)

\[
= \frac{\tau_2}{2\alpha n} \left( \Theta_n^+ \left( \tilde{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} h \right) \right)^2 - \frac{\alpha \beta^2}{2\tau_2^2} \left( \Theta_n^+ h \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) \\
- \frac{\alpha \beta^2}{2\tau_2^2} \left( \Theta_n^+ h \right)^2 + \left( \frac{\lambda}{\sqrt{n}}, \Theta_n \left( \tilde{\rho}_n - \tilde{\theta}_n \right) \right) \\
= \frac{\tau_2}{2\alpha n} \left( \Theta_n^+ \left( \tilde{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} h \right) \right)^2 - \frac{\alpha \beta^2}{2\tau_2^2} \left( \Theta_n^+ h \right)^2.
\]

(46)

In deriving (44) we used completion of squares. In (45), we decompose maximization of \( \lambda \) into \( \Theta_n \lambda \) and \( \Theta_n^+ \lambda \) and used the fact that \( \Theta_n^+ + \Theta_n = 1_n \) and \( \Theta_n^+ \Theta_n = 0_n \). In the last line we used the fact that \( \| \Theta_n^+ h \|_2^2 \rightarrow n \).

We note that the last line is true subject to the constraint \( \Theta_n \tilde{\rho}_n = \Theta_n \tilde{\theta}_n \), which ensures boundedness of the min-max objective. We include this constraint in the next step of the proof. Therefore, inserting (46) back in
we derive,

$$
\min_{\tilde{\rho}, \Theta, \Theta^\perp \in \mathbb{R}^n, v \in \mathbb{R}^m, \alpha, \tau_1 \in \mathbb{R}_+} \max_{\gamma, \tau_2, \beta, \mu \in \mathbb{R}_+} \frac{1}{m} \mathcal{L}(v - w 1_m) - \gamma w + \frac{\varepsilon_{tr} \gamma}{\sqrt{n}} \| \Sigma_n^{-1/2} \tilde{\rho} \|_1 \\
+ r \left\| \Sigma_n^{-1/2} \tilde{\rho} \right\|_2^2 + \frac{\tau_2}{2\alpha} \left\| \Theta^\perp \left( \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\sqrt{\tau_2 \delta}} h \right) \right\|_2^2 - \frac{\alpha \beta^2}{2 \delta \tau_2} - \frac{\alpha \tau_2}{2} \left\| v + Y X \tilde{\Theta} \tilde{\rho} + \alpha g \right\|_2^2 + \frac{\beta \tau_1}{2}.
$$

(47)

Recalling $\Theta^\perp \triangleq \mathbb{I} - \Theta_n$, we can deduce

$$
\frac{1}{n} \left\| \Theta^\perp \left( \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\sqrt{\tau_2 \delta}} h \right) \right\|_2^2 = \frac{1}{n} \left\| \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\sqrt{\tau_2 \delta}} h \right\|_2^2 - \left\| \Theta_n \tilde{\rho} \right\|_2^2 - \frac{\alpha \beta^2}{2 \delta \tau_2} \left\| \Theta_n h \right\|_2^2
$$

$$
- 4\frac{\alpha \beta}{\tau_2 \sqrt{n}} h^\top \Theta_n \tilde{\rho}.
$$

(48)

Since $\| \tilde{\Theta} \|_2^2 \rightarrow P \zeta$ where $\zeta = O(1)$ by Assumption 2, we can see that

$$
\| \Theta_n h \|_2^2 = O(1) \quad \text{and} \quad h^\top \Theta_n \tilde{\rho} = h^\top \Theta_n \tilde{\rho} = \mu h^\top \tilde{\rho} = O(1),
$$

which implies that the last two terms in (48) vanish asymptotically and we have that,

$$
\frac{1}{n} \left\| \Theta^\perp \left( \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\tau_2 \delta} h \right) \right\|_2^2 = \frac{1}{n} \left\| \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\tau_2 \delta} h \right\|_2^2 - \left\| \Theta_n \tilde{\rho} \right\|_2^2 - \frac{\alpha \beta^2}{2 \delta \tau_2} \left\| \Theta_n h \right\|_2^2
$$

$$
= \frac{1}{n} \left\| \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\tau_2 \delta} h \right\|_2^2 - \mu^2 \left\| \tilde{\rho} \right\|_2^2.
$$

The last line is due to the constraint in (47) i.e., $\Theta_n \tilde{\rho} = \Theta_n \tilde{\rho}$ (or equivalently $\| \tilde{\rho} \|_2^2 = \mu$, based on the definition of $\Theta_n$ and $\mu$). Therefore by plugging this in (47) and introducing the Lagrangian multiplier $\eta \in \mathbb{R}$, (47) can be equivalently rewritten as follows,

$$
\min_{\tilde{\rho}, \Theta, \Theta^\perp \in \mathbb{R}^n, v \in \mathbb{R}^m, \alpha, \tau_1 \in \mathbb{R}_+} \max_{\gamma, \tau_2, \beta, \mu \in \mathbb{R}_+} \frac{1}{m} \mathcal{L}(v - w 1_m) - \gamma w + \frac{\varepsilon_{tr} \gamma}{\sqrt{n}} \| \Sigma_n^{-1/2} \tilde{\rho} \|_1 \\
+ r \left\| \Sigma_n^{-1/2} \tilde{\rho} \right\|_2^2 + \frac{\tau_2}{2\alpha} \left\| \tilde{\rho} \sqrt{n} + \frac{\alpha \beta}{\tau_2 \delta} h \right\|_2^2 - \frac{\mu^2 \tau_2}{2\alpha} - \frac{\alpha \beta^2}{2 \delta \tau_2} - \frac{\alpha \tau_2}{2} \left\| v + Y X \tilde{\Theta} \tilde{\rho} + \alpha g \right\|_2^2 + \frac{\beta \tau_1}{2}.
$$

(49)
Minimization w.r.t $v$ can be written based on the moreau-envelope of $\mathcal{L}$:

$$
\min_{v \in \mathbb{R}^n} \frac{1}{m} \mathcal{L}(v - w 1_m) + \frac{\beta}{2\tau_1 m} \left\| v + \mu Y \tilde{\theta}_n^\tau + \alpha g \right\|_2^2
$$

$$
= \frac{1}{m} \mathcal{M}(\mu Y \tilde{\theta}_n^\tau + \alpha g - w 1_m; \frac{\tau_1}{\beta}).
$$

Our final key step is to write the minimization with respect to $\tilde{\rho}_n \in \mathbb{R}^n$ based on the Moreau-envelope of the $\ell_1 + \ell_2^2$ norms. To this end, we rewrite the terms in (49) consisting of

$$
\ell_n = \min_{\alpha \in \mathbb{R}, \tau \in \mathbb{R}^n} \left\| \alpha \right\|_2^2 + \frac{\tau}{\alpha} \left\| \alpha \right\|_2^2 - \eta \left\langle \alpha, \alpha_n \right\rangle
$$

$$
= \min_{\alpha \in \mathbb{R}, \tau \in \mathbb{R}^n} \left\| \alpha \right\|_2^2 + \frac{\tau}{\alpha} \left\| \alpha \right\|_2^2 - \eta \left\langle \alpha, \alpha_n \right\rangle
$$

$$
= \min_{\alpha \in \mathbb{R}, \tau \in \mathbb{R}^n} \left\| \alpha \right\|_2^2 + \frac{\tau}{\alpha} \left\| \alpha \right\|_2^2 - \eta \left\langle \alpha, \alpha_n \right\rangle
$$

Here, the first step follows from the completion of squares while the second step follows from the fact that $\hat{\theta}_n^\tau h = \mathcal{O}(\| \theta_n^\tau \|) = \mathcal{O}(1)$ and thus the last term asymptotically vanishes. Now, note that the minimization w.r.t. $\hat{\rho}_n$ in (52) is equivalent to the following Moreau-Envelope function:

$$
\frac{\xi \tau \gamma}{n} \mathcal{M}(\ell_1 + \frac{\xi \tau \gamma}{\tau_2} \ell_2^2, \Sigma_n) \left( \alpha \frac{\beta}{\tau_2 \sqrt{\delta}} \Sigma_n^{-1/2} h + \frac{\alpha \eta \sqrt{n}}{\tau_2} \theta_n^\tau \alpha \frac{\xi \tau \gamma}{\tau_2} \right),
$$

where recall the definition of $\mathcal{M}(\ell_1 + C \ell_2^2, \Sigma)$ in (22). Thus, the following objective function is derived by replacing the Moreau-envelopes in (49),

$$
\min_{\alpha, \tau, \tau, \gamma, \alpha \in \mathbb{R}^+}, \max_{\eta \in \mathbb{R}} -\gamma w - \frac{\mu^2}{2\alpha} \left\| \alpha \right\|_2^2 - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_2}{\tau_2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2}{2\tau_2} \left\| \alpha \right\|_2^2
$$

$$
+ \frac{1}{m} \mathcal{M}(\mu Y \tilde{\theta}_n^\tau + \alpha g - w 1_m; \frac{\tau_1}{\beta})
$$

$$
+ \frac{\xi \tau \gamma}{n} \mathcal{M}(\ell_1 + \frac{\xi \tau \gamma}{\tau_2} \ell_2^2, \Sigma_n) \left( \alpha \frac{\beta}{\tau_2 \sqrt{\delta}} \Sigma_n^{-1/2} h + \frac{\alpha \eta \sqrt{n}}{\tau_2} \theta_n^\tau \alpha \frac{\xi \tau \gamma}{\tau_2} \right). \quad (53)
$$
We note that based on the definition of $\Theta_n$ the entry $i$ on the diagonal of $Y$, denoted by $y_i$, is derived as

$$y_i = \psi(\langle x_i, \theta_n^* \rangle) = \psi(\langle \tilde{x}_i, \tilde{\theta}_n^* \rangle),$$

where

$$\langle \tilde{x}_i, \tilde{\theta}_n^* \rangle \sim N \left( 0, \theta_n^* \Sigma_n \theta_n^* \right).$$

Therefore it yields that

$$\mu Y \tilde{X} \tilde{\theta}_n^* \xrightarrow{P} \mu \zeta \left( s \circ \Psi(\zeta(s)) \right),$$

where $\Psi(\zeta(s)) \triangleq [\psi(\zeta(s_1)); \ldots; \psi(\zeta(s_m))]$ for the vector $s \in \mathbb{R}^m$ with i.i.d standard normal entries $s_i$ and by Assumption 2, $\zeta$ denotes the high-dimensional limit of $\theta_n^* \Sigma_n \theta_n^*$. Therefore based on the separability of the Moreau-envelope $M_L$ we have,

$$\frac{1}{m} M_L \left( \mu Y \tilde{X} \tilde{\theta}_n^* + \alpha g - w 1_m ; \frac{\gamma}{\beta} \right) \xrightarrow{P} \mathbb{E}_{S,G} \left[ M_L \left( \alpha G + \mu \zeta S \cdot \psi(\zeta(S)) - w; \frac{\gamma}{\beta} \right) \right],$$

for $S, G \sim \mathcal{N}(0, 1)$. Also, it holds that,

$$\frac{1}{n} M_L (\ell_1 + \tau_1 \ell_2, \Sigma_n) \left( \frac{\alpha \beta}{\tau_2 \sqrt{n} \delta} \Sigma_n^{-1/2} h + \frac{\alpha \eta \sqrt{n}}{\tau_2} \theta_n^* \Sigma_n^{-1/2} \theta_n^* ; \frac{\alpha \epsilon \tau \gamma}{\tau_2} \right) \xrightarrow{P} M \left( \frac{\alpha \beta}{\tau_2 \sqrt{n} \delta} h ; \frac{\alpha \eta \epsilon \tau \gamma}{\tau_2} \right).$$

Putting these back in (53), we conclude with the objective in (24). This completes the proof. \hfill $\square$

### B.3 Case II: Correlated Features with Diagonal Covariance Matrix (Proof of Theorem 1)

Note that the Moreau-envelope in (54) is not separable in general and thus the computation of $M_L (\ell_1 + \tau_1 \ell_2, \Sigma_n)$ may not be simplified further. By assuming $\Sigma_n$ to be diagonal i.e., $\Sigma_n = \Lambda_n$ with diagonal entries $\lambda_{n,i}$, $i \in [n]$, it is concluded from (52) that the minimization becomes separable over the entries of $\tilde{\rho}_n$. In fact, it is inferred that in this case:

$$\frac{1}{n} M (\ell_1 + \tau_1 \ell_2, \Sigma_n) \left( \frac{\alpha \beta}{\tau_2 \sqrt{n} \delta} \Sigma_n^{-1/2} h + \frac{\alpha \eta \sqrt{n}}{\tau_2} \theta_n^* \Sigma_n^{-1/2} \theta_n^* ; \frac{\alpha \epsilon \tau \gamma}{\tau_2} \right) = \frac{1}{n} \sum_{i=1}^n M_{\ell_1 + \tau_1 \ell_2} (\cdot; \cdot) \left( \frac{\alpha \beta}{\tau_2 \sqrt{n} \delta \lambda_{n,i}} h_i + \frac{\alpha \eta \sqrt{n}}{\tau_2} \theta_n^* \lambda_{n,i} ; \frac{\alpha \epsilon \tau \gamma}{\tau_2 \lambda_{n,i}} \right).$$

By Assumption 1, we know that $\lambda_{n,i} \in (c, C)$, for all $i \in [n]$ and all $n \in \mathbb{N}$, where $c > 0$. This results in $M_{\ell_1 + \ell_2} (\cdot; \cdot)$ being Pseudo-Lipschitz of order 2. Thus by Assumption 3, the expression in (55) converges in probability to

$$\mathbb{E}_{L,H,T} \left[ M_{\ell_1 + \tau_1 \ell_2} \left( \frac{\alpha \beta}{\tau_2 \sqrt{n} \delta L} H + \frac{\alpha \eta}{\tau_2 \epsilon \tau L} T ; \frac{\alpha \epsilon \gamma}{\tau_2 \epsilon \gamma L} \right) \right],$$

for the standard Gaussian random variable $H$ and $(L, T)$ drawn according to distribution II. Thus in this case, (53) converges to the min-max problem in (9). The proof of the Gaussian-Mixture model is deferred to Appendix D. This completes the proof of Theorem 1.

### B.4 Case III: Isotropic Features

When $\Sigma_n = I_n$, the final expressions can be further simplified, as the term $\|\Sigma_n \tilde{\theta}_n\|^2$ becomes decomposable into $\|\Theta_n \tilde{\theta}_n\|^2$ and $\|\Theta_n^* \tilde{\theta}_n\|^2$. Here we focus on the case of $q = \infty$ for GLM and defer the analysis of $q = 2$ to
Section C.2. Proceeding with the same notation as in (9), consider the following min-max objective,

\[
\min_{\alpha, \tau_1, \omega \in \mathbb{R}^+} \quad \max_{\mu \in \mathbb{R}} \quad f_{\alpha,\tau_1}(\omega) + r\alpha^2 + r\mu^2 + \mathbb{E}_{G,S} \left[ \mathcal{M}_G \left( \alpha G + \mu S \psi(S) - w; \tau_1 \right) \right] \\
+ \varepsilon_{\tau_1} \gamma \mathbb{E}_{H,T} \left[ \mathcal{M}_{\ell_1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta T}{\tau_2} \right) \right].
\]

(57)

Corollary 5.1. Consider the Generalized Linear models (4). Assume the same settings and assumptions as in Theorem 5, only here assume that \( \Sigma_n = \mathbb{I}_n \). Then, the high-dimensional limit for the adversarial test error \( \tilde{\mathcal{E}}_{\ell_\infty, \frac{\gamma}{\tau_1}} \) is derived as follows,

\[
\text{arg min}_{\mu, \tau_1} \left\{ \mathbb{E}_{\varepsilon_{\ell_\infty, \frac{\gamma}{\tau_1}}} \left( \tilde{\theta}_n \right) \right\} \overset{P}{\rightarrow} \mathbb{P} \left( \mu^* S \psi(S) + \alpha^* G < w^* \varepsilon_{\tau_1} / \varepsilon_{\tau_1} \right),
\]

(58)

where \( (\alpha^*, \mu^*, w^*) \) is the unique solution to the scalar minimax problem (57).

Proof. The proof follows the same steps as Theorem 5. Note here that \( \zeta = 1 \) and the random variable \( L = 1 \). Also, in deriving (40), it suffices to write the Lagrangian equivalent formulation only for the \( \ell_1 \) loss and write \( \|\theta_n\|^2 = \|\Theta_n\|^2 + \|\Theta_n^+ \theta_n\|^2 \overset{P}{\rightarrow} r\alpha^2 + r\mu^2 \), which results in (57). \( \square \)

B.4.1 A System of Equations.

We find solutions to the min-max problem in (57) (the objective of which we denote by \( \tilde{L} : \mathbb{R}^8 \rightarrow \mathbb{R} \)) by forming and solving \( \nabla_\psi \tilde{L} = 0 \). To compute \( \nabla_\psi \tilde{L} \) we leverage properties of Moreau-envelopes and appropriately combine different equations in the system \( \nabla_\psi \tilde{L} = 0 \), so as to simplify the resulting expressions (details are provided below). This leads to the system of eight equations (59). Our experiments suggest that the simplifications that lead to these are important for a simple iterative fixed-point scheme to obtain the theoretical values of \( (\alpha^*, \mu^*, w^*) \).

\[
\begin{cases} 
\eta = \frac{\beta}{\tau_1} \mathbb{E} [Z (w + \mathcal{P}_G (\mu Z + \alpha G - w; \tau_1 / \beta))] - 2r\mu + \frac{\mu^2}{\alpha} - \frac{\kappa \beta}{\tau_1}, \\
\mu = \mathbb{E} \left[ T \cdot \mathcal{P}_{\ell_1} \left( \alpha \beta H / (\tau_2 \sqrt{\delta}) + \alpha \eta T / \tau_2; \alpha \varepsilon_{\tau_1} \gamma / \tau_2 \right) \right], \\
\gamma = -\mathbb{E} \left[ \mathcal{M}'_{\ell_1,1} (\mu Z + \alpha G - w; \tau_1 / \beta) \right], \\
\beta^2 = \mathbb{E} \left[ \left( \mathcal{M}'_{\ell_1,1} (\mu Z + \alpha G - w; \tau_1 / \beta) \right)^2 \right], \\
\tau_1 = \frac{1}{\sqrt{3}} \mathbb{E} \left[ H \cdot \mathcal{P}_{\ell_1} \left( \frac{\alpha \beta H}{\tau_2 \sqrt{\delta}} + \alpha \eta T / \tau_2; \alpha \varepsilon_{\tau_1} \gamma / \tau_2 \right) \right], \\
\alpha = \frac{1}{\beta^2 + 2\tau_1} \mathbb{E} \left[ G \mathcal{P}_G (\alpha G + \mu Z - w; \tau_1 / \beta) \right], \\
w = \varepsilon_{\tau_1} \mathbb{E} \left[ \mathcal{M}_{\ell_1} \left( \frac{\alpha \beta H}{\tau_2 \sqrt{\delta}} + \alpha \eta T / \tau_2; \alpha \varepsilon_{\tau_1} \gamma / \tau_2 \right) \right], \\
\tau_2^2 = \frac{\alpha^2}{\alpha^2 + r^2} \left( \frac{\beta^2}{\delta} + \eta^2 + \varepsilon_{\tau_1}^2 \gamma^2 \mathbb{E} \left[ \left( \mathcal{M}'_{\ell_1,1} \left( \frac{\alpha \beta H}{\tau_2 \sqrt{\delta}} + \alpha \eta T / \tau_2; \alpha \varepsilon_{\tau_1} \gamma / \tau_2 \right) \right)^2 \right] \right),
\end{cases}
\]

(59)

where the random variable \( Z = S \psi(S) \) for GLM and \( Z = S + 1 \) for GMM, and the constant \( \kappa = 1 \) and 2 for GLM and GMM, respectively. Here, the Proximal operator of a function \( f : \mathbb{R} \rightarrow \mathbb{R} \), at \( x \) with parameter \( \kappa > 0 \), is defined as follows,

\[
P_f(x; \kappa) \triangleq \arg \min_v \frac{1}{2\kappa} (x - v)^2 + f(v).
\]

(60)
Next, we explain how to derive the Equations (59) for GLM. The approach for GMM is similar. Before starting, we recall useful properties of Moreau-envelops which we will leverage in deriving the equations.

**Proposition 6 ([RW09]).** Let \( \mathcal{L} \) be a lower semi-continuous and proper function. Denote \( \mathcal{M}_{\mathcal{L},1}^{\kappa}(x; \kappa) \triangleq \frac{\partial \mathcal{M}_{\mathcal{L}}(x; \kappa)}{\partial x} \) and \( \mathcal{M}_{\mathcal{L},2}^{\kappa}(x; \kappa) \triangleq \frac{\partial^2 \mathcal{M}_{\mathcal{L}}(x; \kappa)}{\partial \kappa} \). Then the following relations hold between first-order derivatives of Moreau-envelops and the corresponding proximal operator,

\[
\mathcal{M}_{\mathcal{L},1}^{\kappa}(x; \tau) = \frac{1}{\tau}(x - \mathcal{P}_\mathcal{L}(x; \tau)),
\]

\[
\mathcal{M}_{\mathcal{L},2}^{\kappa}(x; \tau) = -\frac{1}{\tau^2}(x - \mathcal{P}_\mathcal{L}(x; \tau))^2.
\]

We proceed with the derivation of the Equations (59). First, we start with \( \nabla_\mu \bar{L} \) to find that,

\[
\nabla_\mu \bar{L} = -\frac{\mu \tau_2}{\alpha} + \eta + E \left[ S\psi(S) \cdot \mathcal{M}_{\mathcal{L},1}^{\kappa} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right] + 2\tau \mu
\]

\[
= -\frac{\mu \tau_2}{\alpha} + \eta + \frac{\beta}{\tau_1} \left( \mu - wE[S\psi(S)] - E \left[ S\psi(S) \cdot \mathcal{P}_\mathcal{L} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right] \right)
\]

\[
+ 2\tau \mu,
\]

which gives rise to the equation below for finding \( \eta^* \):

\[
\eta = \frac{\mu \tau_2}{\alpha} - \frac{\beta \mu}{\tau_1} + \frac{\beta w}{\tau_1} E[S\psi(S)] + \frac{\beta}{\tau_1} E \left[ S\psi(S) \cdot \mathcal{P}_\mathcal{L} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right] - 2\tau \mu.
\]

By taking derivative w.r.t \( \eta \) and rewriting the derivatives based on proximal operators, we derive the equation for \( \mu^* \):

\[
\nabla_\eta \bar{L} = \mu - \frac{\eta \alpha}{\tau_2} + \frac{\varepsilon \eta \gamma}{\tau_2} E \left[ T \mathcal{M}_{\mathcal{L},1}^{\kappa} \left( \frac{\alpha \beta}{\tau_2^2} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon \eta \gamma}{\tau_2} \right) \right]
\]

\[
= \mu - \frac{\eta \alpha}{\tau_2} + \frac{\alpha \eta}{\tau_2} E \left[ T \mathcal{P}_{\mathcal{L},1} \left( \frac{\alpha \beta}{\tau_2^2} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon \eta \gamma}{\tau_2} \right) \right],
\]

which after noting that \( E[Z^2] = 1 \), yields the following equation:

\[
\mu = E \left[ T \mathcal{P}_{\mathcal{L},1} \left( \frac{\alpha \beta}{\tau_2^2} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon \eta \gamma}{\tau_2} \right) \right].
\]

In order to find \( \gamma^* \), we consider \( \nabla_\gamma \bar{L} \) to derive that:

\[
\gamma = -E \left[ \mathcal{M}_{\mathcal{L},1}^{\kappa} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right]
\]

To proceed, we derive \( \nabla_{\tau_1} \bar{L} \) and \( \nabla_\beta \bar{L} \):

\[
\nabla_{\tau_1} \bar{L} = \frac{\beta}{2} + \frac{1}{\beta} E \left[ \mathcal{M}_{\mathcal{L},2}^{\kappa} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right]
\]

\[
= \frac{\beta}{2} - \frac{1}{2\beta} E \left[ \left( \mathcal{M}_{\mathcal{L},1}^{\kappa} \left( \mu S\psi(S) + \alpha G - w; \frac{\tau_1}{\beta} \right) \right)^2 \right]
\]

27
\( \nabla_\beta \bar{L} = \frac{\alpha \beta}{\delta \tau_2} + \frac{\tau_1}{2} - \frac{\tau_1}{2} \epsilon_E \left[ \mathcal{M}_{\ell,2} \left( \mu S \psi(S) + \alpha G - \frac{\tau_1}{\beta} \right) \right] \\
+ \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
= \frac{\alpha \beta}{\delta \tau_2} - \frac{\tau_1}{2} - \frac{\tau_1}{2\beta^2} \left[ \left( \mathcal{M}_{\ell,1} \left( \mu S \psi(S) + \alpha G - \frac{\tau_1}{\beta} \right) \right)^2 \right] \\
+ \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right]. \quad (67) \)

(66) yields the equation for deriving \( \beta \) i.e.,

\[ \beta = \left( \mathbb{E} \left[ \left( \mathcal{M}_{\ell,1} \left( \mu S \psi(S) + \alpha G - \frac{\tau_1}{\beta} \right) \right)^2 \right] \right)^{1/2}. \quad (68) \]

Next, we combine (66) with (67) with proper coefficients to simplify the equations yielding,

\[ \nabla_{\tau_1} \bar{L} + \nabla_{\beta} \bar{L} = 1 - \frac{\alpha \beta}{\delta \tau_1 \tau_2} + \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
= 1 - \frac{\alpha \beta}{\delta \tau_1 \tau_2} + \frac{1}{\sqrt{\delta \tau_1}} \left[ \mathbb{E} \left[ H \cdot \mathcal{P}_{t_1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \right], \quad (69) \]

which yields the following equation:

\[ \tau_1 = \frac{1}{\sqrt{\delta}} \mathbb{E} \left[ H \cdot \mathcal{P}_{t_1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right]. \quad (70) \]

In a similar way, we derive \( \nabla_{\tau_2} \bar{L} \) and \( \nabla_{\alpha} \bar{L} \):

\[ \nabla_{\tau_2} \bar{L} = -\frac{\tau_2 \mu_2}{2} + \frac{\alpha \beta^2}{2 \delta \tau_2^2} \frac{\alpha \varepsilon_{\ell,\gamma}}{r_2} - \frac{\tau_2 \eta^2}{2 \tau_2} \mathbb{E} \left[ \mathcal{M}_{t_1,2} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
- \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
- \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ T \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right], \quad (71) \]

\[ \nabla_{\alpha} \bar{L} = \frac{\mu_2 \tau_2}{2 \alpha^2} - \frac{\beta^2}{2 \delta \tau_2} - \frac{\tau_2}{2} - \frac{\eta^2}{2 \tau_2} + \mathbb{E} \left[ G \cdot \mathcal{M}_{\ell,1} \left( \alpha G + \mu S \psi(S) - \frac{\tau_1}{\beta} \right) \right] \\
+ \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ \mathcal{M}_{t_1,2} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] + 2 r \alpha \]

\[ + \frac{\beta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
+ \frac{\eta \varepsilon_{\ell,\gamma}}{\tau_2 \sqrt{\delta}} \mathbb{E} \left[ T \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right]. \quad (72) \]

First, the following equation is directly followed based on (71):

\[ \tau_2 = \frac{2 \alpha \beta^2}{\alpha^2 + \mu^2} + \frac{\eta^2}{2 \alpha} + \frac{\beta^2 \varepsilon_{\ell,\gamma}}{2 \sqrt{\delta}} \mathbb{E} \left[ \left( \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right)^2 \right] \\
- \frac{\alpha \beta \varepsilon_{\ell,\gamma}}{\sqrt{\delta}} \mathbb{E} \left[ H \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right] \\
- \alpha \eta \varepsilon_{\ell,\gamma} \mathbb{E} \left[ T \cdot \mathcal{M}_{t_1,1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \eta}{\tau_2} T; \frac{\alpha \varepsilon_{\ell,\gamma}}{\tau_2} \right) \right]. \quad (73) \]
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In the next step, we combine (71) and (72) to derive that,

\[
\frac{\nabla_{\tau_2} \bar{L}}{\alpha} + \frac{\nabla_{\alpha} \bar{L}}{\tau_2} = \frac{1}{\tau_2} E \left[ G \cdot M'_{\tau_1} (\alpha G + \mu S(S) - w; \tau_1/\beta) \right] - 1 + 2r_\alpha/\tau_2
\]

This gives the following equation, based on the stationary point condition:

\[
\alpha = \left( \tau_1 \tau_2 + \beta E \left[ G \cdot P_L (\alpha G + \mu S(S) - w; \tau_1/\beta) \right] \right) / (\beta + 2r_\tau_1).
\] (74)

Finally, the following equation is derived directly based on \( \nabla \bar{L} \),

\[
w = \varepsilon_{\text{tr}} E \left[ M_{t_1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \gamma}{\tau_2} T; \frac{\alpha \varepsilon_{\text{tr}} \gamma}{\tau_2} \right) \right] - \frac{\varepsilon_{\text{tr}} \gamma \alpha}{2 \tau_2} E \left[ \left( M'_{t_1, 1} \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} H + \frac{\alpha \gamma}{\tau_2} T; \frac{\alpha \varepsilon_{\text{tr}} \gamma}{\tau_2} \right) \right)^2 \right].
\] (75)

By putting together the equations (63), (64), (65), (68), (70), (73), (74) and (75), we end up with the system of eight equations in (59) for GLM. The steps required for deriving (59) for GMM are in a similar fashion.

C Asymptotic Analysis of Adversarial Training for \( \ell_2 \) Perturbation

C.1 Case I: Correlated Features with General Covariance Matrix (Proof of Theorem 3)

First, we note that when \( q = p = 2 \), the term \( \| \Sigma_n^{-1/2} \bar{\rho}_n \|_p \) (in (49)) can be rewritten as follows,

\[
\left\| \Sigma_n^{-1/2} \bar{\rho}_n \right\|_2 = \min_{\tau_3 \in \mathbb{R}^+} \frac{1}{2 \tau_3} \left\| \Sigma_n^{-1/2} \bar{\rho}_n \right\|_2^2 + \frac{\tau_3}{2}. \] (76)

The reason behind this reformulation is to permit the analysis of the final Moreau-envelope expression. With this, we rewrite the steps previously required to derive (52), as follows

\[
\min_{\bar{\rho}_n \in \mathbb{R}^n} \frac{\varepsilon_{\text{tr}} \gamma}{2 \tau_3} + r \left\| \Sigma_n^{-1/2} \bar{\rho}_n \right\|_2^2 + \frac{\tau_2}{2n} \left\| \bar{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} h - \eta \bar{\theta}_n^* \right\|_2^2
\]

\[
= \min_{\bar{\rho}_n \in \mathbb{R}^n} \frac{\varepsilon_{\text{tr}} \gamma}{2 \tau_3} + r \left\| \Sigma_n^{-1/2} \bar{\rho}_n \right\|_2^2 + \frac{\tau_2}{2n} \left\| \bar{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} h - \eta \bar{\theta}_n^* \right\|_2^2
\]

\[
- \frac{\eta^2 \alpha}{2 \tau_2} \left\| \bar{\theta}_n^* \right\|_2^2 - \frac{\alpha \beta \eta}{\sqrt{m} \tau_2} \left\langle \bar{\theta}_n^*, h \right\rangle,
\]

\[
= \min_{\bar{\rho}_n \in \mathbb{R}^n} \frac{\varepsilon_{\text{tr}} \gamma}{2 \tau_3} + r \left\| \Sigma_n^{-1/2} \bar{\rho}_n \right\|_2^2 + \frac{\tau_2}{2n} \left\| \bar{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} h - \eta \bar{\theta}_n^* \right\|_2^2
\]

\[
- \frac{\eta^2 \alpha}{2 \tau_2} \left\| \bar{\theta}_n^* \right\|_2^2 - \frac{\alpha \beta \eta}{\sqrt{m} \tau_2} \left\langle \bar{\theta}_n^*, h \right\rangle,
\]

\[
= \min_{\bar{\rho}_n \in \mathbb{R}^n} \frac{1}{n} \left\| \bar{\rho}_n \sqrt{n} \right\|_2^2
\]

\[
+ \frac{\tau_2}{2n} \left\| \Sigma_n^{1/2} \left( \bar{\rho}_n \sqrt{n} + \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} \Sigma_n^{-1/2} h - \eta \bar{\theta}_n^* \Sigma_n^{-1/2} \bar{\theta}_n^* \right) \right\|_2^2 - \frac{\eta^2 \alpha}{2 \tau_2} \left\| \bar{\theta}_n^* \right\|_2^2.
\] (77)
To proceed, note that $\Sigma_n^{1/2} = U_n \Lambda_n^{1/2} U_n^T$, where $U_n$ is an orthogonal matrix, therefore with a change of variable $U_n^T \tilde{\rho}_n \Rightarrow \tilde{\rho}_n$, the minimization based on $\tilde{\rho}_n$ in (77) is equivalent to:

$$
\min_{\rho_n \in \mathbb{R}^n} \frac{1}{n} \left( \frac{\varepsilon_{\text{tr}}}{2\tau_3} + r \right) \|\tilde{\rho}_n\|_2^2 + \frac{\tau_2}{2\alpha n} \Lambda_n^{1/2} \tilde{\rho}_n \sqrt{n} + \frac{\alpha\beta}{\tau^2 \sqrt{\delta}} \tilde{\rho}_n U_n^T h - \frac{n\alpha\sqrt{n}}{\tau_2} \tilde{\rho}_n^2 U_n^T \Theta_n. 
$$

(78)

It holds that $U_n^T h \sim h$ and following Assumption 3, we have

$$
U_n^T \Theta_n = U_n^T \Sigma_n^{1/2} \Theta_n = \Lambda_n^{1/2} U_n^T \Theta_n = \Lambda_n^{1/2} \nu_n.
$$

(79)

Therefore optimization over $\tilde{\rho}_n$ becomes separable over its entries and (78) is equivalent to

$$
\frac{1}{n} \sum_{i=1}^n \min_{\rho_{n,i} \in \mathbb{R}} \left( \frac{\varepsilon_{\text{tr}}}{2\tau_3} + r \right) \rho_{n,i}^2 + \frac{\tau_2}{2\alpha n} \Lambda_n^{1/2} \tilde{\rho}_n \sqrt{n} + \frac{\alpha\beta}{\tau^2 \sqrt{\delta}} \tilde{\rho}_n U_n^T h - \frac{n\alpha\sqrt{n}}{\tau_2} \tilde{\rho}_n^2 U_n^T \Theta_n.
$$

(80)

where $H$ is standard normal and in (80), we used Assumption 3, together with the fact that $\ell_2^2$ is pseudo-Lipschitz of order 2. In deriving (81), we used the fact that $\mathcal{M}_{\ell_2^2}(x; \tau) = \frac{x^2}{\tau^2 + 1}$ and $E[H^2] = E[V^2] = 1$. Inserting this back in (49) leads to the following objective,

$$
\min_{\alpha, \tau_1, \tau_3, w \in \mathbb{R}_+, \beta \in \mathbb{R}_+, \eta \in \mathbb{R}} \frac{\varepsilon_{\text{tr}}}{2\tau_3} + r \left( \frac{\eta^2\alpha^2}{\tau_2^2 \xi^4} \right) E_L \left[ \frac{\xi^4 \beta^2}{\tau_2^2 \xi^4} + L \right] + E_{G,S} \left[ \mathcal{M}_{\ell_2}(\alpha G + \mu \xi S \cdot \psi(\xi) - w; \frac{\tau_1}{\beta}) \right]
$$

(82)

This completes the proof of Theorem 3.

### C.2 Case II: Isotropic Features

Here we derive the minimax objective for $\Sigma_n = I_n$. We focus here on GLM, the extensions to GMM are achievable in light of the analysis in Section D.

**Corollary 6.1.** Consider the Generalized Linear model (4). Let $\Sigma_n = I_n$ and $\|\Theta_n\|_2 \rightarrow 1$. The high-dimensional limit for the adversarial test error takes the following form,

$$
\mathcal{E}_{L,\varepsilon}(\Theta_n) \rightarrow_{P} \mathbb{P} \left( \frac{\mu^* S \psi(S) + \alpha^* G}{\sqrt{\alpha^*^2 + \mu^*^2}} < \varepsilon \right),
$$

(83)
where \((\alpha^*, \mu^*)\) is the unique solution to the following min-max objective,

\[
\min_{\mu \in \mathbb{R}, \alpha, \tau \in \mathbb{R}_+} \max_{\beta \in \mathbb{R}_+} \left\{ \frac{\beta \tau}{2} - \frac{\alpha \beta}{\sqrt{\delta}} + r \alpha^2 + r \mu^2 \right\} + \mathbb{E}_{G,S} \left[ \mathcal{M}_{\mathcal{L}} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \tau/\beta \right) \right].
\]

Proof. We know that,

\[
\theta_n = \min_{\Theta_n \in \mathbb{R}^{m \times n}} \frac{1}{m} \sum_{i=1}^m \mathcal{L}(y_i x_i^\top \theta_n - \varepsilon_{tr} \| \theta_n \|_2) + r \| \theta_n \|_2^2.
\]

To proceed, we use our approach that derived \((37)\), to end at a similar expression, here for \(p = 2\). We omit the steps as they are akin to the steps that led to \((37)\). We end up with the following objective which is the counterpart of \((37)\) for \(q = p = 2\).

\[
\begin{align*}
\min_{\theta_n \in \mathbb{R}^n, \nu \in \mathbb{R}^m} & \max_{\beta \in \mathbb{R}_+} \frac{1}{m} \mathcal{L} \left( \nu - \varepsilon_{tr} \| \theta_n \|_2 1_m \right) + \frac{\beta}{\sqrt{m}} \| - \nu + Y X \Theta_n \theta_n + \mu \| \theta_n \|_2^2 + \frac{\beta \tau}{2} \\quad (85) \\
& + \frac{\beta \hat{h}^\top \Omega_n^\top \theta_n}{\sqrt{m}} + r \| \theta_n \|_2^2
\end{align*}
\]

where similar to \((43)\), here also \((85)\) is due to \(x = \min_{\tau \in \mathbb{R}_+} \frac{x^2}{2\tau} + \frac{x}{2}\). By minimizing w.r.t. \(\theta_n\) and denoting \(\alpha = \| \Omega_n^\top \theta_n \|_2, \mu = \| \theta_n \|_2\) we have,

\[
\begin{align*}
\min_{\nu \in \mathbb{R}^m, \mu \in \mathbb{R}, \alpha \in \mathbb{R}_+} & \max_{\beta, \tau \in \mathbb{R}_+} \frac{1}{m} \mathcal{L} \left( \nu - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2} 1_m \right) + \frac{\beta}{m \tau} \| - \nu + \mu Y X \theta_n^* + \alpha \| \theta_n^* \|_2^2 + \frac{\beta \tau}{2} \\quad (86) \\
& + \frac{\beta \tau}{2} - \frac{\alpha \tau}{\sqrt{m}} + r \| \theta_n \|_2^2
\end{align*}
\]

After \(m, n \to \infty\), one can easily see that the objective simplifies to \((84)\). Additionally, by replacing \((\alpha^*, \mu^*)\) derived as the solution of \((84)\), in \((19)\), we derive the asymptotic error of adversary. This completes the proof.

C.2.1 A System of Equations

Now, we present the corresponding fixed-point equations for the \(\ell_2\) case in \((86)\). The equations are obtained by forming \(\nabla L = 0\) based on three variables \((\alpha, \mu, \kappa)\), where \(\kappa := \tau/\beta\).

\[
\begin{align*}
\mathbb{E}_{G,S} \left[ \left( \mathcal{M}_{\mathcal{L},1} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \kappa \right) \right)^2 \right] &= \frac{\alpha^2}{\kappa^2}, \\
\mathbb{E}_{G,S} \left[ \mathcal{M}_{\mathcal{L},1} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \kappa \right) \right] &= -2r \mu \\
&+ \frac{2r \mu}{\sqrt{\alpha^2 + \mu^2}} \mathbb{E}_{G,S} \left[ \mathcal{M}_{\mathcal{L},1} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \kappa \right) \right], \\
\mathbb{E}_{G,S} \left[ \mathcal{M}_{\mathcal{L},1} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \kappa \right) \right] &= -2\alpha \tau \\
&+ \frac{2\alpha}{\sqrt{\alpha^2 + \mu^2}} \mathbb{E}_{G,S} \left[ \mathcal{M}_{\mathcal{L},1} \left( \mu S \psi(S) + \alpha G - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2}; \kappa \right) \right] + \frac{\alpha}{\kappa}.
\end{align*}
\]
Next, we show how to derive the saddle-point equations (86) from $\nabla L = 0$. To derive the first equation in (86), we can see that based on Proposition 6,

\[
\nabla_x L = \frac{\beta}{2} - \frac{1}{2\beta} E \left[ \left( M_{E,1}' \left( \mu S\psi(S) + \alpha G - \varepsilon_1 \sqrt{\alpha^2 + \mu^2}; \tau/\beta \right) \right)^2 \right],
\]

(87)

\[
\nabla_\beta L = \frac{\tau}{2} - \frac{\alpha}{\sqrt{\beta}} + \frac{\tau}{2\beta^2} E \left[ \left( M_{E,1}' \left( \mu S\psi(S) + \alpha G - \varepsilon_1 \sqrt{\alpha^2 + \mu^2}; \tau/\beta \right) \right)^2 \right].
\]

(88)

After forming $\frac{\nabla_x L}{\beta} + \frac{\nabla_\beta L}{\tau} = 0$, we can deduce that $\alpha = \tau \sqrt{\delta}$. Since we defined $\kappa \triangleq \tau / \beta$, it follows that $\beta = \alpha / (\kappa \sqrt{\delta})$. Replacing this in (87), yields the first equation in (86). The last two equations in (86), are obtained directly from $\nabla_\mu L = 0$ and $\nabla_\alpha L = 0$.

For GMM (3), the min-max objective and the system of equations are obtained by replacing $S\psi(S)$ with $S + 1$, in (84) and (86).

D The Gaussian-Mixture Model Analysis

D.1 Adversarial Error of an Arbitrary Estimator

Next lemma (restatement of Lemma 2 for GMM) derives the asymptotic error of a given sequence of estimators for the Gaussian-Mixture model.

**Lemma 7.** The high-dimensional limit of the Adversarial Error for the Gaussian-Mixture model with a sequence of classifiers $\{\theta_n\}$ is given as follows,

\[
\{ E_{\ell_q,\varepsilon}^{GMM}(\theta_n) \} \xrightarrow{P} Q \left( \frac{\mu^2 - \varepsilon u}{\sqrt{\alpha^2 + \mu^2 \varepsilon^2}} \right),
\]

(88)

where $Q(\cdot)$ denotes the Gaussian $Q$-function and $u, \mu$ and $\alpha$ are derived as follows,

\[
\| \Sigma_n^{-1/2} \theta_n^* \|_p \xrightarrow{P} u, \quad \left\langle \theta_n^*, \theta_n \right\rangle / \| \theta_n^* \|_2 \xrightarrow{P} \mu, \quad \| \Theta_n^\perp \theta_n \|_2 \xrightarrow{P} \alpha,
\]

for $\ell_p$-norm denoting the dual of the $\ell_q$-norm, $\tilde{\theta}_n \triangleq \Sigma_n^{1/2} \theta_n$, $\theta_n^* \triangleq \Sigma_n^{-1/2} \theta_n^*$ and $\Theta_n^\perp \in \mathbb{R}^{n \times n}$ defined as follows:

\[
\Theta_n^\perp \triangleq \mathbf{I}_n - \Theta_n, \quad \Theta_n \triangleq \frac{\tilde{\theta}_n \tilde{\theta}_n^\top}{\| \tilde{\theta}_n \|_2^2}.
\]

Moreover, in the special case of $q = 2$ and $\Sigma_n = \mathbb{I}_n$, by denoting $\sigma \triangleq \alpha / \mu$, (88) simplifies to,

\[
\{ E_{\ell_2,\varepsilon}^{GMM}(\theta_n) \} \xrightarrow{P} Q \left( \frac{\mu}{\sqrt{\alpha^2 + \mu^2 \varepsilon^2}} \right),
\]

(89)

**Proof.** Note that here $\tilde{\theta}_n^*$ is defined rather differently in GLM. Based on the definition of GMM, we have $x = y \theta_n^* + z$ for $z \sim \mathcal{N}(0_n, \Sigma_n)$ and $z = \Sigma_n^{1/2} \tilde{z}$ for standard Gaussian vector $\tilde{z}$. We can write

\[
\mathbb{E}_{x,y} \left[ \max_{\|\delta\|_q < \varepsilon} 1_{\{y \neq \text{sign}(x + \delta, \theta_n)\}} \right] = \mathbb{P} \left( y(x, \theta_n) - \varepsilon \| \theta_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( y(z, \theta_n) + \left( \theta_n, \theta_n^* \right) - \varepsilon \| \theta_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( y(\tilde{z}, \theta_n) + \left( \tilde{\theta}_n, \theta_n^* \right) - \varepsilon \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_p < 0 \right)
\]

\[
= \mathbb{P} \left( \langle \tilde{z}, \Theta_n \theta_n \rangle + \langle \tilde{z}, \Theta_n^\perp \theta_n \rangle + \langle \tilde{\theta}_n, \Theta_n \theta_n \rangle - \varepsilon \| \Sigma_n^{-1/2} \tilde{\theta}_n \|_p < 0 \right),
\]

(90)
where (90) and (91) follow from the definition of the Gaussian-Mixture model and noting that $z$ is independent of $y$. Since $\langle \tilde{z}, \Theta_n^{\top} \hat{\theta}_n \rangle$ and $\langle \tilde{z}, \Theta_n \sqrt{\Sigma_n} \rangle$ are independent, we can deduce that for $G, S \sim \mathcal{N}(0, 1)$, it holds that

$$\langle \tilde{z}, \Theta_n \hat{\theta}_n \rangle = \frac{\langle \Theta_n^{\top} \hat{\theta}_n \rangle}{\|\hat{\theta}_n\|^2} \langle \tilde{z}, \hat{\theta}_n \rangle \xrightarrow{P} \mu \tilde{z},$$

$$\langle \tilde{z}, \Theta_n \hat{\theta}_n \rangle \sim \|\Theta_n \hat{\theta}_n\|_2 \tilde{z} \xrightarrow{P} \alpha G,$$

$$\langle \hat{\theta}_n, \hat{\theta}_n \rangle \xrightarrow{P} \mu \tilde{z}^2.$$  

where recall that $\|\hat{\theta}_n\|_2 = \Theta_n^{\top} \Sigma_n^{-1} \Theta_n \xrightarrow{P} \tilde{z}$ by Assumption 2. Therefore, from (91), we infer that,

$$\{E^{GMM}_L(\theta_n)\} \xrightarrow{P} \mathbb{P}\left(\mu \tilde{z}^2(S + \tilde{z}) + \alpha G - u \varepsilon < 0\right).$$

This leads to (88). When $q = 2$ and $\Sigma_n = \mathbb{I}_n$, we have that $\tilde{z} = 1$ and noting that $u = \sqrt{\alpha^2 + \mu^2}$, leads to (89). This completes the proof. □

D.2 Asymptotic Analysis of Adversarial Training for the Gaussian-Mixture Model

In this section, we outline the approach to the proof of Theorem 1 for GMM. In light of the previously described steps for GLM, here we only need to derive the corresponding min-max scalar problem for GMM. For the Gaussian-Mixture model, we have by definition that $x_i \sim \mathcal{N}(y_i, \Theta_n, \Sigma_n)$. Thus, the min-max ERM can be equivalently written as follows,

$$\min_{\Theta_n \in \mathbb{R}^n} \max_{\delta_i, \varepsilon} \frac{1}{m} \sum_{i=1}^m \mathcal{L}\left(y_i \langle x_i, \delta_i, \theta_n \rangle \right) + r \|\theta_n\|^2_2$$

$$= \min_{\Theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^m \mathcal{L}\left(y_i \langle x_i, \theta_n \rangle \right) + r \|\theta_n\|^2_2$$

$$= \min_{\Theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^m \mathcal{L}\left(\langle z_i, \hat{\theta}_n \rangle + \langle \hat{\theta}_n, \theta_n \rangle - \varepsilon \|\Sigma_n^{-1/2} \hat{\theta}_n\|_1 \right) + r \|\Sigma_n^{-1/2} \hat{\theta}_n\|^2_2.$$  

$$= \min_{\Theta_n \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^m \mathcal{L}\left(\langle z_i, \Theta_n \hat{\theta}_n \rangle + \langle \hat{\theta}_n, \Theta_n \hat{\theta}_n \rangle + \langle \hat{\theta}_n, \hat{\theta}_n \rangle - \varepsilon \|\Sigma_n^{-1/2} \hat{\theta}_n\|_1 \right) + r \|\Sigma_n^{-1/2} \hat{\theta}_n\|^2_2$$  \hspace{1cm} (92)

The second step is due to the fact that $\hat{\theta}_n \perp \Sigma_n^{-1/2} \theta_n^*, \hat{\theta}_n \perp \Sigma_n^{1/2} \theta_n$ and that $y_i$ and $z_i \sim \mathcal{N}(0, \mathbb{I}_n)$ are independent for all $i$. In the last step, we used the matrices $\Theta_n = \Theta_n^{\top} \Sigma_n^{-1} \Theta_n$ and $\Theta_n^{\top} \Sigma_n^{-1} \Theta_n$ to allow scalarization w.r.t. desired quantities $\alpha, \mu$ and also to allow using CGMT as the random variables $\langle \tilde{z}_i, \Theta_n \hat{\theta}_n \rangle$ are independent of $\hat{\theta}_n$ and $\Sigma_1/2 \hat{\theta}_n$ are independent. Next, similar to (31), we can use the Lagrangian multiplier method to obtain that (92) is equivalent to

$$\min_{\Theta_n \in \mathbb{R}^n} \max_{\varepsilon, \mu} \frac{1}{m} \mathcal{L}\left(\varepsilon - \|\Sigma_n^{-1/2} \hat{\theta}_n\|_1 \right) + \frac{\langle u, v \rangle}{m} + \frac{\langle u, \tilde{z} \hat{\theta}_n \rangle}{m} + \frac{\langle u, \tilde{z} \hat{\theta}_n \rangle}{m} + \frac{\langle u, \Sigma_n^{-1/2} \hat{\theta}_n \rangle}{m}$$

$$+ \frac{\langle u, \tilde{z} \hat{\theta}_n \rangle}{m} + \|\Sigma_n^{-1/2} \hat{\theta}_n\|^2_2.$$  

The objective in (93) bears close similarity to its GLM counterpart in (31). Note that here $\tilde{z} \hat{\theta}_n$ and $\tilde{Z} \hat{\theta}_n$ have the same role as $Y \hat{X}_n \hat{\theta}_n$ and $Y \hat{X}_n \hat{\theta}_n$ in (31), respectively. Here we also have an additional
We have \( \mu \mathbf{1}_m(\tilde{\theta}_n, \tilde{\theta}^*_n) \) compared to (31). We recall that based on the definition, it holds that \( (\tilde{\theta}_n, \tilde{\theta}^*_n) \xrightarrow{P} \mu \tilde{\zeta}^2 \). Continuing with the same technique described in Section B.2 that led to the objective (53), we find that for GMM, (93) is equivalent to the following min-max problem (details are omitted for brevity):

\[
\min_{\alpha, \tau_n, w \in \mathbb{R}_+}, \max_{\eta, \gamma \in \mathbb{R}_+}, -\gamma w - \frac{\mu^2 \tau_2}{2\alpha} \left\| \tilde{\theta}^*_n \right\|_2^2 - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_1}{2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2 \alpha}{2\tau_2} \left\| \tilde{\theta}^*_n \right\|_2^2 + \frac{1}{m} \mathcal{M}_L \left( \mu \tilde{Z} \tilde{\theta}^*_n + \alpha g + \mu \tilde{\zeta}^2 \mathbf{1}_m - w \mathbf{1}_m; \frac{r_1}{\beta} \right) + \frac{\varepsilon_{tr} \gamma}{n} \mathcal{M}(\ell_t + \frac{r_1}{\alpha \tau_2} \ell_t^2, \Sigma_n) \left( \frac{\alpha \beta}{\tau_2 \sqrt{\delta}} \Sigma_n^{-1/2} \mathbf{h} + \frac{\alpha \eta \sqrt{\tau_1}}{\tau_2} \left\| \tilde{\theta}^*_n \right\|_2^2 \Sigma_n^{-1/2} \tilde{\theta}^*_n; \frac{\alpha \varepsilon_{tr} \gamma}{\tau_2} \right). \tag{94}
\]

We have \( \bar{Z} \tilde{\theta}^*_n \sim \tilde{s} \) for a standard Gaussian vector \( s \) independent of \( g \). This leads to

\[
\frac{1}{m} \mathcal{M}_L \left( \mu \bar{Z} \tilde{\theta}^*_n + \alpha g + \mu \tilde{\zeta}^2 \mathbf{1}_m - w \mathbf{1}_m; \frac{r_1}{\beta} \right) \xrightarrow{P} \mathbb{E}_G \left[ \mathcal{M}_L \left( \sqrt{\alpha^2 + \mu^2 \tilde{\zeta}^2} G + \mu \tilde{\zeta}^2 - w; \frac{r_1}{\beta} \right) \right],
\]

for standard Gaussian random variable \( G \). In particular, when \( \Sigma_n \) is a diagonal matrix, we end up with the following min-max problem based on eight scalars:

\[
\min_{\alpha, \tau_n, w \in \mathbb{R}_+}, \max_{\eta, \gamma \in \mathbb{R}_+}, -\gamma w - \frac{\mu^2 \tau_2}{2\alpha} \tilde{\zeta}_2 - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_1}{2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2 \alpha}{2\tau_2} \tilde{\zeta}^2 + \mathbb{E}_G \left[ \mathcal{M}_L \left( \sqrt{\alpha^2 + \mu^2 \tilde{\zeta}^2} G + \mu \tilde{\zeta}^2 - w; \frac{r_1}{\beta} \right) \right] + \frac{\varepsilon_{tr} \gamma}{n} \mathbb{E}_{L,H,T} \left[ \mathcal{M}(\ell_t + \frac{r_1}{\alpha \tau_2} \ell_t^2, \Sigma_n^{-1/2} \mathbf{h} + \frac{\alpha \eta \sqrt{\tau_1}}{\tau_2} \left\| \tilde{\theta}^*_n \right\|_2^2 \Sigma_n^{-1/2} \tilde{\theta}^*_n; \frac{\alpha \varepsilon_{tr} \gamma}{\tau_2} \right], \tag{95}
\]

as desired by Theorem 1.

Proof of Theorem 3 for GMM, follows the same steps as GLM, however note that here, due to the definition of \( \tilde{\theta}^*_n \), (79) changes into

\[
U_n^\top \tilde{\theta}^*_n = U_n^\top \Sigma_n^{-1/2} \theta^*_n = \Lambda_n^{-1/2} U_n^\top \theta^*_n = \Lambda_n^{-1/2} v_n. \tag{96}
\]

Thus, the resulting min-max objective has the following form,

\[
\min_{\alpha, \tau_n, w \in \mathbb{R}_+}, \max_{\eta, \gamma \in \mathbb{R}_+}, \eta^2 w - \frac{\mu^2 \tau_2}{2\alpha} \tilde{\zeta}_2 - \frac{\alpha \beta^2}{2\delta \tau_2} - \frac{\alpha \tau_1}{2} + \frac{\beta \tau_1}{2} + \eta \mu - \frac{\eta^2 \alpha}{2\tau_2} \tilde{\zeta}^2 + \mathbb{E}_G \left[ \mathcal{M}_L \left( \sqrt{\alpha^2 + \mu^2 \tilde{\zeta}^2} G + \mu \tilde{\zeta}^2 - w; \frac{r_1}{\beta} \right) \right] + \left( \varepsilon_{tr} \gamma \right) \left( \frac{\eta^2 \alpha^2}{\tau_2^2 \tilde{\zeta}^2} + \mathcal{L}^{-1} \right) \mathbb{E}_L \left[ \frac{\varepsilon_{tr} \gamma}{\tau_2^2 \tau_3} + \mathcal{L} \right]. \tag{97}
\]

This together with Lemma 7, yields the proof of Theorem 3 for GMM.

D.3 The Large Sample-size Limit

In this section, we focus on the \( \delta = m/n \to \infty \) limit. In particular, we consider the Exponential loss \( \mathcal{L}(t) = \exp(-t) \) and the isotropic Gaussian-mixture model and set \( r = 0 \). We prove that for \( q = 2 \), when \( \delta \to \infty \), the adversarial test error, exactly achieves the Bayes adversarial error derived by [BCM19]. The results are summarized in the following corollary.
Corollary 7.1. Consider the Gaussian-mixture model under the same settings as Corollary 6.1. Let the loss function \( L \) be the Exponenttal loss and let \( \delta \to \infty \). Fix \( \varepsilon_{ts} < 1 \). Then if \( \varepsilon_{tr} < 1 \), the adversarial test error of estimators derived by adversarial training and the Bayes adversarial test error are equal.

Proof. To see this, note that under these conditions, (84) takes the following form

\[
\min_{\mu \in \mathbb{R}, \alpha, \tau \in \mathbb{R}^+} \max_{\beta \in \mathbb{R}^+} \tilde{L}_{\delta \to \infty} = \frac{\beta \tau}{2} + \mathbb{E}_G \left[ \mathcal{M}_L \left( \sqrt{\alpha^2 + \mu^2} G + \mu - \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2} \right) \right].
\] (98)

In light of Proposition 6, \( \mathcal{M}_L(x; \cdot) \) is a decreasing function for all \( x \). This gives,

\[
\lim_{\delta \to \infty} \beta^*(\delta) = \infty, \quad \lim_{\delta \to \infty} \tau^*(\delta) = 0.
\] (99)

Since \( \lim_{\kappa \to \infty} \mathcal{M}_L(x; \kappa) = \mathcal{L}(x) \) for all \( x \), we deduce that

\[
(\alpha^*, \mu^*) = \arg \min_{\alpha \in \mathbb{R}^+, \mu \in \mathbb{R}} \mathbb{E}_G \left[ \exp \left( \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2} - \mu + \sqrt{\alpha^2 + \mu^2} G \right) \right] = \arg \min_{\alpha \in \mathbb{R}^+, \mu \in \mathbb{R}} \exp \left( \varepsilon_{tr} \sqrt{\alpha^2 + \mu^2} - \mu + (\alpha^2 + \mu^2) / 2 \right)
\]

which results in \( (\alpha^*, \mu^*) = (0, 1 - \varepsilon_{tr}) \). Plugging these in (89), we derive the following for the large sample-size limit of the generalization error of adversarial training, conditioned on \( \varepsilon_{tr} < 1 \),

\[
\lim_{\delta \to \infty} \epsilon_{\ell_2, \varepsilon_{ts}}^{\text{GMM}}(\tilde{\theta}_n) = Q \left( 1 - \varepsilon_{ts} \right). \] (100)

On the other hand, based on [BCM19], the Bayes adversarial error for isotropic GMM is derived as follows,

\[
\epsilon_{\ell_2, \varepsilon_{ts}}^{\text{GMM}}(\text{OPT}) = Q \left( \min_{\|z\|_2 \leq \varepsilon_{ts}} \|\theta^* - z\|_2 \right).
\]

In particular, noting that \( \|\theta^*\|_2 \to 1 \) (by Assumption 2) and \( q = 2 \), we find that the Bayes adversarial error in this case is

\[
\epsilon_{\ell_2, \varepsilon_{ts}}^{\text{GMM}}(\text{OPT}) \to Q \left( \max \{1 - \varepsilon_{ts}, 0\} \right). \] (101)

Comparing (101) with (100) reveals that in the infinite sample size limit, if \( \varepsilon_{ts} < 1 \), by choosing any \( \varepsilon_{tr} < 1 \), the test error of adversarial training reaches the Bayes adversarial error. As a remark, it can be readily shown that for the general case of \( \|\theta^*\|_2 \to c \), the same results hold for \( \varepsilon_{tr} < c \) and \( \varepsilon_{ts} < c \).