NIDM: Novel Intrusion Detection Model Using CNN-LSTM for Big Data Environment
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Abstract: Machine learning-based (IDS) have become a critical component of safeguarding our economic and national security because of the massive quantities of data produced each day and the growing interconnection of the world's Internet infrastructures. The existing machine Learning Model technique may have difficulty comprehending the ever-increasingly complex distribution of data invasion patterns. With a small number of data points, a single deep learning algorithm may be ineffective at capturing different patterns for intrusive attacks. We presented CNN-LSTM Novel Intrusion Detection Model for Big Data to improve the efficiency of IDS-based CNN-LSTM even further (NIDM). NIDM uses behavioural traits and content functions to understand the characteristics when compared to earlier single learning model tactics, this strategy can improve the rate of intrusive attack detection.
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I. INTRODUCTION

ICT systems and networks manage different sensitive user data that are prone to numerous assaults from both internal and external attackers [1]. These assaults can be human and engine-generated, varied and progressive, leading to undiscovered data violations. For example, the violation of Yahoo data led to the loss of $350M and the breach of Bitcoin led to a preliminary estimate of $70M damage [2]. Such cyber attacks are continuously growing in complex algorithms, particularly in recent advances on the Internet of Things (Iot)[4], with the improvement of hardware, software and network topologies. Malicious cyber attacks offer severe safety problems which require a new, adaptable and trustworthy intrusion detection system (IDS). An IDS is a proactive intrusion detection technology used to automatically identify and categorise intrusions, attack or security breaches on network and host infrastructure. A network-based IDS system is termed NIDS. Networking behaviour through network equipment is gathered and evaluated using network equipment mirrors such as switches, routers and networking taps to discover attacks and probable dangers in network traffic. An IDS system, which employs system activity to identify assaults in the form of different log files on the host local computer, is termed HIDS. Local sensors record the log files. While NIDS inspects each packet content in network traffic, HIDS depends on log file information including logs, system logs, software logs, file systems, disc resources, user accounting information and other system information. Many companies employ both NIDS and HIDS hybrids. Network traffic flows are analysed utilising abuse detection, anomaly detection and a comprehensive protocol analysis. In order to detect assaults, misuse detection utilises preset signatures and filters. It relies on human inputs to update the signature database continually. This approach is correct for identifying known assaults, yet in the event of unknown attacks it is entirely worthless. Anomaly detection utilises heuristic processes to locate unknown harmful actions . In the majority of situations, anomaly detection has a substantial false positive rate[5]. Most companies utilise a mix of abuse and anomaly detection to address this challenge in their business solutions.

As state-of-the-art analysis works on the network layer, application layer and transport layer, the three detection approaches are most potent. This technique identifies deviations by leveraging known supplier specification parameters in appropriate protocols and applications. While deep learning approaches are being researched to enhance intrusion detection intelligence, a study has yet to be carried out comparing such machine learning algorithms with public data sets. The main challenges with present solutions based on machine learning are: Firstly, models create a high false positive rate [3]; secondly, models cannot be generalised because most current research have only utilised one dataset to describe the performance of the machine learning model. This is the motivating factor behind this investigation, which attempts to evaluate the performance of several conventional classification systems and deep neural networks (CNN-LSTM) in NIDS and HIDS applications.to organize the paper in the following manner, Second section represent the related work , thirst section represent the proposed methodology and proposed algorithm , forth section to represent the conclusion and future work.
II. RELATED WORK

Kotenko, I. et al[1] This study proposes a novel technique to detecting such cyber assaults. The method is built on sharing weighted ensembles of several classifiers as well as the Big Data processing architecture.

W. Zhong, et al[2] When compared to prior single learning model techniques, solutions can enhance the detection rate of intrusive attacks.

E. Unal, et al[3]. This study investigates how effectively these SDN assaults can be predicted with this technique. The preliminary findings acquired from four models of machine learning by using conventional machine learning algorithms on SDN simulated routing data, if assaults occur.

E. Unal et al[4] The coupling of rapid and large network measurement data with the adaptive training paradigm presents significant problems for data processing speed, which we handle using big data platforms for parallel stream processing.

P. T. Dinh et al.[5] This study offers a big data framework for overcoming traditional data processing constraints and for the efficient exploitation of distributed resources for most computational activities. Our actual tests illustrate the resilience, scalability and efficiency of our system.

P. Casas, et al[6] utilises Big DAMA to benchmarking several monitor ML models to detect various kinds of network assaults and abnormalities.

G. Clark, et al.[7] This study primarily contributes to the early evaluation of the effective manipulation of controlling real-time traffic via an indirect attack. Research has shown that this attack is effective and relevant.

III. PROPOSED METHODOLOGY

In this work, NIDM aims to study the particular distribution of data of certain intrusive attacks pertaining to various families. This approach is very successful in capturing subtle data patterns for a limited number of invasive attacks. NIDM also takes both behavioural and content characteristics.

Taking both behavioural characteristics and content functions together, NIDM allows the analysis of invasive attack samples using both network traffic and payload content characteristics. This method can enhance IDS performance because prior systems never integrate both sorts of characteristics. Our work also indicates that large-scale data technology and parallel methodologies for selecting, grouping and training features may considerably cut model development time. This helps academics to iterate quicker for their computer issues to seek for the optimum model parameters. This study uses a basic decision fusion method to integrate the output of the several deep learning models in the cluster. This approach may not be the perfect answer; Thus, improved CNN-LSTM-fusion algorithms that integrate outputs from various profound tree learning models can be tested soon. To define merger models, we try to use deep neural networks instead of human experts to combine decisions made from various attacking patterns. Since selection and adoption of features have major consequences for the performance of deep learning models, we intend to add new sets of behavioural features into deep learning models so as to improve performance. The rapid approaches for producing multi-level cluster trees must also be investigated to further decrease model creation. CNN-LSTM requires far more computing resources to produce performance benefits compared to the unique deep learning technique. How to minimise the minimal computing resources necessary to obtain the same performance benefits will be explored soon..
LSTM LSTM is an RNN variant designed to deal with gradient difficulties such as disappearing and exploding gradients. LSTM can be used to learn long dependencies. The LSTM cell includes three gates to govern and protect cell states: forget, input, and output. The input, forget, output, and state of a memory cell are computed as follows: \(i_t, f_t, o_t, c_t\) are the input, forget, and output gates, respectively, and \(c_t\) is the cell state. The sigmoid function, where \(x_t\) represents the input layer value at time \(t\), \(h_t\) represents the hidden cell state at time \(t\), and \(W\) represents the weight values. The Stochastic Gradient Descent approach uses the learning rate to optimise neural network weights and attain the lowest loss function. In response to the SGD update of \((L)_{\text{modification}}\), the current gradient weight \(w\) oscillates. The authors of [9] employed LSTM to identify and categorise Android malware, with the Android real-world malware test dataset attaining the greatest accuracy.

To detect attacks, we use LSTM in our proposal.

Performance of the LSTM mode

\[
\begin{align*}
    i_t &= \sigma(W_i h_{t-1} + W_{ix} x_t + b_i) \\
    f_t &= \sigma(W_f h_{t-1} + W_{fx} x_t + b_f) \\
    o_t &= \sigma(W_o x_t + W_{oh} h_{t-1} + b_o) \\
    h_t &= o_t \tanh(c_t) \\
    c_t &= f_t c_{t-1} + i_t \tanh(c_{t-1}) \\
    w_{t+1} &= w_t - \alpha \frac{\partial(L)}{\partial(w_t)}
\end{align*}
\]

CNN-LSTM was created to predict visual times as well as the time of textual images from sequences such as activity detection and attacking pattern description. CNN-LSTM The CNN-LSTM architecture combines CNN layers and LSTM layers to extract features for time sequence prediction from inputs. DNN's language recognition has improved thanks to the use of CNN-LSTM. It is employed in the fields of visual recognition and description.

IV. RESULTS ANALYSIS

To run the simulation, I utilised the Anaconda tool with a Python application and a variety of python deep learning libraries. We use a variety of datasets to train and evaluate CNN-LSTM models in binary and multi-class classifications. The is being used to detect traditional attacks as well as other IoT-based attacks (UNSW-NB-2015, CICIDS2017 and NSL-KDD). The data sets were chosen based on the attacks' freshness and diversity. We choose to prove that the suggested system can detect classical assaults in addition to IoT threats. We also need to prove that utilising deep learning for IoT threat detection is a good idea and technology. All of these models are capable of extracting deep properties from raw data. During the detection procedure, the DL models’ attributes are compared to the test characteristics. The response time in CNN-LSTM detection is estimated to demonstrate the effectiveness of the proposed deep learning CNN-LSTM attack detection framework in terms of reaction times. To evaluate DL models, DR and FAR are calculated as measurement metrics. For measuring and comparing performance, accuracy, recall, F1 measurement, and detection time were also used. The fraction of the overall proper categorization number is referred to as DR. The term “FAR” refers to an erroneously classified ratio of regular events as dangerous. The fraction of samples properly classified over the total sample number is known as precision. The number of positive samples that are identified as positive is determined by recall. The weighted average accuracy and remainder is represented by F1. The detection time is the time it takes for a packet to be classified as normal or malicious. Although training time is not crucial, the DL model can be trained offline utilising GPU to speed up training. The average detection time and the average time are calculated in our experiment. The mathematical representation of the assessment measurements is shown in the equations below.

\[
\begin{align*}
    ACC &= \frac{TP + TN}{TP + TN + FP + FN} \\
    FAR &= \frac{FP}{TP + TN + FP + FN}, \\
    DR &= \frac{TP}{TP + FN} \\
    Precision &= \frac{TP}{TP + FP}, \\
    Recall &= \frac{TP}{TP + FN}, \\
    F1 - Measure &= 2 \times \frac{Precision \times Recall}{Precision + Recall}
\end{align*}
\]
To acquire the best-trained models in binary classification, we employ learning rates of 0.1, 0.01 and 0.001 for all DL models, batch sizes of 32, 64, and 128 for batch size, and epoch number of 100 for epoch number. The best results were obtained with 0.01 as the rate, 64 as the batch size, and Adam as the optimization algorithm. The CNN-LSTM is made up of a 1024 cell input layer, five 512 cell hidden layers with ReLU activation each, and one cell output layer with sigmoid activation. The LSTM is made up of a sigmoid-activated 128-cell input layer, three 256-cell hidden layers, and a single-cell output layer. The CNN-LSTM is made up of a 128-cell input layer, three hidden layers of 128 cells each, and a single cell output layer with sigmoid activation. GRU features a 64-cell input function, three hidden levels of 64 cells each, and a sigmoid-activated single-cell output layer. The CNN is made up of three convolutional layers, each having 64 ReLU activating filters, three pooling layers, and one output layer with one cell triggered by the sigmoid activation function.

DL models for multi-class classification have the same architecture as binary classification, but the output layer is equal to the number of classes, and the softmax activation function is used instead of the sigmoid. Dropout is a technique for avoiding overfitting. Each DL model is trained and tested using five data sets for binary and multi-class classifications. Each dataset provides a variety of assaults with different patterns to test the deeper models’ ability to recognise different raw data patterns. The best deep learning model across all datasets is picked. All DL models’ assessment metrics, as well as their binary classification performance, are listed in Table 2. The maximum accuracy is achieved by LSTM (Table 1). The five datasets in binary classification were used to evaluate CNN-LSTM models.

Table 2: Performance of CNN-LSTM models with attacking dataset in multi-class classification.

V. CONCLUSION AND FUTURE WORK

To propose the attack detection system, the CNN-LSTM model for assaulting data traffic classification is proposed in this study. Edge layer traffic is gathered and transmitted to the cloud layer to train the LSTM model in the proposed architecture. The trained model is then utilised as a detection engine on the fog layer nodes to recognise attacks. A cloud service is used to track and update the CNN-LSTM model’s performance. The trials revealed that the deep learning models used in cyber security were capable of detecting a wide range of threats with high detection and accuracy rates. Standard DL models are also shown to be capable of detecting and identifying cyber hazards in a range of datasets. Because it has forgotten about the possibilities of preserving prior state information, the CNN-LSTM model beats the other supervised DL models utilised in the trial. It is inconvenient, however, to label data received on the edge layer for cloud training of the LSTM model. In the future, the suggested attack detection method will be tested in distributed computing settings such as Apache Spark and other data sets, leveraging unsupervised deep learning models and enhanced learning.
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