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Finding high-quality parameters is a central obstacle to using the quantum approximate optimization algorithm (QAOA). Previous work partially addresses this issue for QAOA on unweighted MaxCut problems by leveraging similarities in the objective landscape among different problem instances. However, we show that the more general weighted MaxCut problem has significantly modified objective landscapes, with a proliferation of poor local optima. Our main contribution is a simple rescaling scheme that overcomes these deleterious effects of weights. We show that for a given QAOA depth, a single “typical” vector of QAOA parameters can be successfully transferred to weighted MaxCut instances. This transfer leads to a median decrease in the approximation ratio of only 2.0 percentage points relative to a considerably more expensive direct optimization on a dataset of 34,701 instances with up to 20 nodes and multiple weight distributions. This decrease can be reduced to 1.2 percentage points at the cost of only 10 additional QAOA circuit evaluations with parameters sampled from a pretrained metadistribution, or the transferred parameters can be used as a starting point for a single local optimization run to obtain approximation ratios equivalent to those achieved by exhaustive optimization in 96.35% of our cases.
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1 INTRODUCTION

With the capabilities of quantum computers rapidly improving [1, 2], researchers widely believe that quantum algorithms may soon become competitive with classical state-of-the-art methods on scientifically relevant problems [3]. A promising application domain for near-term quantum computers is combinatorial optimization, with the Quantum Approximate Optimization Algorithm (QAOA) [4, 5] as a leading candidate algorithm. QAOA is a hybrid quantum-classical algorithm that combines a parameterized quantum evolution with a classical method for obtaining high-quality parameters so that the measurement outcomes of the parameterized quantum state correspond to good solutions for the target combinatorial optimization problem.

The performance of QAOA depends crucially on the choice of these parameters. The problem of identifying good QAOA parameters has attracted considerable interest, with large bodies of theoretical [6–9] and computational [10–17] work. Several recent results show that as a function of the parameters, the QAOA energy landscape is nearly instance independent for typical problem instances that come from a reasonable distribution. This makes it possible to transfer parameters from a set of preoptimized problem instances to new instances, thereby removing or reducing the cost of parameter optimization [18–21]. However, these prior results address only unweighted MaxCut problems and the Sherrington–Kirkpatrick (SK) model, which are of limited practical interest.

In this work, we demonstrate parameter transfer for QAOA applied to the weighted MaxCut problem, which has many relevant practical problems as special cases [22], including network community detection [23]. We develop intuition by first examining the impact of weights on the QAOA parameter landscapes and then propose a simple transfer scheme based on this intuition. Our scheme, illustrated in Figure 1, uses a simple rescaling technique to transfer typical (median) optimized parameters from unweighted MaxCut instances to weighted instances with varying sizes and with weights coming from varying distributions. Despite its simplicity, our approach leads to approximation ratios that are competitive with those found by direct (computationally expensive) parameter optimization. We show how the performance can be further improved at the cost of only a few extra QAOA circuit evaluations by sampling from a metadistribution of good parameters learned using Kernel Density Estimation (KDE). If the transferred parameters are used as the starting point for the BFGS optimization algorithm, a single BFGS run recovers approximation ratios equal to (up to high precision) that of QAOA with directly optimized parameters in 96.35% of the cases considered. Our results provide empirical evidence that instance independence of optimal parameters, previously shown for unweighted MaxCut, extends to the weighted case. Our numerical results are for QAOA with one, two, and three layers, although it is likely that the same qualitative behavior will be observed for a higher number of layers. To show the limitations of parameter transfer, we explore a set of graphs with edge weights drawn from a pathological distribution and identify the mechanisms behind the relatively poor performance of the transferred parameters for these instances. Although these cases challenge our direct parameter transfer approach, we find that our parameters can still serve as a good initial point for BFGS optimization even in such instances.

All data in this article is available in the open source software package QAOAKit [24], and we provide code examples of how our findings can be leveraged in practice [25]. Our findings
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Fig. 1. Example of parameter transfer for QAOA on weighted MaxCut. (a) We use a previous set of $N = 261,080$ optimized, unweighted, 9-node MaxCut instances to compute median ("typical") scaled parameters $(\beta_{\text{median}}, \gamma_{\text{median}})$ for each QAOA depth $p$ (Table 1 and Equation (8)). We develop an approach in Equations (9) and (10) to rescale the $\beta_{\text{median}}$ and $\gamma_{\text{median}}$ to obtain high-quality parameters for new weighted instances such as the 20-node weighted instance in (b). The blue dashed line in (a) indicates directly optimized $\gamma_1$ and in (b) the transferred $\gamma_1$.

Demonstrate that a simple transfer scheme can dramatically reduce the cost of parameter optimization for QAOA in the general weighted case, bringing QAOA one step closer to being able to address problems of practical interest and demonstrate quantum computational advantage.

2 METHODS

2.1 Setup

We begin by briefly defining the relevant concepts and establishing notation. We consider optimization problems where the goal is to find a binary string $z \in \{0, 1\}^n$ that maximizes some objective function $C(z)$. The objective function can be encoded as an $n$-qubit Hamiltonian $C$ that acts on computational basis states as $C|z\rangle = C(z)|z\rangle$. For a given problem instance, we denote the maximum value of the objective function $C_{\text{max}} = \max_z C(z)$ and the minimum $C_{\text{min}} = \min_z C(z)$. In the following numerical experiments, the values $C_{\text{max}}$ and $C_{\text{min}}$ are obtained by complete enumeration.

The quantum approximation optimization algorithm approximately solves such combinatorial optimization problems by preparing a parameterized quantum state

$$|eta, \gamma, C\rangle = \prod_{l=1}^p e^{-i\beta_l B} e^{-i\gamma_l C} |+\rangle^\otimes n,$$

where $B = \sum_{j=1}^n x_j$ is a sum of single-qubit Pauli $x$ operators. The number $p$ is commonly referred to as the QAOA depth. The parameters $\beta = (\beta_1, \ldots, \beta_p)$ and $\gamma = (\gamma_1, \ldots, \gamma_p)$ are chosen so that the (approximate) solution to the optimization problem is retrieved upon measuring $|\beta, \gamma\rangle$. This is typically done by choosing $(\beta, \gamma)$ that maximize the expected objective value of the measurement outcomes:

$$\langle C(\beta, \gamma) \rangle = \langle \beta, \gamma, C | \beta, \gamma, C \rangle = \sum_{z \in \{0, 1\}^n} \Pr(z) C(z).$$

In the following, we follow the work of Brandão [21] and refer to the value in (2) as the “QAOA objective” or simply “objective” for brevity. For a fixed function $C$ and depth $p$, we can vary $\beta$ and $\gamma$ in (2) to produce an objective landscape [21]. We quantify the performance on a given instance for a given $(\beta, \gamma)$ using the approximation ratio

$$r = \frac{\langle C(\beta, \gamma) \rangle - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}}$$

with $0 \leq r \leq 1$. When discussing the difference between two approximation ratios, we sometimes present the difference in terms of percentage points (p.p.) for clarity of presentation. We say that the gap between $r_1 > r_2$ is $k$ p.p. if $(r_1 - r_2) \times 100 = k$. 
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In this article, we consider the weighted MaxCut problem, which has many interesting practical problems as special cases [22, 23]. In weighted MaxCut, given an undirected graph $G = (V, E)$, with each edge $(i, j) \in E$ having a weight $w_{i,j}$, the goal is to partition the set of vertices $V$ into two parts to maximize the sum of weights of edges that span both parts. The objective function of MaxCut is represented by the Hamiltonian

$$C_{\text{MaxCut}} = \frac{1}{2} \sum_{(i,j) \in E} w_{i,j} (1 - z_i z_j), \tag{4}$$

where in the unweighted case, $w_{i,j} = 1, \forall (i,j) \in E$. For a given graph, we denote the average absolute edge weight by

$$|w| = \frac{1}{|E|} \sum_{(i,j) \in E} |w_{i,j}|. \tag{5}$$

### 2.2 Objective Landscapes with Weights

We now develop the intuition for how the introduction of weights affects QAOA objective landscapes as a function of the QAOA parameters $(\beta, \gamma)$. We begin by considering an example of a triangle-free graph with depth $p = 1$, where an analytical formula for $\langle C(\beta, \gamma) \rangle$ is available. We then extend to more general instances and show how it motivates our parameter transfer scheme.

We evaluate how the proposed parameter transfer scheme generalizes to the dataset of 34,701 graph instances numerically in Section 3.

#### 2.2.1 Triangle-Free Graph

We begin by considering the simple case of a triangle-free weighted graph with $p = 1$, for which the QAOA objective can be expressed as

$$\langle C(\beta_1, \gamma_1) \rangle = \frac{W}{2} + \frac{\sin 4\beta_1}{4} \sum_{(i,j) \in E} w_{i,j} \sin(w_{i,j} \gamma_1) \left( \prod_{l \in N_i \setminus \{j\}} \cos(w_{l,j} \gamma_1) + \prod_{k \in N_j \setminus \{i\}} \cos(w_{j,k} \gamma_1) \right), \tag{6}$$

where $W = \sum_{(i,j) \in E} w_{i,j}$ and $N_i \setminus \{j\}$ is the neighborhood of vertex $i$ excluding vertex $j$ [26]. With the fixed optimal $\beta_1 = \frac{\pi}{8}$, the objective is composed of terms that oscillate in $\gamma_1$ at frequencies set by the edge weights and may not be periodic for irrational $w_{i,j}$. Figure 2 shows an example of the behavior for a four-node cycle graph, with the individual components $w_{i,j} \sin(w_{i,j} \gamma_1) \cos(w_{j,k} \gamma_1) \sin(4\beta_1)/4$ (Figure 2(a)) and the approximation ratio both given as a function of $\gamma_1$ (Figure 2(b)).

The green dashed-dotted line in Figure 2(b) shows that a high approximation ratio is obtained at $\gamma_1 \approx 0.23\pi$, because of an approximate alignment and maximization of the terms in Figure 2(a).
The appearance of such a maximum at small values of $\gamma_1$ is a generic feature of (6). It arises from an approximate alignment in the phases of the various terms, where small positive values of $\gamma_1$ produce positive values of both $w_{i,j} \sin(w_{i,j} \gamma_1)$ and $\cos(w_{i,j} \gamma_1)$, independent of the sign or magnitude of $w_{i,j}$. By contrast, larger choices of $\gamma_1$ typically give much smaller $r$, since the phases can have varying or canceling oscillation frequencies that depend on the set of edge weights. Overall, this phase alignment for small values of $\gamma_1$ results in small values of $\gamma_1$ typically being a good parameter choice.

Of course, small positive values of $\gamma_1$ do not necessarily maximize (6) globally. We have constructed such an example in Figure 2(b), where the blue dashed-double-dotted line at $\gamma_1 \approx 11.25 \pi$ gives a superior approximation ratio to the best optimum for small values of $\gamma_1$ at $\gamma_1 \approx 0.23 \pi$. The peak at $\gamma \approx 11.25 \pi$ is obtained by simultaneously approximately maximizing terms with the two prefactors $w_{i,j}$ of largest magnitude in Figure 2(a), which gives a higher objective value than does the approximate alignment of terms at a small value of $\gamma_1$. Similar maxima at large $\gamma_1$ can be devised for other triangle-free graphs with $p = 1$ using (6). In general, however, finding such maxima requires optimizing over an unbounded domain. Therefore, in numerical experiments, we restrict the starting points for the local optimizations to $-\pi/|w| \leq \gamma_1 \leq \pi/|w|$.

2.2.2 Generic Graph. We now extend the motivation from the triangle-free case to generic graphs. In the triangle-free $p = 1$ case, we found a maximum in $r$ at small values of $\gamma_1$ that we attributed to the approximate phase alignment in the component terms of the QAOA objective in (6). In more general cases, the objective is instead given by (2). This equation depends on the operators in (1), which at the $l$th step can be expressed in terms of trigonometric functions of the parameters and weights:

$$e^{-i\beta_l B} = \prod_{j=1}^{n} \left[ \cos \beta_l - ix_j \sin \beta_l \right], \quad \text{and} \quad e^{-i\gamma_l C} = \prod_{(i,j) \in E} \left[ \cos \frac{y_l w_{i,j}}{2} + iz_j z_j \sin \frac{y_l w_{i,j}}{2} \right]. \quad (7)$$

As in (6), the objective value is again determined by terms that oscillate in $w_{i,j} \gamma_1$. Intuitively, we can expect the phases in these terms to approximately align for small $\gamma_1$, whereas larger $\gamma_1$ may effectively randomize the phases and the overall behavior. Hence, we expect a high-quality maximum from the alignment of terms near $\gamma_1 = 0$. We observe this maximum numerically for all $l = 1, \ldots, p$.

Figure 3 demonstrates how these effects impact the QAOA objective landscape for a single, randomly selected, 14-node (not triangle-free) graph with edge weights drawn from different distributions. We plot the approximation ratio $r$ for $p = 1$ QAOA as a function of $(\beta_1, \gamma_1)$. Figure 3(a) considers an unweighted graph, which has a simple periodic structure, whereas Figure 3(b) shows the same graph but with weights drawn from an exponential distribution with a mean weight of 5. Here we see the appearance of a sharp local maximum at small values of $\gamma_1$ while larger $\gamma_1$ give suboptimal $r$ with small fluctuations. Thus, the high-quality maximum at small $\gamma_1$ from approximate phase alignment is also manifest in this more general example.

The maximum in Figure 3(b) is surrounded by a small basin of attraction, making it difficult to find optimal parameters when starting from random initial parameters. Furthermore, the optimized $\gamma_1$ in Figure 3(b) is much smaller than in Figure 3(a); hence, naively using optimized parameters from Figure 3(a) in Figure 3(b) will result in a poor approximation ratio. To allow the transfer from unweighted to weighted graphs, we must take into account the magnitude of edge weights. Specifically, we observe that an optimal value of $\gamma$ changes with the mean absolute value of the edge weights as $\gamma \approx O(1/|w|)$, irrespective of the depth $p$.

To see this, first consider QAOA applied to two general (not necessarily MaxCut) objective functions $C_w$ and $C$ that are equivalent up to some factor $w > 0$—in other words, $C_w = wC$. If QAOA achieves an approximation ratio of $r$ for $C$ with parameters $(\beta, \gamma)$, then QAOA will achieve an
Fig. 3. Approximation ratio landscapes \( C(\beta_1, \gamma_1) \) at \( p = 1 \) and scans \( C(\beta_1^*, \gamma_1) \) at optimized \( \beta_1^* \) for unweighted MaxCut on a 14-vertex graph (a), weighted MaxCut for the same graph with edge weights drawn from an exponential distribution with mean absolute weight \( |w| = 5 \) (b), exponential (same as (b)) rescaled to have \( |w| = 1 \) (c), and Cauchy distributions (d). The \( \beta_1 \) ranges are the same in all panels.

Identical approximation ratio for \( C_w \) with \( (\beta, \gamma/w) \). We give a rigorous proof of this statement in Appendix A. Note that this statement holds for arbitrary depth \( p \).

This observation informs our intuition about typical problems and cases. If the objective function is on average increased by a factor \( w > 0 \), then \( \gamma^* \) should decrease by the same factor. Equivalently, the objective function can be rescaled and \( \gamma^* \) fixed. In the case of MaxCut, the objective function scales linearly with graph edge weights; therefore, the relevant metric is the average absolute edge weight \( |w| \).

In Figure 3(c), we demonstrate how weight magnitudes affect the objective landscape. The figure shows the same weight instance as Figure 3(b) but with a uniform rescaling in \( C \) such that \( |w| = 1 \) (the same plot could also be generated by fixing \( C \) and rescaling \( \gamma_1 \)). This "stretches" the landscape, alleviating the issue of a narrow basin of attraction in Figure 3(b). The objective has a similar structure to the unweighted case near \( \gamma_1 = 0 \), which has the same average edge weight. The optimized parameters from the unweighted case can now be transferred to the weighted case. We find similar behavior to Figure 3(b) and (c) both for weights drawn from a uniform distribution of positive values and for weights drawn from a uniform distribution of positive and negative values. The optimized \( \gamma_1 \) from the unweighted case can be successfully transferred to each of these varying weighted cases. The scaling factor \( |w| \) is essential in achieving the correspondence between landscapes that enables parameter transfer.

The final plot in Figure 3(d) shows an instance with weights drawn from a Cauchy distribution. The Cauchy distribution on \( [-\infty, \infty] \) is well known as an exemplar of pathological behavior, with symmetry about the origin and normalization but with an undefined mean and higher moments. In this work, we use a truncated Cauchy distribution, with weights \( -10^3 \leq w_{i,j} \leq 10^3 \) before rescaling to \( |w| = 1 \), which avoids the pathologies of the moments but achieves a much higher variance for the edge weights than other distributions considered so far. The landscape is visibly "rugged" with many local maxima, although we still observe a prominent maximum near \( \gamma_1 = 0 \). In the following, we show evidence that even for these instances we can often determine high-quality parameters by transferring the optimized parameters from the unweighted case and using them as a starting point for a local optimizer.

To summarize, we identified two important aspects of the objective landscapes for weighted graphs. The first is the appearance of a prominent local maximum at small \( \gamma_1 \) values, related to phase alignment in components of the objective. The second is the overall magnitude of the objective function, which can be standardized between instances by rescaling all edge weights by a
factor $|w|$. When the variance of the edge weights is not too large, this rescaling aligns the objective maximum of weighted instances at small $\gamma$ with the corresponding maximum of unweighted instances, allowing parameter transfer. The examples we give are for $p = 1$. We expect similar arguments and intuition to apply to $p > 1$, and we present numerical evidence for $p \in \{1, 2, 3\}$ in Section 3.

### 2.3 Scaling Rule for Parameter Transfer

We now present our transfer procedure. An overview is shown in Figure 1. As the intuition developed earlier suggests, to transfer QAOA parameters from unweighted to weighted MaxCut instances, we must rescale the parameters to account for the change in the objective function values. We account for this change by incorporating the average edge weight (following the intuition outlined previously) and the average degree of the graph. The parameter scaling with the average degree improves performance when transferring parameters between different graphs; it has been observed previously for the unweighted MaxCut and the SK model [8, 27, 28] and proven rigorously in the infinite-size limit [7, 29].

Consider a dataset of preoptimized parameters $(\beta_j^*, \gamma_j^*)_{j=1}^N$ for $N$ unweighted graphs. We begin by rescaling the parameters in the dataset using the average degree $d_j = \frac{\sum_{k \in V} d_k^j}{|V|}$ of the graph:

$$
(\beta_j^S, \gamma_j^S) = \left( \beta_j^*, \frac{\gamma_j^*}{\arctan\left(\frac{1}{\sqrt{d_j^*}}\right)} \right) \quad \text{for } j = 1, \ldots, N.
$$

We scale $\gamma$ by $\arctan\left(\frac{1}{\sqrt{d_j^*}}\right)$ following the exact formula for optimal triangle-free and $p = 1$ $\gamma$ from Wang et al. [28] because we observe it to empirically give a better performance for the low values of $p$ considered in this work. The use of the arctan scaling here is a heuristic choice, as we consider non-triangle-free and $p > 1$ instances for transfer, which do not conform to the analytic assumptions of Wang et al. [28]. Nonetheless, we find this same scaling to be useful in achieving high-quality results for our cases. For higher values of $p$, scaling by $\sqrt{d}$ may be preferable [7, 27, 29], although the two are asymptotically equivalent for large $d$. Next, the median scaled parameters $(\beta^S_{\text{median}}, \gamma^S_{\text{median}})$ are computed from $(\beta_j^S, \gamma_j^S)_{j=1}^N$. This completes steps pictured in Figure 1(a).

Finally, to determine transferred angles for a new instance, the precomputed median parameters are rescaled as

$$
\beta_w = \beta^S_{\text{median}},
$$

$$
\gamma_w = \gamma^S_{\text{median}} \frac{\arctan\left(\frac{1}{\sqrt{d_w}}\right)}{|w|}.
$$

Here, $d_w$ is the average degree and $|w|$ is the average absolute edge weight of the weighted graph to which the parameters are transferred. Equations (9) and (10) determine the transferred parameters as in Figure 1(b).

In this work, we use the dataset containing preoptimized parameters for all $N = 261,080$ non-isomorphic connected nine-node graphs [18, 24]. The median scaled parameters from this dataset $\beta^S_{\text{median}}$ and $\gamma^S_{\text{median}}$ are given in Table 1. With the precomputed median parameters, it is straightforward to generate transferred angles for new weighted instances using Equations (9) and (10). We evaluate the success of this simple procedure for a variety of new instances in the next section.
3 RESULTS OF NUMERICAL EXPERIMENTS

We evaluate the proposed parameter transfer scheme on a dataset of 34,701 weighted graphs with up to 20 nodes. The dataset includes all nonisomorphic graphs on 8 nodes, 300 Erdős-Rényi random graphs on 14 nodes, and 50 Erdős-Rényi with 20 nodes, where these random graphs have an edge-creation probability of 0.5. The edge weights are drawn from three distributions: uniform on \((0, b)\), uniform on \((-b, b)\), and exponential. Without loss of generality, we set \(b = 1\) to generate weights and then rescale the edge weights in each instance so that \(|w| = 1\). To provide a baseline against which to compare our transfer proposal, we obtain optimized parameters and QAOA approximation ratios by exhaustive optimization for each weighted graph. The precise definition of the weight distributions and an overview of the parameter optimization are given in Appendix A. We release the full dataset in QAOAKit [30, 31].

The median parameters to be transferred are provided in Table 1. This one fixed set of median parameters is then transferred to each weighted graph following Equations (9) and (10). Additionally, we have experimented with using rescaled fixed-angle conjecture parameters from Wurtz and Lykov [20]. Because the median parameters provided better performance, we do not include the results using these fixed-angle conjecture parameters.

The approximation ratios obtained by using transferred and directly numerically optimized parameters are presented in Figure 4. We observe a median (over all \(p\) and weight distributions) difference in approximation ratios between QAOA with directly optimized and transferred median parameters of only 2.0 p.p. As expected, the difference grows with depth \(p\) (1.2 p.p. for \(p = 1\), 2.4 p.p. for \(p = 2\), and 3.0 p.p. for \(p = 3\)). We also observe that the effectiveness of the parameter transfer depends significantly on the distribution of weights: uniform on \((0, 1)\) is the easiest for parameter transfer (1.0 p.p.), uniform on \((-1, 1)\) being harder (2.1 p.p.), and exponentially drawn weights leading to the hardest instances (3.6 p.p.). We observe that transfer works well (the gap is small) if the variance of the weights is low. As the variance increases, the performance of the transfer procedure deteriorates (i.e., the gap increases). The relationship between the performance of QAOA with transferred parameters and the variance of the weights is shown in Figure 5 for \(p = 1\) and \(|V| = 14\) nodes, with a similar behavior observed for other values of \(p\) and \(|V|\). We note that even in the worst case of Figure 4 (\(p = 3\), exponentially drawn weights), the decrease in approximation ratio from using median parameters is only 4.5 p.p. This demonstrates that the concentration of optimized parameters, previously observed for unweighted MaxCut and the SK model, is present in more general weighted MaxCut instances if they are rescaled appropriately.
Fig. 4. Approximation ratios using directly optimized parameters and transferred parameters for $p = 1, 2, 3$ and varying weight distributions. Markers indicate median values, shaded regions are interquartile range, and lines guide the eye. The median (over the full dataset) decrease in the approximation ratio is only 2.0 p.p. with the transferred parameters. Using KDE reduces this gap to 1.2 p.p., and BFGS reduces it further, as described in the text.

Fig. 5. Gap between the QAOA approximation ratio with transferred ($r_t$) and directly optimized ($r_{opt}$) parameters and the standard deviation of the weights for $p = 1$ and 14-node graphs. If the standard deviation is small, parameter transfer works well, and the gap $r_t - r_{opt}$ is small.

Note that all the statistics at each $p$ are obtained by using a single value of median parameters, irrespective of the graph size and the edge weights distribution.

We observe that the transferred parameters are sufficiently close to the optimized ones that a single local optimization run nearly always recovers an approximation ratio equivalent to the ratio achieved by the directly optimized parameters. Specifically, for each graph we perform one BFGS optimization run using the transferred median parameters as the starting point, and we observe that the optimized approximation ratio is recovered up to high precision ($10^{-7}$) for 96.35% of instances considered in Figure 4. Moreover, in 96.34% of the cases, we were able to use parameter...
symmetries to show that the parameters recovered by the BFGS are the same as the directly optimized ones up to $10^{-4}$. This result indicates that the transferred median parameters are in the same attraction basin as the optimized ones, suggesting that using them as the initial guess can greatly simplify parameter optimization even in the cases where very high-quality QAOA parameters are desired.

The performance of parameter transfer can be understood further by examining how far the transferred parameters are from directly optimized ones. To compute the distances, we first map the optimized parameters to symmetry-related parameters that minimize $||\beta_{\text{opt}} - \beta_{\text{transf}}||$ as described in Appendix A. This gives a unique distance for each instance. The Euclidean distances between directly optimized parameters and transferred medians are given in Figure 6 (left). The distances increase with $p$, partly because of the increase in the dimension of the parameter space in which the distance is computed. As expected from (9), we consistently observe a small distance between directly optimized and transferred $\beta$. For the parameter $\gamma$, we observe that the distance is larger for distributions on which the performance of the transferred parameters is worse. Although the difference varies based on the distributions, the fact that the absolute value of the difference remains small (<0.1 median) for all the distributions in Figure 4 explains the success of BFGS in retrieving the optimized parameters.

Intuitively, it is unlikely that one set of median parameters could be transferred to any instance by a simple rescaling. To test the limits of parameter transfer, we consider weights sampled from a truncated Cauchy distribution. This generates edge weights with varying orders of magnitude, leading to a significantly higher standard deviation of weights than with the other distributions and also greater variations between randomly drawn weight instances, as seen in Figure 5. The performance of parameter transfer on problems with weights drawn from a Cauchy distribution is given in Figure 6 (right). Here, direct parameter transfer from our scheme is less effective, as anticipated in connection with the objective landscape of Figure 3(d). Often, however, the transferred parameters still serve as a good initial guess for local optimization, where they return final approximation ratios equivalent to those from direct optimization in 37.44% of the cases. Hence, the transfer is useful for minimizing the cost of parameter optimization even in this extreme setting.

We observe much larger distances between directly optimized and transferred $\beta$ for the Cauchy weight distribution. However, of all large (>0.1) distances in $\beta$, 99.9% correspond to the cases where the optimized $\gamma$ has both negative and positive components. This is in contrast to the other cases where typically all parameters have the same sign.

To further improve the performance of parameter transfer, we follow Khairy et al. [32] and train a generative model that learns a metadistribution of optimized QAOA parameters using KDE. We train the model using the same dataset of scaled preoptimized parameters for nine-node graphs given by (8), with details in Appendix A. For each graph, we sample 10 parameters ($\beta, \gamma$) from the model and use them in addition to the median parameters, for a total of 11 parameters evaluated, and report the best approximation ratio. At the modest cost of only 10 extra samples, we can significantly reduce the gap between the performance with transferred and directly optimized parameters. The median (over the full dataset) gap is reduced by 40%, from 2.0 p.p. to 1.2 p.p., with KDE reducing the gap over using only the median parameters in 89.5% of the cases. The trends observed for median parameters persist when using the KDE-based method: the performance decreases with depth (0.7 p.p. for $p = 1$, 1.2 p.p. for $p = 2$, and 1.8 p.p. for $p = 3$) and with harder distribution (0.6 p.p. for uniform on $(0, 1)$, 1.0 p.p. for uniform on $(-1, 1)$, and 2.7 p.p. for exponential). This corresponds to a median reduction of the gap by 25% to 50%, with the worst-case median ($p = 3$, exponential distribution) reduced to 3.5 p.p. By construction, the KDE-based technique always gives an approximation ratio better than or equal to using only the median.
DISCUSSION

Our results demonstrate that parameter concentration previously established for unweighted MaxCut [18–21] and the SK model [8] also applies to instances of weighted MaxCut, provided the problem is appropriately rescaled. At each $p$, the parameters from a single QAOA circuit (obtained by taking the median over a large dataset) can be rescaled and transferred across tens of thousands of instances of weighted MaxCut with a performance that is near to that of QAOA with directly optimized parameters. This significantly reduces the time-consuming and difficult step of finding high-quality parameters in QAOA for weighted MaxCut.

The evidence we present considers depth $p \leq 3$. Larger $p$ may be necessary for future applications. However, several recent results show that for unweighted MaxCut, similar parameters work well for most instances even at larger depths [14, 20]. Based on the successes for the $p$ tested and the small changes we observe as $p$ increases, it is likely that this may be true for weighted MaxCut provided the parameters are rescaled to account for weights. Similarly, previous results for unweighted MaxCut [21] and the SK model [7] have shown that parameter concentration persists as $|V|$ increases, consistent with our observations for weighted MaxCut across the $|V|$ we tested. This suggests that parameter concentration in weighted MaxCut may extend to larger $|V|$ and $p$ that are needed for quantum computational advantage in scientifically relevant problems.

The extreme example of Cauchy distributed weights highlights the limitations of our parameter transfer approach specifically and “typical case” results in general. Parameter transfer in a typical case, over a large ensemble of instances, does not necessarily indicate success in interesting practical cases. It remains to be seen whether problems that are relevant to science and industry exhibit properties amenable to parameter transfer and, if not, whether approaches can be developed to overcome these limitations.

APPENDIX

A DETAILS OF THE INSTANCES, PARAMETER OPTIMIZATION, AND ANALYSIS

In our numerical results, we consider weights drawn from differing distributions to probe how QAOA performance depends on the variance of the weights and the presence of negative weights.
We use uniform distributions of positive weights, uniform distributions of positive and negative weights, an exponential distribution of positive weights, and a truncated Cauchy distribution with negative and positive weights:

\[
\begin{align*}
  p_{\text{uniform}^+}(w_{i,j}) &\propto 1, \quad (11) \\
p_{\text{uniform}^\pm}(w_{i,j}) &\propto 1, \quad (12) \\
p_{\exp}(w_{i,j}) &\propto e^{-\alpha w_{i,j}} \quad (13) \\
p_{\text{trunc. Cauchy}}(w_{i,j}) &\propto \frac{1}{1 + w_{i,j}^2}. \quad (14)
\end{align*}
\]

We use rejection sampling to generate samples from the exponential and truncated Cauchy. For the exponential distribution, we use a cutoff \( w_{i,j}^{\exp} \leq 16/\alpha \), and without loss of generality, we set \( \alpha = 1 \). In contrast, an exponential distribution on \([0, \infty]\) would have a probability \( \int_{16/\alpha}^{\infty} e^{-\alpha w} dw = e^{-16} \approx 10^{-7} \) to sample a \( w_{i,j}^{\exp} > 16/\alpha \). For the truncated Cauchy distribution, we generate samples with \(-10^3 \leq w_{i,j} \leq 10^3\). This gives samples with high variance but is distinct from the full Cauchy distribution on \([-\infty, \infty]\).

For our QAOA parameter optimization runs, we use a standard approach based on generating random initial \( \beta \) and \( \gamma \) and then optimizing \( \langle C(\beta, \gamma) \rangle \) with the BFGS algorithm to find a local optimum. We expect our results to not be specific to BFGS and to apply to other choices of local optimizers capable of obtaining high-quality parameters \( \hat{\beta}, \hat{\gamma} \).

For \( |V| = 8 \), we used the BFGS implementation of Press et al. [34]. We compared this with the l-BFGS (low storage BFGS) implementation of NLopt [35–37] in test cases and found that each approach gave satisfactory final results, whereas the approach of Press et al. [34] gave final parameters that would more frequently vary significantly from the initial parameters. For \( n = 14 \) and \( n = 20 \), we used the NLopt implementation, since we found this took less compute time for these instances. The initial parameters were sampled uniformly at random from \(-\pi/4 \leq \beta_l \leq \pi/4 \), which covers the full range of the \( \beta_l \) up to symmetries \([14, 18] \), and with \(-\pi/|w| \leq \gamma_l \leq \pi/|w| \). This focuses on the region around the maximum at small \( \gamma_l \) for all \( l \) because larger ranges tended to produce inferior results. Note that since the small values of \( \gamma_l \) do not always maximize \( \langle C(\gamma, \beta) \rangle \), the optimized parameters are not guaranteed to be globally optimal. For all distributions except Cauchy, for each graph we optimized from 50, 200, and 1,500 random initial parameters at \( p = 1, 2, 3 \), respectively; for the truncated Cauchy distribution, we used 200, 500, and 3,000 seeds, respectively. The final optimized results for each graph were set to be the parameter set with the highest approximation ratio.

To learn the metadistribution of optimized QAOA parameters, we use KDE. We train the model using optimized parameters \( \{x_j = (\beta_j^s, \gamma_j^s)\}_{j=1}^N \) for unweighted MaxCut on all 261,080 nonisomorphic nine-node graphs [18, 24], where the parameters have been scaled according to (8). We use the Parzen–Rosenblatt smooth density estimate with a Gaussian kernel, with probability density function given by

\[
\hat{f}_X(x) = \frac{1}{N} \sum_{i=0}^{N-1} K_\omega(x, x_i^s), \quad (15)
\]

where \( K_\omega(x, x_i^s) = \frac{1}{(2\pi\omega)^n} \exp\left(-\frac{(x-x_i^s)^T(x-x_i^s)}{2\omega^2}\right) \). The kernel bandwidth \( \omega \) is optimized by using a grid search to maximize the log-likelihood of the out-of-sample data using fivefold cross validation. To sample from the density function (15), we sample a uniformly random point \( x_j \) and add to it a sample drawn from a multivariate Gaussian distribution with zero mean and diagonal covariance.
matrix $\omega^2 I$ with the appropriate identity matrix $I$. We use the scikit-learn [38] implementation of KDE. We release the code and the resulting trained KDE model in QAOKit [25].

**Proof $\gamma$ Scales with Objective Value**

**Theorem A.1.** Consider QAOA applied to two objective functions $C_w$ and $C$, $C_w = wC$ with $w > 0$. Let $r$ be the QAOA approximation ratio for $C$ with parameters $(\beta, \gamma)$. Then, QAOA with parameters $(\beta, \gamma/w)$ achieves an identical approximation ratio for $C_w$—that is, $r_w = r$.

**Proof.** Let $C$ and $C_w$ be the diagonal Hamiltonians representing the objective functions $C$ and $C_w$, respectively. From the definition $C_w = wC$,

$$|\beta, \gamma/w, C_w\rangle = \prod_{l=1}^{\rho} e^{-i\beta_l B} e^{-i\gamma_l C} |+\rangle = \prod_{l=1}^{\rho} e^{-i\beta_l B} e^{-i\gamma_l w C} |+\rangle = |\beta, \gamma, C\rangle.$$  

The objectives for the two states are related by

$$\langle C_w(\beta, \gamma/w) \rangle = \langle \beta, \gamma/w, C_w | C_w | \beta, \gamma/w, C_w \rangle = w \langle \beta, \gamma/w, C | \beta, \gamma/w, C \rangle = w \langle C | \beta, \gamma \rangle.$$  

The maximum and minimum objective values for $C$ and $C_w$ are related by the constant factor $w$, $wC_{\text{max}} = (C_{\text{w}})_{\text{max}}$ and $wC_{\text{min}} = (C_{\text{w}})_{\text{min}}$. Thus, the approximation ratios achieved by QAOA applied to $C$ and $C_w$ with parameters $(\beta, \gamma)$ and $(\beta, \gamma/w)$, respectively, are identical:

$$r = \frac{\langle \beta, \gamma, C | C | \beta, \gamma, C \rangle - C_{\text{min}}}{C_{\text{max}} - C_{\text{min}}} = \frac{w \langle \beta, \gamma/w, C_w | C_w | \beta, \gamma/w, C_w \rangle - (C_{\text{w}})_{\text{min}}}{(C_{\text{w}})_{\text{max}} - (C_{\text{w}})_{\text{min}}} = r_w. \quad (18)$$

**A.1 Parameter Symmetries and the Parameter Distance**

QAOA parameters are known to exhibit a variety of symmetries [14, 18] that give identical objective values for symmetry-related parameters. The first symmetry that is pertinent here is time-reversal symmetry, $(\beta, \gamma) \rightarrow (-\beta, -\gamma)$. This is observed, for example, in Figure 3 as a reflection about the origin. The second symmetry is periodicity in $\beta$, $(\beta, \gamma) \rightarrow (\beta \pm \pi/2, \gamma)$.

To define a meaningful angle distance and obtain our results in Figure 6 (left), we must account for these symmetries. The reason is that two identical sets of parameters, up to symmetries, may have a large distance if they are in different symmetry sectors. The distance is then an arbitrary factor, related to symmetry sector that is chosen in each instance rather than to characteristic differences in the parameters themselves. To avoid ambiguities in the distance that arise from the freedom to choose from among symmetry-related parameters, for each optimized $(\beta_{\text{opt}}, \gamma_{\text{opt}})$, we use the preceding symmetries to define a set of parameters $(\beta_{\text{opt}}, \gamma_{\text{opt}})$ that minimizes the distance $||\beta_{\text{opt}} - \beta_{\text{trans}}||$. This is done by considering all combinations of permutations of the component parameters $(\beta_{\text{opt}}) t \rightarrow (\beta_{\text{opt}}) t \pm \pi/2$ and time reversal symmetry on the joint $(\beta_{\text{opt}}, \gamma_{\text{opt}})$. The result is a unique distance that minimizes $||\beta_{\text{opt}} - \beta_{\text{trans}}||$ from among all choices of symmetry-related parameters.
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