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Abstract—Relative colour constancy is an essential requirement for many scientific imaging applications. However, most digital cameras differ in their image formations and native sensor output is usually inaccessible, e.g., in smartphone camera applications. This makes it hard to achieve consistent colour assessment across a range of devices, and that undermines the performance of computer vision algorithms. To resolve this issue, we propose a colour alignment model that considers the camera image formation as a black-box and formulates colour alignment as a three-step process: camera response calibration, response linearisation, and colour matching. The proposed model works with non-standard colour references, i.e., colour patches without knowing the true colour values, by utilising a novel balance-of-linear-distances feature. It is equivalent to determining the camera parameters through an unsupervised process. It also works with a minimum number of corresponding colour patches across the images to be colour aligned to deliver the applicable processing. Two challenging image datasets collected by multiple cameras under various illumination and exposure conditions were used to evaluate the model. Performance benchmarks demonstrated that our model achieved superior performance compared to other popular and state-of-the-art methods.
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I. INTRODUCTION

THE rapid emergence of a great variety of portable digital cameras including smartphones has opened opportunities for on-site and consumer-oriented colorimetry [1], spectroscopy [2], and imaging [3] applications such as biosensing [4] and medical imaging [5].

Despite the well-established adjustment processes embedded in modern digital cameras such as White Balance (WB), there are still colour distortions due to the very variable camera properties and quality. This occurs because of differences in the manufacturing process of optical sensors by different manufacturers and differences in the algorithms applied during the processing of native sensor data into the final images. As a result, it has bought the challenge of achieving accurate colour interpretation across a range of devices and imaging environments.

The concept of relative colour constancy (RCC) was proposed in a previous work with the aim of quantifying the ability to align colours of same objects between images independent of illumination and camera [6]. It was developed from the colour constancy (CC) concept where only the illumination was considered [7]. To achieve RCC, it is important to understand the image formation in a commercial digital camera.

Essentially, image formation can be generalized into two phases: optical and signal processing phases. In the optical phase, light emitted from the source of illumination is partially absorbed by materials presented in the imaged scene [7]. Light reflected from the scene is focussed through a lens system and Bayer filtered into three colour channels before reaching the image sensor on most commercial RGB cameras. In the signal processing phase, the RAW sensor output is initially generated as a function of the light irradiation received. It is then processed by image post-processing procedures where often nonlinear transforms are applied to the intensity of each colour channel before producing the final image which is usually in JPEG format [8]. The illumination power distribution $\rho$ received by the image sensor of a typical digital camera at a specific spatial location $x$ can be modelled as the product of the spectral power distribution of the illumination $L$, and albedo of the scene Lambertian surfaces $R$ at the corresponding location, and sensor spectral sensitivity function (SSF) $C$ [9], [10]:

$$\rho(x) = \int L(\lambda, x) R(\lambda, x) C(\lambda) d\lambda + \varepsilon_1$$  (1)

Next, the illumination power distribution $\rho$ processed by the image sensor is transformed to the RAW pixel intensities through a sensor response function (SRF) $s$ [11]. The final JPEG or PNG image $I$ is colour transformed by applying numerous image post-processing procedures such as WB, demosaic, gamma correction, gamut mapping, colour rendering, and data compression as denoted by $o$ [8]. The combined effect of $s$ and $o$ is known as the camera response function (CRF) and is denoted by $f$:

$$RAW = s(\rho) + \varepsilon_2$$  (2)

$$I = o(RAW) + \varepsilon_3$$  (3)

$$I = f(\rho) + \varepsilon_4 = o(s(\rho) + \varepsilon_2) + \varepsilon_3$$  (4)

The random noise $\varepsilon$ in every phase of the imaging pipeline...
cannot be ignored due to the limited camera quality. The image formation pipeline and the produced image are visually illustrated in Fig. 1.

Modern commercial digital cameras are usually equipped with multiple versions of image post-processing procedures such as scene and portrait mode. In this context, ‘camera’ refers to as the combination of camera hardware and fixed image post-processing procedure. The same camera hardware coupled with different image post-processing procedures are considered different cameras.

There are other user changeable camera properties such as camera lens, exposure, aperture, and image sensor gain and offset that affect the amount of light processed by image sensor. Also, unfortunately, image post-processing algorithms are proprietary information for most commercial digital cameras such as smartphones and are commercially sensitive and unpublished, making step-by-step correction infeasible [12]. This handicaps their naive use as scientific measuring instruments.

To make scientific measurements from images acquired with digital cameras/smartphones, an image processing procedure that delivers image consistency across a wide range of devices based on only the final JPEG/PNG images is required. Camera response calibration where camera properties are calibrated in advance for later correction is a widely applied strategy for achieving RCC [6], [13]. Most camera calibration methods are once-and-for-all methods, i.e., one calibration is done and the calculated properties reused for later corrections. Standard calibrations require professional operations and the use of standard colour references such as standard colour charts and monochromators with true colour or spectral values [14]. This way, the colour outcome of the calibrated cameras can be aligned with a standard or the physical nature of the light to achieve a consistent colour performance across calibrated cameras. However, these requirements have clearly become an obstacle for the calibration of consumer-oriented portable cameras as standard colour references are expensive and inaccessible for ordinary consumers. Also, standard colour charts can hardly be fitted in scientific imaging scenes with microscope or light-box. Colour matching where the colour of images are mapped with each other [13] is another popular strategy for achieving RCC. Existing colour matching methods require a large number of corresponding colour patches (CCPs) across the images in order to achieve an accurate colour transformation from base images to corrected images [15]. However, it is unusual to find a consistent set of CCP locations across a range of images. A minimisation of the number of CCPs (NoCCPs) required for colour matching is needed before a transformation can be deployed in the field.

This paper presents a colour alignment model that calibrates camera properties and corrects and matches colour of images taken by different cameras and under varied illuminations to achieve RCC. The model presumes inaccessible camera properties, internal image formation, and raw sensor data. And it demonstrates high applicability to be used on portable devices. The work makes the following principal contributions:

1. The proposed colour alignment is modelled as a three-step process: camera response calibration, response linearisation, and colour matching.
2. The model works with non-standard reference, e.g., colour charts without true colour values, and in an unsupervised manner by utilising a novel balance-of-linear-distances (BoLD) feature.
3. It is applicable to be used on portable device and operated by ordinary consumers as it can work with a minimum requirement of utilising only four calibration images and two CCPs for colour matching.
4. Finally, thorough evaluations and benchmarks of the proposed model on two image datasets, i.e., a newly created and an existing image dataset, have been conducted, and their results indicate that the proposed model achieved the state-of-the-art RCC performance.

II. RELATED WORKS

A. White Balance

WB eliminates colour drift effects due to varied illumination colours. It is the most widely used technique for achieving CC. WB usually works in a two-step procedure: estimating the colour of the light source and then compensating the colour drift due to the illumination colours [7].

Illumination colour estimated from a single image can be classified as arising from two analytical approaches: statistical and learning-based methods. Statistical methods estimate the illumination colour mostly by statistical assumptions on a single image. For instances, the Grey-World [7] assumes that the world is grey on average and estimates the illumination colour by combining the mean intensity of each colour channel. Similarly, the White-Patch combines the maximum of each colour channel to estimate illumination colour [7]. The Double-Opponent [16] achieves the estimation by mimicking the physiological mechanism in human vision system. Other statistical estimation methods include Shade-of-Grey
The root of this ambiguity is due to the posterior distribution of colour intensities. Other learning-based methods for achieving CRF include those using convolutional neural networks (CNN) [22], [23], generative adversarial networks (GANs) [24], convolutional autoencoder (CAE) [25], etc.

In illumination colour correction, WB assumes the camera obeys the von Kries hypothesis, i.e., linear independent intra- and inter-sensor spectral sensitivities among all the colour channels [26]. The illumination colour drift in images taken by such cameras can be compensated by multiplying a $3 \times 3$ diagonal matrix across each pixel on the produced images. The diagonal values of the matrix are the channel-wise ratios between the perfect white and white-point (i.e., the illumination colour) of the image.

B. Camera response calibration

Referenced and radiometric calibration are the two major categories of methods for camera response calibration. Referenced calibration methods mostly use standard colour references, e.g., standard colour charts and monochromators. The recommended operations to perform the referenced calibration are standardized in ISO 17321-1:2012 [14]. Radiometric calibration measures the nonlinearity in colour intensity. The nonlinearity in colour intensity is mainly caused by the nonlinear CRF transformations during the image formation. Its presence reduces the performance of computer vision tasks that require linearity of colour intensity such as image mosaic [27], high dynamic range imaging [28], and deblurring [29]. To estimate the CRF, the most accurate way is to image a standard grey chart [30] or a steady scene with multiple known exposures [31], [32]. There are radiometric calibration methods that measure the colour intensity nonlinearity in unsupervised manners that without using the absolute properties such as true colour values and pre-set camera exposures. Such methods work by analysing histogram [33], geometry invariants [34], and colour blending [35] in edge regions, and by using probabilistic intensity similarity [36] and noise distribution in each image [37]. Deep learning has also been utilised by numeral recent works [38], [39].

A major obstacle in camera radiometric calibration is the ambiguity between $\rho$, $I$, and CRF in the image formation model [27], [35]. The root of this ambiguity is due to the immeasurability of $\rho$ that might have been scaled or offset by some value and inaccessible camera properties such as exposure and aperture settings in the image formation. This ambiguity is usually solved by presuming priori regularizations and constraints such as CRF monotonicity and smoothness [32], [40].

C. Camera response nonlinearity

Nonlinearity in a camera response due to nonlinear transformations by optics and software processing is well known. Camera responses can be decoupled into colour intensity and chromaticity components. Colour intensity is defined as the sum of all the colour channels. Blue-and-red (BR) chromaticity of an RGB colour space is denoted $b$ and $r$:

$$b = \frac{B}{I} = \frac{B}{R + G + B} \quad (5)$$
$$r = \frac{R}{I} = \frac{R}{R + G + B} \quad (6)$$
$$g = \frac{G}{I} = \frac{G}{R + G + B} = 1 - r - b \quad (7)$$

Colour intensity linearity is defined as the one-dimensional space that is linear to the light irradiance in the spectral domain. The most widely adopted camera response nonlinear model is the non-deterministic empirical response model (EMoR) [41]. In the model, a small number of eigenvectors that represent the space of CRFs were calculated by applying principal component analysis (PCA) to a database of 201 real-world CRFs obtained from film and digital cameras (DoRF). Through rapid development of image sensors since its publication, DoRF is still an effective collection of CRFs since the main purpose of CRF has not been changed which is to mimic human visual system and to expand the luminance range to be interpreted. A CRF represented by the EMoR has the form:

$$f = H_0 + \theta^T H_{1:k} \quad (8)$$

where $H_0$ is the mean of all CRFs in the DoRF, $\theta$ is the coefficients, and $H_{1:k}$ is the first $k$ eigenvectors with largest eigen values.

Other popular nonlinear CRF models reported in the literature include the polynomial [42] and the generalized gamma curve model (GGCM) [34].

Chromaticity linearity has not been well studied nor specifically defined. One possible definition of chromaticity linearity is the Luther condition, i.e., the colour spaces that are linearly correlated to human visual sensitivities such as the CIE colour spaces [8], [15]. Since human colour perception is complex and hard to quantify, the main significance of this definition is the accurate colour reproduction for human visual interpretation, and yet it is applicable for chromaticity nonlinear modelling. Another possible definition of the chromaticity linearity is the adaptation of the von Kries hypothesis, i.e., a linear and independent intra- and inter-sensor spectral sensitivity among all the colour channels [26].

III. PROPOSED METHOD

In this section, a three-step colour alignment framework is proposed. The camera response calibration and colour matching steps in the framework are also explained.

A. Colour alignment framework

As illustrated in Fig. 2 the proposed colour alignment framework consists of three main steps: camera response
camera response calibration, response linearisation, and colour matching. The camera response calibration estimates the inverse of the nonlinearity in colour intensities measured by a camera w.r.t. the scene radiance. The test images taken by that camera are colour-linearised by the nonlinear camera response calibrated. In the final step, the intensity and chromaticity of the colour-linearised images produced in the previous step are matched to each other based on the CCPs, extracted from the test images. Linear transformation coefficients $\alpha$ and $\beta$ are firstly estimated from CCP vector $\mathbf{w}_v$ by minimising the colour deviations between images:

$$\arg \min_{\alpha, \beta} \mathcal{J} (f^{-1}_\Theta (\mathbf{w}_u))$$  \hspace{1cm} (12)$$

The calculated coefficients are then used to perform linear colour matching on the colour-linearised images:

$$\mathbf{v}'' = \mathbf{\alpha} \mathbf{v}' + \mathbf{\beta} = \begin{bmatrix} \alpha_1 \mathbf{v}_1' + \mathbf{\beta}_1 \\ \vdots \\ \alpha_m \mathbf{v}_m' + \mathbf{\beta}_m \end{bmatrix}$$  \hspace{1cm} (14)$$

In the rest of this section, the proposed camera response calibration is firstly detailed, and followed by an explanation of the proposed colour matching algorithms.

### B. Camera response calibration

In this paper, camera response calibration is seen as the process of estimating the nonlinearity in colour intensity. Two calibration approaches are proposed:

1) **Selection** of the optimal CRF from the DoRF by exhaustive search.

2) **Calculation** of the optimal CRF model parameters by machine learning based **Optimisation**.

The EMoR is used as the CRF representation model in the Optimisation approach.

Intensity distance is the intensity offsets between CCPs. The intensity distances calculated from RAW images taken by a digital camera (i.e., images with linear CRF) is visualised in

$\mathbf{w} = \begin{bmatrix} \mathbf{w}_1 \\ \vdots \\ \mathbf{w}_m \end{bmatrix}$

where $\mathbf{w}$ is the CCP vector, $m$ is the number of images, $n$ is the number of CCPs in each image, and $p$ is the pixel vector that contains colour values, either intensity or chromaticity, of CCPs.

In the camera response calibration step, the optimal iCRF is determined to be the one that produces the lowest colour distortions among the CCPs, $\mathbf{w}_u$, gathered across the calibration images:

$$\mathbf{v}' = f^{-1}(\mathbf{v}) = \begin{bmatrix} f^{-1}(\mathbb{I}_1) \\ \vdots \\ f^{-1}(\mathbb{I}_m) \end{bmatrix}$$  \hspace{1cm} (10)$$

For the quantification of colour deviations between images, a two-dimensional CCP vector needs to be constructed by extracting CCPs from the images. It has the general form:

$$\mathbf{w} = \begin{bmatrix} \mathbf{w}_1 \\ \vdots \\ \mathbf{w}_m \end{bmatrix} = \begin{bmatrix} \mathbf{p}_1 \\ \vdots \\ \mathbf{p}_m \end{bmatrix}$$  \hspace{1cm} (11)$$

where $\mathbf{w}$ is the CCP vector, $m$ is the number of images, $n$ is the number of CCPs in each image, and $p$ is the pixel vector that contains colour values, either intensity or chromaticity, of CCPs.

In the response linearisation step, the images under examination are colour intensity linearised to $\mathbf{v}'$ by the iCRF determined in the first step. This process is denoted by Eq. (10).
Fig. 3. Visual explanation of the BoLD feature. 20 images were taken by each of these cameras. The images were taken under various uniform illuminations.

(a) BoLD of raw images taken by a Cannon 60D camera. The mean distance curve (in green) is almost symmetric.

(b) BoLD of final images taken by a Hisense H10 smartphone. The mean distance curve (in green) is clearly asymmetric.

Intensity distances are calculated as the element-wise distance between the colour-aligned CCP vector \( w'_u \) and mean CCP vector \( \bar{W} \):

\[
d = |w'_u - \bar{W}|
\]

And the mean intensity distance curve is produced by averaging \( d \) in the column direction:

\[
\bar{d} = \frac{\sum_{i=1}^{m} d_i}{m}
\]

Eventually, the BoLD value, denoted as \( B \), is calculated by the L2-norm of the normalised asymmetry coefficient and the weighted area under the \( \bar{d} \) curve:

\[
B = \| \eta - \lambda_1 \phi, \lambda_2 \mu \|_2
\]

\[
\eta = \frac{\sum (x - \bar{x})^3}{n (\sum (x - \bar{x})^2)^{\frac{3}{2}}}
\]

\[
\phi = \max (\bar{d}) + \min (\bar{d}) - 1
\]

\[
\mu = \sum \bar{d}
\]

where \( \eta \) is the asymmetry coefficient, \( \phi \) is the normalisation term, \( \mu \) denotes the area under the \( \bar{d} \) curve, \( x \) and \( \bar{x} \) are the uniform samplings on \( d \) and mean of the samplings. The number of samplings was empirically selected to be 100. The normalisation term is included and weighted by \( \lambda_1 \) to minimise the effect due to skewed samplings in the colour intensity range, i.e., intensities of CCPs in the images for calibration are
not normally distributed in \([0, 1.0]\). The area under the curve is properly weighted by \(\lambda_2\) to adjust correction magnitude.

The Selection approach directly chooses the optimal iCRF from the DoRF. The optimal iCRF is selected by exhaustively searching the 201 CRFs in the DoRF and choosing the best one with minimum BoLD value as the cost.

In addition to the BoLD value, smoothness terms are added into the cost function of the Optimisation approach for preventing discontinuous iCRF. Monotonicity in the CRF is observed from CRFs in the DoRF. Thus, the iCRF is also monotonic, and the monotonicity is included as a constraint in the cost function for minimising ambiguity. The optimal EMoR model parameters \(\theta\) is calculated as:

\[
\theta = \underset{\theta}{\text{arg min}} \left\| B, \psi_1 \left| f^{-1'} \right|, \psi_2 \sum_{i}^{M} \left( f^{-1''} - f^{-1'''} \right)^2 \right\|_2^2
\]

subject to \(f^{-1'} > 0\)  

where the second term is the micro-smoothness restriction that prevents discontinuous iCRFs and is weighted by \(\psi_1\); the third term is the macro-smoothness restriction that maintains the overall shape of iCRF and is weighted by \(\psi_2\); \(M\) is the number of homogeneous macro-samplings on the candidate iCRF and was set to 10, the monotonicity is ensured by a positive first-order derivative iCRF.

Eventually, the Optimisation approach reconstructs the iCRF from the calculated EMoR parameters:

\[
f^{-1} = H_{0}^{-1} + \theta^TH_{1:k}^{-1}
\]

### C. Pixel-wise linear colour intensity and chromaticity matchings

**Algorithm 1** Pixel-wise linear colour matching algorithm

**Input:** image1 is the image to be matched and image2 is the image to be corrected;

**Output:** image2:

1. \(R_1, G_1, B_1 \leftarrow R, G, B\) values of the CCPs in image1;
2. \(R_2, G_2, B_2 \leftarrow R, G, B\) values of the CCPs in image2;
3. \(I_1 \leftarrow R_1 + G_1 + B_1\);
4. \(I_2 \leftarrow R_2 + G_2 + B_2\);
5. \(\alpha_1, \beta_1 \leftarrow \text{linear regression on } \{I_1, I_2\}\);
6. \(\alpha_r, \beta_r \leftarrow \text{linear regression on } \{I_2, I_2\}\);
7. \(\alpha_b, \beta_b \leftarrow \text{linear regression on } \{I_2, I_2\}\);
8. image2 \leftarrow I_2 scaled by \(\alpha_1\) and offset by \(\beta_1\);
9. image2 \leftarrow \(\frac{R_2}{I_2}\) scaled by \(\alpha_r\) and offset by \(\beta_r\);
10. image2 \leftarrow \(\frac{B_2}{I_2}\) scaled by \(\alpha_b\) and offset by \(\beta_b\);
11. return image2;

After the optimal iCRF has been calibrated, images taken with the same camera can be transformed into a response-linear space by interpolation on the estimated iCRF as shown in Eq. [10]. Once linearisation is complete, the colour intensity and chromaticity of any two such images are linearly matched.

The colour intensity and chromaticity of a second image is linearly matched to that of the first using Algorithm [1]. The algorithm to independently modify the colour intensity and chromaticity without affecting the other component is summarized in Algorithm [2].

**Algorithm 2** Pixel-wise independent colour modification algorithm

**Input:** image1 is the image to be independently colour intensity and RB chromaticity modified. \(\alpha_1\) and \(\beta_1\) are the colour intensity scaling and offset coefficients. \(\alpha_r\) and \(\alpha_b\) are the scaling coefficients for red and blue chromaticity, respectively. \(\beta_r\) and \(\beta_b\) are the offset coefficients for red and blue chromaticity, respectively;

**Output:** image2:

1. \(R', G', B' \leftarrow R, G, B\) pixel values in image1;
2. \(R' \leftarrow \alpha_1 R'\);
3. \(G' \leftarrow \alpha_2 G'\);
4. \(B' \leftarrow \alpha_3 B'\);
5. \(R \leftarrow \frac{(R' + G' + B' + \beta_1)R'}{R' + G' + B' + \beta_1}\);
6. \(B \leftarrow \frac{(R' + G' + B' + \beta_1)B'}{R' + G' + B' + \beta_1}\);
7. \(G \leftarrow R' + G' + B' + \beta_1 - R - B\);
8. \(R' \leftarrow \alpha_r R\);
9. \(B' \leftarrow \alpha_b B\);
10. \(G' \leftarrow R + G + B - \alpha_r R - \alpha_b B\);
11. \(R \leftarrow \beta_r (R' + G' + B' + \beta_1 + R')\);
12. \(B \leftarrow \beta_b (R' + G' + B' + B')\);
13. \(G \leftarrow R' + G' + B' - R - B\);
14. image2 \leftarrow R, G, B;
15. return image2;

### IV. Experimental Setup

This section details the experimental setup used to examine and test the proposed model. Firstly, the two image datasets used for the performance evaluations are introduced. Then, the evaluation procedure and metrics and comparison methods for evaluating are explained. Finally, the implementation details used are described.

#### A. Image datasets

Most existing image datasets for CC research [43], [44], [45] lack of images taken by different smartphone cameras. In order to thoroughly evaluate RCC performance of the proposed model, two image datasets, i.e., a newly created and a modified Middlebury [45], were used for performing the validations and benchmarks. Sample images in these two datasets are demonstrated in Fig. [4].

The created image dataset contains 120 images taken by six different cameras. Images by each camera were taken under 20 various and uniform illuminations. The six cameras used were rear cameras of a Samsung Galaxy S7 (Samsung, South Korea), a Hisense H10 (Hisense, China), an iPhone6P (Apple, USA), and an iPad (Apple, USA), and two digital single lens reflex (DSLR) cameras: a Canon 60D (Canon, Japan) and an Olympus E-M10II (Olympus, Japan). Among
the 20 illuminations, 16 of them were indoor and the rest were outdoor. Two 24-patch colour charts in a Spyder SCK100 (Datacolor, USA) ColorChecker were included in each image. The colour charts in the images were all placed near the centre of the imaging field and perpendicular to the line of camera sight. The images were captured without High Dynamic Range (HDR) and using auto-WB.

The modified Middlebury dataset contains a total of 112 images with eight images taken by each of the 14 selected cameras from the original dataset. These cameras were selected due to their higher cross-channel response uniformity. A Macbeth colour chart was imaged under two illuminations and four exposures for each of the 14 camera models. Even through these 14 camera models were DSLRs, they provided an abundance of camera variation for evaluating the RCC performance.

The CCP locations in the images (48 CCPs for each image in dataset 1 and 24 CCPs for each image in dataset 2) were carefully labelled by utilising a custom-developed Python script so that the CCPs can be aligned and compared with each other across different images. To validate that the proposed colour alignment model works with non-standard CCPs, the true colour values of the CCPs on colour charts were not included in the labels. The reason for including colour charts in the images is for the ease of CCP extraction and comparison.

**B. Evaluation procedure**

Both of these two datasets were divided into two subsets, one used for calibration, and the other used for testing and evaluation. The number of images taken by each camera is evenly allocated to the calibration and testing subsets for both of the datasets, i.e., ten calibration and ten testing images for each camera in dataset 1 and eight calibration and eight testing images for each camera in dataset 2. For dataset 1, only the Macbeth colour chart (24 CCPs) was used for calibration, while both of the colour charts (48 CCPs) were used for performance evaluation. For dataset 2, both the calibration and performance evaluation used 24 CCPs.

To produce the colour-aligned images for evaluation, the CCP vector was firstly extracted from the colour patches of the colour charts appeared in the images used for calibration. The iCRF of each camera was calibrated by using the extracted CCPs. Then, the calibrated iCRF of each camera was used to linearise every test image taken by that camera. The colour-linearised image was colour matched to the image to be compared to produce the colour-aligned image. Eventually, the CCPs were extracted from the colour-aligned images and quantitatively evaluated for the RCC performance.

**C. Evaluation metrics**

The root-mean-square error (RMSE) [35], [38], [41], [39], [21] and recovery angular error (RAE) [47], [48], [21], [20], [18] have been widely used to quantify colour difference. The RMSE as shown in Eq. (27) is an ideal metric for quantifying colour intensity difference as it measures the Euclidean distance between two compared CCPs.

\[
RMSE = \sqrt{\frac{1}{K} \sum_{i=1}^{K} (w_A^i - w_B^i)^2}, \quad \{w_A^i, w_B^i\} \in [0, 255] \tag{27}
\]

where \(w_A^i\) and \(w_B^i\) are the compared CCP vectors and \(K\) is the number of items in each of the vectors. A smaller RMSE indicates a better result. A 0 RMSE illustrates identical colour intensity of the compared CCPs.

However, the RMSE is inefficient when measuring chromaticity difference since chromaticity is the ratio of a colour channel to the intensity. The RAE of Eq. (28) measures the angular difference between two pixels or colours as directed vectors and is seldom affected by colour intensity. Thus, it is used for estimating the chromaticity difference between the compared CCPs.

\[
RAE = \frac{1}{K} \sum_{i=1}^{K} \cos^{-1} \left( \frac{w_A^i \cdot w_B^i}{\|w_A^i\| \|w_B^i\|} \right) \frac{180^\circ}{\pi} \tag{28}
\]

where \(\|\|\) denotes the length of the colour vector. A smaller RAE means a higher similarity. A 0 RAE indicates no chromaticity difference between the compared CCPs while 180 degree is the upper bound of the RAE.

In the experiments, we considered \(\Delta \text{RMSE} > 1.0\) and \(\Delta \text{RAE} > 0.1\) to be the thresholds for significant RCC performance difference. In the ablation study, the thresholds were doubled since the single and cross camera performance were combined for evaluation.
D. Comparison methods

The handshake comparison strategy was used to evaluate the RCC performance of an image collection. Each item, i.e., either an image or a camera, will have a chance to be compared with every other item in the comparison collection. The number of comparisons is therefore $\frac{1}{2}N(N-1)$ where $N$ is the number of items in the comparison collection, e.g., number of images or camera models [6].

The RMSE or RAE handshake comparison results of images taken by each camera, $e$, known as single camera RCC performance, were firstly produced. For cross camera RCC performance evaluation, different cameras were also handshake-compared. The comparison results, either in RMSE or RAE, from the handshake comparisons were collected into a result vector $z$ for statistical analysis:

$$z = \left[ \begin{array}{c} e_0 \\ \vdots \\ e_{m-1} \end{array} \right] \frac{1}{4} m(m-1) c(c-1)$$

where $m$ is the number of images by each camera, and $c$ is the number of camera models to be compared.

The Median was calculated from the handshake comparison results $z$. It was selected to be the best overall RCC performance indicator as $z$ is not normally distributed.

E. Implementation details

The linear interpolation provided in NumPy [49] was used to interpolate the iCRF. SciPy [50] was selected for conducting the linear regression in the proposed colour matching algorithms. Tensorflow [51] was used as the machine learning framework for implementing the Optimisation approach. 50 random initialisations were applied for each optimisation. The Adam optimiser [52] was applied for executing the optimisation. An exponential decayed learning rate with an initial value of 0.5, decay step of 1000, and decay rate of 0.9 was adopted to the optimiser. The optimisation was performed for a maximum of 600 epochs or terminated by a delta-cost less than $10^{-3}$.

All the processing and evaluations were performed on a laptop computer with a 2.6-GHz Intel Core i7 processor and a 16-GB memory. To accelerate the optimisation process, a NVIDIA GeForce RTX 2060 GPU was employed.

V. Experimental Results

This section demonstrates the outcomes of the experiments and tests that reflect performance of the proposed colour alignment model. Initially, the overall RCC performance of the proposed model with utilising the BoLD feature and Selection calibration approach (namely, BoLD-alignment) is demonstrated. Then, the key model parameters and components are evaluated and ablation studied. Finally, performance benchmarks that compare the proposed model with the other popular and state-of-the-art methods are illustrated.

A. The overall RCC performance

Fig. 5 demonstrates the heatmap visualisations of the handshake comparison results. NoCI, NoCCP-CA, and NoCCP-CM used for producing these results were four, 24, and two, respectively. The RCC performance of the proposed BoLD-alignment were evaluated in terms of the RMSE and RAE on both of the two image datasets.

The diagonal values of each heatmap reflect single camera colour alignment performance, while the rests represent cross camera performance. A homogeneous heatmap with minimum error is ideal, which indicates close single and cross camera RCC performance. The results reveal that the handshake comparisons are not symmetric, i.e., colour alignment from image A to B does not equal to that from image B to A, yet, are symmetrically correlated. We can also see that Hisense H10 and Sony DSLR-A100 cameras in the first and second dataset, respectively, generated significant larger errors. This is probably due to the more sophisticated image post-processing procedures in images taken by these two cameras.

B. Model parameters

In this section, the dataset 1 was used for all the evaluations. A total of four model parameters were investigated.

1) Number of calibration images (NoCI): The minimum NoCI required for the proposed calibration to perform is an important factor to be considered as the NoCI needed to be prepared by a user should be as low as possible, while still
delivering satisfactorily accurate. The results demonstrated in Fig. 6 were produced from both of the Optimisation and Selection calibration approaches while applying the process calibrated with a different NoCIs (i.e., 2, 4, 6, 8, and 10) but keeping NoCCP-CA fixed at 12 and NoCCP-CM fixed at 24. It can be observed from these results that the Selection approach outperformed the Optimisation approach for both single and cross camera RCC performance in terms of the RMSE. In addition, the single and cross camera RCC performance in terms of the RMSE produced by the Selection approach were closer to each other compared to those produced by the Optimisation approach. While the RAE performance did not show significant difference between the Selection and Optimisation approaches, nor between the single and cross camera RCC performance. In general, a larger NoCI helped enhance the overall camera colour calibration performance in terms of the RMSE yet has no effect on the performance in terms of the RAE. In terms of the RMSE, four was the minimum NoCI for the Selection calibration approach to perform satisfactorily, while it is over ten for the Optimisation approach. This indicates that the Selection approach is more applicable because of the smaller NoCI needed.

2) Number of corresponding colour patches for calibration (NoCCP-CA): NoCCP-CA is also an important parameter to be investigated as obtaining a CCP is expensive in consumer-oriented imaging applications. The results were produced from the proposed model while applying varied NoCCP-CA (i.e., 6, 12, and 24) yet keeping NoCI fixed at eight and NoCCP-CM fixed at 24. Fig. 7 presents that the Selection approach produced better overall single and cross camera RCC performance in terms of the RMSE and the RAE. Cross camera RCC performance in terms of the RMSE of the Optimisation approach improved as the NoCCP-CA increased. The performance indicators remained stable across all the NoCCP-CAs tested. This suggests that the Selection approach was the better choice due to the superior and more stable RCC performance. The smallest NoCCP-CA tested (n=6) was good enough to be used for the Selection approach.

Fig. 6. Single (blue curves) and cross (orange curves) RCC performance of the Optimisation (dashed curves) and Selection (solid curves) calibration approaches with applying different NoCIs (2, 4, 6, 8, and 10). The grey area indicates the standard derivation (SD, n=3) by the Optimisation approach.

Fig. 7. Single (blue curves) and cross (orange curves) camera RCC performance of the Optimisation (dashed curves) and Selection (solid curves) calibration approaches with applying varied NoCCP-CAs (6, 12, and 24). The grey area indicates the SD by the Optimisation approach.

Fig. 8. Single and cross camera RCC performance in terms of the RMSE and RAE using different number and composition of CCPs for colour matching. In this figure, n stands for neutral, c represents colourful such as red (r), green (g), and blue (b) CCPs. Colour matching using all the colour patches on a Macbeth chart (24 CCPs) was the comparison baseline. The CCPs used for each matching are indicated on top of the diagram where each coloured square represents an applied CCP.
3) Number of corresponding colour patches for colour matching (NoCCP-CM): In this experiment, the effect and performance of applying different NoCCP-CM and the selection of which colour patches to use were examined. Experimental results were produced from the BoLD-alignment while applying different number of and composition of CCPPs for colour matching yet keeping NoCI fixed at eight and NoCCP-CA fixed at 24. Applying the colour matching step that uses all the colour patches on a Macbeth chart as CCPPs was assumed to provide an upper limit performance, i.e., the best possible, and was the comparison baseline. As shown in Fig. 8 the results generated by using three, four, and 24 Macbeth CCPPs indicated that when a larger NoCCP-CM was used it generally led to higher RCC performance. As CCPPs are expensive to be obtained, a balance between the NoCCP-CMPs and the RCC performance needs to be struck. Based on the experimental results, a two mixed-colour CCPPs (n=2) is the best option when CCPPs for colour matching need to be limited as it still gives a satisfactory performance, even though it strongly depends on the selection of CCP colour composition. 24 Macbeth CCPPs (n≥4) is the better option when the performance and stability of the algorithm take priority.

4) Selection of colour patches:

\[
\text{ratio}_{rb} = \begin{cases} 
    \frac{b}{r}, & b > r \\
    \frac{r}{b}, & r > b 
\end{cases}, \quad r, b \in [1, +\infty) \quad (30)
\]

The colour matching performance strongly depends on the careful selection of the CCPPs. When looking at two mixed-colour CCPPs that used red, green, and blue as the colourful CCP, the performance generated with a red or a blue CCP was satisfactory yet unacceptable for that generated with a green CCP. This is due to the large BR chromaticity ratios (Eq. [30]) for the red (2.90) and blue (2.67) CCPPs and small ratio in the case of a green (1.27) CCP. This indicated that CCPPs with larger BR chromaticity ratio led to better correction accuracy. Comparison of different compositions of CCPPs (neutral or colourful patches only and mixed patches) in Fig. 8 illustrated that a mix of neutral and colourful CCPPs improved the RCC performance. This is due to the larger colour intensity and chromaticity covering range they provide. These findings w.r.t. CCP selection also apply to CCPPs for camera calibration.

C. Ablation studies

In the ablation study, the effectiveness of the four major components of the proposed BoLD-alignment, i.e., camera calibration, colour intensity matching, chromaticity matching, the new linear matchings, were studied. The effectiveness of each component was evaluated by removing that component to visualise each component’s contribution to the overall performance by comparing the resulting performance with that of the baseline. The dataset 1 was used for conducting these studies. The baseline performance was evaluated with all processing steps applied except for a WB.

1) Ablation study on the colour intensity matching: The test disabled the colour intensity matching and resulted in a large increase in RMSE. It indicated that colour intensity matching contributed greatly to the accuracy of colour intensity correction (+3.93 RMSE).

2) Ablation study on the chromaticity matching: This test, with chromaticity matching disabled, resulted in a dramatic increase in RAE. This validated the importance of chromaticity matching on chromaticity correction accuracy (+3.93 RAE).

3) Ablation study on the proposed linear matchings: In this test, conventional linear matchings were performed without utilising our proposed linear matching algorithms. The performance reduction compared to baseline highlights the important contribution of our proposed algorithms (+4.31 RMSE and +2.02 RAE).

4) Ablation study on the camera response calibration: This test disabled the camera response calibration and that resulted in an increased RMSE showing the calibration’s contribution to colour intensity correction accuracy. By including the camera response calibration, the colour intensity correction performance improved but had little effect on that of chromaticity (+5.32 RMSE and −0.03 RAE). This is because the proposed model only corrects nonlinearity in colour intensity.

5) Ablation study on the WB: The final test enabled the WB step prior to applying the proposed BoLD-alignment. Its results did not show significant difference in accuracies (+0.75 RMSE and +0.15 RAE). This indicated that a WB ahead of the proposed model had little influence on the model performance.

D. Benchmarks

A total of three benchmarks were conducted to compare RCC performance in terms of the RMSE, RAE, and execution times achieved by popular and state-of-the-art methods and our proposed model.

1) Single and cross camera RCC performance benchmark in terms of the RMSE and RAE: Table II presents the results of the benchmark where the proposed BoLD-alignment was compared with the other popular and state-of-the-art methods. The best performance of each metric is highlighted in bold.
The first item listed in Table I is the evaluated RCC performance on the original image datasets without applying any correction. This acted as the baseline for the comparisons. Subsequently, six WB methods that correct images to a neutral illumination were compared in the White Balance category of the benchmark. Two neural network-related methods were included in this category. The results in this category did not demonstrate significant better performance than baseline except for applying White-Patch on dataset 2. An explanation for this is the failure of scene assumptions used in these methods, e.g., the image is assumed grey in average by the Grey-World yet the images in our dataset have an averaged 4.29 RAE from the limit in NoCCP-CMs (n={3,4}) and the presence of nonlinearity in chromaticity.

By comparison, our method that utilised only two (Colour patch number 1 and 9) or three (Colour patch number 1, 9 and 11 on the Macbeth chart) NoCCP-CMs achieved the best overall RCC performance on both of the datasets. It outperformed the tested statistical and learning-based WB methods that considered only the illuminations. It also achieved superior performance than colour matching methods that utilised identical or even larger NoCCP-CMs.

2) Computation time benchmark for camera response calibration: This benchmark compared the time taken to calibrate each camera. Table II presents the results of this benchmark. Rows one and two are used for comparison purposes. In the Reference approach that polynomial regressed (d=6) on the standard reference values accomplished within 0.005s. It was extremely fast due to the well-optimised and relatively simple polynomial regression code implementation. The Exposure calibration approach calculated the optimal icRF From a preset exposure times and machine learning based optimisation. In contrast to the relatively fast Reference approach, it took 165.77s for the Exposure approach to complete. For our proposed camera response calibration, the Selection approach took only 3.50s to accomplish the task compared to 1812.33s taken by the Optimisation approach.

3) Computation time benchmark for response linearisation and colour matching: This benchmark compared the execution time of the popular WB methods with that of our proposed BoLD-alignment excluding the calibration step. The result in Fig. 10 shows that our method (0.92s) performed slightly slower than the statistical-based WB methods due to the

| Method                  | Image dataset 1 | Image dataset 2 |
|-------------------------|-----------------|-----------------|
| Name                    | Parameters      | Single RMSE     | Single RAE    | Cross RMSE | Cross RAE    | Single RMSE | Single RAE    | Cross RMSE | Cross RAE    |
| Baseline                |                 | 23.52           | 4.42          | 26.90      | 5.24        | 50.93       | 5.60         | 45.93      | 7.95         |
| White Balance           |                 | 23.45           | 4.40          | 28.62      | 5.19        | 50.60       | 4.10         | 46.50      | 5.55         |
| Grey-World              |                 | 25.74           | 6.07          | 28.75      | 6.61        | 50.60       | 4.10         | 46.50      | 5.55         |
| Shades-of-Grey          |                 | 25.11           | 5.43          | 27.96      | 6.00        | 52.89       | 5.25         | 48.13      | 6.22         |
| Double-Opponency        |                 | 24.40           | 5.67          | 28.77      | 6.74        | 53.75       | 6.86         | 49.87      | 9.02         |
| CC-SqueezeNet-FC4       |                 | 23.83           | 4.62          | 27.96      | 5.42        | 50.93       | 5.60         | 45.93      | 7.95         |
| SqueezeNet-FC4          |                 | 21.53           | 4.31          | 25.73      | 5.04        | 50.99       | 4.70         | 45.70      | 6.87         |

| Colour matching         |                 |                 |                 | 15.66      | 3.58        | 21.33       | 4.94         | 23.66      | 5.29         | 23.17      | 6.71         |
|                        |                 |                 | Root polynomial | 17.61      | 4.06        | 23.23       | 5.47         | 25.12      | 6.08         | 24.18      | 7.63         |
|                        |                 |                 | Vandermond-de   | 101.78     | 24.39       | 116.09      | 25.90        | 92.64      | 33.71        | 91.26      | 33.72        |
| Our BoLD-alignment     |                 | 8.34            | 2.83          | 14.80      | 4.32        | 6.89        | 2.41         | 10.03      | 4.58         |
| Our BoLD-alignment     |                 | 8.68            | 3.34          | 14.24      | 4.70        | 6.78        | 2.67         | 10.04      | 4.90         |

Fig. 10. Execution time (in seconds) benchmark of the popular WB and proposed colour correction (excluding the calibration) methods.

TABLE II
EXECUTION TIME IN SECONDS) BENCHMARK OF THE POPULAR AND
PROPOSED CALIBRATION METHODS.

| Methods                          | Execution time in seconds |
|----------------------------------|---------------------------|
| Reference                        | 0.005                     |
| Exposure                         | 165.77                    |
| Our Selection approach           | 3.50                      |
| Our Optimisation approach        | 1812.33                   |
nonlinear interpolation during the response linearisation, yet faster than the learning-based methods.

VI. DISCUSSIONS

When it comes to the choosing between the Selection and Optimisation calibration approaches, the experimental results have unequivocally indicated that the Selection approach almost always outperformed the Optimisation approach in its accuracy, precision, and execution speed. Hence, the Selection approach is almost certainly to be the better option.

Even though colour charts were imaged and utilised for the ease of model validation and evaluation, the proposed colour alignment model can certainly work with non-standard colour references that are more accessible and easier-to-operate than the colour charts. An automatic CCP detection method can also be added to the model to further improve its applicability.

Finally, it can be said that the tests and benchmarks demonstrate that the BoLD feature works as a procedure for camera response calibration. Given its generality there is much potential for applications in other fields where nonlinearity needs to be measured and calibrated without the availability of standard references.

VII. CONCLUSION

In this paper, a high-performance colour alignment model that aligns colour of images taken by different cameras and under varied illuminations has been proposed. The model consists of three steps: camera response calibration, response linearisation, and colour matching. The initial step needs only be performed once for each device and is applicable to commercial digital cameras that do not give access to internal imaging sensor data. Access to standard colour references is not required. The second step works much faster than a neural network based method and is suitable to be used even for portable devices, e.g., smartphones. While in the third step, only two CCPs are needed as the minimum requirement to perform the colour matching. It improves its applicability as CCP is also expensive to obtain in consumer-oriented imaging applications. Overall, our proposed model has achieved the best RCC performance on two image datasets but still only requires an acceptable complexity in terms of execution time (3.50s for camera response calibration and 0.92s for correcting an image) in the benchmarks.
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