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Abstract—Object extraction is one of the important and challenging tasks in the computer vision and/or robotics fields. This task is to extract the object from the scene using any possible cues. The scenario discussed in this study was the object extraction which considering the Space of Interest (SOI), i.e., the three dimensional area where the object probably existed. To complete such task, the object extraction method based on the probabilistic maps of multiple cues was proposed. Thanks to the Kinect V2 sensor, multiple cues such as color, depth, and near-infrared information can be acquired simultaneously. The SOI was modeled by a simple probabilistic model by considering the geometry of the possible objects and the reachability of the system acquired from depth information. To model the color and near-infrared information, a Gaussian mixture models (GMM) was used. All of the models were combined to generate the probabilistic maps that were used to extract the object from the scene. To validate the proposed object extraction, several experiments were conducted to investigate the best combination of the cues used in this study. The best result was achieved from the model with combination of depth, near-infrared, and color information in HSV color space; the results of recall, precision, and F1-score were 83.58%, 88.40%, and 84.96% respectively.
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I. INTRODUCTION

Recently, the study of intelligent systems and/or machines including intelligent robots has developed rapidly. One of the important abilities of intelligent robot is the ability to recognize their environments. There were many approaches that have been made to realize such ability, one of them known as and developed under the field of visual recognition. The problem discussed in such field includes object detection, object recognition, and so on as proposed in [1], [2], [3], [4], [5], [6], [7]. Therefore, the use of multiple cues is considered in this study. Thanks to the Kinect V2 sensor [8], multiple cues consisted of color information, depth information, and near-infrared information can be acquired simultaneously.

In addition, there are many scenarios in object extraction. In this study, the scenario of object extraction which considering the Space of Interest (SOI) is introduced. The SOI is the three dimensional area (space) where the object probably existed. Here, the introduced SOI is modeled by a simple probabilistic model by considering the geometry of the possible objects and the reachability of the system estimating from the depth information captured from a Kinect V2 sensor. This scenario is particularly more effective if the robot is involved. For example, the robot has physical embodiments which can express its reachability of the object in a space. We can use such information to extract the object inside the SOI. Of course the object acquisition can also be done effectively by implementing SOI. This study considers such scenario by assuming the Kinect V2 sensor as the robots eyes and the area on the table top is the possible SOI of such assumed robot.

The use of depth information is more powerful when combined with color information and near-infrared information captured simultaneously from the Kinect V2 sensor. The appearance of the objects is represented by the color information. In this paper, two color spaces, that are Red, Green, and Blue (RGB) color space, and Hue, Saturation, and Value (HSV) color space are used and compared. According to [4], [9], near-infrared can be used as a material information. Therefore, the combination of color information and near-infrared information is important as the cues used for object extraction. A Gaussian mixture models (GMM) is used to model the color information and near-infrared information. Thanks to probabilistic models, the probabilistic maps of color, depth, and near-infrared information can be generated. The probabilistic maps are integrated by considering their independencies. The pixels that have probability more than a predetermined value are considered to be the objects pixels. We can extract the object by smoothing the objects pixels.
There are several works related to this study, i.e., object extraction ([4], [10], [11]), object detection ([1], [2], [3], [4], [5], [12], [13], [14]), object recognition ([4], [6], [7]), the use of near-infrared information ([4], [9], [15]), and the use of object extraction in data acquisition system ([16], [17]).

There are several data acquisition systems that are done manually and some automatically. In [16], color and depth information were captured using the first version of Kinect camera (Kinect V1) [18]. However, due to the limitation of the sensor, near-infrared information was not able to be captured simultaneously. To this end, we use the second version of Kinect sensor (Kinect V2) [8] in this study. Of course the approach used to extract the objects was also different with the proposed method.

The remainder of this paper is organized as follows. An overview of the proposed method followed by the details of each process is presented in section 2. Next section discusses the experimental setting and the results. Finally, section 4 concludes this study.

II. PROPOSED METHOD

In this study, a Kinect V2 sensor is used because simultaneous data that consists of color information, depth information, and near-infrared information, can be acquired from the sensor. The information acquired from the sensor is needed to build the object extraction system. Examples of the data captured from Kinect V2 shown in Figure 1. One can see from the figure, the color information is acquired in the form of color image in 1920 x 1080 resolution (see Figure 1 (a)), whereas both of the depth information and near-infrared information are required in the form of one channel of 16-bit image in 512 x 424 resolution.

Since the Kinect V2 sensor consists of two different sensors that are CCD camera and time-of-flight camera, there are two problems need to be considered. The first problem is the differences in the image resolution. Instead of compensating the depth information, we map the color information to the depth information to realize a simple and essential data (color, depth, and near-infrared) integration. We can use Kinect For Windows SDK [20] to calculate the corresponding point between the color space and depth space. The second problem is the occluded regions occurred. Such regions cause a pseudo-colors (see Figure 2 (a)) which lead to false recognition [21]. In [21], the occluded regions are detected and compensated because two CCD cameras are utilized. However, if we use one Kinect V2 sensor only, there is no way to compensate the occluded regions. Yet, we can adopt the algorithm in [21] to remove the occluded regions. The result of mapped color image is depicted in Figure 2 (b).

The architecture of proposed object extraction system is illustrated in Figure 3. One can see from the figure that the input data of the proposed system is the images captured from the Kinect V2 sensor which consists of color, depth, and nir-infrared image. The input images are then processed. First, the captured depth information is processed to create a three dimensional points in the camera coordinate system using the Kinect For Windows SDK [20]. The results are then transformed into world coordinate system by applying transformation matrix to each three dimensional points. The transformation matrix is calculated by considering the angle that are pan and tilt of the camera which can be measured easily; and the height of the camera from the ground. It should be noted that another two axes except the height are considered similar to the ones in the camera coordinate. After all the points transformed into world coordinate, a SOI filtering can be applied to output the probabilistic map of SOI.
The SOI illustrated in Figure 4, is three dimensional space where each possible location is a candidate for the object to exist in the scene. Considering the geometry of the objects and possible space in the world coordinate system (i.e., the block space with size \( l_x \times l_y \times l_z \)), the SOI can be modeled. Here, the object existed in the household environment is considered. Combining with the prior knowledge that an object is laid on the table top (see Figure 4), we can model the SOI using a simple probabilistic map. Given a depth image, the transformation into a world coordinate system can be done by calculating the corresponding position of the Kinect V2 sensor to a predetermined origin point. In this study, the origin point is chosen coaxis with the camera coordinate system except the height of the camera. By providing the pan, tilt, and height of the camera, the transformation matrix can be calculated. The matrix is then applied to the whole points captured from the sensor. Here, the SOI is modeled by assuming that each point \( w = (x, y, z) \) in the world coordinate system.

Next, to create a mapped color image, color mapping and occluded regions filtering are needed. To map the color information into depth space, a Kinect For Windows SDK [20] is used. To deal with the problem of occlusion, the algorithm proposed in [21] is implemented on the proposed object extraction. The mapped color image along with the near-infrared is then inputted to the GMM for learning the model and for estimating the probabilistic map of color and near-infrared information. In the learning phase, the table top pixels are extracted by considering a simple geometry on three dimensional points that have been transformed into world coordinate system. The extracted pixels than inputted to the GMM that initialized by a k-means algorithm [22]. Once the model is learned, we can use it to calculate the likelihood of an input vector.

Once the probabilistic maps of captured images are generated, the probabilistic map of the object can be calculated. Finally, after a binarization process, the object region can be
estimated. It should be noted that a rectangle of the object can also be calculated by finding the location of the pixels in the object region which locate in the most left, top, right, and bottom.

III. EXPERIMENTS

In this study, several experiments regarding the use of cue (i.e., depth information, color and near-infrared information, the variation on choosing the color space) were conducted. The details of experimental settings and the results are described as the following.

A. Experimental Settings

In this paper, the experiment was carried out in the living room shown in Figure 5 (a) using 12 objects depicted in Figure 5 (b). Each object consisted of eight data frames which total of 96 data frames was collected. Each frame consisted of the color image in resolution of 1920 x 1080; depth image and near-infrared image, both of them in a resolution of 512 x 424. The collected data then was processed.

For comparison, two color spaces, i.e. RGB color space and HSV color space were used. The learning phase of SOI and the GMM of each color space were conducted. Therefore, there were three probabilistic models calculated of each given data frame. In this study, we compared the use of cues in the form of: 1) depth information only, 2) depth information combined with color in RGB color space and near-infrared information, and 3) depth information combined with color in HSV color space and near-infrared information. It should be noted that the binarization process of all probabilistic maps of the object was the same.

The evaluation metrics used in this study were recall, precision, and F1-score. To calculate the metrics, the ground truth of each objects region was necessary. We labelled manually the correct objects rectangle in mapped color image and calculated the metrics.

![Fig. 5. Experimental settings: (a) a living room with the table to put the object and a Kinect V2 sensor, and (b) household objects used in this study.](image)

| The cues used     | Recall [%] | Precision [%] | F1-score [%] |
|-------------------|------------|---------------|--------------|
| Depth only        | 96.35 ± 4.07 | 21.11 ± 8.06  | 33.90 ± 9.95 |
| Depth + GMM-RGB   | 94.48 ± 7.27 | 50.99 ± 16.97 | 64.36 ± 13.29 |
| Depth + GMM-HSV   | 83.58 ± 14.65 | 88.40 ± 8.88  | 84.96 ± 9.75  |

B. Experimental Results

First, the evaluation metrics were calculated for each combination of cues, and the results were listed in Table 1. One can see from the table that by introducing the SOI, the recall of the object was high. This indicated that the extraction of the object can be done in high rate of recall. However, the precision was low if the depth information only was used. Table 1 illustrated that the use of multiple cues made the proposed method more precise. Among the models used in this study, the model with the combination of SOI and a GMM modeled using the HSV color information and near-infrared information was achieved the best result compared to the others. This result indicated that the use of HSV color space can handle the illuminating changes and shadows occurred on the object region.

Next, the evaluation metrics of each object using the best model was depicted in Figure 6. One can see from the figure that object #11 achieved the worst result. This result was caused by many missing pixels due to the shape and the size of the objects. However, if we used The PASCAL Visual Object Challenge (VOC) evaluation metric [23] which considers the correct extraction when more than half intersection between the rectangle outputted from the ground truth and the one outputted from the proposed system achieved, the rate of object detection was 100%. Finally, some examples of the object extraction of scenes is illustrated in Figure 7. It can be seen that the use of HSV color space provided a better extraction output compared to the other ones.
**IV. CONCLUSION**

In this paper, the object extraction using multiple cues consisted of color, depth, and near-infrared information has been proposed. Multiple cues were captured from a Kinect V2 sensor in the form of images. The captured images were processed to output the corresponded images. The proposed method was based on probabilistic models which were mod-

---

**Fig. 6.** The evaluation results of object extraction using the combination of SOI and a GMM of color information in HSV color space and near-infrared information.

**Fig. 7.** Examples of object extraction results of given input images using: 1) SOI only, 2) SOI and a GMM of color information in RGB color space and near-infrared information, and 3) SOI and a GMM of color information in HSV color space and near-infrared information.
eled using corresponded images. Here, the scenario of Space of Interest (SOI) was introduced and the probability of SOI was modeled in a simple probabilistic model. The color information was also exploited and compared by using two color spaces, i.e., RGB color space and HSV color space. Along with near-infrared information, a GMM was used to model the information. Each probabilistic models were then use to generate probabilistic maps which were used to calculate an object probabilistic map. Using the probabilistic map of the object, we can binarize the image to estimate the object region. Several experiments have been conducted and the best result was achieved from the model with combination of depth, near-infrared, and color information in HSV color space. The results of recall, precision, and F1-score were 83.58%, 88.40%, and 84.96% respectively.

**V. Future Work**

In the future, first, we are planning to test with various types of data including the data that have similar shapes but different patterns. Next, we are planning to implement the system for an autonomous data acquisition which adopts the SOI scenario. We also plan to compare the model which uses a autonomous data acquisition system which adopts the SOI of data including the data that have similar shapes but different patterns. Next, we are planning to implement the system for
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