Modeling Behaviour to Predict User State: Self-Reports as Ground Truth
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Abstract
Methods that detect user states such as emotions are useful for interactive systems. In this position paper, we argue for model-based approaches that are trained on user behaviour and self-reported user state as ground truths. In an application context, they record behaviour, extract relevant features, and use the models to predict user states. We describe how this approach can be implemented and discuss its benefits in comparison to solely self-reports in an application and to models of behaviour without the self-report ground truths. Finally, we discuss shortcomings of this approach by considering its drawbacks and limitations.
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Introduction
Capturing complex user states such as emotions can be valuable for interactive systems. Systems that can detect emotional state and react appropriately can improve the users’ performance and satisfaction [5], decrease negatively valenced states such as frustration [11, 17], enhance player experience in games [6], and improve learning outcomes in serious games [19]. To leverage these benefits, robust and powerful methods to detect user state are necessary. Self-report methods such as questionnaires are...
hindered in applications due to interruptions of user experience [7] and imprecision if referring to events that happened too long ago [15]. In addition, they cannot capture changes in states when only used retrospectively once after an experience. Methods using behavioural features are limited by a lack of appraisal and hard to interpret by researchers and developers as there is no common language translation of state representations.

In this position paper, we argue for methods employing user behaviour and self-reports in combination. In particular, we propose the value of methods using models trained on user behaviour to predict self-reported user state, e.g., questionnaires responses, effectively using them as ground truth. In earlier work in a gaming context, we used this approach to create models of player behaviour predicting self-reported valence, arousal, and dominance [9], and self-reported affiliation between co-players [8]. Similarly, other work has trained models of user behaviour to predict self-reported experiences such as perceived difficulty, aesthetics, and enjoyment of game levels [20], and emotional state based on keystrokes [5]. While we draw on examples from gaming, this approach can be used in a wide variety of application contexts, such as mobile apps, productive work settings, automotive contexts, or mixed reality setups.

This approach has benefits over using self-reports alone; it does not interrupt the interaction and experience in the application context, it increases temporal resolution over post-experience questionnaires, and it decreases required human input because of an increased automation. On the other hand, the combination of behaviour and self-reports with models has benefits over pure behaviour-based modeling, e.g., with a strong foundation in theory and a high interpretability by developers and researchers. In this position paper, we will describe the technical approach and discuss its benefits and limitations.

Technical Approach
This approach usually involves supervised machine learning techniques, as described by the following steps:

1. Definition: First, researchers define the user states of interest, the self-report measures used to assess them, and the indicators to use for prediction, e.g., user behaviour features.

2. Data Collection: In a training phase, participants similar to the end users will engage in interaction with the application. This training phase can be a pre-study or a pre-experience phase such as a tutorial if it is similar to the end user experience. During this interaction, they use self-reports of user states while their behaviour is recorded. This can involve a wide variety of self-report measures such as repeated single-item responses (e.g., Likert scales such as “Currently I feel frustrated.”), more complex post-experience questionnaires, or even think aloud protocols.

3. Data Preparation: Researchers prepare data for training. This involves cleaning, extraction of relevant features based on domain expert knowledge, and slicing of continuous data. By creating time windows spanning between self-reports, it is possible to assign particular phases of user behaviour to the experienced user states.

4. Training: Then, models can be trained in a supervised learning approach that uses behavioural features as input and self-reported user state as output.

5. Prediction: In the application context, user behaviour is recorded and fed to the model that predicts user
state, e.g., the most likely emotion in a classification approach or the level of continuous arousal via regression.

6. **Refinement**: It is possible to refine the models by continuously collecting behavioural data, analyzing the users’ reactions, and occasional checks for user state via self-reports.

Models trained with multiple users are generalizable to a certain degree and can be particularly potent when the specific user is already known to them. With this approach, behaviour is used to predict self-reported user state.

**Advantages**
This method has a variety of benefits.

**Unobtrusiveness**: In comparison to employing self-reports during the interaction, this approach can be considered unobtrusive in a way that it does not interrupt the experience or affect the users. Ideally, the measurement is so unobtrusive that users can forget that their state is measured. By moving the interruptions through self-reports to a pre-experience training phase, it is enough to record the user’s behaviour, extract features, and use them to predict states. This way, this approach can be used in a wide variety of applications, in which interruptions would negatively affect the experience.

**Temporal Resolution**: We propose models that are trained on time windows of user behaviour, for which users provide self-reports of experience. With this approach, there are shorter periods of user behaviour that relate to a particular state, e.g., for individual gestures. In contrast to traditional post-experience questionnaires, each individual time window can be analyzed and used to predict user state, effectively increasing the temporal resolution of capturing. As such, the methods are better suited to detect user states that change dynamically over time.

**Computational Detection of Feature Importance and Differentiation**: With user behaviour, it can be challenging to assess which indicators are important and how they relate to user states. A computational approach that uses machine learning to create models can be useful in this regard. Interactions amongst features and their relationship to outcomes can be detected with supervised learning techniques. As such, they are well-suited to analyze the relevance of behavioural features and the decision criteria of assigning them to outcome states. As such, using self-reports as ground truth can beneficial for user state assessment because of a machine learning’s ability to create complex models.

**Context Relevance**: There is a huge variety in user states and it is very challenging to train methods that can capture the state suitable for all contexts. For instance, a model can capture the users’ emotion by differentiating between the six basic emotions as defined by Ekman, but then might not be well suited to capture curiosity. As such, it makes sense that methods are trained for states that are context-relevant and to employ ground truths that are relevant for the specific application context. Self-reports lend themselves for this, as models are trained specifically with data from training phases similar to the application context.

**Interpretability**: Learning models that predict questionnaire responses can be beneficial because they provide a ground truth that is easily interpretable by designers, developers, and researchers. Behaviour-based methods are sometimes limited when they are not used in combination with self-report measures, but only to differentiate between conditions. In this case, it is only possible to detect that behaviour differs, but the direction of effect is not always ob-
vious and thresholds are not necessarily understandable for researchers. Physiological signals that are used without self-reports are challenging to interpret, e.g., at which threshold is a heart rate reflective of a fun or meaningful experience? Self-report measures can provide this additional context that is easily understandable for researchers.

**Variability in Outcomes:** With system variations, it is possible to elicit different states. For instance, in our work [9], we used two variants of a game to elicit a wider range of emotional responses. In addition to the regular game, we used a version with manipulated feedback to generate more negatively valenced emotional responses to gather a dataset with more variance in outcomes. This way, our method was trained with data comprised of positive and negative emotions that was elicited through manipulation. A major advantage of using self-reports as ground truths is their ability to act as immediate validation. They can be used to verify that the manipulation elicits the intended states.

**Grounding in Theory:** Theoretical foundation is highly important in research [18]. Self-report measures are particularly pertinent to provide a theoretical grounding for user state capturing methods. There is a myriad of validated scales and questionnaires that measure different aspects of user state. Frequently, they build on theoretical models for the particular experience or state that they measure. As such, a method that predicts self-report responses on such a questionnaire builds on these models as well, e.g., by considering subcomponents of a state by taking into account the questionnaire's subscales.

**Grounding in User Perception:** Self-reports as ground truth are beneficial because they are grounded in an user's appraisal of a situation. As such, they provide information about how they perceived an experience, which is beneficial if a particular scenario can be interpreted differently. In the context of emotion, for example, a joke can be perceived as funny by some, leading to joy, while it might trigger sadness in others because it reminds them of personal tragic events. As such, a user's interpretation can be necessary for researchers to understand user experience.

**Personalization:** Model-based approaches are well-suited for repeated usage [16]. The training phase could be leveraged to train models that know the individual characteristics of different users. For instance, digital games frequently feature tutorials that teach game mechanics. One could imagine a scenario where pre-trained models are refined with the data from players in these tutorials. They would answer short self-reports of their experience during the tutorial while their behaviour is recorded. This would be used to adjust the models with the data of the individual players to create models that can leverage the information of the individual characteristics of a specific player, e.g., a particular way they react when they are frustrated.

**Applicability to Complex States:** There is increasing interest in the prediction of highly complex states such as affiliation [8] or mental health [13]. Using self-report measures as ground truth facilitates the application of assessment approaches for such states by providing a ground truth that is challenging to gather otherwise. Self-reports generally lend themselves as a first source of information for assessment and can be useful to assess such states in early studies.

**Disadvantages**
Drawbacks and limitations can impede applicability.
**Drawbacks**

**User Data Collection:** To create models that predict self-reports, it is necessary to collect user data, e.g., with pre-studies, in which users answer questionnaires. While powerful, this warrants some effort. Researchers should be aware that they have to collect enough user data to train valid models that ideally can generalize beyond individual users.

**Privacy:** The analysis of user behaviour can affect their privacy, e.g., with video or audio features. As such, researchers have to consider if it is worth it to employ potentially invasive recording methods to assess user state, which can be problematic if it affects aspects that are not relevant to the application context, such as persons in the same room as the user.

**Limitations**

**Reliance on Ground Truth Validity:** The validity of this approach strongly relies on the validity of the ground truth measurements. The user state assessment is only valid if the self-reports actually reflect the user’s state. As such, our method is limited in the same way as its ground truth of self-reports in general, e.g., by social desirability [12] or recall bias [15]. Therefore, researchers have to pay attention that the self-reports measure the intended state as desired.

**Generalizability to Application Context:** The models might be biased because they are trained in a context where users know that they are tested, which can affect their behaviour [23]. As such, they might behave somewhat differently in the training phase if they know that their behaviour is analyzed in comparison to how they would behave otherwise. However, it makes sense to assume that their behaviour is still useful to predict their self-reported experiences, because users would know that their state is analyzed in an application scenario as they have to consent to the use of analysis methods.

**Interruptions:** Gathering self-report measures during training effectively still leads to interruptions. This is especially problematic with lengthy questionnaires. However, interrupting the experience during training is preferable to interrupting the end user experience. As such, researchers should be wary of these interruptions, deliberate if they affect their models, and preferably use short self-report measures that are less disruptive. In the end, we argue that the benefits of increased temporal resolution generally outweigh the negative effects of interruptions in training.

**Behavioural Features:** To train valid models that employ user behaviour, it is necessary to use behavioural features that are in fact indicative of the outcome states to predict. Not every behavioural trace can be used to predict user state, e.g., if there is no generalizable connection between them. As such, researchers should consider which features are good indicators for what they aim to predict and use these as input to their models. Previous research can inform the selection of such features by suggesting potentially valuable features.

**Predicting Self-Reported Affective State**

In the context of emotion recognition and capture, this approach lends itself to predicting self-reported affect based on different theoretical models of affect. There is a wide variety on theoretical models of affect with multiple widely used constructs [3] and many self-reports measures that have been proposed to measure them. By using models of user behaviour to predict self-reported affect, it is possible to leverage these validated scales. As such, it is possible to use questionnaires that measure dimensional conceptualizations of affect based on valence, arousal, and dominance (e.g., with the Self-Assessment Manikin, SAM [1]), mood
(e.g., Positive and Negative Affect Schedule, PANAS [22]), or specific emotional states (e.g., with the Positive and Negative Affect Schedule - Expanded Form, PANAS-X, or the Discrete Emotions Questionnaire, DEQ [10] [21]). Therefore, these approaches can be applied for the specific conceptualization that is important for a researcher’s use case. Similarly, a wide variety of behavioural features can be considered that has been shown to be connected to affect, such as physiological reactions [2, 14] or interaction parameters [5, 9]. It is further possible to use different questionnaires in the training phase to train multiple models that use behaviour to predict the user state based on different theoretical models (e.g., SAM and basic emotions). If models are trained anyways, additional questionnaires can be used in the training phase to create models that predict different aspects of user state. As such, using behavior to predict self-reported user state can be beneficial for researchers who are interested in the users’ emotional states.

Conclusion
In this position paper, we discussed benefits and limitations of user state assessment approaches that use supervised learning to train models of behavioural features to predict self-reported state. Researchers should be wary of the disadvantages and use this model-based approach if its benefits outweigh its limitations. In particular, it is important that self-report measures have to be available, researchers can conduct a pre-study to collect training data, and that the limitations of self-reports do not prohibit the application. If these limitations are less important in a particular context, researchers should consider model-based approaches with user behaviour predicting self-reports of user state and experience, e.g., their affective state. With this approach, researchers can use models to predict user states, such as emotions, with an approach that has an increased temporal resolution, and is powerful, widely applicable, and easy to interpret.
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