Targeted Query-based Action-Space Adversarial Policies on Deep Reinforcement Learning Agents

Xian Yeow Lee, Yasaman Esfandiari, Kai Liang Tan, Soumik Sarkar
Department of Mechanical Engineering
Iowa State University
Ames, IA 50011
{xylee, yasesf, kailiang, soumiks}@iastate.edu

Abstract

Advances in computing resources have resulted in the increasing complexity of cyber-physical systems (CPS). As the complexity of CPS evolved, the focus has shifted from traditional control methods to deep reinforcement learning-based (DRL) methods for control of these systems. This is due to the difficulty of obtaining accurate models of complex CPS for traditional control. However, to securely deploy DRL in production, it is essential to examine the weaknesses of DRL-based controllers (policies) towards malicious attacks from all angles. In this work, we investigate targeted attacks in the action-space domain, also commonly known as actuation attacks in CPS literature, which perturbs the outputs of a controller. We show that a query-based black-box attack model that generate optimal perturbations with respect to an adversarial goal can be formulated as another reinforcement learning problem. Thus, such an adversarial policy can be trained using conventional DRL methods. Experimental results showed that adversarial policies which only observe the nominal policy’s output generate stronger attacks than adversarial policies that observe the nominal policy’s input and output. Further analysis reveals that nominal policies whose outputs are frequently at the boundaries of the action space are naturally more robust towards adversarial policies. Lastly, we propose the use of adversarial training with transfer learning to induce robust behaviors into the nominal policy, which decreases the rate of successful targeted attacks by half.

1 Introduction

Learning-based approaches, specifically deep learning, are increasingly being applied to dynamical systems and control. This trend is especially prevalent in cyber-physical systems (CPS), which are capable of generating an enormous amount of data from monitoring systems and sensor readings. Since deep learning models (deep neural networks) are trained in an end-to-end fashion by leveraging the information-rich data, these methods have gained traction for solving various tasks. Examples of deep learning being applied in CPS include fault and anomaly detection [1,2], system monitoring [3], and supporting human-machine interaction procedures [4,5].

Deep Reinforcement Learning (DRL), which combines deep neural networks as function approximators with reinforcement learning algorithms for sequential decision making have also enjoyed tremendous breakthroughs in recent years, due to algorithmic and computing resource advancements. For example, DRL has successfully been applied to problems such as inverse design [6,7], traffic resource management [8,9], recommendation systems [10], and even image processing [11]. Within the area of CPS, RL[1] have mainly been applied in place of traditional controllers, where the RL agent

\[1\] The terms DRL and RL are used interchangeably in this manuscript.
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makes decisions based on a set of observations (e.g., sensor readings, states of the system), and the decisions get converted into physical actions. While traditional control methods are well-developed, extensive knowledge of the system’s behavior is often required to design a suitable controller. As such, traditional control methods are often challenging to scale to complex, high-dimensional systems. On the other hand, RL methods do not require knowledge of the system but only requires access to the actual system or a surrogate of the system to learn a good control policy. Subsequently, a control policy with complex behaviors can emerge from training an RL agent as a CPS controller. More importantly, obtaining a highly accurate model for real-world, complex CPS is often non-trivial. Therefore, RL-approaches which leverage the abundance of data to learn a control policy which can be adapted to real systems is extremely useful. Various case studies have proposed using RL as controllers for complex, high-dimensional CPS, such as robotic manipulation and navigation [12, 13].

Unfortunately, RL-based control has also been proven to be vulnerable to a host of malicious adversarial attacks [14, 15]. These attacks seek to inject perturbations of various forms through the multiple channels in which the controller interacts with the environment. In CPS applications, especially safety-critical systems, the cost of such a successful attack on the RL controller can be extremely high. Thus, it is vital to understand the various mechanisms in which an RL controller can be attacked to mitigate such scenarios. In this paper, we focus on targeted action-space attacks where the perturbations are injected into the RL-controller’s output signal. Since action-space attacks (also known as actuation attacks) are relatively less studied in the context of RL-based controls, this work serves to fill in such a gap. Specifically, we contribute to the following in this paper: We propose a query-based black-box DRL-based targeted attack model that perturbs another RL agent to an adversarially-defined goal. We demonstrate that full-state information is not required for to learn a successful attack. Instead, only actuation information and information related to the adversarial goal is sufficient for learning effective attacks. Furthermore, we study the characteristics of the nominal policies and empirically show that policies that favor extreme actions are naturally more robust towards attacks. Additionally, we study the efficacy of different adversarial training schemes and conclude that for our proposed attack model, a combination of transfer learning and adversarial training is required to robustify nominal policies against such attacks.

2 Related Works

The vulnerability of control systems to adversarial attacks has been shown by many research studies with different applications. The security concerns for control systems has been discussed as early as 1989 when attack detection and system recovery were proposed in [16] and [17]. As CPS have specific vulnerabilities dependant on their structure, the general approach is to analyse the adverse effect of particular attacks on specific systems. For example, in distributed multi-agent systems, there exists attacks which disrupt the states of the system without changing the system’s outputs (stealthy attacks), for which several algorithms have been proposed [18–20].

Reinforcement learning agents have recently been found susceptible to attacks as well. Their vulnerability has been discussed in [21, 22], where the authors proposed a method to attack a DRL agent’s state-space uniformly at each every time step. Several other researchers have also proposed state-space attack and defence strategies for DRL agents [20, 23–26]. While the above studies focus on white-box attacks, [27] attempted to find optimal black-box attacks and found that smooth policies are naturally more resilient. Also, [28] used sequence-to-sequence models to predict a sequence of actions that a trained agent will take in the future and showed that the black-box attacks can make a trained agent malfunction after a specific time delay. Another study by [29] also proved the vulnerability of RL agents to action-space attacks by framing the problem as a constrained-optimization problem of minimizing the total reward by taking into account the dynamics of the agent. Meanwhile, [30] proposed that action-space robustness is a new criteria for real world use of RL and devised an algorithm which makes RL agents more robust to action-space noise. [31] also adversarially trained DRL agents using Projected Gradient Sign (PGD) method [32] to provide action-space robustness. Another branch of studying the robustness of DRL agent focuses on adversarial policies in which another DRL agent is introduced in the system to learn an adversarial policy which makes the nominal DRL agent robust both in natural and adversarial environments [25]. Additionally, [33] used adversarial policy training methods in a multi-agent system to train an adversarial agent to attack the nominal agent. In this paper, we focus on a similar adversarial policy training method to train a policy to mount targeted attacks on the nominal agent in the action-space.
3 Methodology

3.1 Deep Reinforcement Learning

In this section, we provide a brief background on DRL algorithms. Specifically, we focus on model-free policy-iteration based methods that are tailored for continuous control. Let $s_t$ and $a_t$ denote the (continuous, possibly high-dimensional) state and action at time $t$ respectively. Given an $a_t$ that is selected according to policy $\pi$ at $s_t$, a corresponding reward signal, $r_t$, is computed using the reward function, $r_t = R(s_t, a_t)$. The reward function is typically predefined and embedded in the environment and remains unknown to the RL agent. The RL agent recursively interacts with the environment with $a_t$ and transitions into the next state, $s_{t+1} = E(s_t, a_t)$, until a defined horizon $t = T$, or a completion condition is met. Interacting with the environment creates a sequence of state-action vectors, also known as a trajectory $\tau = (s_t, a_t, s_{t+1}, a_{t+1}, \ldots)$. The goal of the RL agent is to learn an optimal policy $\pi^*$ so that the discounted cumulative future reward of the entire trajectory, $R(\pi) = \sum_{t=0}^{T} \gamma^t r_t$, is maximized. The discount factor, $\gamma \in (0, 1)$, allows the RL agent to either favor short-term rewards or maximize potentially larger rewards in the future.

Policy-based methods directly learn a state-action mapping $\pi$ that maximizes the expected return $J(\pi) = E[R(\gamma)]$. Here, $\pi$ is also represented with a deep neural network parameterized by $\theta$, where $\theta$ is optimized using gradient ascent, i.e.:

$$\theta_{k+1} = \theta_k + \alpha \nabla_{\theta} J(\pi_\theta)|_{\theta_k}$$

(1)

In practice, the policy returns a distribution over actions via a representation of a parameterized distribution (e.g., Gaussian), where the optimal parameters of the distribution ($\mu$, $\sigma$) are estimated by the neural network. The optimal action $a_t^*$ is then sampled from the distribution.

$$a_t^* \sim \pi^*_\theta, \quad \pi^* = \arg \max_{\pi} E[R(\tau)]$$

(2)

Variants of policy optimization algorithms used in DRL include Proximal Policy Optimization (PPO) [34] and Asynchronous Methods for Deep Reinforcement Learning [35].

3.2 Targeted Adversarial Perturbations

In the following sections, we refer to the RL agent subjected to targeted adversary attacks as the nominal policy, $\pi_{nom}$, and the RL agent mounting the targeted attack on the nominal policy as the adversarial policy, $\pi_{adv}$. Previous works have demonstrated the vulnerability of RL algorithms to optimization-based action-space perturbations [29]. However, such approaches, called “white-box attacks,” require knowledge of $\pi_{nom}$’s architecture and weights for computing the attack. Moreover, while information from $\pi_{nom}$ may be useful for computing untargeted attacks, it is considerably non-trivial to compute a targeted attack via optimization-based approaches. This is because $\pi_{nom}$ only encodes information about optimal actions with respect to the nominal goal. In other words, a query on $\pi_{nom}$ will not reveal information on which action is optimal with respect to some arbitrarily defined adversarial goal. This motivates us to propose an alternative approach where we train a separate RL agent to learn an adversarial policy to predict perturbations which guide $\pi_{nom}$ to an adversarial goal, without requiring knowledge of $\pi_{nom}$’s internal structure, i.e., a black-box attack. To formulate our targeted attack model, we begin with the assumption that the adversary has access to the following: 1) A working copy or surrogate of the trained nominal policy and environment. 2) Nominal policy’s input and/or output channels (readings from sensors and actuators). 3) Capability to modify the nominal policies output channel (perturbing the actions).

Next, we consider the objective of the targeted attack model, which is to compute an optimal sequence of perturbations to add to $\pi_{nom}$’s actuation such that $\pi_{nom}$ arrives at an adversarial goal, conditioned
We begin with a brief contrast of our attack model with previously proposed attack models and another comparison that we would like to discuss is the differences between optimization-based and learning-based attacks. In optimization-based attacks, the optimal perturbations are typically computed via gradient-based optimization strategies. The advantage of these attacks is efficacy than observation space perturbations. However, access to input/output information is significantly disadvantage of optimization-based methods. Access to input/output information is significantly

we have assumed \( \pi_{nom} \) is trained sufficiently and thus can be considered a stationary policy during deployment, the interactions of \( \pi_{nom} \) with the environment and corresponding state transitions are essentially another Markov Decision Process (MDP) with stationary dynamics. As such, we can cast the objective of the targeted attack model as another RL formulation, where the interactions of \( \pi_{nom} \) with the actual environment are combined into an adversarial training environment for \( \pi_{adv} \). In this adversarial environment, the goal of \( \pi_{adv} \) is to maximize the reward with respect to the adversarial goal, subject to environment’s state transitions and \( \pi_{nom} \)’s actions. Formally, the objective of the targeted attack model can be expressed as:

\[
\max R_{adv} = \sum_{t=0}^{T} R(\hat{s}_t, \delta_t)
\]

where:

\[
\hat{s}_t = \{s_t, a_t, d_{adv}\}, \ \delta_t \sim \pi_{adv}(\hat{s}_t)
\]

\[
s_t = E(s_{t-1}, a_{t-1} + \delta_{t-1}), \ a_t \sim \pi_{nom}(s_t)
\]

In the formulation above, \( \hat{s}_t \) denotes the state observed by \( \pi_{adv} \) at time step \( t \), which consists of concatenated vectors of the nominal state observation \( s_t \), nominal action \( a_t \) sampled from \( \pi_{nom} \) and a distance measure to the adversary goal \( d_{adv,t} \). Additionally, \( \delta_t \) denotes the perturbations sampled from \( \pi_{adv} \) and \( E(\cdot) \) signifies state transitions of the environment due to the previous states, actions and perturbations. Without loss of generalizability, the reward function that we used in our experiments for the formulation above is expressed by:

\[
\hat{R} = \begin{cases} 
\|d_{adv,t-1}\| - \|d_{adv,t}\| - I(\lambda) & \text{if } d_{adv} > 0 \\
1 & \text{if } d_{adv} = 0
\end{cases}
\]

where \( I(\lambda) \) is a penalty indicator term that penalizes \( \pi_{adv} \) if \( \pi_{nom} \) reaches the nominal goal. In our experiments, we maintain \( I(\lambda) \) as 1 if the agent is at the nominal goal; otherwise, \( I(\lambda) \) is 0. We highlight that the reward function shown in Equation 4 is just one possible form that works for training \( \pi_{adv} \). Nonetheless, other forms of reward function may be crafted, without affecting the RL formulation of the targeted attack model. With the targeted attack’s objective formulated as a RL problem, we can now obtain the attack model, represented by \( \pi_{adv} \) via conventional RL training algorithms. A pseudocode for training \( \pi_{adv} \) using conventional RL algorithms is also shown in Alg.1 in Supplementary Materials.

### 3.3 Differences from other attack models

We begin with a brief contrast of our attack model with previously proposed attack models and discuss their respective benefits and drawbacks. In state-space attacks, the attack model perturbs or modifies the input of the RL agent such that the agent is fooled into taking wrong actions. Hence, under the assumption of optimal perturbations, the adversary can consistently trick \( \pi_{nom} \) to take actions that eventually lead it to an adversarial goal without any resistance. In contrast, action-space attacks do not aim to fool \( \pi_{nom} \) but add perturbations to \( \pi_{nom} \)’s output such that the resultant actions lead the agent to the adversarial goal. Since the observations of \( \pi_{nom} \) are not corrupted and with the assumption that \( \pi_{nom} \equiv \pi^* \), \( \pi_{nom} \) will output an action such that for every \( \delta_t \) added to \( a_t \), the action \( a_{t+1} \) selected by \( \pi_{nom} \) will still be optimal. In other words, a sufficiently trained \( \pi_{nom} \) will tend to provide a correcting force at the next time step, which may cancel out the effect of the \( \delta_t \). This renders the targeted attack model in the action-space more challenging and possibly more limited in efficacy than observation space perturbations.

Another comparison that we would like to discuss is the differences between optimization-based attacks and learning-based attacks. In optimization-based attacks, the optimal perturbations are typically computed via gradient-based optimization strategies. The advantage of these attacks is that they can be computed online, with relatively light compute. However, these methods often require access to internal information of \( \pi_{nom} \), such as network architectures and weights, which may be non-trivial to obtain. Additionally, the knowledge encoded within \( \pi_{nom} \) typically does not contain accurate information with regard to other arbitrary goals; hence mounting targeted attacks is not straight-forward. On the other hand, our proposed learning-based method circumvents both disadvantages of optimization-based methods. Access to input/output information is significantly
less challenging to obtain that $\pi_{nom}$’s network architecture and weights information, hence making such black-box attacks more plausible. Furthermore, by parameterizing the attack model with another goal-conditioned policy, we can learn the optimal perturbations that are directly related to the adversarial goals, which enables us to carry out targeted attacks. Nonetheless, learning-based methods do require additional off-line training time and larger computational resources. The efficacy of learning-based attacks is also highly dependent on the training process, which assumes that the training data distribution, in this case the interactions between $\pi_{nom}$ and the environment, is constant. If $\pi_{nom}$ gets re-trained significantly, we hypothesize that the existing $\pi_{adv}$ would not work very well and will have to be re-trained as well. However, it is still imperative to examine learning-based targeted attacks since the risk of CPS subjected to such attacks exists, and the subsequent effect of being driven to an adversarial state can be costly.

4 Results and discussion

4.1 Experimental descriptions

To test the efficacy of our attack models, we perform experiments on two platforms, specifically Point-Goal and Car-Goal, found in the suite of environments proposed by [36]. In both environments, the task for the $\pi_{nom}$ is to navigate to a randomly generated goal. To obtain $\pi_{nom}$ as a testing platform for mounting our attacks, we train $\pi_{nom}$ with the PPO algorithm on the two environments for 5E6 steps. After obtaining the trained $\pi_{nom}$, we trained $\pi_{adv}$ to mount the targeted attacks on $\pi_{nom}$. The training of $\pi_{nom}$ was also performed using PPO with 5E6 steps.

4.2 Adversarial policy for targeted attack

In this section, we provide the results of training $\pi_{adv}$ to learn the optimal perturbations, which guides $\pi_{nom}$ towards an adversarial goal for five different seeds in the two different environments. We first demonstrate the rewards of training $\pi_{nom}$ in the first column of Fig. 2. As observed, the training of $\pi_{nom}$ converged and is capable of maintaining a high reward across different seeds. Having a sufficiently trained $\pi_{nom}$ allows us to confidently test the effectiveness of $\pi_{adv}$ as an attack model and attribute the $\pi_{nom}$ failures to the efficacy of the proposed attack.

Figure 2: Summary of training rewards for nominal and adversarial policies in Point-Goal and Car-Goal environments. (a) High training rewards for $\pi_{nom}$ illustrates that agents are well-trained in both environments (b) Training rewards for $\pi_{adv}$ that observes $\pi_{nom}$’s state and actions. (c) Training rewards for $\pi_{adv}$ that only observes $\pi_{nom}$’s actions. Comparing (b) and (c), we observe that perturbations generated by $\pi_{adv}$ that only observes $\pi_{nom}$’s actions are more effective.
In the StateAware (state and actions) channels to learn an effective targeted attack. In terms of CPS applications, this variant of $\pi$ is superior over $\pi_{nom}$ in generating perturbations that lead to an adversarial goal during evaluation. $\|d_G\|$ denotes the minimum distance an adversarial goal is generated from the nominal goal. As $\|d_G\|$ increases, the adversary success rate generally decreases as it is harder to perturb the $\pi_{nom}$ to the adversarial goal.

Next, we present the training rewards of $\pi_{adv}$ trained in two variants of adversarial environments. The first variant of $\pi_{adv}$, denoted as StateAware, in the second column of Fig. 2, observes $\pi_{nom}$’s inputs such as position readings, velocity readings, distance to the nominal goal, the actuation outputs, and distance to the adversarial goal. The second variant of $\pi_{adv}$, denoted as StateUnaware, observes only $\pi_{nom}$’s actuation output and distance to the adversarial goal. The training rewards of this variant is shown in the third column of Fig. 2. Interestingly, we observed that the $\pi_{adv}$ trained in StateUnaware, which consists of a reduced set of observations, achieved higher overall rewards. In the Point-Goal environments, we see that only two of the five $\pi_{adv}$ was able to achieve high rewards in StateAware. In contrast, four of the five $\pi_{adv}$ trained in the StateUnaware environment were capable of converging to high rewards. A similar trend is also observed in the Car-Goal environment, which has more complex dynamics. In the StateAware variant of the training environment, only one $\pi_{adv}$ shows signs of learning during the 5 million training steps. However, in the StateUnaware variant, two of the $\pi_{adv}$ showed signs of learning at earlier stages of training and achieved significantly higher rewards.

For validation, we considered three scenarios categorized by the minimum distance an adversarial goal is generated from the nominal goal, denoted by $\|d_G\|$. These three scenarios ensure that we evaluate $\pi_{adv}$’s ability on different levels of difficulty, where the adversarial goal may be near or far from the nominal goal. For each scenario, each $\pi_{adv}$ is evaluated for ten episodes, with each episode having a 1,000 steps. A new pair of adversarial and nominal goal at least $\|d_G\|$ apart is randomly generated each time $\pi_{nom}$ reaches either the adversarial or nominal goal. The number of time $\pi_{nom}$ reaches either one of the goals is averaged across all episodes and seeds and tabulated in Table 1. Overall, we observed that the success rates of $\pi_{adv}$ in generating perturbations that lead $\pi_{nom}$ to the adversarial goal are higher for the Point-Goal environment compared to the Car-Goal environment. This is expected since the dynamics of the Car-Goal environment is more complex and thus harder to compute a perturbation which controls $\pi_{nom}$. However, for both environments and across all scenarios, the StateUnaware variant of $\pi_{adv}$ is significantly more effective in mounting the targeted attacks. Such observation is counter-intuitive since this variant of $\pi_{adv}$ has access to less information on $\pi_{nom}$. This could be attributed to the fact that sufficient information is already embedded in the actions of $\pi_{nom}$ for $\pi_{adv}$ to learn the optimal $\delta_t$. Consequently, additional state information of $\pi_{nom}$ only acts as detrimental noise to $\pi_{adv}$’s learning process.

Overall, these results suggest that $\pi_{nom}$ trained with conventional RL strategies are susceptible to targeted action-space attacks. More importantly, our results showed that with our proposed attack model, $\pi_{adv}$ only requires access to the $\pi_{nom}$ output (actions) rather than both input and output (state and actions) channels to learn an effective targeted attack. In terms of CPS applications, this is especially crucial since requiring access to only the $\pi_{nom}$ actions lowers the barrier of entry for mounting such targeted attacks.

### 4.3 On robustness of nominal policy

In this section, we provide some insights into what makes a particular policy naturally robust or susceptible to targeted action-space attacks. Having demonstrated that $\pi_{adv}$, that was trained only on the output channels of $\pi_{nom}$, is superior over $\pi_{adv}$ that was trained on the input and output channels,
Figure 3: Investigation of different $\pi_{\text{nom}}$ behaviors in Car-Goal reveals that a policy that frequently output actions that are at the limits of the entire action space, i.e., 1 or -1, is naturally more robust towards action-space targeted attacks (low adversarial rewards). Colored data points corresponds to original seeds shown in Fig. 2, and gray data points corresponds to additional random seeds.

We focus the consequent studies only on the StateUnaware variant of $\pi_{\text{adv}}$. As illustrated in the third column of the Car-Goal environment in Fig. 2, it is clear that certain trajectories of $\pi_{\text{adv}}$ have a more challenging time learning the optimal perturbations to achieve high rewards. To test if this phenomenon is driven by some characteristics of the underlying $\pi_{\text{nom}}$, we trained another 15 seeds of $\pi_{\text{nom}}$ and $\pi_{\text{adv}}$ to observe the training behavior of $\pi_{\text{adv}}$.

In the environments that we used, the range of actions that $\pi_{\text{nom}}$ can take is bounded between [-1,1]. We evaluated each $\pi_{\text{nom}}$’s behavior under three scenarios of $\|d_G\|$, as shown in Table 1, and aggregated the number of actions in both action dimensions that are either -1 or 1 over the entire trajectory of 1,000 steps. In Fig. 3, we visualize the final adversarial training rewards of $\pi_{\text{adv}}$ as a function of the average number of actions that $\pi_{\text{nom}}$ takes that is at the bounds of the action-space. Each data point in the figure represents a unique $\pi_{\text{nom}}$ trained on a different seed. As observed, we see a clear negative correlation between the number of actions at the action-space limits with the adversarial reward. A $\pi_{\text{nom}}$ that frequently outputs actions that are inside the range of [-1,1] tend to be more susceptible to targeted attacks, as reflected by higher adversarial rewards. In contrast, a $\pi_{\text{nom}}$ that frequently chooses actions that are at the bounds of [-1,1] tend to be more robust to targeted attacks mounted by $\pi_{\text{adv}}$. This confirms the hypothesis that certain $\pi_{\text{nom}}$ are inherently robust to such targeted adversarial attacks and the common underlying factor among these policies is that they frequently output actions that are either maximum or minimum (similar to a on-off control policy). This is in contrast to previously made observations that identified policies which are more smooth with respect to state observations are more robust to state space attacks [27].

4.4 Adversarial training schemes

Figure 4: Training curves of $\pi_{\text{nom}}$ robustified via adversarial training with (a) untrained $\pi_{\text{nom}}$ and $\pi_{\text{adv}}$ (b) untrained $\pi_{\text{nom}}$ and trained $\pi_{\text{adv}}$ and (c) trained $\pi_{\text{nom}}$, $\pi_{\text{adv}}$. In (c) the weights of the trained $\pi_{\text{nom}}$ were loaded and further fine-tuned by training the agent with targeted attacks. Increasing rewards in (c) reflects the capability of the nominal policy to counter targeted attacks while methods (a) and (b) shows no signs of robustification.

To induce the behavior of taking extreme actions in $\pi_{\text{nom}}$ to be robust to targeted adversarial perturbations, we consider training $\pi_{\text{nom}}$ with adversarial training that involves the inclusion of adversarial examples in the training process of the policy. Here, we consider three variants of adversarial training schemes and show that only one variant successfully robustifies $\pi_{\text{nom}}$. 
In the first variant, we assumed both $\pi_{nom}$ and $\pi_{adv}$ are initially untrained and trained both policies in tandem. In this scheme, $\pi_{nom}$ learns to maximize its reward by reaching the nominal goal, while $\pi_{adv}$ also learns to maximize the adversarial reward by learning the optimal $\delta_t$. This variant of training scheme is ideal since we do not assume access to a trained $\pi_{adv}$ and only require the alternative training of two policies with different objectives. Nonetheless, a drawback of this scheme is that the training process of both policies might not converge since both policies are continually being updated. This also breaks the assumption that the interactions between $\pi_{nom}$ and the environment is an MDP with stationary dynamics in the context of training $\pi_{adv}$. For the second variant, we assume that we have access to a trained $\pi_{adv}$ and train $\pi_{nom}$ with the targeted attacks mounted. In this formulation, $\pi_{adv}$ is fixed, and $\pi_{nom}$ learns a policy that maximizes its reward while being subjected to the perturbations generated by $\pi_{adv}$. Lastly, in the third variant, we assume that both $\pi_{nom}$ and $\pi_{adv}$ are already trained, and we further robustify $\pi_{nom}$ by fine-tuning its weights via adversarial training. This third variant is similar to the second variant, except that $\pi_{nom}$ isn’t trained from scratch but instead trained using a form of transfer learning where the weights of the trained $\pi_{nom}$ are used as a starting point for further fine-tuning.

In Fig. 4 we show the results of robustifying $\pi_{nom}$ via the three variants of adversarial training schemes. As seen in Fig. 4(a) and (b), the first two variants failed to robustify $\pi_{nom}$. Nonetheless, the third method of adversarial training, which leverages the prior weights of a pre-trained $\pi_{nom}$ as a starting point, displayed significant learning improvements when compared with the previous methods. We highlight that the rewards of $\pi_{nom}$ shown in Fig. 4 are the rewards achieved by $\pi_{nom}$ while being subjected to targeted attacks by $\pi_{adv}$. Additionally, only random seeds of $\pi_{nom}$s that were initially vulnerable to targeted attacks were selected for these adversarial training schemes. This ensures that the improvements in $\pi_{nom}$ seen in Fig. 4(c) can be solely attributed to the effects of adversarial training. For additional results on the effects of combining transfer learning with adversarial learning to robustify $\pi_{nom}$, please refer to Sec. 2 in the Supplementary Materials.

5 Conclusions and future work

In this study, we proposed a learning-based black-box targeted attack model that perturbs the output of a RL agent, $\pi_{nom}$, to lead the agent to an adversarial goal. We show that such an attack model can be represented by another RL agent, $\pi_{adv}$, which learns the optimal perturbations given only the input and/or output channels of $\pi_{nom}$. Experimental results reveal that our proposed attack model is feasible and the $\pi_{adv}$ which only observes the output channel, can mount a more effective targeted attack. This reveals a vulnerability in systems where the decisions are controlled by a RL agent, even in situations where knowledge $\pi_{nom}$‘s weights and architecture are unknown or well-protected. Additionally, we observed that $\pi_{nom}$ are naturally robust when they frequently output action magnitudes that are at the limits of the action range. These results led us to propose a defense scheme that combines adversarial training with transfer learning to induce such behaviors into $\pi_{nom}$ to robustify them against such attacks while maintaining a comparable performance under nominal conditions. The results of training $\pi_{nom}$ via the proposed defense scheme showed that the success rate of $\pi_{adv}$ in driving $\pi_{nom}$ to the adversarial goal decreased by half. Collectively, our experiments illustrate a potential vulnerability in RL agents from targeted attacks in the action-space. Defensive schemes such as adversarial training for $\pi_{nom}$ provide a certain degree of robustness towards such attacks, although it is by no means a fully effective method.

While we have shown that policies that frequently output extreme actions are more robust towards adversarial attacks and presented one method to induce such behaviors into policies, we acknowledge that such a robustness-inducing mechanism may not be ideal. For one thing, policies that emit such actions closely imitate the behaviors of on-off controllers (bang-bang controllers). In the context of real CPS, such controllers often have negative practical implications such as reduced lifespan of physical parts due to an increase in friction forces, fatigue, and more. Hence, a future direction is to develop methods to robustify the policies towards action-space attacks while maintaining a smoother control behavior. Additionally, while adversarial training does help in robustifying $\pi_{nom}$, the success of robustification is also highly dependent on the random seeds. We hypothesize the failure to robustify certain $\pi_{nom}$ via adversarial training may be because the perturbations generated by $\pi_{adv}$ is too strong that $\pi_{nom}$ fails to obtain a useful learning signal from all the bad trajectories. Thus, future works may investigate advanced adversarial training schemes such as curriculum learning, which increases the severity of attacks on a fixed schedule.
Broader Impact

Our proposed method for mounting targeted action space attacks highlights a broad, existing vulnerability of systems deployed with RL. Although RL is applied in a wide range of applications, we foresee that the impacts of such attacks are especially high in cyber-physical systems in which the decisions of the RL algorithm corresponds to physical actions or actuation.

While it is clearly unethical for the proposed attacks to be carried out with malicious intents, we hope that highlighting the existence of such attacks to the community will create an awareness. Consequently, this awareness can hopefully spur the development of RL algorithms with built-in safety mechanisms. With that in mind, we believe that researchers involved in ML security and development of new RL algorithms will directly benefit from the results of this study. Additionally, industrial practitioners who are leveraging RL algorithms may also gain a new perspective on the robustness and security of their systems. Nonetheless, it is possible that our proposed methods can be used with malicious intent and we hope that our discussions on robustification of RL algorithms via adversarial training discourage such attempts. Since the data used in the results was purely simulated, we believe the concern of biases in data is not applicable to this study.
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6 Supplementary Materials

6.1 Environment Descriptions

The environments we used as a testing platform is a modified version of the environments proposed by in [36]. The environments are modified such two goals, corresponding to the nominal and adversarial goal are generated for each new trajectory. Fig. 5 shows a sample screenshot of each environment. In Point-Goal, the RL agent is represented as a simple robot that can actuate forward/backward and rotate clockwise/anti-clockwise. In Car-Goal, the RL agent is represented by a robot with two-independent wheels and a free-rolling wheel, with the same translation and rotation ability. While both environments have the same action dimensions (translation and rotation), the Car-Goal environment represents a more challenging task with more complex system dynamics. Under nominal conditions, the agent observes its state, which consists of a set of sensor readings and LiDAR information that represents the distance of the agent relative to its goal. The agent then outputs an action bounded between the range of [-1,1] for each actuation dimension.
Figure 5: Screenshots of environments used in experiments. Green area, brown area and red object represents the nominal goal, adversarial goal and the agent respectively. Left image shows a birds-eye view of the entire space for Point-Goal environment. Right image shows a zoomed-in view of Car-Goal environment with LiDAR readings visualized as a circular halo above the agent.

Table 2: Effects of combining transfer learning with adversarial training on \( \pi_{\text{nom}} \)'s average success rate of reaching nominal and adversarial goals. The success rate of the targeted adversarial attacks on \( \pi_{\text{nom}} \) decreases by almost half after adversarial training. However, adversarial training also decreases the general performance of \( \pi_{\text{nom}} \) under nominal conditions.

| Min. \(|d_G|\) | Goals | No Adv. Training with Attack | With Adv. Training with Attack | No Adv. Training with No Attack | Adv. Training with No Attack |
|------------|-------|-----------------------------|-------------------------------|-------------------------------|-----------------------------|
| 0.5        | Adversary | 10.82 ± 3.01               | 6.04 ± 4.89                  | N.A.                         | N.A.                         |
|            | Nominal   | 0.96 ± 0.848               | 5.72 ± 4.61                  | 11.5 ± 1.97                  | 9.44 ± 3.21                  |
| 1.0        | Adversary | 10.6 ± 3.35                | 5.68 ± 4.74                  | N.A.                         | N.A.                         |
|            | Nominal   | 0.80 ± 1.10                | 5.48 ± 4.31                  | 11.3 ± 2.01                  | 9.18 ± 3.12                  |
| 1.5        | Adversary | 10.1 ± 3.17                | 5.10 ± 4.64                  | N.A.                         | N.A.                         |
|            | Nominal   | 0.66 ± 0.84                | 5.38 ± 4.20                  | 10.9 ± 1.57                  | 8.88 ± 3.34                  |

6.2 Additional Results

In this section, we provide additional results of \( \pi_{\text{nom}} \)'s performance pre- and post- adversarial training for different scenarios during evaluation. Comparing \( \pi_{\text{nom}} \) without adversarial training and \( \pi_{\text{nom}} \) after adversarial training that is subjected to targeted attacks, we observe that the number of adversarial goals reached decreases almost by half, while the number of nominal goals reached also increased significantly. This illustrates the effectiveness of an adversarial training scheme in providing a certain degree of robustness to \( \pi_{\text{nom}} \). Nevertheless, such adversarial training schemes also comes with a cost to the general performance of \( \pi_{\text{nom}} \). Comparing the nominal performance (i.e., performance without attacks) of \( \pi_{\text{nom}} \) with and without adversarial training, we note that the number of nominal goals reached is slightly lower for \( \pi_{\text{nom}} \) that has been adversarially trained. However, similar observations have also been made with adversarial training schemes for RL in the state/observation space [31] as well as with supervised deep learning tasks [32]. This reveals a trade-off between a policy’s performance and ability to generalize to more scenarios, such as adversarial situations.

Next, we show some anecdotal observations on the mechanisms of robustifying \( \pi_{\text{nom}} \) via adversarial training. In Fig. 6(a), we visualize the average number of extreme actions that \( \pi_{\text{nom}} \) outputs pre-adversarial training (in circular markers) and post-adversarial training (in cross markers) for the five seeds shown in Fig. 4(c) of the main manuscript. We observe that the number of extreme actions chosen by \( \pi_{\text{nom}} \) increased significantly for the three seeds that achieved high rewards during adversarial training. These results highlight the role of adversarial training as one possible method for obtaining such policies. Furthermore, this also validates our previous conclusion that a policy that frequently outputs extreme actions is naturally more robust towards targeted attacks. For the sake of completeness, we also tried training new \( \pi_{\text{adv}} \) to mount targeted attacks on the robustified \( \pi_{\text{nom}} \) that has been adversarially trained. The results, shown in Fig. 6(b), reveals that \( \pi_{\text{nom}} \) that shows successful signs of robustification during adversarial training (seeds 0, 50, 120) remains robust in
Figure 6: (a) Effects of adversarial training on $\pi_{\text{nom}}$’s behaviour. Circles denote $\pi_{\text{nom}}$ before adversarial training and crosses denote the same set of $\pi_{\text{nom}}$ after adversarial training. The average number of extreme actions that $\pi_{\text{nom}}$ takes in a single trajectory increased significantly after adversarial training for seeds that were successfully robustified. (b) Training curves of new $\pi_{\text{adv}}$ for attacking robustified $\pi_{\text{nom}}$ that were previously vulnerable to targeted attacks. Observe that once $\pi_{\text{nom}}$ are successfully robustified, as shown in Fig. 4(c) of the main manuscript for seeds (0, 50, 120), it is difficult to learn new $\pi_{\text{adv}}$ that effectively mounts the attacks.

the presence of new $\pi_{\text{adv}}$. Nonetheless, $\pi_{\text{nom}}$ that did not get robustified during adversarial training remains vulnerable to new $\pi_{\text{adv}}$.

6.3 Training algorithm and details

**Algorithm 1**: Algorithm for training $\pi_{\text{adv}}$.

1. Initialize $\pi_{\text{adv}}$, trained $\pi_{\text{nom}}$, $E$, $N$; while steps < $N$ do
2. Initialize $s_t$;
3. while $t < T$ do
4. $a_t \sim \pi_{\text{nom}}(s_t)$;
5. Construct $s_t = (s_t, a_t, d_{\text{adv}})$ or $s_t = (a_t, d_{\text{adv}})$;
6. $\delta_t \sim \pi_{\text{adv}}(s_t)$;
7. $s_{t+1} = E(s_t, a_t + \delta_t)$
8. if time for update then
9. Update $\pi_{\text{adv}}$

| Parameter        | Value |
|------------------|-------|
| Optimizer        | Adam  |
| Learning Rate    | 3E-4  |
| Entropy Coefficient | 0    |
| Batch Size       | 1024  |
| Update Interval  | 2048  |

Relevant details for training the $\pi_{\text{nom}}$ and $\pi_{\text{adv}}$ are provided in this section. To train the $\pi_{\text{nom}}$, we parameterize the agent with two deep neural networks, one representing the policy and one representing the value function. The policy networks consist of three fully-connected layers with the first and second layer having 64 hidden units. The output of the policy network is parameterized with a Gaussian distribution where the mean and variance of the distribution being estimated by the final fully-connected layer with the same dimensions as the action-space. The value function network also consists of three fully connected layers with 128, 64 and 1 hidden units respectively, with the output of the final layer being an estimate of the state’s value. A hyperbolic tangent activation function is used in between all layers. The same network architecture was used to train $\pi_{\text{adv}}$ as well. Both
$\pi_{nom}$ and $\pi_{adv}$ were trained using PPO with the parameters shown in Table 3. All experiments and codes were implemented in ChainerRL [37].