Control the Information of the Image with Anisotropic Diffusion and Isotropic Diffusion for the Image Classification
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Abstract. Humans can recognize objects well even if they only show the shape of objects or an object is composed of several components. But, most of the classifiers in the deep learning framework are trained through original images without removing complex elements inside the object. And also, they do not remove things other than the object to be classified. So the classifiers are not as effective as the human classification of objects because they are trained with the original image which has many objects that the classifier does not want to classify. In this respect, we found out which pre-processing can improve the performance of the classifier the most by comparing the results of using data through other pre-processing. In this paper, we try to limit the amount of information in the object to a minimum. To restrict the information, we use anisotropic diffusion and isotropic diffusion, which are used for removing the noise in the images. By using the anisotropic diffusion and the isotropic diffusion for the pre-processing, only shapes of objects were passed to the classifier. With these diffusion processes, we can get similar classification accuracy compared to when using the original image, and we found out that although the original images are diffused too much, the classifier can classify the objects centered on discriminative parts of the objects.
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1. Introduction

Even if the object is composed with many components or only the shape of the object is given, human can recognize what the object is. For the deep learning classification network, it is not easy to classify the object when only the object’s shape is given, since most of the classifiers are trained with the original image. When we visualize the classification deep learning network with convolutional neural network, the network’s layer which closer to an input layer, the more fined information is used and the last layer use more grained information [1]. Therefore, in order to accurately classify the object, the deep learning network uses both the shape and details of the object. In this respect, we want to find out how much object’s information the network needed to classify the object. The simplest way to limit the amount of information is the diffusion. To diffuse the input
images, we use anisotropic diffusion [2] and isotropic diffusion. With this two diffusion process, we can limit the information of the objects by removing the artifacts inside of the objects. Also, with the diffused images, we can get similar classification accuracy compare to using the original images. In the remainder of this paper, we briefly present the two diffusing processes in Section 2 and then explain the our method for diffusion in Section 3. Next, we show our classification results in Section 4. Finally, we summarize our paper in Section 5.

2. Isotropic Diffusion and Anisotropic Diffusion

Isotropic diffusion and anisotropic diffusion algorithm reduce the noise in the image with a partial differential equation. The isotropic diffusion is the solution of the heat equation. When we set \( I(x, y, t) \) is the image at time \( t \) and the input image as \( I \), the definition of the isotropic diffusion is Eq.(1).

\[
\frac{\partial I(x, y, t)}{\partial t} = \Delta I 
\]

In Eq.(1), \( \Delta \) is the laplacian operator which is the inner product of \( \nabla \); \( \Delta = \nabla \cdot \nabla \) and \( \nabla \) is the gradient operator. But this isotropic diffusion algorithm diffuses the image uniformly in all directions, so when we apply the isotropic diffusion to the input image, it blurs too much that we cannot recognize the image. But unlike isotropic diffusion, anisotropic diffusion algorithm diffuses the image with preserving the edge of the objects. The definition of the anisotropic diffusion is Eq.(2).

\[
\frac{\partial I(x, y, t)}{\partial t} = \text{div}(c(x, y, t)\nabla I) 
\]

Figure 1 shows the several diffused images. The kernel size of \((a), (b)\) and \((c)\) means the size of the gaussian kernel for the isotropic diffusion. When we apply large-sized kernel and big standard deviation, the gaussian kernel diffuses the image much more than the small-sized kernel. And the diffusion coefficient of \((d), (e)\) and \((f)\) is the \( \alpha \) of the Eq. 3. \((a), (b)\) and \((c)\) are the isotropic diffused image and \((d), (e)\) and \((f)\) are the anisotropic diffused image. \((c)\) is the much more diffused than \((a)\) and \((f)\) is much mord diffused than \((d)\). With \((a), (b)\) and \((c)\), we can know that when we diffuse the image with higher coefficient, we cannot recognize the image. However, with \((d), (e)\) and \((f)\), when we diffused the image with more higher coefficient, we can still recognize the object, because the anisotropic diffusion algorithm diffuses the image with preserving the edge of the objects.

3. Method

For the isotropic diffusion, we apply the gaussian kernel. When we use the small-sized and small standard deviation, the kernel diffuses the image little. On the contrary, with the big size kernel and big standard deviation, the kernel diffuses the image a lot. We use 8 kernel size; 3, 9, 15, 21, 27, 33, 39, 45. And set the standard deviation as twice of
each kernel size. We apply the isotropic diffusion before the classification network and the classification network is trained with the results of the isotropic diffusion. Also, for the anisotropic diffusion, we make an auto-encoder with VGG-16 [3]. The encoder part is same as the VGG-16 except the fully connected layers and the decoder part is composed of the transposed convolution layers. And Eq.3 is used for the loss of the auto-encoder.

\[ \text{Loss} = \|U - I\|^2 + \alpha \|\nabla U\| \]

\[ \|\nabla U\| = \|\nabla U_x\| + \|\nabla U_y\| \] (3)

In Eq.3, \(I\) is the input and the \(U\) is the output of the anisotropic diffusion auto-encoder. \(\alpha\) is the diffusion coefficient and \(\nabla\) is the gradient. So, \(\nabla U_x\) is a differential \(U\) in the x-axis direction and \(\nabla U_y\) is a differential \(U\) is the y-axis direction. We apply the anisotropic diffusion as an auto-encoder network, before the classification network. So, the classifier is trained with \(U\) instead of the original input image \(I\). For the diffusion coefficient \(\alpha\), we use 7 diffusion coefficient; 0.001, 0.01, 0.1, 0.3, 0.5, 0.9. In Eq.3, the first term of the \(\text{Loss}\) is the data fidelity that control the difference between the output and the input image. And the second term of the \(\text{Loss}\) is the total variation that diffuse the output image.

We use STL-10 [4] for the dataset and use VGG-16 [3], VGG-16 with batch normalization [5], VGG-19, VGG-19 with batch normalization, RESNET-18 [6] and RESNET-34. Also, we observe the class activation map [7] for each diffusion process and for each diffusion coefficient with the RESNET-34.

4. Results

To observe the two diffusion algorithms’ influence to the information of the images, we check the classification score and class activation map. For the isotropic diffusion, we change the kernel size, and for the anisotropic diffusion, we change the \(\alpha\) in Eq.3. The classification score is shown with Table 1. For the classification, we use 6 structures with
softmax; VGG-16, VGG-16_bn, VGG-19, VGG-19_bn, RESNET-18, RESNET-34. The VGG-16_bn means the VGG-16 with batch normalization and the VGG-19_bn means VGG-19 with batch normalization. We apply two diffusion algorithms; isotropic diffusion and anisotropic diffusion. For anisotropic diffusion, we use 8 kernel for each experiment. We represent the kernel size in the Table 1 as isotropic kernel size (e.g. isotropic_3 means isotropic diffusion when the kernel size is 3.). And we represent the diffusion coefficient (\(\alpha\) in Eq.3) as aniso_diffusion coefficient (e.g. aniso_0.001 means anisotropic diffusion when the diffusion coefficient is 0.001.).

**Table 1.** classification accuracy(%) per each classifier, isotropic diffusion with 8 kernels size, and anisotropic diffusion with 7 diffusion coefficients. The bn means the batch normalization. We represent the kernel size of isotropic diffusion as isotropic_size and the diffusion coefficient as aniso_coefficient.

|             | VGG-16     | VGG-16_bn | VGG-19     | VGG-19_bn | RESNET-18  | RESNET-34  |
|-------------|------------|-----------|------------|-----------|------------|------------|
| original    | 95.06      | 93.96     | 91.53      | 94.36     | 95.82      | 97.16      |
| isotropic_3 | 94.41      | 93.83     | 90.06      | 94.22     | 94.15      | 96.93      |
| isotropic_9 | 89.25      | 86.98     | 83.35      | 88.07     | 89.51      | 93.4       |
| isotropic_15| 83.58      | 79.50     | 76.25      | 81.50     | 86.58      | 87.52      |
| isotropic_21| 79.21      | 74.08     | 73.07      | 74.56     | 81.06      | 82.86      |
| isotropic_27| 75.37      | 70.58     | 68.30      | 70.96     | 76.01      | 76.11      |
| isotropic_33| 71.15      | 67.12     | 68.53      | 67.93     | 68.80      | 70.86      |
| isotropic_39| 67.00      | 64.58     | 64.98      | 66.30     | 67.16      | 67.17      |
| isotropic_45| 61.56      | 63.05     | 62.23      | 63.56     | 61.42      | 64.82      |
| aniso_0.001 | 92.33      | 91.51     | 89.08      | 92.57     | 93.57      | 95.05      |
| aniso_0.01  | 92.50      | 91.85     | 88.57      | 92.53     | 93.53      | 94.88      |
| aniso_0.1   | 91.42      | 91.30     | 88.07      | 92.15     | 93.22      | 94.58      |
| aniso_0.3   | 90.28      | 89.06     | 86.96      | 90.53     | 92.28      | 93.57      |
| aniso_0.5   | 89.31      | 88.56     | 85.00      | 89.55     | 92.05      | 92.93      |
| aniso_0.9   | 89.05      | 87.56     | 83.45      | 88.21     | 90.85      | 92.18      |

As we can see with Table 1, the isotropic diffusion algorithm has a negative effect on classification as diffusion degree becomes larger (i.e. the bigger kernel size). But, even if we apply the anisotropic diffusion with the properly large diffusion coefficient, we can get still high classification score. It means that the isotropic diffusion cannot preserve the information of the objects, but the anisotropic diffusion can preserve the information of the objects. This can also be seen through Figure 1. Also, Figure 2 show the class activation map of each diffusion algorithm and diffusion coefficient with RESNET-34.

In the Figure 2, each of the image sets, the top 4 images is the diffused images and the bottom 4 images is the class activation maps. \textbf{aniso}_k represent the anisotropic diffusion with diffusion coefficient \(k\) (e.g. aniso_0.001 means anisotropic diffusion when the diffusion coefficient is 0.001). \textbf{iso}_k represent the isotropic diffusion with gaussian kernel size \(k\) (e.g. iso_3 means isotropic diffusion when the gaussian kernel size is 3). When we compare the each results with the original image results \((a)\), we can see that the class activation maps get bigger as the kernel size gets bigger (i.e. much more diffusion). With, Table 1 and Figure 2, we
can know that when we apply the properly large diffusion coefficient with anisotropic diffusion to the input image, the classifier can get similar classification accuracy even though the images are diffused. Also, with anisotropic diffusion we can decrease the noise of the image. Figure 3 shows the effect of anisotropic diffusion on the action of reducing noise of the image. In the Figure 3, the patterns on the wallpaper disappear.
5. Conclusion

When the input image is diffused, there is a loss of information about the object. But if the object’s shape is remained, the classification network still can classify the object. Two diffusion algorithm isotropic diffusion and anisotropic diffusion diffuse the image, but the isotropic diffusion cannot preserve the shape of the object well. On the other hand, anisotropic diffusion algorithm can preserve the edge that can preserve the shape of the object. With our experiment, the anisotropic diffusion algorithm is applied effectively to preserve the shape of the object. When we compare the anisotropic diffused images’ classification score to original images, we can get similar classification score also, can get much more higher accuracy than using isotropic diffused images.
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