Kinetic simulation of electron cyclotron resonance assisted gas breakdown in split-biased waveguides for ITER collective Thomson scattering diagnostic
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For the measurement of the dynamics of fusion-born alpha particles $E_{\alpha} \leq 3.5 \text{ MeV}$ in ITER using collective Thomson scattering (CTS), safe transmission of a gyrotron beam at mm-wavelength (1 MW, 60 GHz) passing the electron cyclotron resonance (ECR) in the in-vessel tokamak ‘port plug’ vacuum is a prerequisite. Depending on neutral gas pressure and composition, ECR-assisted gas breakdown may occur at the location of the resonance, which must be mitigated for diagnostic performance and safety reasons. The concept of a split electrically biased waveguide (SBWG) has been previously demonstrated in [C.P. Moeller, U.S. Patent 4,687,616 (1987)]. The waveguide is longitudinally split and a kV bias voltage applied between the two halves. Electrons are rapidly removed from the central region of high radio frequency electric field strength, mitigating breakdown. As a full scale experimental investigation of gas and electromagnetic field conditions inside the ITER equatorial port plugs is currently unattainable, a corresponding Monte Carlo simulation study is presented. Validity of the Monte Carlo electron model is demonstrated with a prediction of ECR breakdown and the mitigation pressure limits for the above quoted reference case with $^1\text{H}_2$ (and pollutant high $Z$ elements). For the proposed ITER CTS design with a 88.9 mm inner diameter SBWG, ECR breakdown is predicted to occur down to a pure $^1\text{H}_2$ pressure of 0.3 Pa, while mitigation is shown to be effective at least up to 10 Pa using a bias voltage of 1 kV. The analysis is complemented by results for relevant electric/magnetic field arrangements and limitations of the SBWG mitigation concept are addressed.
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I. INTRODUCTION

ITER will be the first fusion reactor to achieve a fusion power gain of $Q \geq 1$ (goal $Q = 10$). Collective Thomson scattering (CTS) has been proposed as a primary diagnostic for the measurement of fusion-born alpha particles ($E_{\alpha} < 3.5$ MeV).\textsuperscript{1,2} It relies on scattering of an intense gyrotron beam at mm-wavelength (1 MW, 60 GHz) by fluctuations in the plasma, which are captured by receiver mirrors. The fast ions’ velocity distribution is inferred from the measured spectrum. The gyrotron beam must pass the electron cyclotron resonance (ECR, where $\omega_{rf} = \omega_{ce}$) within the in-vessel waveguide of the diagnostic, subject to the tokamak 'port plug' vacuum. However, the intense radio frequency (RF) radiation of the beam may cause an ECR-assisted electric gas breakdown within the waveguide, which may lead to failure and damage of the diagnostic. This phenomenon is qualitatively depicted by the Paschen law.\textsuperscript{3,4} Gas breakdown and the development of a discharge occurs when the gas pressure is (i) high enough so that ionizing collisions of electrons (which are accelerated by the driving electric field) with the neutral gas atoms are frequent enough to compensate for diffusion and losses to the walls, but (ii) low enough that the electrons gain sufficient energy for ionization (from the electric field) in between subsequent collisions. A positive net balance between electron count gain and loss results in an exponential growth in the free electron population and a corresponding ionization avalanche,

$$\frac{\partial n_e}{\partial t} = n_e(\nu_{iz} - \nu_{loss}),$$

$$n_e(t) = n_{e,0} \exp\left\{ (\nu_{iz} - \nu_{loss}) t \right\}. \tag{2}$$

The minimum voltage to maintain a discharge is correspondingly specified at break even. On breakdown, the resulting transition from an under- to an over-dense regime, where a RF electric field is substantially affected by the plasma, corresponds to an angular frequency $\omega_{rf}$ approximately equal to the electron plasma frequency, $\omega_{rf} \approx \omega_{pe}(n_e)$. It is marked by the critical electron density $n_{e,crit} = \omega_{rf}^2 \epsilon_0 m_e/e^2$. $e$ is the elementary charge, $m_e$ is the electron mass, and $\epsilon_0$ is the vacuum permittivity. While static and RF breakdown are conceptually related, they differ quantitatively.\textsuperscript{3,5}

Two contributions govern breakdown. On the one hand, the electron count gain is determined by the mean ionization frequency

$$\nu_{iz} = \frac{\langle \sigma_{iz}(v_e) v_e \rangle p}{k_B T}, \tag{3}$$
which scales proportional to gas pressure $p$, electron velocity $v_e$, and velocity dependent ionization collision cross section $\sigma_{iz}$. Therein, parentheses $\langle \cdot \rangle$ denote the mean value, averaged over the electron energy distribution, $T$ is the neutral gas temperature, and $k_B$ is Boltzmann constant. On the other hand, the electron count loss is determined by electron diffusion loss. It is governed by the rate $\nu_{\text{loss}} = \langle v_e \rangle / L$ with which electrons are lost from the volume, where breakdown is investigated, at a typical distance $L$ (e.g., waveguide diameter $2L = D = 88.9 \text{ mm}$). Assuming an energy independent ionization collision cross section, the balance of the processes is approximately determined by the growth ratio $\nu_{iz} / \nu_{\text{loss}} \propto pL$. Consequently, with $\nu_{iz} / \nu_{\text{loss}} < 1$, diffusion loss typically dominates at low pressures (below 1 Pa), resulting in a negative net electron balance and thus no breakdown. Due to the factual dependence of the ionization collision cross section on energy (cf. Section III C), an optimum electron energy (respectively velocity) may be determined. It maximizes $\langle \sigma_{iz}(v_e) v_e \rangle$ and therefore, above this energy, electrons are subject to overheating (i.e., are increasingly unlikely to cause ionization).

The presence of a magnetic field (e.g., of a fusion device) significantly alters the gas breakdown dynamics in two respects: (i) diffusive transport is inhibited across magnetic field lines, reducing wall losses; and (ii) the RF beam may need to be transmitted through the ECR region. The first mechanism predominantly influences the gain/loss balance, enabling gas breakdown at much lower pressures. Regarding the second aspect, when electrons are accelerated subject to the ECR (if present) this brings about a substantial increase in electron heating (but little influence on the particle balance for electron energies above the ionization threshold). Resonance occurs when the frequency $\omega_{rf}$ equals an integer multiple $k$ of the electron cyclotron frequency $k\omega_{ce} = keB_\perp / m_e^* = \omega_{rf}$ (where $B_\perp$ is the magnetic field component transverse to the RF electric field and $m_e^* = \gamma m_e$ is the relativistic electron mass; $\gamma \to 1$ is a safe approximation for ITER CTS, but should be treated with caution in ECR heating schemes). Electrons are accelerated in phase with their gyration about a magnetic field line and rapidly gain energy from the RF electric field component perpendicular to the magnetic field, $\vec{E}_{rf} \perp \vec{B}$. The related phenomenon of ECR-assisted gas breakdown has been studied theoretically, based on analytical model formulations, since the 1950s. The approaches utilize global particle and energy balance relations, paired with considerations on the high frequency electron kinetics. This phenomenon is greatly exploited in heating of fusion plasmas.
While the afore-mentioned considerations and models approximately capture the global phenomena, they do not provide any detailed spatio-temporal information. Spatially resolved kinetic models may accurately predict these dynamics, limited by their computational requirements. To the best of our knowledge, no corresponding simulation study has been previously conducted investigating ECR-assisted gas breakdown. Conceptually similar previous studies have been mostly concerned with the decisively different DC gas breakdown and streamer regime.\textsuperscript{11,12} In addition, non-magnetized microwave air breakdown was recently investigated by means of Monte Carlo simulations, taking into account electron-surface interaction.\textsuperscript{13} In particular, in the frame of RF diagnostics for fusion devices or heating schemes, such as ITER CTS or ECR heating, no theoretical study has been concerned with the analysis of mitigation schemes to prevent undesired ECR-assisted breakdown within the diagnostic’s waveguide. This aspect has been addressed experimentally in previous works by Moeller et al.\textsuperscript{14–18} who proposed a longitudinally-split electrically-biased waveguide (SBWG) design to avoid in-waveguide ECR breakdown by promoting the removal of electrons from the central region of high RF electric field strength and amplifying wall loss (detailed later).

To address the aspects of ECR breakdown and SBWG mitigation in the context of the ITER CTS SBWG design\textsuperscript{19} the onset of a gyrotron pulse and the corresponding ECR breakdown dynamics are simulated and analyzed in this work, using a spatially resolved Monte Carlo electron model. Initially, a reference setup described by Moeller et al.\textsuperscript{14–18} and the ITER CTS configuration\textsuperscript{19} are introduced in Section II. Thereafter, the simulation approach and the fundamental prerequisites and model inputs are presented in Section III. This is followed by simulation results for the ‘Moeller’ reference case, which are established for verification and validation in Section IV A. The ITER CTS setup is addressed subsequently in Section IV B and the effectiveness of SBWG breakdown mitigation is demonstrated for this setup. After a discussion of the results, the work is concluded.

II. SETUP

In the following, the two relevant configurations are presented. The main parameters and features are collected in Table I. Schematics of the configurations are depicted in Figure 1. When not specified otherwise, a homogeneous magnetic field magnitude $B = 2.14$ T is
imposed in both cases (note the different magnetic field directions for the ‘Moeller’ and ITER CTS cases).

### A. ‘Moeller’ configuration

The results due to Moeller et al. were obtained considering a circular smooth waveguide with \( D = 19.1 \) mm inner diameter and TE\(_{11}\) microwave mode propagation. The waveguide surface material was stainless steel. The magnetic field was created by a solenoid magnet, therefore, pointing predominantly in the axial direction (cf. Figure 1a). A two dimensional model well represents the system inside the solenoid. It takes the invariant axial direction as \( z \) and assumes a homogeneous axial magnetic field \( B_z \approx 2.14 \) T. The TE\(_{11}\) polarization is taken in the \( y \) direction. The bias electric field \( \vec{E}_{bias} \) (consistently calculated numerically) points predominantly in the \( x \) direction. Therewith, effective ECR heating, as well as breakdown mitigation mainly based on an \( \vec{E}_{bias} \times \vec{B} \) drift are realized. For simplifi-

|                     | Moeller\footnote{14–18} | ITER CTS\footnote{19} |
|---------------------|--------------------------|------------------------|
| Gas                 | Hydrogen (+ outgassing)  | Hydrogen               |
| Pressure \( p \)    | \( 10^{-2} \dot{\ldots} 0.133 \) Pa | \(< 2 \) Pa           |
| Temperature \( T \) | 400 K                    | 400 K                  |
| Wall material       | Stainless steel          | Cu (coating or CuCrZr) |
| Magnetic field \( \vec{B} \) | Solenoid \( B_z \approx 2.14 \) T | Toroidal \( B \approx 2.14 \) T |
| Gyrotron power \( P_{gyr} \) | 200 kW                   | 1 MW                   |
| SBWG inner diameter \( D \) | 19.1 mm                  | 88.9 mm                |
| Mode                | TE\(_{11}\)              | LP\(_{01}/\)HE\(_{11}\) |
| 1st zero of mode \( x \) | 1.8411                   | 2.4045                 |
| Pulse duration \( \tau \) | 5 ms                     | 1 \dot{\ldots} 1000 ms |
| Pulse rise time \( \tau_{rise} \) | \( \gtrsim 100 \) \( \mu \) s | \( \gtrsim 100 \mu \) s |
| Maximum RF field \( E_0 \) | \( \approx 1500 \) kV/m | \( \approx 670 \) kV/m |
| Bias potential \( V_{bias} \) | 1 \dot{\ldots} 2.3 kV | 1 \dot{\ldots} 2 kV |

Table I. Summary of parameters specified for the respective configuration and approximated in the simulation for the two scenarios of concern.
Figure 1. Schematics of the configurations: a) 2D ‘Moeller’ scenario, b) 2D ITER CTS scenario ($E_{\text{rf}} \perp B$), and c) 3D ITER CTS field arrangement. The dominant directions of the respective fields are indicated by arrows. $D$ is the waveguide inner diameter, $d$ the gap between the SBWG halves.

cation, the configuration is simulated in a two dimensional transversal cross section of the waveguide. Moeller reports on gas breakdown and mitigation in hydrogen $^1\text{H}_2$. However, as noted outgassing from the walls may have had an important contribution.\footnote{\textsuperscript{18}}

B. ITER CTS configuration

The ITER CTS configuration differs from the ‘Moeller’ case in several respects. Firstly, the proposed corrugated waveguide with inner diameter $D = 88.9$ mm supports LP\textsubscript{01} (HE\textsubscript{11} respectively) mode propagation.\footnote{\textsuperscript{22}} Moreover, the waveguide surface material is most certainly CuCrZr (or Cu coating), which among other aspects suppresses outgassing from the walls (stainless steel retains much H\textsubscript{2}O).\footnote{\textsuperscript{17,18}} Secondly, the magnetic field structure within the waveguide is neither axial nor transversal, but entails contributions in both directions. The relevant section of the waveguide is subject to a magnetic field strength of $B \approx 2.14$ T to be affected by ECR heating. This is schematically depicted in Figures 1b) and c) and Figure 2 whereas the waveguide axis is aligned with the $z$ axis. The linearly polarized RF electric field $\vec{E}_{\text{rf}}$ points in the $y$ direction, whereas the magnetic field $\vec{B}$ has components in the $x$ and $z$ direction. The bias electric field $\vec{E}_{\text{bias}}$ points predominantly in the $x$ direction. Two model representations are investigated both assuming a hydrogen $^1\text{H}_2$ neutral gas background:

(i) A two dimensional setup which neglects the axial magnetic field component $B_z$, but
Figure 2. a) Magnetic field plotted over a cross sectional cut in the $x-z$ plane. The white lines indicate magnetic field strength isocurves and the red lines the direction of representative field lines. b) Structure of the magnetic field within the waveguide section used in the model.

maintains the magnetic field magnitude $B = 2.14 \, \text{T}$ and includes all governing mechanisms concerning ECR breakdown as well as mitigation (cf. Figure 1b).

(ii) A three dimensional setup depicting a waveguide section ($L = 80 \, \text{mm}$) and which includes a more realistic magnetic field (including relevant $B \approx 2.14 \, \text{T}$; cf. Figures 1b and 2). While the axial magnetic field is $B_z = 0.735 \, \text{T}$, the transverse magnetic field $B_x$ varies with $dB_x/dz = 1.674 \, \text{T/m}$. Magnetic field lines are oblique at an angle with the $z$ axis. The 3D magnetic field structure is approximated from the complicated 3D structure of the ITER tokamak baseline scenario. Due to computational limitations, only a limited number of representative cases were simulated for this setup.

C. Electron cyclotron resonance and gyrotron excitation

The RF excitation frequency is $f = 60 \, \text{GHz}$ for both cases discussed. The corresponding RF period is $T = 1/f \approx 16.67 \, \text{ps}$. The ECR frequency $\omega_{ce}$ defines the intrinsic timescale of the electron dynamics which needs to be resolved. At the gyrotron beam frequency $\omega_{rf} \approx \omega_{ce}$, the magnetic field magnitude of the fundamental resonant mode is $B \approx 2.14 \, \text{T}$, whereas the second harmonic resonant mode is excited when $\omega_{rf} \approx 2\omega_{ce}$ at $B \approx 1.07 \, \text{T}$.

Moeller reports pulses of $\tau = 5 \, \text{ms}$, while ITER CTS design specifies typical pulse lengths of $\tau = 10 \, \text{ms}$ (between $\tau = 1 \, \text{ms}$ to $1 \, \text{s}$ depending on operating conditions). The pulse rise
time is typically on the order of $\tau_{\text{rise}} \approx 100 \, \mu s$\textsuperscript{23}, which is in line with the design specifications for ITER CTS. Moeller does not specify the pulse rise time.

Both the pulse length and the rise time are orders of magnitude larger than the intrinsic timescale of the ECR heating dynamics (see above paragraph). Moreover, while the electron heating timescale needs to be resolved, the dominant timescale for gas breakdown is governed by electron impact ionization collisions with the gas background. The mean collision time for ionization

$$\tau_c = \frac{1}{\nu_{iz}} \tag{4}$$

provides the relevant timescale. It represents an intermediate timescale between the ECR heating time and the pulse rise time and duration. As tabulated in Table II, it is below $\tau_c \lesssim 5 \, \mu s$ for the relevant pressure range.

The excitation pulse envelope is schematically depicted in Figure 3 for a simplified gyrotron pulse. It is approximated by a Gaussian ramp up phase defined by the rise time $\tau_{\text{rise}} = 100 \, \mu s$, a plateau defined by the pulse duration $\tau = 10 \, \text{ms}$, and an analogue decay phase $\tau_{\text{decay}} = \tau_{\text{rise}}$. Notably, the pulse magnitude is approximately constant on the timescale of gas breakdown (10 $\mu s$ depicted in Figure 3b). Hence, the RF modulated pulse waveform can be considered a continuous wave (CW) concerning the intrinsic electron heating dynamics, as well as the collisional processes leading to gas breakdown. The time interval which

![Figure 3. a) Schematic of a typical gyrotron electric field pulse envelope with rise time of $\tau_{\text{rise}} = 100 \, \mu s$, a total pulse duration of $\tau = 10 \, \text{ms}$, and maximum RF electric field of $E = 670 \, \text{kV/m}$, b) zoom to the relevant $\mu s$ timescale $150 \, \mu s \leq t \leq 160 \, \mu s$ (blue upper, yellow lower bound). For illustration, the pulse form is evaluated from Eq. (6) with $\sigma = \tau_{\text{rise}}$ and ITER CTS parameters.](image)
Figure 4. Electric field patterns in ‘Moeller’ waveguide for TE$_{11}$ a) $E_x$, b) $E_y$ and ITER CTS waveguide for LP$_{01}$ c) $E_y$, $E_x$ zero. The former has a high RF electric field in a larger fraction of the waveguide.

is most relevant for gas breakdown should be considered. The latter is dictated by the RF electric field magnitude $E_0$ which is required to heat electrons to sufficient energies – this is detailed in Section III A.

The field pattern within the waveguide is defined by the propagation modes TE$_{11}$ for ‘Moeller’ and LP$_{01}$ for ITER CTS. In the latter case, a corrugated waveguide is used. Corrugations on the waveguide surface are located, where the field magnitude is minimum (i.e., close to zero). Consequently, their effect on gas breakdown is negligible and corrugations have been omitted in the geometry of the simulation. The electric field patterns of the relevant modes are depicted in Figure 4 for both configurations. While the TE$_{11}$ mode contains two transverse electric field contributions $E_x$ and $E_y$, LP$_{01}$ entails only an $E_y$ contribution.

| $p$ (Pa) | $\tau_e$ ($\mu$s) |
|---------|-------------------|
| 0.01    | 5.5               |
| 0.1     | $5.5 \cdot 10^{-1}$ |
| 1       | $5.5 \cdot 10^{-2}$ |
| 10      | $5.5 \cdot 10^{-3}$ |

Table II. Mean time for electron impact ionization collisions in hydrogen obtained from Eq. (4). Values are given for an electron velocity $v_e = v_{\text{max}} \approx 10^7 \text{ m/s } (E_{\text{max}} \approx 285 \text{ eV})$, where $\text{max}(\sigma_{iz}(v_e)v_e) = \sigma_{iz}(v_{\text{max}})v_{\text{max}} \approx 10^{-13} \text{ m}^3/\text{s}$ (cf. Section III C). Neutral gas temperature is $T = 400 \text{ K}$. 10
In both cases, the \( y \) component dominates and is peaked in the center of the waveguide. The region of high RF electric field strength is more distributed for \( \text{TE}_{11} \) compared to \( \text{LP}_{01} \), resulting in a smaller peak electric field at equal intensity and waveguide inner diameter. See references\(^{21,22}\) for more details.

### D. Longitudinally-split electrically-biased waveguide

The SBWG mitigation scheme has been originally proposed and detailed by Moeller.\(^{14-18}\) The fundamental reasoning is to enhance drift-diffusion of electrons from the central resonant region of high RF electric field strength, before these electrons initiate or participate in a gas breakdown avalanche. This is achieved by longitudinally splitting the waveguide in two half-cylinders and applying a DC bias voltage, \( V_{\text{bias}} \), between them. (Note that the symbol \( V_{\text{bias}} \) is used to denote the electric potential difference \( V_{\text{bias}} = \phi_{\text{anode}} - \phi_{\text{cathode}} \).) For ‘Moeller’ a bias voltage in the range \( V_{\text{bias}} = 1 \) to \( 2.3 \) kV has been reported, while ITER CTS is specified with \( V_{\text{bias}} = 1 \) to \( 2 \) kV. Depending on the geometry and the resulting bias electric field \( \vec{E}_{\text{bias}} \), two mechanisms drive electrons out of the central waveguide region and to the walls:

(i) Electron acceleration and transport along magnetic field lines may proceed freely due to \( \vec{E}_{\text{bias}} \parallel \vec{B} \). Assuming a uniform bias electric field \( E_{\text{bias}} = V_{\text{bias}}/D \) and neglecting collisions, the maximum sweep time can be approximated by

\[
\tau_{\text{sweep}} = \sqrt{\frac{2D^2m_e}{eV_{\text{bias}}}}.
\] (5)

This assumes an electron acceleration and trajectory from one side of the waveguide to the opposite side and provides an upper bound. For ITER CTS with 1 kV bias voltage this evaluates to \( \tau_{\text{sweep}} \approx 10 \) ns, for 2 kV it corresponds to \( \tau_{\text{sweep}} \approx 6.7 \) ns.

(ii) Electron transport may follow an \( \vec{E}_{\text{bias}} \times \vec{B} \) drift with velocity \( v_{\text{sweep}} = |\vec{E}_{\text{bias}} \times \vec{B}|/B^2 \) omitting collisions. This results in an approximate maximum time of travel to the wall \( \tau_{\text{sweep}} = D/v_{\text{sweep}} \). For the ‘Moeller’ scenario this gives \( \tau_{\text{sweep}} \approx 0.8 \mu s \).\(^{14,15}\)

Electron transport is principally inhibited by collisions with the gas background. By comparison with the approximate mean collision times from Table III in the proposed scenario the influence is negligible when \( \tau_{\text{sweep}}/\tau_c \lesssim 1 \). This relates to low pressures of \( p \lesssim 0.1 \) Pa for ‘Moeller’ and \( p \lesssim 1 \) Pa for ITER CTS. When collisions are frequent, they not only contribute to slowdown but also to multiplication of electrons, due to ionization. Hence, at higher pres-
sures especially mechanism (i) may additionally contribute to the gas breakdown dynamics. The influence of the latter, as well as nonuniform bias electric fields cannot straightforwardly be included in the presented approximations. This stresses the need for accurate numerical simulation predictions.

III. MODEL

A. Kinetic electron model

The utilized Monte Carlo electron model was developed within the OpenFOAM framework. The underlying particle in cell particle (PIC) code has been used for pure simulation studies, but has also been validated with experiments. In addition, the code has been validated against the benchmarked reference PIC code yapic. By considering an ensemble of pseudo-electrons (each representing a given number of physical electrons) a kinetic description is established. The pseudo-electrons are traced in a given 3D geometry based on an unstructured tetrahedral mesh. Their individual motion is subject to Newton’s laws, following microscopic Coulomb and Lorentz force terms. Consequently, average force terms such as the ponderomotive force are intrinsically included. Two or three spatial coordinates are considered, depending on the geometry and setup, whereas three velocity components are maintained throughout (2D-3V or 3D-3V components per electron).

Electron collisions with the gas background are included in a Monte Carlo collision scheme. The neutral gas is assumed as a stationary Maxwell-Boltzmann distributed background with temperature $T$ and adjustable gas composition. Collisional processes are incorporated using a modified no-time counter. The selection of different collision processes further uses a null-collision approach. The magnetic field and the RF electric field are imposed within the domain, whereas the static bias electric field is calculated using the finite volume method. Feedback of charged species onto the electromagnetic fields is neglected. This approach is valid in the underdense regime with $n_e \ll n_{e,\text{crit}}$. Initially, a homogeneous electron density of $n_e(t = 0 \text{ s}) = 10^{10} \text{ m}^{-3}$ is imposed. The previous assumption is well justified for the subsequent evolution, since simulations starting with this low density are conducted only until gas breakdown is detected from a noticeable rise in $n_e$. The electric field due to local space charge effects can be estimated from Poisson’s equation. In 1D Cartesian
coordinates, the maximum electric field of a uniform charge density $\rho \approx e \cdot 10^{11} \text{m}^{-3}$ over the length of a waveguide diameter $D = 88.9 \text{mm}$ is estimated to be $160 \text{V/m}$. This is several orders of magnitude smaller than the bias electric field and the RF electric field imposed in this work, and consequently negligible. Moreover, due to the low charge carrier density, collective effects such as quasi-neutrality and Debye shielding occur on the length scale of the geometric configuration, and are negligible as well.

The pseudo-particle weight was chosen to maintain sufficient statistics ($\gtrsim 80$ electrons per mesh cell $\gg 1$). The time step was set to $\Delta t = 200 \text{fs}$, to capture the gyration of electrons around magnetic field lines ($\gtrsim 80$ time steps per gyration $\gg 1$).

The computational effort of the simulation and the divergent physical timescales render an evaluation of the complete pulse waveform infeasible. As schematically depicted in Figure 3, for a time interval less than approximately $10 \mu\text{s}$ the pulse magnitude is nearly time invariant. This is inherently the case for the intrinsic electron dynamics. Hence, a modified CW waveform is considered in the simulation without loss of generality. The rise of the pulse is not evaluated to scale, but an initial start-up phase using an RF modulated Gaussian

$$E_{\text{rf}}(t) = E_0 \exp\left(-\frac{(t - 4\sigma)^2}{2\sigma^2}\right) \cos(\omega_{\text{rf}}t), \quad t \leq 4\sigma$$

with $\sigma = 10 \text{ns}$ and a subsequent CW signal specifies the RF electric field waveform. The maximum electric field strength $E_0$ is chosen such that a gas breakdown avalanche is initiated most effectively, taking into account electron impact ionization in the volume as well as electron-induced secondary electron emission and reflection at the surface.

Electrons need to be heated to sufficient energies, but not overheated. The latter may occur once the product of $\langle \sigma_{\text{iz}}(v_e)v_e \rangle$ – which defines the collision probability – attains a negative slope and decreases with increasing kinetic energy. For energies in the range $E \approx 70$ to $700 \text{eV}$, $\langle \sigma_{\text{iz}}(v_e)v_e \rangle$ varies less than $10\%$ from the maximum at $E \approx 285 \text{eV}$ (cf. Sections III C). Consequently, strongest initiation of an ionization cascade is expected for the mentioned energy range. The exact energy, however, is of subordinate relevance, as long as a minimum energy of $E \gtrsim 70 \text{eV}$ is maintained.

In addition to electron impact ionization in the volume, however, an electron count balance more realistic than Equation (1) also depends on surface processes in a realistic scenario. That is, electron-induced secondary electron emission and reflection contribute respectively. Due to markedly different energy dependencies (e.g., maximum emission at 400 to 600 eV;
cf. Section III B), these alter the optimum RF electric field strength \( E_0 \), which most effectively causes gas breakdown. For the ‘Moeller’ scenario an RF electric field magnitude, \( E_0 = 80 \text{kV/m} \), and for the ITER CTS case, \( E_0 = 150 \text{kV/m} \) (for 2D) and \( E_0 = 35 \text{kV/m} \) (for 3D), have been determined to most effectively initiate gas breakdown. These values have been iteratively estimated for the reference cases with \( p = 0.133 \text{Pa} \) for ‘Moeller’ and \( p = 1 \text{Pa} \) for ITER CTS.

Following this reasoning, the proposed simulations operate at a relatively low RF electric field strength, corresponding to the start-up phase of the gyrotron pulse. This circumstance does not impose any limitation on the validity for the case with higher RF electric field strengths encountered later during the ‘experimental realization’. The RF electric field strength and the corresponding energy window were selected in the simulations to provide a conservative gas breakdown estimate. Higher RF electric field strengths cause electron overheating, suggesting raised pressure limits for gas breakdown. The same reasoning applies to the situation when the pressure increases during operation and becomes critically high only after the RF modulated pulse magnitude has reached its maximum.

Compared to an experimental realization, the simulation procedure differs in two aspects:

(i) The simulated RF modulated pulse increases within \( \tau_{\text{rise}} = \sigma = 10 \text{ns} \) to the CW electric field magnitude. This rise imposes a rapid excitation of the system of electrons (which are initially Maxwell-Boltzmann distributed). As apparent from the results, this is associated with a noticeable ‘ringing’ in the average electron energy, due to a slower time response of the system. The rise time \( \tau_{\text{rise}} = 10 \text{ns} \) is chosen as a compromise, minimizing these ‘ringing’ oscillations, but also the computational load (i.e., the time duration to be simulated).

(ii) In the proposed ITER CTS realization, the mitigation bias is designed to be constantly active. In contrast, the simulations are initially evolved until a noticeable gas breakdown occurs (exponential rise in \( n_e \)), and thereafter the mitigation bias voltage is switched on. On the one hand, this procedure is used to demonstrate the effectiveness of the SBWG mitigation scheme. On the other hand, it is also used because the onset of the gyrotron pulse cannot feasibly be simulated due to the simulation run-time. This and the inclusion of background ionization processes (instead of a pre-specified initial electron density) would, however, be required to capture the early phase of ECR breakdown and mitigation appropriately.

Both of the above raised aspects signify limitations of the simulation approach. However,
as the conditions for ECR breakdown depicted by the procedure are more severe than in an experimental realization, the above points do not seem to entail any implications regarding the validity of the conclusions. Hence, the limits determined by the approach can be regarded as conservative bounds. This reasoning is supported by the agreement between experimental and simulation results, as elaborated for the ‘Moeller’ reference case in Section IV A.

B. Surface Coefficients

Particles interacting with bounding walls are subject to several interaction mechanisms. In the present context, in particular electron-induced secondary electron emission (e-SEE, denoted by $\delta$) and electron reflection (denoted by $\eta$) are important.\cite{10,42} Notably, e-SEE can produce a net gain in electron number count. The ITER CTS design proposes CuCrZr or ITER-grade 316LN stainless steel (SS), as material for the waveguide. Regarding the surface coefficients, CuCrZr is well approximated by Cu, SS will be Cu coated. For the ‘Moeller’ case SS was reported as the material of choice.\cite{18}

e-SEE from Cu has been investigated in numerous publications\cite{40,44} In contrast, the literature basis for SS is comparably weak.\cite{42} In this work, most conservative (i.e., highest) emission values are used with the goal to represent the worst-case scenario for gas breakdown mitigation. Corresponding parameters (cf. Table III) are used to evaluate the fitting formula due to Young,\cite{45} as well as Lye and Dekker,\cite{46}

\[ \delta(E) = \frac{\delta_m}{1 - e^{-x_m}} \left( \frac{E}{E_m} \right)^{1-k} \left( 1 - \exp \left[ -x_m \left( \frac{E}{E_m} \right)^k \right] \right). \] (7)

$E_m$ defines the energy of maximal electron emission, whereas $\delta_m$ specifies its value. $x_m$ and $k$ are dimensionless fitting coefficients. All listed parameters are material dependent.

The process of electron reflection has been found to predominantly depend on atomic number $Z$.\cite{42,46,47} Following Hunger and Küchler,\cite{47} it may be evaluated based on the proposed fitting formula

\[ \eta(E, Z) = (E/\text{keV})^{m(Z)} e^{\epsilon(Z)}, \quad E \text{ in keV} \]

\[ m(Z) = 0.1382 - 0.9211^{-Z}, \]

\[ e^{\epsilon(Z)} = 0.1904 - 0.2236 \ln(Z) + 0.1292 \ln^2(Z) - 0.01491 \ln^3(Z). \]
Table III. Parameters used for the evaluation of surface coefficients using Equations (7) and (8). Cu parameters from\textsuperscript{40,44}. For SS effective values have been calculated by weighting the atomic results assuming atomic fractions 70% Fe, 20% Cr, 10% Ni.\textsuperscript{42}

Whereas the dependence \( m(Z) \) governs an energy power law, \( c(Z) \) scales the total electron reflection. Both are dimensionless functions of the atomic number \( Z \).

While data for Cu has been proposed\textsuperscript{42,46,47}, the uncertainty of the available data suggests that atomic fractions 70% Fe, 20% Cr, 10% Ni provide a reasonable estimate for SS. These were used accordingly in the following. Surface coefficients for Cu and SS are depicted in Figure 5. The parameters used to evaluate Equations (7) and (8) are listed in Table III. While the e-SEE coefficient \( \delta \) initially increases to \( \delta_m \) with incident energy, it steadily drops for energies \( E > E_m \). In contrast, the electron reflection coefficient \( \eta \) is nearly constant for the relevant energies.

\begin{tabular}{lcc}
\hline
 & Cu & SS \\
\hline
\( Z \) & 29 & 25.8 \\
\hline
\( \eta \) at \( E = 1 \text{ keV} \) & 0.333 & 0.317 \\
\hline
\( \delta_m \) & 1.3 & 1.22 \\
\hline
\( E_m \) (eV) & 600 & 400 \\
\hline
\( x_m \) & 2.013 & 1.931 \\
\hline
\( k \) & 1.45 & 1.487 \\
\hline
\end{tabular}

Figure 5. e-SEE coefficient \( \delta \) and reflection coefficient \( \eta \) as a function of energy \( E \) for a) Cu and b) SS. Curves are evaluated based on Equations (7) and (8) using the values from Table III.
The process of ion-induced electron emission (i-SEE) is substantially weaker than electron-induced electron emission at ion bombardment energies \( E_i \) in the eV to keV range.\(^\text{42,48}\) For the present investigation, two cases need to be distinguished: (i) Ions created in volume ionization processes are not significantly heated by the RF electric field, due to their large mass and inertia. Without a bias electric field and in the absence of a fully established plasma (and corresponding boundary sheaths), ions are close to thermal equilibrium with the gas background. Their approximate average energy is correspondingly low, \( E_i \lesssim 50 \text{ meV} \). (ii) With a bias electric field, the ion energy is on the order of the bias voltage, \( E_i \approx eV_{\text{bias}} \lesssim 2 \text{ keV} \). Ions are removed from the waveguide volume within approximately the ion sweep time \( \tau_{\text{sweep}} \approx 570 \text{ ns} \), much longer than the fast ECR heating dynamics, as estimated for \(^1\text{H}_2\) following Equation \( \text{[5]} \). In both cases (i) and (ii), the ion-induced electron emission process is in the potential and kinetic emission transition regime (eV to keV range) and can be consequently neglected, as reasoned by an emission coefficient of \( \gamma \lesssim 0.1 \).\(^\text{49–52}\) Moreover, to incorporate i-SEE into the model and assess its influence on gas breakdown would require to also simulate the ion dynamics. The expected small influence does not justify these additional, significant computational costs.

Electrons emitted from the surface in the simulation are assumed to have a Maxwell-Boltzmann distribution with \( k_B T_e = 2.6 \text{ eV} \) (approximating fractional energy input from incident electrons). In the absence of more reliable data, electrons reflected from the surface are divided into 90% diffuse and 10% specularly reflected contributions, approximating measured emitted electron energy spectra.\(^\text{40,42}\) The diffuse fraction is re-emitted identical to the primary emitted secondaries.

C. Collision Processes

Collisional interactions included in the calculation are reduced to elastic scattering and direct electron impact ionization to the singly ionized state. The cross sections have been obtained using LXCat from the IST Lisbon and Biagi database.\(^\text{53–56}\) Argon, as well as molecular hydrogen, nitrogen, and oxygen were obtained and implemented.\(^\text{54–63}\) In the absence of reliable cross section data for hydrogen isotopes (deuterium and tritium),\(^\text{64}\) their cross sections are approximated using hydrogen \(^1\text{H}_2\) cross sections (which are correspondingly used throughout).
Figure 6. a) Electron impact ionization collision cross section $\sigma_{iz}$ and b) product $\sigma_{iz}(v_e)v_e$ for $^1$H$_2$ plotted over energy to illustrate their characteristic dependence.

While elastic scattering cross sections reveal peculiar features associated with their species’ atomic structure, the more important ionization cross sections consistently follow a general trend. Starting from the ionization threshold $E_{iz}$, they reveal a steep rise followed by a maximum and a subsequent decline.

As depicted in Figure 6a), the electron impact ionization collision cross section for $^1$H$_2$ reaches a maximum value of $\sigma_{iz} \approx 10^{-20}$ m$^2$ at an energy of approximately $E \approx 70$ eV. In contrast, the product $\sigma_{iz}(v_e)v_e$ – which determines the ionization rate – is peaked at $E \approx 285$ eV. This kinetic energy corresponds to an electron velocity of approximately $v_e \approx 10^7$ m/s. As illustrated in Figure 6b), $\sigma_{iz}(v_e)v_e$ varies less than 10% from its maximum for energies in the range $E \approx 70$ to 700 eV. This energy range determines the optimum window for the volume contribution to an ionization avalanche. The cross sections of Ar, N$_2$, and O$_2$ are slightly higher but in the same order of magnitude (not shown). Equation (4) was evaluated using these values to obtain Table II. Given no precise gas temperature specifications, in all cases $T = 400$ K is assumed (both for estimates and simulations).

One of the constituents of the ITER fuel is Tritium ($^3$H$_2$). Tritium is subject to radioactive $\beta$-decay with a lifetime of approximately 12.32 years. It correspondingly acts as a constant electron source (average electron energy of 5.7 keV), with a source rate on the order of $10^{11}$ m$^{-3}$s$^{-1}$ (assuming a pressure of 1 Pa and a tritium fraction of 0.5). Although these $\beta$-electrons have a substantial chance of subsequently undergoing an electron-impact ionization collision ($\sigma_{iz}(v_e)v_e \approx 2.5 \cdot 10^{-14}$ m$^3$/s), the total source rate is estimated to be much smaller than a conservatively approximated electron source rate due to thermal seed electrons and
electron-impact ionization on the order of $10^{17}$ m$^{-3}$s$^{-1}$ (using an initial electron density $n_e = 10^{10}$ m$^{-3}$ and $\sigma_{iz}(v_e)v_e \approx 5 \cdot 10^{-14}$ m$^3$/s). Consequently, even if tritium was used in the modeling, this process would be of subordinate importance for the present study. Note, however, that Tritium $\beta$-decay will be a constant source of initial seed electrons for the initiation of the breakdown process. This also means that it is not possible to completely deplete the resonant volume free electrons.

| $p$ (Pa) | minimum $V_{bias}$ (kV) |
|---------|-------------------------|
| 0.01    | not mentioned ($\leq 1$)* |
| 0.08    | 1                       |
| 0.133   | 2.3                     |

Table IV. Collection of hydrogen pressures where breakdown was reported and minimum bias voltages required to mitigate breakdown via the $\vec{E}_{bias} \times \vec{B}$ drift as enlisted in references[14,15]. *Estimated from higher pressure case.

Figure 7. Moeller case (2D, $E_{rf} \perp E_{bias} \perp B$, $p = 0.01$ Pa H$_2$, $E_0 = 80$ kV/m, $B = 2.14$ T, without bias voltage). a) Number of electrons and b) average energy per electron plotted over time.
IV. RESULTS AND DISCUSSION

A. Validation with results of Moeller

Moeller reports on observations of ECR breakdown for a number of specific cases as summarized in Table IV. In the following, simulation results for these cases are presented. The simulated configuration is distinct in the sense that the axial magnetic field allows for transport in the axial direction (not resolved in the simulation), but effectively inhibits transport in the radial and azimuthal direction (except for $\vec{E}_{\text{bias}} \times \vec{B}$ drift contributions, due to the bias electric field). The losses to the walls are correspondingly small. In addition, the resonant condition is satisfied in the entire internal length of the solenoid (in contrast to the ITER case with a small resonant region). Hence, gas breakdown can be observed down to a very low pressure of $p = 0.01$ Pa (the lowest pressure achievable with Moeller’s equipment, not necessarily the pressure where breakdown will occur). For this case, the evolution of the total number of electrons, as well as the average energy per electron is depicted in Figure 7. Following an initial rise of the pulse and an accompanying loss of electrons out of the resonant volume (< 40 ns), a phase of electron heating and collisional relaxation develops into an exponential rise of the number of electrons. As can be seen, the timescale of this breakdown is governed by the mean collision time on the order of $\tau_c = 5.5 \mu s$ with a correspondingly slow rise of the electron density (net increase of about 120 electrons or 0.8% in 950 ns). Evidently, the average energy per electron remains rather stable at $E \approx 190$ eV after the initial rise of the pulse (close to the optimum ionization energy). As previously discussed, intermediate frequency oscillations with time period $T \approx 9$ ns are observed. A comparison with the simulation pulse rise time $\sigma = 10$ ns underlines the rapid excitation of the system as root cause. This ‘ringing’ is argued to be negligible for the gas breakdown dynamics, due to its small magnitude with respect to the total average energy per electron.

Breakdown has also been reported for an increased pressure of $p = 0.08$ Pa and successful mitigation has been observed using a bias voltage of $V_{\text{bias}} = 1$ kV. This result is reproduced by the simulation, using the bias electric field presented in Figure 8. The latter has been consistently calculated in the simulation domain, imposing the respective boundary electric potential. While the bias electric potential and electric field are symmetric with respect
to the $x$ axis, the circular geometry enforces a corresponding curvature of the electric field lines. This effect is of relevance for electron removal, due to an $\vec{E}_{\text{bias}} \times \vec{B}$ drift, which scales in magnitude proportional to the local fields and is directed in the local perpendicular direction. The bias electric field in the center of the waveguide is systematically larger than the one dimensional approximation, $E_{\text{bias}} \approx 67 \text{kV/m} > V_{\text{bias}}/D \approx 52 \text{kV/m}$.

Depicted in Figure 9 are the number of electrons within the simulation domain and their average energy per electron for a pressure of $p = 0.08 \text{Pa}$. Shown in red is the evolution without bias voltage, while the black line gives the evolution with a bias voltage of $V_{\text{bias}} = 1 \text{kV}$ applied after $t = 100 \text{ns}$. For the former case without mitigation, an exponential increase in number of electrons is again observed after a short transient. The breakdown timescale is reduced compared to the case with $p = 0.01 \text{Pa}$, due to the reduced mean collision time, $\tau_c(p = 0.08 \text{Pa}) \approx 0.7 \mu s \ll \tau_c(p = 0.01 \text{Pa}) \approx 5.5 \mu s$. The average energy per electron initially increases sharply with the pulse rise and more steadily during the breakdown (due to continued heating of the confined electrons by the RF electric field).

For the mitigation case, depicted by the black lines in Figure 9, a rise in electron energy is noticeable within approximately $10 \text{ns}$ after switching on the bias electric field, associated with an initial distortion of the electron dynamics. The decay of the number of electrons

![Figure 8. ‘Moeller’ case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \perp B$, $V_{\text{bias}} = 1 \text{kV}$). a) Bias electric potential and b) bias electric field distributions plotted over the simulation domain. White lines indicate the curvature of the field lines. The data range of the electric field represented by false-colors is limited to $250 \text{kV/m}$ to depict the distribution in the most relevant central region of the waveguide. It is out of this bound at the top/bottom gaps.](image)
Figure 9. Moeller case (2D, $E_{rf} \perp E_{bias} \perp B$, $p = 0.08\,\text{Pa}\,\text{H}_2$, $E_0 = 80\,\text{kV/m}$, $B = 2.14\,\text{T}$, $V_{bias} = 1\,\text{kV}$). a) Number of electrons and b) average energy per electron plotted over time. Results without (red) and with (black) bias voltage applied after $t = 100\,\text{ns}$.

Figure 10. Moeller case (2D, $E_{rf} \perp E_{bias} \perp B$, $p = 0.08\,\text{Pa}\,\text{H}_2$, $E_0 = 80\,\text{kV/m}$, $B = 2.14\,\text{T}$, $V_{bias} = 1\,\text{kV}$). Electron density distributions over waveguide cross section, during electron removal process following $\vec{E} \times \vec{B}$ drift at a) $t = 300\,\text{ns}$ and b) $t = 500\,\text{ns}$. Indicated by white contours is the TE$_{11}$ RF electric field magnitude (cf. Figure 4).

proceeds on the order of $\tau_{\text{sweep}} \approx 0.8\,\mu\text{s}$, caused by the $\vec{E}_{bias} \times \vec{B}$ drift. Reflection and emission of electrons when reaching the adjacent walls have an additional contribution. A sharp drop in electron energy is observed at $t \approx 500\,\text{ns}$. It is associated with the removal of electrons from the high RF electric field region in the waveguide center. To illustrate this, two snapshots of the electron density are plotted over the simulation domain at $t = 300\,\text{ns}$.
Moeller case (2D, $E_{rf} \perp E_{bias} \perp B$, $p = 0.133$ Pa H$_2$, $E_0 = 80$ kV/m, $B = 2.14$ T).

Number of electrons with a) $V_{bias} = 2.3$ kV and b) $V_{bias} = 1$ kV (*) plotted over time. Results without (red) and with (black) bias voltage applied after $t = 100$ ns. [(*)] $V_{bias} = 1$ kV was not sufficient to suppress gas breakdown in experiments, possibly due to outgassing from the walls.

and $t = 500$ ns as shown in Figure 10. With the expected $\vec{E}_{bias} \times \vec{B}$ drift and direction, electrons are removed from the central waveguide region (white isocurves indicating the RF electric field magnitude), substantially reducing ECR heating. The kink in the slope of the number of electrons stems from these electron removal dynamics, dictated by the bias electric field and magnetic field distributions.

Moeller has reported gas breakdown and successful mitigation for a further increased pressure of $p = 0.133$ Pa, where he found a bias voltage of $V_{bias} = 1$ kV to be insufficient for mitigation, but mitigation was successful at $V_{bias} = 2.3$ kV. Simulation results for these cases are presented in Figure 11 with bias voltages $V_{bias} = 2.3$ kV and $V_{bias} = 1$ kV, switched on after $t = 100$ ns. The red and black lines denote the evolution without and with mitigation, respectively. For both applied bias voltages, the number of electrons proceeds similar to the low pressure case. Without mitigation an exponential increase in the number of electrons is observed at the timescale of the mean collision time $\tau_c \approx 425$ ns. When using a bias voltage $V_{bias} = 2.3$ kV (Figure 11a), electron removal following the $\vec{E}_{bias} \times \vec{B}$ drift proceeds more than twice as fast, $\tau_{sweep} \approx 350$ ns, compared to the case with $V_{bias} = 1$ kV and $\tau_{sweep} \approx 800$ ns. The ratio of the sweep times is consistent with the inverse ratio of the corresponding bias voltages and can clearly be attributed to the $\vec{E}_{bias} \times \vec{B}$ transport mechanism.
Using a reduced bias voltage of $V_{\text{bias}} = 1 \text{kV}$ (Figure 11b) reveals that even in this case – in contrast to the observation by Moeller – mitigation is effective and gas breakdown is disrupted. The principle dynamics and transport mechanisms are identical (breakdown and ECR electron heating without mitigation; removal of electrons from the high RF field region with mitigation). Electron removal takes place with the previously reported sweep time of $\tau_{\text{sweep}} \approx 800 \text{ns}$. This appears to be sufficiently fast in comparison with a mean collision time $\tau_c \approx 425 \text{ns}$: A ratio $\tau_{\text{sweep}}/\tau_c \approx 1$ means that an electron experiences approximately a single collision encounter during sweep out. In contrast, to initiate a substantial ionization avalanche, $\tau_{\text{sweep}}/\tau_c > 1$ would be required.

A number of aspects can be raised to explain the apparent discrepancy between simulations and experimental observations (in presumed order of importance): (i) Moeller has mentioned that conditioning of the waveguide surfaces had a significant impact on the gas breakdown behavior. In particular, he has mentioned the influence of outgassing from the SS waveguide walls, which probably assisted the breakdown phenomenon (cf. subsequent paragraph). (ii) The simplifying assumption of a two dimensional geometry with a homogeneous magnetic field is not an exact representation of the setup which has been used experimentally. Possible improvements of the model are uncertain, however, as only insufficient details on the geometry and the magnetic field setup are documented. (iii) The
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Figure 12. Moeller case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \perp B$, $p = 0.133 \text{ Pa}$, $E_0 = 80 \text{kV/m}$, $B = 2.14 \text{T}$, without bias voltage). a) Number of electrons and b) average energy per electron plotted over time. Results for pure $^1\text{H}_2$ (red) and $^1\text{H}_2 + 10\%$ synthetic air impurity (black).
surface coefficients (e-SEE, electron reflection) and the reduced set of collision cross sections are subject to uncertainty as well. Improvements of the model are impossible in the absence of more reliable data.

To obtain an estimate of the influence of outgassing, simulations were performed assuming a fraction of 10\% of synthetic air (78\% \text{N}_2, 21\% \text{O}_2, 1\% \text{Ar}) as an impurity and otherwise unaltered parameters (i.e., a maintained total pressure \( p = 0.133 \text{ Pa} \)). The corresponding number of electrons and the average energy per electron are presented in Figure 12. It is found that, after an initial relaxation of the system, ECR heating and breakdown evolution are decisively different. The lower ionization thresholds and larger cross sections for the introduced gas impurity enhance breakdown. This is reasoned by the decreased mean collision time and is observed despite the impurity’s minor concentration. At \( t = 500 \text{ ns} \), the relative increase in the number of electrons is more than 10\% larger compared to the case without impurity. Notably, breakdown follows the expected exponential dependence leading to an even more pronounced effect on the later evolution. Electron heating also appears to proceed more efficiently due to the more local energy conversion. Due to a shorter mean free path and an inhibited transport, electrons remain in the high RF electric field region for a longer period of time. It should be noted that outgassing from the walls in the experiments is merely an addition to the present gas, not a substitute (varied total pressure). Consequently, a synergistic effect of a lower ionization threshold paired with an increased gas pressure would be expected for the situation reported by Moeller.
B. Simulation prediction for ITER CTS

The ITER CTS scenario differs in three main aspects from the ‘Moeller’ case: (i) waveguide inner diameter $D = 88.9 \text{ mm}$ (i.e., lower peak RF electric field strength $E_0$); (ii) axially varying magnetic field with only about 35% axial component in the resonant region, with $B \approx 2.14 \text{ T}$; (iii) CuCrZr ITER-grade alloy waveguide surfaces (approximated by Cu).

In the following, two and three dimensional simulation results are presented, each depicting a specific aspect of the gas breakdown phenomenon. Initially, two dimensional simulation results are discussed, focusing on gas breakdown with a magnetic field solely in the transversal waveguide plane (i.e., directed toward the bounding waveguide walls). Subsequently, three dimensional simulation results highlight the influence of an axial magnetic field contribution. Finally, two particular situations are analyzed related to variations in the magnetic field. The cases to be considered are summarized in Table V.

1. Two dimensional

A bias voltage of $V_{\text{bias}} = 1 \text{ kV}$ is initially specified for ITER CTS and was correspondingly used in the proceeding analysis once mitigation was switched on. It was later increased to 2 kV, following the findings in this study. The corresponding bias electric potential and field are shown in Figure 13. The bias electric field in the center of the waveguide is again

| Dim. | Configuration | $p$ (Pa) | $V_{\text{bias}}$ (kV) |
|------|---------------|----------|------------------------|
| 2D   | $E_{\text{rf}} \perp E_{\text{bias}} || B$ | $1$      | $1$                    |
| 2D   | $E_{\text{rf}} \perp E_{\text{bias}} || B$ | $10$     | $1$                    |
| 2D   | $E_{\text{rf}} \perp E_{\text{bias}} || B$ | $0.3$    | $1$                    |
| 2D   | $E_{\text{rf}} \perp E_{\text{bias}} || B$ | $20$     | $1$ and $2$            |
| 3D   | $E_{\text{rf}} \perp E_{\text{bias}} || B_{\text{trans.}}$ | $1$      | $1$                    |
| 3D   | $E_{\text{rf}} || E_{\text{bias}} || B_{\text{trans.}}$ | $1$      | $1$                    |
| 3D   | $E_{\text{rf}} || E_{\text{bias}} \perp B_{\text{trans.}}$ | $1$      | $1$                    |
| 3D   | $E_{\text{rf}} \perp E_{\text{bias}} || B_{\text{trans.}}$ | $5$      | $1$                    |

Table V. Collection of ITER CTS cases considered in the proceeding discussion.
systematically larger ($\approx 28\%$) compared to a one dimensional approximation due to the circular geometry, $E_{\text{bias}} \approx 14 \text{kV/m} > V_{\text{bias}}/D \approx 11 \text{kV/m}$. Consistent with the scaling in waveguide diameter, the maximum bias electric field is approximately 5 times smaller than for the ‘Moeller’ case (cf. Figure 8). In the $\vec{E}_{\text{bias}} \times \vec{B}$ configuration, this results in a correspondingly slowed down removal of electrons. However, by aligning the SBWG halves appropriately with the magnetic field in the resonant region (i.e., $\vec{E}_{\text{bias}} \parallel \vec{B}$), electron removal can proceed along magnetic field lines, resulting in short electron sweep times on the order of $\tau_{\text{sweep}} \approx 10 \text{ ns}$ (cf. Section II D).

As a reference case for ITER CTS gas breakdown and mitigation simulations, a hydrogen pressure of $p = 1 \text{ Pa}$ was used. In the two dimensional representation, the magnetic field points solely in the $x$ direction. The axial magnetic field component (along the waveguide) is set to zero. A transversal magnetic field magnitude of $B = 2.14 \text{T}$ is used to maintain ECR conditions. In Figure 14 the evolution of the number of electrons and the average energy per electron is shown. Without mitigation, breakdown is observed at the timescale of the mean collision time $\tau_c \approx 55 \text{ ns}$, following the initial onset of the RF modulated pulse. ECR heating proceeds accordingly, increasing above $E \approx 500 \text{ eV}$ for $t \gtrsim 40 \text{ ns}$. When a bias voltage $V_{\text{bias}} = 1 \text{kV}$ is applied after $t = 100 \text{ ns}$, the expected behavior of a rapid depletion
of electrons within 15 ns is observed. This is accompanied by a steep increase in electron energy after switching on the bias voltage. It is reasoned by the acceleration of electrons due to the bias electric field. For the case with mitigation (black line), the average energy per electron after $t \approx 110 \text{ ns}$ is subject to substantial statistical fluctuations, due to the low number of electrons involved and should be considered with caution.

The dynamics of electron removal can be understood from the spatial distributions of the electron density right before the bias voltage is switched on and 10 ns after. Figure 15 shows corresponding electron density profiles plotted over the simulated domain. Notably, even before active mitigation the electrons diffusively distribute along the magnetic field lines. The density maxima close to the wall stem from the electrons’ wall interactions and subsequent reflection or secondary electron emission. This effect is correspondingly enhanced with a bias electric field which promotes the electron flux toward the wall. That is, electrons are rapidly removed from the central region of high RF electric field strength (indicated by white isocurves), diminishing ECR heating, but at the same time may accumulate close to the wall until breakdown is finally disrupted. Consequently, wall processes have a noticeable influence on the total electron count (slow absorption), but little influence on the removal of electrons from the high RF electric field region and hence the mitigation dynamics.

A different characteristic can be observed in the two dimensional simulations with a

![Figure 14. ITER CTS case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \parallel B$, $p = 1 \text{ Pa H}_2$, $E_0 = 150 \text{ kV/m}$, $B = 2.14 \text{ T}$, $V_{\text{bias}} = 1 \text{ kV}$). a) Number of electrons and b) average energy per electron plotted over time. Results without (red) and with (black) bias voltage applied after $t = 100 \text{ ns}$.](image-url)
Figure 15. ITER CTS case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \parallel B$, $p = 1$ Pa H$_2$, $E_0 = 150$ kV/m, $B = 2.14$ T, $V_{\text{bias}} = 1$ kV). Electron density distributions plotted over waveguide cross section during electron removal process, following acceleration due to $\vec{E}_{\text{bias}}$ at $t = 100$ ns (left) and $t = 110$ ns (right). Indicated by contours is the LP$_{01}$/HE$_{11}$ RF electric field magnitude (cf. Figure 4).

Figure 16. ITER CTS case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \parallel B$, $p = 1$ Pa H$_2$, $E_0 = 150$ kV/m, $B = 2.14$ T, $V_{\text{bias}} = 1$ kV). Number of electrons for a) $p = 10$ Pa and b) $p = 0.3$ Pa plotted over time. Results without (red) and with (black) bias voltage applied after $t = 40$ ns and $t = 800$ ns, respectively.

The dynamics of gas breakdown proceed faster due to the reduced mean collision time – on the order of $\tau_c \approx 5.5$ ns. Using a bias voltage of $V_{\text{bias}} = 1$ kV corresponding to $\tau_{\text{sweep}} \approx 10$ ns for $t > 40$ ns, this is associated with a prolonged effective removal of electrons. Ionization in the volume is enhanced (black line) and removal is achieved only with an effective time constant $\tau \gtrsim 25$ ns $\gg \tau_{\text{sweep}} \approx 10$ ns.
It is reasoned by a shortened inelastic collision timescale and a corresponding contribution of the bias electric field in energy input and sustaining breakdown. Note that $\tau_{\text{sweep}}$ only approximates an upper bound, whereas the actual sweep time is presumably shorter. For higher pressures above $p \gtrsim 10 \text{ Pa}$, a hybrid DC-ECR breakdown may occur. In this situation, the SBWG mitigation procedure requires an increased bias voltage, and thus electric field, to reduce $\tau_{\text{sweep}}$ and remove electrons prior their ionization collisions with the gas background.

At the opposite pressure end, breakdown can be observed for pressures as low as $p = 0.3 \text{ Pa}$ in the two dimensional simulations. As depicted in Figure 16(b), the dynamics slow down significantly to approximately a few times $\tau_c \approx 183 \text{ ns}$, in line with the previous reasoning on the mean collision time. The principle breakdown and mitigation dynamics consistently remain. For pressures below $p \lesssim 0.3 \text{ Pa}$, no breakdown is observed in the simulations despite high electron energies (not shown). Electron multiplication, due to ionization collisions, is too slow to compensate the diffusion loss to the walls. No breakdown is expected once these losses dominate. This can be estimated to occur when $\tau_c \approx 275 \text{ ns}$, corresponding to a pressure of about $p \approx 0.2 \text{ Pa}$. Therefore, mitigation using a bias voltage $V_{\text{bias}} = 1 \text{ kV}$ is inherently sufficient for all pressures $p \lesssim 10 \text{ Pa}$, given the two dimensional setup ($\vec{E}_{\text{bias}} \parallel \vec{B}$).

Mitigation requires an increased bias voltage for pressures above $p \gtrsim 10 \text{ Pa}$. To illustrate

![Figure 17. ITER CTS case (2D, $E_{\text{rf}} \perp E_{\text{bias}} \parallel B_{\text{trans.}}, p = 20 \text{ Pa} \text{ H}_2, E_0 = 150 \text{ kV/m}, B = 2.14 \text{T}$). Number of electrons for a) $V_{\text{bias}} = 1 \text{ kV}$ and b) $V_{\text{bias}} = 2 \text{ kV}$ plotted over time. Results without (red) and with (black) bias voltage applied after $t = 40 \text{ ns}$.
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this, simulation results for a pressure $p = 20 \text{ Pa}$ and bias voltages $V_{\text{bias}} = 1 \text{ kV}$ and $V_{\text{bias}} = 2 \text{ kV}$ are depicted in Figure 17. As apparent from the graphs, the original bias voltage $V_{\text{bias}} = 1 \text{ kV}$ is uncertain to successfully mitigate breakdown. Electrons are accelerated and removed from the resonant region. However, breakdown continues to proceed with a slowed down transient. Due to the exponential dynamics, the simulations were only conducted within a feasible computational run-time. A doubled bias voltage is required and sufficient to suppress breakdown at least up to this pressure. This is reasoned by the significantly faster breakdown dynamics compared to the previous cases, with a timescale on the order of the mean collision time $\tau_c \approx 2.8 \text{ ns}$. Following Equation (5), a sweep time $\tau_{\text{sweep}} \approx 10 \text{ ns}$ corresponding to $V_{\text{bias}} = 1 \text{ kV}$ is too long to inhibit an ionization avalanche (at least up to a feasible simulation time). A value of $\tau_{\text{sweep}} \approx 6.7 \text{ ns}$ for $V_{\text{bias}} = 2 \text{ kV}$ is of the same order as $\tau_c$. Hence, with a prolonged effective time constant $\tau \gtrsim 65 \text{ ns} \gg \tau_{\text{sweep}} \approx 6.7 \text{ ns}$ and a similar reasoning as for $p = 10 \text{ Pa}$, the balance between electron multiplication through ionization and removal from the central high RF electric field region is sufficient for effective mitigation. Again the actual sweep time is presumably shorter than its upper bound $\tau_{\text{sweep}}$.

Notably, the cause for the further prolonged effective time constant for mitigation is in the different approximate scaling relations of the mean collision time with pressure $\tau_c \propto p^{-1}$ and the sweep time with bias voltage $\tau_{\text{sweep}} \propto V_{\text{bias}}^{-0.5}$, following Equations (3) to (5). A doubled pressure reduces the mean collision time more strongly than a doubled bias voltage reduces the sweep time. The ratio of the time constants $\tau_c/\tau_{\text{sweep}}$ specifies the point of break even.

Variations of the magnetic field additionally influence the gas breakdown dynamics. By maintaining an excitation frequency $f = 60 \text{ GHz}$ and varying the magnetic field magnitude to $B = 0 \text{ T}$ and $B = 1.07 \text{ T}$ (i.e., a classical RF heating regime, or a 2nd harmonic ECR heating regime may be established). It was found in both cases that even an elevated RF electric field strength of $E_0 = 1 \text{ MV/m}$ was insufficient to sustain the initial number of electrons within the waveguide. The electron populations decay to zero at the diffusion timescale $\tau_{\text{diff}} \approx 300 \text{ ns}$ for $p = 1 \text{ Pa}$ (not shown). These observations are in line with results by Aanesland et al.\cite{Aanesland_2023} who report on the small influence of 2nd harmonic ECR heating.

A peculiar difference in the ‘Moeller’ and the two dimensional ITER CTS scenario is that due to acceleration and removal of electrons along magnetic field lines, electrons are rapidly removed from the center of the waveguide, where ECR heating is strongest (within $\tau \lesssim 20 \text{ ns}$; cf. Figures 4 and 15). In contrast, however, they accumulate temporarily close
Figure 18. ITER CTS case (3D, \( E_{\text{rf}} \perp E_{\text{bias}} \parallel B_{\text{trans}} \), \( p = 1 \text{ Pa} \), \( E_0 = 35 \text{ kV/m} \), \( B = 2.14 \text{ T} \), \( V_{\text{bias}} = 1 \text{ kV} \)). a) Number of electrons and b) average energy per electron plotted over time. Results without (red) and with (black) bias voltage applied after \( t = 350 \text{ ns} \).

to the absorbing (and partially emitting) walls until they are finally removed due to the continued drag toward the wall (see left wall in Figure 15b). The mitigation scheme in the ‘Moeller’ case, in contrast, relies on the significantly slower \( \vec{E}_{\text{bias}} \times \vec{B} \) drift, which does not lead to emphasized accumulation in front of the wall (cf. Figure 10b).

2. **Three dimensional**

To verify the mechanisms involved in gas breakdown for ITER CTS, also three dimensional simulations were performed for a section of the waveguide of length \( L = 80 \text{ mm} \). The main difference compared to the two dimensional case is posed by an axial magnetic field component, which is expected to reduce the efficacy of ECR heating, due to a smaller RF electric field component \( \vec{E}_{\text{rf}} \) perpendicular to the magnetic field \( \vec{B} \). Due to the computational effort involved in these simulations, only a number of representative cases were performed and are depicted. The conceptual similarity of the two and three dimensional cases is illustrated.

The number of electrons and the average energy per electron for the three dimensional case at a pressure of \( p = 1 \text{ Pa} \) and \( E_{\text{rf}} \perp E_{\text{bias}} \parallel B_{\text{trans}} \) (where \( B_{\text{trans}} \) indicates the magnetic field component in the transversal waveguide plane) are presented in Figure 18. Gas breakdown is observed following an initial heating and relaxation phase after approximately \( t = 200 \text{ ns} \).
The slow breakdown dynamics – compared to the two dimensional case of Figure 14 – may be attributed to less efficient ECR heating at an identical RF electric field magnitude. Electrons are heated in the central high RF electric field region of the waveguide. This is depicted in Figure 19, where a) the instantaneous electron density and b) their kinetic energy per electron is plotted over a cross sectional cut through the $x-z$ plane at $t = 350$ ns. While electrons distribute along the magnetic field lines, ECR heating is effective only in the narrow resonant zone where $B \approx 2.14$ T. As electron transport is bound to the oblique magnetic field lines, however, electrons diffuse out of the resonant zone at the respective angle. Subsequently, they gain kinetic energy only when passing through the resonant region and remain off-resonance along their remaining trajectory along $\vec{B}$. This leads to a large discrepancy between the local and the average energy per electron: local 3 keV, global average 300 eV (cf. Figures 18b and 19). It further appears to influence the electron source/loss balance at the surfaces, specifically through e-SEE. With a maximum emission yield $\delta_m = 1.3$ at $E_m = 600$ eV for Cu, less energetic electrons which are heated in the off-central region are more likely to cause secondary electron emission. Being projected onto the magnetic field lines, this causes an increased electron density along the edges of the resonant region (best visible close to the right-hand boundary at $z \approx 0$ and 25 mm depicted in Figure 19a).

Figure 19. ITER CTS case (3D, $E_{rf} \perp E_{bias} \parallel B_{trans.}$, $p = 1$ Pa $H_2$, $E_0 = 35$ kV/m, $B = 2.14$ T, without bias voltage). a) Electron density and b) local energy per electron plotted over the $x-z$ plane at $t = 350$ ns. White solid contours indicate isocurves of the magnetic field magnitude. Yellow dashed lines indicate the magnetic field direction.
An additional asymmetry is found in the electron density below \((z < 0 \text{ mm})\) and above \((z > 0 \text{ mm})\) the ECR location. Despite the statistical fluctuations apparent in Figure 19, clearly more electrons populate the volume below the resonance condition, where the magnetic field is smaller and the RF beam originates from. This is a known phenomenon which can be understood from the gradient in \(\vec{B}\) approximated by the given field structure. Electrons experience a net drift toward regions of smaller magnetic field, while generally being constrained to their respective field lines. Note that to some extent, the electron and gas breakdown dynamics may be affected by the limited statistics of the three dimensional simulation (i.e., fewer particles per computational cell \(\approx 20\)).

The mechanism of electron removal subsequent to switching on the bias voltage \(V_{\text{bias}} = 1 \text{kV}\), at time \(t = 350 \text{ ns}\), is illustrated in Figures 18 and 20. Transport and removal of electrons proceeds mainly in the direction of the magnetic field, whereas an \(\vec{E}_{\text{bias}} \times \vec{B}\) drift contribution is estimated to be orders of magnitude smaller. With an angle \(\angle(\vec{E}_{\text{bias}}, \vec{B}) \approx 20^\circ\), the effective bias electric field component parallel to \(\vec{B}\) is slightly reduced to approximately 94\% of the 2D case. Irrespective of this reduction, also in this case electrons are rapidly removed from the high RF electric field region within a sweep time \(\tau_{\text{sweep}} \approx 10 \text{ ns}\). By following the oblique magnetic field lines, electrons are additionally drawn out of the resonant zone with \(B \approx 2.14 \text{T}\), further reducing energy input from the RF electric field. The number

![Figure 20. ITER CTS case (3D, \(E_{rf} \perp E_{bias} \parallel B_{\text{trans.}}, p = 1 \text{Pa H}_2, E_0 = 35 \text{kV/m}, B = 2.14 \text{T}, V_{\text{bias}} = 1 \text{kV}\). Electron density plotted over the \(x-z\) plane after the bias voltage has been switched for a) \(t = 355 \text{ ns}\) and b) \(t = 360 \text{ ns}\). White solid contours indicate the magnitude of the magnetic field. Yellow dashed lines indicate the magnetic field direction.](image-url)
of electrons decays quickly after a short phase of accumulation at the wall (cf. Figure 20).

To obtain further insight into the ECR heating and breakdown dynamics in the three-dimensional situation, an altered scenario was simulated, where also the RF electric field points in the \( x \) direction, \( \vec{E}_{\text{rf}} \parallel \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans.}} \). ECR heating in this case is due only to the RF electric field contribution \( \vec{E}_{\text{rf}} \) perpendicular to \( \vec{B} \), which is reduced to approximately 34% of the 2D case, as estimated from the axial magnetic field contribution. For otherwise unaltered parameters the results are shown in Figure 21. Gas breakdown is observed after \( t \approx 800 \) ns. The pre-breakdown duration is three times longer, compared to the \( \vec{E}_{\text{rf}} \perp \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans.}} \) situation, and stems from the slower ECR heating dynamics (in line with the previously estimated RF electric field contribution). Eventually electrons obtain sufficient energy (\( E \gtrsim 70 \) eV) to establish an ECR breakdown. Electron removal after the bias voltage \( V_{\text{bias}} = 1 \) kV is switched on proceeds analogously to the \( \vec{E}_{\text{rf}} \perp \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans.}} \) case.

Yet another field arrangement was considered to investigate the effectiveness of mitigation when the bias electric field is perpendicular to the transversal component of the magnetic field (i.e., \( \vec{E}_{\text{bias}} \) mainly in the \( y \) direction and \( \vec{E}_{\text{rf}} \parallel \vec{E}_{\text{bias}} \perp \vec{B}_{\text{trans.}} \)). As depicted in Figure 22 about half of the electrons present in the waveguide are initially lost to the walls within \( \tau \approx 20 \) ns. This can be understood from the circumstance that after the bias voltage
is switched on, electrons are accelerated by the bias electric field component parallel to the magnetic field ($\vec{E}_{\text{bias}} \parallel \vec{B}$). Due to the inherent symmetry of the circular SBWG, however, this bias electric field component accelerates electrons toward the wall following the parallel projection, $\vec{E}_{\text{bias}} \cdot \vec{B}/B$, only in one half of the waveguide (i.e., on one side of the longitudinal waveguide split; cf. Figure 13). In the other half of the waveguide, $\vec{E}_{\text{bias}} \cdot \vec{B}/B$ has opposite sign, pinching electrons into the volume of this waveguide half. This pinching is associated with a corresponding continuous energy gain due to the fundamental bias electric field acceleration (see Figure 22b). In addition, the constricted electrons are concentrated close to the waveguide center with a high RF electric field. This leads to a continued gas breakdown in this half of the waveguide after $t \gtrsim 380\,\text{ns}$. The proceeding longtime breakdown dynamics for times $t \gtrsim 400\,\text{ns}$ are governed by a balance between ionization processes in the pinched waveguide half and transport out of the resonant region following an $\vec{E}_{\text{bias}} \times \vec{B}$ drift. As this drift is orders of magnitude slower than the $\vec{E}_{\text{bias}} \parallel \vec{B}$ removal (cf. Section IV A), the subsequent dynamics cannot be feasibly resolved with the present three dimensional simulation. In addition, a simulation of the referenced effect is problematic for the considered three dimensional setup, because the corresponding drift is directed to the wall only for a sufficiently long waveguide section. As the currently simulated waveguide section is comparably short ($L = 8\,\text{cm}$), and the simulation assumes periodic boundary conditions at the top and bottom, this transport mechanism can only insufficiently be reproduced by the model. It is, however, expected to be effective in a ‘non-simplified’ ITER CTS setup.

A final three dimensional study concerns a high pressure case $p = 5\,\text{Pa}$ with $\vec{E}_{\text{rf}} \perp \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans.}}$. As seen from Figure 23, gas breakdown proceeds significantly faster compared to the $p = 1\,\text{Pa}$ case, on the order of the mean collision time $\tau_c \approx 11\,\text{ns}$. The principle ECR heating and breakdown dynamics remain similar, however. It can be seen from the case with a bias voltage $V_{\text{bias}} = 1\,\text{kV}$, switched on after $t = 120\,\text{ns}$ (black line), that the SBWG mitigation scheme is also effectively interrupting gas breakdown at this pressure. The mitigation timescale is consistently on the order of the electron sweep time $\tau_{\text{sweep}} \approx 10\,\text{ns}$.

From the preceding analysis it is argued that despite the different model assumptions for the two and three dimensional ITER CTS setup, the principle ECR heating dynamics, gas breakdown, as well as a conceptually similar electron removal mechanism is involved. While the two dimensional situation systematically does not account for any processes re-
Figure 22. ITER CTS case (3D, \(E_{\text{rf}} \parallel E_{\text{bias}} \perp B_{\text{trans.}}\), \(p = 1\) Pa \(H_2\), \(E_0 = 35\) kV/m, \(B = 2.14\) T, \(V_{\text{bias}} = 1\) kV). a) Number of electrons and b) energy per electron plotted over time. Results for setup with bias electric field approximately perpendicular to the magnetic field without (red) and with (black) bias voltage applied after \(t = 350\) ns.

Figure 23. ITER CTS case (3D, \(E_{\text{rf}} \perp E_{\text{bias}} \parallel B_{\text{trans.}}\), \(p = 5\) Pa \(H_2\), \(E_0 = 35\) kV/m, \(B = 2.14\) T, \(V_{\text{bias}} = 1\) kV). a) Number of electrons and b) average energy per electron plotted over time. Results without (red) and with (black) bias voltage applied after \(t = 120\) ns.

related to an axial magnetic field component, it provides a meaningful approximation for the prediction of gas breakdown and mitigation effectiveness. At the same time – due to the reduced computational cost – it allows for more detailed studies concerning the specifying parameters, providing a reliable understanding of the inherent processes. In fact, the two
dimensional situation merely represents a worst case scenario of the three dimensional case concerning ECR heating, since the RF electric field and the magnetic field are aligned most ideally concerning the ECR condition. Notably, however, the three dimensional scenario also shows physical aspects, which are not present in the simplified two dimensional situation. This especially relates to the peculiar combination of electron transport to the walls, their interaction with the respective surfaces, and their accumulation due to the magnetic field structure and strength. Most apparently this manifests in an altered optimum RF electric field determined to be almost an order of magnitude smaller in the three dimensional case.

V. CONCLUSIONS

The scope of this work was to investigate ECR heating and the proposed SBWG mitigation scheme for the ITER CTS diagnostic. The results were divided in two main sections:

(i) In Section IV A the simulation scheme was compared against experimental reference data available from Moeller et al.\textsuperscript{14–18} It was shown that ECR-assisted gas breakdown dynamics reported from experiments could be reproduced with our model for breakdown and the Monte Carlo electron simulations. The effectiveness of the SBWG mitigation scheme – as also reported by Moeller – was subsequently shown by the simulations. A critical assessment was provided regarding the discrepancy of the lower mitigation bias voltage limit for a pressure of $p = 0.133$ Pa. An analysis of the underlying cause was conducted. It was argued that the uncertainty in outgassing from the SS waveguide walls in the experiments is the most probable contribution to which the deviations are attributed. This is also corroborated by the commissioning phase at the tokamak DITE, where a gyrotron “conditioning” of the waveguides was necessary, before significant power could be transmitted through the ECR for significantly lengths of time.\textsuperscript{18} The proposed simulation procedure is finally argued to be sufficiently accurate for a reliable prediction of the phenomena expected for the ITER CTS diagnostic system.

(ii) In Section IV B the ITER CTS scenario was initially investigated with respect to the fundamental physical processes taking place during gas breakdown and mitigation. Pressure limits (cf. following paragraph) were determined for a reduced two dimensional situation, whereas they were hypothesized to provide a reliable measure also for the more realistic three dimensional situation. This three dimensional scenario was subsequently investigated
for a number of representative cases to manifest the following aspects:

1. The similarity in ECR breakdown dynamics for the simulations for 2D and 3D ITER CTS scenarios was initially elaborated.

2. The similarity of SBWG mitigation for 2D and 3D ITER CTS scenarios, with a bias electric field predominantly parallel to the transversal magnetic field component, was laid out thereafter. Notably, for both relevant three dimensional cases ($\vec{E}_{\text{rf}} \perp \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans}}.$ and $\vec{E}_{\text{rf}} \parallel \vec{E}_{\text{bias}} \parallel \vec{B}_{\text{trans}}.$), the effectiveness of SBWG mitigation could be demonstrated.

3. The physical processes and the mitigation effectiveness was investigated for a less ideal 3D case with $\vec{E}_{\text{bias}} \perp \vec{B}_{\text{trans}}.$, which is conceptually related to the ‘Moeller’ scenario. The attention was drawn to the peculiar effect of electron ‘pinching’ and continued ECR heating in one half of the SBWG.

To conclude, the pressure limits for gas breakdown and mitigation for ITER CTS – as predicted by the simulation, within the limits of the model assumptions and uncertainties – are: ECR breakdown is observed down to a hydrogen pressure of $p = 0.3 \text{ Pa}$ when no bias voltage is applied as mitigation action, reasoned by the circumstance that for smaller pressures the diffusion losses to the walls dominate the particle balance. The diffusion loss time is on the order of the mean collision time $\tau_c \approx 300 \text{ ns}$ for this pressure and the given setup. An upper hydrogen pressure limit where breakdown mitigation in the ECR heating regime is shown to be effective is $p = 10 \text{ Pa}$ for a bias voltage of $V_{\text{bias}} = 1 \text{ kV}$. The effectiveness of the SBWG mitigation scheme with a bias voltage $V_{\text{bias}} = 1 \text{ kV}$ is uncertain for higher pressures $p \gtrsim 10 \text{ Pa}$, due to a too long electron sweep time, $\tau_{\text{sweep}} \approx 10 \text{ ns}$, compared to the mean collision time $\tau_c \lesssim \tau_{\text{sweep}}$. For an increased bias voltage of $V_{\text{bias}} = 2 \text{ kV}$, effective mitigation is demonstrated for a pressure up to $p = 20 \text{ Pa}$ with a similar reasoning (note the different scaling of the mean collision time and the electron sweep time with pressure and bias voltage). Finally, for two peculiar situations with pure RF heating ($B = 0 \text{ T}$), and 2nd harmonic ECR heating ($B = 1.07 \text{ T}$), insufficient electron heating is found even for $E_0 = 1 \text{ MV/m} > 670 \text{kV/m}$ (the maximum RF electric field expected in the ITER CTS diagnostic).

It is worth noting that – given the corresponding parameters – the procedure and the model used in this work can in principle be extended to accommodate various gas mixtures.
or wall materials (e.g., including the reaction processes for tritium decay). Therefore, it could prove useful for future studies of different types of gas breakdown.
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