System Reliability Evaluation of a Bridge Structure Based on Multivariate Copulas and the AHP–EW Method That Considers Multiple Failure Criteria
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Abstract: The system reliability evaluation of a bridge structure is a complicated problem. Previous studies have commonly used approximate estimation methods, such as the wide bounds method and the narrow bounds method, but neither could obtain an accurate result. In recent years, the copula theory has been introduced into the system reliability evaluation, which can obtain more accurate results than the approximate methods. However, most studies simply construct binary copula functions to consider the joint failure of two failure modes. For a complex bridge structure composed of multiple components and failure modes, the joint failure of multiple failure modes needs to be considered. Before evaluating the system reliability, it is necessary to determine the failure criteria of the system. Different failure criteria for simply supported beam bridges have been proposed. However, there is no standard available to determine which failure criterion to choose, and the selection of failure criteria is ambiguous. In this paper, a novel method is proposed to evaluate the system reliability of a simply supported beam bridge by considering multiple failure criteria based on multivariate copulas and the analytic hierarchy process entropy weight (AHP–EW) method. The method first considers multiple failure criteria comprehensively and constructs multivariate copulas for the joint failure of multiple components in a bridge system reliability evaluation. The AHP–EW method is a comprehensive weighting method combining the analytic hierarchy process and entropy weight methods, which is used to establish the hierarchical analysis model between system reliability and multiple failure criteria. By considering the joint failure of multiple failure modes in the system reliability evaluation under a single failure criterion, multivariate copula functions were constructed. In order to verify the applicability of the proposed bridge system reliability method, a simply supported reinforced concrete (RC) hollow slab bridge composed of nine slab segments was selected as the numerical example. The results indicate that the method proposed in this paper could evaluate the bridge system reliability more comprehensively and reasonably.

Keywords: system reliability; copulas; failure criterion; analytic hierarchy process; entropy weight method; bridge structure

1. Introduction

With the rapid development of China’s urbanization, transportation has become increasingly important [1]. As a link connecting cities, transportation directly affects the lives of urban residents, and its quality is a direct reflection of the degree of urban development. Bridge structures are an important part of the transportation system and play an important role. The reinforced concrete (RC) simply supported girder bridges, with the characteristics of higher quality and lower cost, have been widely used for small-to-medium-span highway bridges in China [2]. The bridge structure
in service is subjected to the coupling effect of environmental erosion and traffic load, which will cause the aging of concrete components, further reduce the bearing capacity, and even cause the collapse of the bridge [3–5]. The collapse of a bridge often means not only economic losses and traffic jams, but also irreparable casualties [6]. In order to ensure the remaining service life of a bridge structure and the safety of people’s lives and property, damage detection and performance evaluation of structures have developed rapidly, providing a basis and guidance for bridge maintenance and management decisions [7–9]. In recent years, algorithmic and mathematical methods have been widely used in structural damage detection, such as the Kalman filter and eigen perturbation theories [10,11]. However, there are many random factors in the performance evaluation of a bridge structure, such as resistance and load effects [12,13]. Therefore, probabilistic methods are often used to evaluate the performance of a bridge structure, such as reliability and fragility models [14–16]. In this paper, reliability is selected as the probabilistic measure for structural safety assessments.

A bridge structure is a complex system with multiple components. There exist many failure modes, such as flexural failure and shearing failure [17]. The reliability of a single component cannot reflect the overall performance of the bridge structure. For structural designers, performance is often concerned with the reliability evaluation of bridge systems. In order to evaluate the system reliability, multiple integrals are often calculated. For a complex bridge structure, it is not only difficult to obtain the joint probability density function for each random variable, but it is also difficult to calculate multiple integrals. Therefore, some approximate calculation methods to find the system reliability are proposed, such the wide bounds [18] and narrow bounds methods [19]. However, these approximate calculation methods only consider the linear correlations between failure modes and ignore the nonlinear correlations. The evaluation results cannot accurately reflect the actual condition of the bridge system.

In order to obtain an accurate evaluation result, the copula theory has been introduced into system reliability evaluations recently. The copula function can not only describe the nonlinear correlation between failure modes, but can also solve the joint failure probability of multiple failure modes. Liu et al. [20] presented mixed copula models for the system reliability evaluation of a multiple-component system by considering the nonlinear correlations between failure modes, and utilized a simply supported cored slab bridge to illustrate the feasibility and application of mixed copula models. Sun et al. [21] proposed a reliability model of failure crack propagation based on a time-varying copula and calculated the time-varying joint failure reliability by considering two failure modes in a numerical example. Fan et al. [22] proposed a new model to evaluate a time-dependent bridge system reliability by considering nonlinear correlations between failure modes based on a Gaussian copula function and Bayesian dynamic linear models, and used an actual series system with two failure modes to illustrate the feasibility of the proposed model. Lu et al. [23] proposed a method for the system reliability analysis of engineering structures by considering multiple dependent failure modes based on a copula and introduced copula functions into the narrow bounds theory. Song et al. [24] applied a copula technique to describe the nonlinear dependence among typical component seismic demands of the commonly used concrete continuous girder bridge style and analyzed the influence of the real dependence among components on the seismic reliability. Fang et al. [25] used a copula function to model the dependency between two degradation processes in a bivariate degradation model of a coherent system. Wang et al. [26] proposed a system reliability evaluation method based on non-parametric copulas and utilized four examples to illustrate the feasibility and efficiency of the proposed method. Significant studies have been devoted to the reliability evaluation of complex systems based on copula functions. However, most studies only use the binary copula function to consider the case where two failure modes occur together. For a bridge structure composed of multiple components, the system reliability evaluation may consider the occurrence of multiple failure modes simultaneously. Therefore, a multivariate copula function needs to be constructed.

In order to evaluate the bridge system reliability, the relationship between individual components and the overall system should be identified first, such as a series system, parallel system, and
series-parallel system. This relationship is also called the failure criterion of the bridge system. Liu et al. [20] proposed a failure criterion where the failure of any two adjacent components would cause the entire system to fail and calculated the system reliability using a simple supported hollow slab beam as an example. Tu et al. [27] assumed that the failure of any three adjacent beams would lead to the destruction of the entire structure and calculated the system reliability of a widened T-girder bridge using the proposed failure criterion. Wang et al. [28] proposed a semi-analytical method to assess the time-dependent reliability of an aging series system subjected to non-stationary loads and considered that the failure of any single component would cause the entire system to fail. However, the selection of the failure criterion is ambiguous in the system reliability evaluation of the bridge structure. There are no rules for determining which failure criterion should be chosen. Therefore, multiple failure criteria should be comprehensively considered to make the evaluation result more reasonable. The AHP–EW method is introduced to solve this problem, which can obtain the comprehensive weight of the subjective weight and the objective weight of each evaluation index. The analytic hierarchy process entropy weight (AHP–EW) method is gradually being accepted and recognized in various research fields [29–31].

This paper develops a novel method that can be used to evaluate the system reliability of the bridge structure by considering multiple failure criteria based on copulas and the AHP–EW method. In order to obtain accurate evaluation results, the system reliability evaluation under each failure criterion was used to adapt the copula theory. By considering the joint failure of multiple components, the multivariate copula functions were constructed. The AHP–EW method was used to comprehensively consider the subjective and objective weights of each failure criterion in the system reliability evaluation and construct the analytic hierarchy model. The specific process of the system reliability evaluation using the method proposed in this paper is shown in Figure 1. Then, a simply supported RC hollow slab bridge composed of nine slab segments was selected as the numerical example to illustrate the applicability of the proposed method.

Figure 1. The flowchart of a system reliability evaluation that considers multiple failure criteria. AHP: Analytic hierarchy process.
2. System Reliability Evaluation Method of a Single Failure Criterion

In order to evaluate the system reliability, a model describing the relationship between the individual components and the overall system needs to be determined first, namely the failure criterion. For a bridge system, there are three commonly used failure criteria: failure of any one component, failure of any two adjacent components, and failure of any three adjacent components [20,27,28]. The bridge structure is composed of multiple components. Each component has its own failure mode, which is determined by the performance function. Because each component has the same material property and load source, the failure modes between the components have a nonlinear correlation. System reliability evaluation needs to consider the probability of the joint failure of multiple components. Therefore, it is necessary to construct a joint distribution function of multiple failure modes. However, it is very complicated to construct the joint distribution function. In order to consider the joint failure of multiple components, multivariate copulas were introduced to construct the joint distribution function of multiple failure modes and consider the nonlinear correlation between each failure mode. Then, the method of system reliability evaluation obtained by considering different failure criteria was proposed based on multivariate copulas.

2.1. Copula Theory

The copula function, first proposed by Sklar [32], describes the correlation between variables, and is actually a class of functions that connect joint distributions to their respective marginal distributions. $X_1, X_2, \ldots, X_d$ are the random variables with respective marginal distributions $F_1, F_2, \ldots, F_d$ and the multivariate distribution is $F(x_1, x_2, \ldots, x_d)$. For all $x \in \mathbb{R}, R \in (-\infty, +\infty)$, there exists a d-dimensional copula function, which describes the relationship between the multivariate distribution and the corresponding marginal distribution function:

$$F(x_1, x_2, \ldots, x_d) = P[X_1 \leq x_1, X_2 \leq x_2, \ldots, X_d \leq x_d] = C(F_1(x_1), F_2(x_2), \ldots, F_d(x_d)|\theta) = C(u_1, u_2, \ldots, u_d|\theta).$$

where $C(\cdot)$ is the copula function with domain $[0,1]^d$. $\theta$ is the parameter for the copula. The functions $F_i(x_i) = u_i, i = 1, 2, \ldots, d$ follow the uniform distribution $U(0,1)$.

The set of all copula functions contains many families, such as Archimedean copulas, meta-elliptical copulas, quadratic copulas [33], and cubic copulas [34]. Among them, Archimedean copulas and meta-elliptical copulas are commonly used because they are relatively simple in their function construction compared to the other copulas [35,36]. In this study, the Clayton, Gumbel, and Frank copulas in Archimedean copulas and the Gaussian copula in meta-elliptical copulas were selected as the candidate copulas based on previous studies [20,23].

2.1.1. Archimedean Copulas

Archimedean copulas are rather popular because of the mathematical tractability and the capability of capturing wide ranges of dependence. In addition, the statistical inference on Archimedean copulas has been well developed; therefore, the Archimedean copulas are widely used in various fields [37]. The d-dimensional Archimedean copula function is defined as given in Equation (2):

$$C(u_1, u_2, \ldots, u_d|\theta) = \begin{cases} \varphi^{-1}(\varphi(u_1), \varphi(u_2), \ldots, \varphi(u_d)), & \sum_{i=1}^{d} \varphi(u_i) \leq \varphi(0) \\ 0, & \text{others} \end{cases}$$

where $C(u_1, u_2, \ldots, u_d|\theta)$ represents the Archimedean copula function. $\varphi(t)$ is a generator function of $C(u_1, u_2, \ldots, u_d|\theta)$ and satisfies $\varphi(t) = 0, \varphi(t) < 0$, and $\varphi''(t) > 0$. $\varphi^{-1}(\cdot)$ is the inverse function of $\varphi(\cdot)$. 


The Archimedean copula function \( C(\cdot) \) is determined by its unique generator function \( \varphi(t) \). In this study, the Clayton, Gumbel, and Frank copulas were adopted as the candidate Archimedean copulas. The three copulas have different generator functions and copula functions, which lead to some differences in their description of correlation, especially in describing the tail correlation. Table 1 shows their respective copula functions and generator functions.

| Copula  | Copula Function \( C(u_1, u_2, \ldots, u_d | \theta) \) | Generator Function \( \varphi(t) \) | Range of \( \theta \) |
|---------|--------------------------------------------------|----------------------------------|-----------------|
| Clayton | \[
\left( \sum_{i=1}^{d} u_i^{-\theta} \right)^{-\frac{1}{\theta}} - d + 1
\] | \( \frac{1}{\theta} (t^{-\theta} - 1) \) | \( (0, +\infty) \) |
| Gumbel  | \[
\exp \left\{ -\frac{1}{\theta} \left( \sum_{i=1}^{d} (-\ln u_i)^{\theta} \right)^{1/\theta} \right\}
\] | \( (-\ln t)^{\theta} \) | \( [1, +\infty) \) |
| Frank   | \[
-\frac{1}{\theta} \ln \left[ 1 + \frac{t^{\theta} - 1}{(t^2 - 1)^{\theta} - 1} \right]
\] | \( -\ln \frac{t^\theta - 1}{t^2 - 1} \) | \( (-\infty, +\infty) \backslash \{0\} \) |

2.1.2. Meta-Elliptical Copulas

Meta-elliptical copulas, first proposed by Fang [38], are derived from the elliptic distribution function. It is an extension of the multivariate normal distribution function. Meta-elliptic copulas can fit the abnormal distributions well, such as a multivariate extremal distribution. The meta-elliptic copula functions can be divided into the Gaussian copula, t-copula, Cauchy copula, etc. In this study, the Gaussian copula was adopted as the candidate meta-elliptic copula. The d-dimensional Gaussian copula function is defined as follows:

\[
C(u_1, u_2, \ldots, u_d | \Sigma) = \Phi_{\Sigma}(\Phi^{-1}(u_1), \Phi^{-1}(u_2), \ldots, \Phi^{-1}(u_d)) = \int_{-\infty}^{\Phi^{-1}(u_1)} \cdots \int_{-\infty}^{\Phi^{-1}(u_2)} \frac{1}{(2\pi)^{d/2} |\Sigma|^{1/2}} \exp\left( -\frac{1}{2} w^T \Sigma^{-1} w \right) dw.
\]

where \( C(u_1, u_2, \ldots, u_d | \Sigma) \) represents the Gaussian copula function. \( \Phi^{-1}(\cdot) \) is the inverse function of the standard normal distribution function. \( \Phi_{\Sigma}(\Phi^{-1}(u_1), \Phi^{-1}(u_2), \ldots, \Phi^{-1}(u_d)) \) is the multivariate standard normal distribution function. \( w \) represents the matrix of variables of the integrand. \( \Sigma \) represents the correlation coefficient matrix.

2.1.3. Selection of the Best-Fitting Copula

The copula parameter \( \theta \) in the copula function describes the correlation between variables. Different types of copula functions have different characteristics in describing the correlation between variables. It is necessary to select the most suitable copula function when modeling the correlation between variables [39]. The best-fitting copula can be selected based on the minimum value of the Akaike information criterion (AIC) or the Bayesian information criterion (BIC) [40]. The AIC and BIC are defined as follows:

\[
AIC = -2 \ln(L(\theta)) + 2n,
\]

\[
BIC = -2 \ln(L(\theta)) + n \ln N.
\]

where \( L(\theta) \) represents the likelihood function value of the copula function value with \( N \) samples, \( n \) represents the number of parameters in the copula function, and \( N \) is the number of samples.

2.2. System Reliability Estimation Based on Multivariate Copulas

According to the three commonly used bridge failure criteria (failure of any one component, failure of any two adjacent components, and failure of any three adjacent components), methods for evaluating the system reliability based on copulas are respectively proposed.
2.2.1. Failure Criterion I: Failure of Any One Component

Failure criterion I represents a series system, which assumes that failure of any one component will cause the whole structure to fail, as shown in Figure 2.

\[
Z_i(X) = Z_i(X_1, X_2, \ldots, X_n), i = 1, 2, \ldots, n, \quad (6)
\]

where \(Z_i\) and \(X_i\) represent the performance function and random variables of the \(i\)th component, respectively.

According to Equation (1), the joint failure probability of all components can be denoted using Equation (7):

\[
P_f = P[Z_1(X) \leq 0, Z_2(X) \leq 0, \ldots, Z_n(X) \leq 0] = C(F_{Z_1}(0), F_{Z_2}(0), \ldots, F_{Z_n}(0)) = C(P_{f_{Z_1}}, P_{f_{Z_2}}, \ldots, P_{f_{Z_n}}).
\]

where \(F_{Z_1}(\cdot)\) and \(P_{f_{Z_i}}\) represent the joint distribution function and the failure probability of the \(i\)th component, respectively; \(C(\cdot)\) is the multivariate copula function.

We consider the failure probability of each component as a probability event. According to the series system shown in Figure 2, the system failure probability of failure criterion I is the sum event of multiple events. Then, based on Equations (1) and (7), the system reliability of failure criterion I (failure of any one component) can be obtained as follow:

\[
P_f = P[Z_1(X) \leq 0 \cup Z_2(X) \leq 0 \cup \cdots \cup Z_n(X) \leq 0] = \sum_{i=1}^{n} P[Z_i(X) \leq 0] - \sum_{1 \leq i < j \leq n} P[Z_i(X) \leq 0, Z_j(X) \leq 0]
+ \sum_{1 \leq i < j \leq n} P[Z_i(X) \leq 0, Z_j(X) \leq 0, Z_k(X) \leq 0] + \cdots + (-1)^{n-1}P[Z_1(X) \leq 0, Z_2(X) \leq 0, \ldots, Z_n(X) \leq 0]
\]

\[
\approx \sum_{i=1}^{n} P[Z_i(X) \leq 0] - \sum_{1 \leq i < j \leq n} P[Z_i(X) \leq 0, Z_j(X) \leq 0] = \sum_{i=1}^{n} P_{f_{Z_i}} - \sum_{1 \leq i < j \leq n} C(P_{f_{Z_i}}, P_{f_{Z_j}}),
\]

where \(C(\cdot)\) represents the binary copula function and \(P_{f_{Z_i}}\) represents the system failure probability of failure criterion I.

2.2.2. Failure Criterion II: Failure of Any Two Adjacent Components

Failure criterion II refers to the series-parallel system shown in Figure 3. It assumes that failure of any two adjacent components will cause the whole structure to fail.
According to the relationship between the components and the system shown in Figure 3, with Equations (1) and (7), the system reliability of failure criterion II (failure of any two components) can be obtained based on the bivariate copula function, as follows:

\[
Z_{ij}(X) = Z_{ij}(X_1, X_2, \ldots, X_n), \quad i = 1, 2, \ldots, n-1, \quad j = 1, 2, \ldots, n.
\]  

where \(Z_{ij}\) represents the performance function of the \(i\)th component in the \(i\)th sub-parallel system.

According to the relationship between the components and the system shown in Figure 3, with Equations (1) and (7), the system reliability of failure criterion II (failure of any two components) can be obtained based on the bivariate copula function, as follows:

\[
P_{f_{ij}} = P[Z_{11}(X) \leq 0, Z_{12}(X) \leq 0] \cup P[Z_{22}(X) \leq 0, Z_{33}(X) \leq 0] \cup \cdots \cup P[Z_{n-1,n-1}(X) \leq 0, Z_{n,n}(X) \leq 0] \\
= 1 - (1 - P[Z_{11}(X) \leq 0, Z_{12}(X) \leq 0]) \cap \cdots \cap (1 - P[Z_{n-1,n-1}(X) \leq 0, Z_{n,n}(X) \leq 0]) \\
= 1 - \prod_{i=1}^{n-1} (1 - P[Z_{ij-i}(X) \leq 0, Z_{ij}(X) \leq 0]) = 1 - \prod_{i=1}^{n-1} (1 - C(P_{f_{ij-i}}, P_{f_{ij}})), \quad j = i + 1.
\]  

where \(C(\cdot)\) represents the binary copula function and \(P_{f_{ij}}\) represents the system failure probability of failure criterion II.

2.2.3. Failure Criterion III: Failure of Any Three Adjacent Components

Failure criterion III represents a series-parallel system, which assumes that failure of any three components will cause the whole structure to fail, as shown in Figure 4.
in a subparallel system is considered. The relationship between each subparallel system is also considered to be independent of each other. With Equations (1) and (7), the system reliability of failure criterion III (failure of any three components) can be obtained based on the ternary copula function, as follows:

\[
P_{\text{fIII}} = 1 - \prod_{i=1}^{n-2} \left(1 - P\left[Z_{ii}(X) \leq 0, Z_{ij}(X) \leq 0, Z_{ik}(X) \leq 0\right]\right) = 1 - \prod_{i=1}^{n-2} \left[1 - C\left(P_{f_{ii}}, P_{f_{ij}}, P_{f_{ik}}\right)\right], \quad j = i + 1, \ k = i + 2.
\]

where \(C(\cdot)\) represents the ternary copula function and \(P_{\text{fIII}}\) represents the system failure probability of failure criterion III.

3. System Reliability Evaluation Method That Considers Multiple Failure Criteria

The system failure probability under different failure criteria can be calculated based on copulas. However, there is currently no standard in the system reliability evaluation of a bridge structure to decide which failure criterion to choose. In order to comprehensively consider multiple failure criteria, the AHP–EW method was applied to establish the model of bridge system reliability evaluation and calculate the comprehensive weight of each failure criterion. Peer experts were invited to score each failure criterion based on their knowledge and experience. The possible scores ranged from 1 to 5. The higher the score was, the more reasonable the failure criterion was.

3.1. AHP(Analytic Hierarchy Process) Method

AHP is a subjective decision-making method for solving the complex problems of multiple objectives [41]. Its core idea is to determine the weight of evaluation indexes according to the experience of experts. Here, we take three failure criteria as the evaluation indexes of the system reliability.

The specific steps are as follows.

(1) Establish the hierarchical mode for system reliability evaluation:

In order to evaluate the bridge system reliability by considering multiple failure criteria, a target layer and an index layer are established. The target layer represents the system reliability by considering multiple failure criteria. Each index in the index layer represents the system reliability of each failure criterion. Then, a hierarchical structure between the target layer and the index layer is established, as shown in Figure 5.

```
Target Layer

System reliability \(P_f\)

Index Layer

(Failure criterion I) \(P_{f_1}\)

(Failure criterion II) \(P_{f_2}\)

(Failure criterion III) \(P_{f_{\text{III}}}\)

\(\cdots\)

(Failure criterion n) \(P_{f_n}\)

Figure 5. The hierarchical mode of system reliability evaluation.
```

(2) Construct the judgment matrix \(A\).
The judgment matrix is constructed based on the scores of peer experts for each index. Equation (13) shows the definition of the element $a_{ij}$ in the judgment matrix $A$, in which $a_{ij}$ indicates the relative importance of the $i$th index over the $j$th index.

\[
A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix}
\] (12)

\[
a_{ij} = \frac{s_i}{s_j}, \; i, j = 1, 2, \ldots, n,
\] (13)

where $s_i$ and $s_j$ indicate the scores of the $i$th index and the $j$th index, respectively. $a_{ij}$ is an element of the judgment matrix.

(3) Calculate the weight vector $W = (w_1; w_2; \ldots; w_n)$:

\[
w_i = \frac{n}{\sum_{j=1}^{n} n^{1/a_{ij}}} , i, j = 1, 2, \ldots, n.
\] (14)

(4) Calculate the maximum eigenvalue $\lambda_{\text{max}}$:

\[
\lambda_{\text{max}} = \frac{1}{n} \sum_{i=1}^{n} (AW)_i / w_i.
\] (15)

(5) Check the consistency of the judgment matrix $A$:

\[
CI = \frac{\lambda_{\text{max}} - n}{n - 1},
\] (16)

\[
CR = \frac{CI}{RI}.
\] (17)

where $CI$ and $CR$ represent the consistency index and the consistency ratio, respectively. $RI$ is the random consistency index shown in Table 2. $n$ is the number of indexes.

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|----|
| $RI$ | 0 | 0 | 0.58 | 0.9 | 1.12 | 1.24 | 1.32 | 1.41 | 1.45 | 1.49 |

3.2. Entropy Weight Method

Entropy theory was first introduced to information theory as a measure of information disorder by Shannon [43]. The entropy weight method, an objective weighting method, utilizes entropy theory to determine the index weight according to the information provided by the observations of each index. The importance of the index is reflected by the degree of deviation between the observations of the same index. The greater the degree of deviation, the smaller the entropy value, and the corresponding index weight should be larger [44]. The objective weight calculation procedures of the indexes are as follows.

(1) Construct the evaluation matrix $M$:

Let the evaluation matrix $M = (x_{ij})_{m \times n}$ be an information system according to the knowledge and experience of peer experts.
Normalize the evaluation matrix $\mathbf{M}$:

In order to eliminate the impact of different index dimensions on evaluation, the evaluation matrix needs to be normalized.

\[
v_{ij} = \frac{x_{ij} - \min(x_j)}{\max(x_j) - \min(x_j)}, i = 1, 2, \ldots, m; j = 1, 2, \ldots, n.
\]  

(18)

where $v_{ij}$ is the standardized value of the $j$th index of the $i$th evaluation sample. $m$ and $n$ represent the number of experts and the number of indexes, respectively.

(2) Calculate the characteristic proportion ($p_{ij}$) of the $j$th index of the $i$th evaluation sample:

\[
p_{ij} = \frac{v_{ij}}{\sum_{i=1}^{m} v_{ij}}, j = 1, 2, \ldots, n,
\]

(19)

which satisfies $0 \leq p_{ij} \leq 1$.

(3) Calculate the entropy value ($e_j$) of the $j$th index:

\[
e_j = -\frac{1}{\ln(m)} \sum_{i=1}^{m} p_{ij} \ln(p_{ij}), j = 1, 2, \ldots, n,
\]

(20)

where if $p_{ij} = 0$ or $p_{ij} = 1$, $p_{ij} \ln(p_{ij}) = 0$.

(4) Calculate the difference coefficient ($d_j$) of the $j$th index:

\[
d_j = 1 - e_j, j = 1, 2, \ldots, n.
\]

(21)

(5) Calculate the entropy weight ($u_j$) of the $j$th index:

\[
u_j = \frac{d_j}{\sum_{j=1}^{n} d_j}, j = 1, 2, \ldots, n.
\]

(22)

### 3.3. System Reliability Evaluation That Considers Multiple Criteria

After calculating the weight of each index using the AHP and EW methods, the subjective and objective weights of each index were multiplied and normalized to obtain the comprehensive weight $\mathbf{C} = (c_1, c_2, \ldots, c_j)$, as shown in Equation (23):

\[
c_j = (w_j u_j) / \sum_{k=1}^{n} w_k u_k, j = 1, 2, \ldots, n.
\]

(23)

It can be seen from Equation (23) that it not only considers the knowledge and experience of peer experts to scale the indexes, but also distinguishes the quality of the index data, overcomes the shortcomings of the single-weighting method, and makes the evaluation result more reasonable.

The system reliability under each failure criterion can be obtained based on copulas. According to the analytic hierarchy model shown in Figure 5, the system reliability obtained by considering multiple failure criteria is a weighted summation of the system failure probability under each failure criterion, as shown in Equation (24):

\[
p_f = \sum_{j=1}^{n} p_{f j} c_j, j = 1, 2, \ldots, n.
\]

(24)
where \( p_f \) is the system failure probability obtained by considering multiple failure criteria. \( p_{fj} \) is the system failure probability under the \( j \)th failure criterion.

4. Numerical Example

A simply supported hollow slab bridge was used to demonstrate the implementation of the proposed system reliability evaluation method. The procedure of the proposed method can be summarized as follows.

(1) Calculate the failure probability of each component and determine three failure criteria of bridge system shown in Figures 2–4.

(2) Based on multivariate copulas, evaluate the system reliability under different failure criteria using Equations (8), (10), and (11). The best-fitting copula function is determined using Equations (4) and (5).

(3) Based on the AHP–EW method, determine the system reliability evaluation model that considers multiple failure criteria, as shown in Figure 5, and calculate the comprehensive weight using Equation (23).

(4) Evaluate the system reliability by considering multiple failure criteria with Equation (24).

4.1. Bridge Description

A simply supported hollow slab beam in service was selected as the case study [20]. The bridge was 13.0 m long and 9.0 m wide. It was composed of nine concrete slab segments, as shown in Figure 6.

![Figure 6. Cross-section for the case bridge (unit: m).](image)

The performance function corresponding to the failure mode of each slab segment was established using Equation (25):

\[
Z_i = g(R_i, G_i, Q_i) = R_i - G_i - Q_i, \quad i = 1, 2, \ldots, 9, \quad (25)
\]

where \( Z_i \) is the performance function of the \( i \)th slab segment; \( R_i, G_i, \) and \( Q_i \) are random variables that represent the resistance, dead load effect, and live load effect of the \( i \)th slab segment, respectively.

The resistance \( R \) refers to the ability of the structure to withstand the load effects. The dead load effect \( G \) is the internal force generated by the dead load on the structure, where the dead load refers to the load whose value does not change with time. The live load effect \( Q \) is the internal force generated by the live load on the structure, where the live load refers to the load whose value changes with time. For the calculation method of the resistance, dead load effect, and live load effect, please refer to References [2,45,46]. The resistance, dead load effect, and live load effect of each slab segment follow a normal distribution [20]. The statistical parameters of these random variables are listed in Table 3.
Table 3. Statistical parameters of the random variables [20].

| Slab Segment Number | Resistance R Mean (kN·m) | Standard Deviation (kN·m) | Dead Load Effect G Mean (kN·m) | Standard Deviation (kN·m) | Live Load Effect Q Mean (kN·m) | Standard Deviation (kN·m) |
|---------------------|--------------------------|---------------------------|-------------------------------|---------------------------|-------------------------------|---------------------------|
| 1                   | 796.04                   | 91.783                    | 212.86                        | 9.68                      | 85.42                         | 12.71                     |
| 2                   | 796.04                   | 91.783                    | 221.79                        | 9.68                      | 96.42                         | 14.35                     |
| 3                   | 796.04                   | 91.783                    | 223.91                        | 9.68                      | 116.8                         | 17.38                     |
| 4                   | 796.04                   | 91.783                    | 230.74                        | 9.68                      | 144.4                         | 21.49                     |
| 5                   | 796.04                   | 91.783                    | 260.69                        | 9.68                      | 180.9                         | 26.92                     |
| 6                   | 796.04                   | 91.783                    | 230.74                        | 9.68                      | 144.4                         | 21.49                     |
| 7                   | 796.04                   | 91.783                    | 223.91                        | 9.68                      | 116.8                         | 17.38                     |
| 8                   | 796.04                   | 91.783                    | 221.79                        | 9.68                      | 96.42                         | 14.35                     |
| 9                   | 796.04                   | 91.783                    | 212.86                        | 9.68                      | 85.42                         | 12.71                     |

According to the performance function of each component and the statistical parameters of the random variables, the reliability index $\beta$ of each slab segment was calculated using the first-order second-moment (FOSM) method [47]. Then, the failure probability $P_f$ could be obtained using the equation $P_f = \Phi^{-1}(\beta)$, in which $\Phi^{-1}(\cdot)$ represents the cumulative density function of a standard normal distribution. The results of the failure probability are shown in Table 4.

Table 4. The failure probability of each slab segment.

| Slab Segment Number | Failure Probability | Slab Segment Number | Failure Probability |
|---------------------|---------------------|---------------------|---------------------|
| 1                   | $4.57 \times 10^{-8}$ | 6                   | $4.46 \times 10^{-6}$ |
| 2                   | $1.56 \times 10^{-7}$ | 7                   | $6.22 \times 10^{-7}$ |
| 3                   | $6.22 \times 10^{-7}$ | 8                   | $1.56 \times 10^{-7}$ |
| 4                   | $4.46 \times 10^{-6}$ | 9                   | $4.57 \times 10^{-8}$ |
| 5                   | $1.14 \times 10^{-4}$ |                     |                     |

4.2. Bridge System Reliability Estimation of the Single Failure Criterion

According to the method proposed in this paper, the system reliability of the case bridge under different failure criteria could be evaluated. The system reliability evaluation under failure criteria I and II used the binary copula function. The ternary copula function was used for the system reliability evaluation under failure criterion III.

4.2.1. Failure Criterion I

Failure criterion I involves a simple series system. It is assumed that the failure of any one slab segment will cause the bridge system failure. Since the bridge structure is symmetrical, the repetitive pairs of failure mode pairs are ignored. According to the copula theorem, the copula parameters of the selected copula functions were evaluated, as shown in Table 5. The AIC and BIC values were calculated according to Equations (4) and (5), and the results are shown in Table 6. Then, the principle of minimum AIC and BIC values was used to select the best-fitting copula function. It illustrates that the Gaussian copula was the best-fitting copula for the two performance functions, as seen by comparing the AIC and BIC values.
The best-fitting copula function was selected based on the principle of minimum AIC and BIC values. The parameters of the selected copula functions were evaluated, as shown in Table 8. The AIC and BIC values were calculated according to Equations (4) and (5), the results of which are shown in Table 9.

### Table 5. The copula parameters for the candidate copulas.

| $Z_iZ_j$ | Copula Parameters $\theta$ |
|----------|-----------------------------|
|          | Gaussian | Clayton | Gumbel | Frank |
| $Z_1Z_2$ | 0.9791   | 8.194   | 6.759  | 27.58 |
| $Z_1Z_3$ | 0.9786   | 8.017   | 6.801  | 27.85 |
| $Z_1Z_4$ | 0.9790   | 7.870   | 6.812  | 28.00 |
| $Z_1Z_5$ | 0.9787   | 7.267   | 6.772  | 27.19 |
| $Z_2Z_3$ | 0.9786   | 7.674   | 6.821  | 27.46 |
| $Z_2Z_4$ | 0.9777   | 7.566   | 6.596  | 26.34 |
| $Z_2Z_5$ | 0.9784   | 7.171   | 6.842  | 27.24 |
| $Z_3Z_4$ | 0.9785   | 7.732   | 6.759  | 27.28 |
| $Z_3Z_5$ | 0.9774   | 7.572   | 6.514  | 26.10 |
| $Z_4Z_5$ | 0.9776   | 7.861   | 6.546  | 26.26 |

### Table 6. The Akaike information criterion (AIC) and Bayesian information criterion (BIC) values for the candidate copulas.

| $Z_iZ_j$ | Gaussian AIC | Gaussian BIC | Clayton AIC | Clayton BIC | Gumbel AIC | Gumbel BIC | Frank AIC | Frank BIC |
|----------|--------------|--------------|-------------|-------------|------------|------------|-----------|-----------|
| $Z_1Z_2$ | -3172.172    | -3167.264    | -2638.153   | -2633.245   | -2987.18   | -2982.272  | -2894.185 | -2889.277 |
| $Z_1Z_3$ | -3149.584    | -3144.676    | -2601.126   | -2596.218   | -2987.19   | -2982.282  | -2902.385 | -2897.477 |
| $Z_1Z_4$ | -3169.802    | -3164.894    | -2580.177   | -2575.269   | -2998.766  | -2993.858  | -2917.606 | -2912.698 |
| $Z_1Z_5$ | -3153.864    | -3148.956    | -2543.111   | -2538.203   | -2996.096  | -2991.189  | -2867.761 | -2862.853 |
| $Z_2Z_3$ | -3148.243    | -3143.335    | -2532.662   | -2527.755   | -3005.002  | -3000.094  | -2848.315 | -2857.408 |
| $Z_2Z_4$ | -3109.616    | -3104.708    | -2522.278   | -2517.37    | -2949.566  | -2944.658  | -2819.904 | -2814.996 |
| $Z_2Z_5$ | -3142.166    | -3137.258    | -2540.273   | -2535.365   | -3010.377  | -3005.469  | -2867.096 | -2862.188 |
| $Z_3Z_4$ | -3146.562    | -3141.654    | -2543.441   | -2538.533   | -2992.757  | -2987.849  | -2873.682 | -2868.774 |
| $Z_3Z_5$ | -3093.642    | -3088.734    | -2522.063   | -2517.155   | -2923.267  | -2918.359  | -2803.811 | -2798.903 |
| $Z_4Z_5$ | -3103.555    | -3098.648    | -2574.042   | -2569.134   | -2932.939  | -2928.031  | -2815.509 | -2810.602 |

Then, based on the Gaussian copula function, the joint failure probability of each pair of failure modes was obtained using Table 4 and Equation (7), as shown in Table 7. According to the binary Gaussian copula and Equation (8), the system failure probability $P_{f_i}$ of the case bridge under failure criterion I was $1.099 \times 10^{-4}$. For comparison, the system failure probability based on the other three copulas were also calculated, which were $P_{f_i-\text{Clayton}} = 1.097 \times 10^{-4}$, $P_{f_i-\text{Gumbel}} = 1.139 \times 10^{-4}$ and $P_{f_i-\text{Frank}} = 1.245 \times 10^{-4}$.

### Table 7. The joint failure probability of each pair of failure modes based on a Gaussian copula.

| $Z_iZ_j$ | Joint Failure Probability $P_f$ | $Z_iZ_j$ | Joint Failure Probability $P_f$ |
|----------|---------------------------------|----------|---------------------------------|
| $Z_1Z_2$ | $3.993 \times 10^{-8}$         | $Z_2Z_4$ | $1.558 \times 10^{-7}$         |
| $Z_1Z_3$ | $4.522 \times 10^{-8}$         | $Z_2Z_5$ | $1.560 \times 10^{-7}$         |
| $Z_1Z_4$ | $4.570 \times 10^{-8}$         | $Z_3Z_4$ | $6.073 \times 10^{-7}$         |
| $Z_1Z_5$ | $4.570 \times 10^{-8}$         | $Z_3Z_5$ | $6.220 \times 10^{-7}$         |
| $Z_2Z_3$ | $1.418 \times 10^{-7}$         | $Z_4Z_5$ | $4.459 \times 10^{-6}$         |

### 4.2.2. Failure Criterion II

Failure criterion II involves a series-parallel system, which assumes that failure of any two adjacent slab segments will cause the bridge system to fail. According to the copula theorem, the copula parameters of the selected copula functions were evaluated, as shown in Table 8. The AIC and BIC values were calculated according to Equations (4) and (5), the results of which are shown in Table 9. The best-fitting copula function was selected based on the principle of minimum AIC and BIC values.
By comparing AIC and BIC values, it can be seen that the Gaussian copula was the best-fitting copula for the two performance functions under failure criterion II.

Table 8. The copula parameters for the candidate copulas.

| $Z_i Z_j$ | Copula Parameters $\theta$ |
|-----------|-----------------------------|
|           | Gaussian        | Clayton       | Gumbel        | Frank         |
| $Z_1 Z_2$ | 0.9790         | 8.194         | 6.759         | 27.58         |
| $Z_2 Z_3$ | 0.9786         | 7.674         | 6.821         | 27.46         |
| $Z_3 Z_4$ | 0.9785         | 7.732         | 6.759         | 27.28         |
| $Z_4 Z_5$ | 0.9776         | 7.861         | 6.546         | 26.26         |
| $Z_5 Z_6$ | 0.9785         | 7.920         | 6.778         | 27.33         |
| $Z_6 Z_7$ | 0.9779         | 7.432         | 6.780         | 27.00         |
| $Z_7 Z_8$ | 0.9778         | 7.690         | 6.746         | 27.19         |
| $Z_8 Z_9$ | 0.9789         | 7.750         | 6.778         | 27.61         |

Table 9. The akaike information criterion (AIC) and bayesian information criterion (BIC) values for the candidate copulas.

| $Z_i Z_j$ | Gaussian | Clayton | Gumbel | Frank |
|-----------|----------|---------|--------|-------|
|           | AIC      | BIC     | AIC    | BIC   |
| $Z_1 Z_2$ | −3172.17 | −3167.264 | −2638.153 | −2987.18 |
| $Z_2 Z_3$ | −3148.243 | −3143.335 | −2532.662 | −3005.002 |
| $Z_3 Z_4$ | −3146.562 | −3141.654 | −2538.441 | −2992.753 |
| $Z_4 Z_5$ | −3130.555 | −3098.648 | −2569.134 | −2932.939 |
| $Z_5 Z_6$ | −3145.400 | −3140.492 | −2584.306 | −2985.515 |
| $Z_6 Z_7$ | −3116.444 | −3111.536 | −2482.662 | −2993.222 |
| $Z_7 Z_8$ | −3112.185 | −3107.277 | −2526.177 | −2985.223 |
| $Z_8 Z_9$ | −3161.455 | −3156.548 | −2549.842 | −2996.757 |

Then, based on the Gaussian copula function, the joint failure probability of each pair of failure modes was obtained according to Table 4 and Equation (7), as shown in Table 10. According to the binary Gaussian copula and Equation (10), the system failure probability $P_{f_{ij}}$ of the case bridge under failure criterion II was $1.049 \times 10^{-5}$. For comparison, the system failure probability based on the other three copulas were also calculated, which are $P_{f_{ij}}$–Clayton = $1.057 \times 10^{-5}$, $P_{f_{ij}}$–Gumbel = $7.862 \times 10^{-6}$, and $P_{f_{ij}}$–Frank = $2.736 \times 10^{-8}$.

Table 10. The joint failure probability of each pair of failure modes based on a Gaussian copula.

| $Z_i Z_j$ | Joint Failure Probability $P_{ij}$ |
|-----------|-----------------------------------|
| $Z_1 Z_2$ | $3.989 \times 10^{-8}$ |
| $Z_2 Z_3$ | $1.418 \times 10^{-7}$ |
| $Z_3 Z_4$ | $6.075 \times 10^{-7}$ |
| $Z_4 Z_5$ | $4.459 \times 10^{-6}$ |

4.2.3. Failure Criterion III

Failure criterion III involves a series-parallel system, which assumes that failure of any three adjacent slab segments will cause the bridge system to fail. According to the copula theorem, the copula parameters of the selected copula functions were evaluated, as shown in Table 11. The AIC and BIC values were calculated according to Equations (4) and (5), the results of which are shown in Table 12. Similarly, according to the principle of minimum AIC and BIC values, the Gaussian copula was the best-fitting copula for the three performance functions, as seen by comparing the AIC and BIC values.
The higher the score was, the higher the probability that the bridge system would fail according to the hierarchical model shown in Table 5. The target layer was the bridge system reliability obtained by considering multiple failure criteria, and the index layer contained each failure criterion of the bridge system. Thirteen experts in the field of civil engineering were selected to score each index based on their experience and knowledge. The possible scores ranged from 1 to 5. Then, based on the Gaussian copula function, the joint failure probability of each group of failure modes was obtained according to Table 4 and Equation (7), as shown in Table 13. According to the ternary Gaussian copula and Equation (11), the system failure probability $P_{\text{f,III}}$ of the case bridge under failure criterion III was $4.356 \times 10^{-6}$. For comparison, the system failure probability based on the other three copulas were also calculated, which were $P_{\text{f,III-Clayton}} = 5.702 \times 10^{-6}$, $P_{\text{f,III-Gumbel}} = 1.575 \times 10^{-6}$, and $P_{\text{f,III-Frank}} = 1.893 \times 10^{-12}$.

### Table 11: The copula parameters for the candidate copulas.

| $Z_i Z_j Z_k$ | Copula Parameters $\theta$ | Gaussian | Clayton | Gumbel | Frank |
|---------------|-----------------------------|----------|---------|--------|--------|
|               |                             |          |         |        |        |
| $Z_1 Z_2 Z_3$ |                             | 0.9787   | 7.356   | 6.462  | 26.21  |
| $Z_1 Z_3 Z_4$ |                             | 0.9783   | 7.121   | 6.434  | 25.74  |
| $Z_3 Z_4 Z_5$ |                             | 0.9778   | 7.233   | 6.367  | 25.33  |
| $Z_4 Z_5 Z_6$ |                             | 0.9780   | 7.266   | 6.437  | 25.63  |
| $Z_2 Z_5 Z_6$ |                             | 0.9780   | 7.131   | 6.431  | 25.32  |
| $Z_4 Z_5 Z_7$ |                             | 0.9775   | 7.003   | 6.408  | 25.38  |
| $Z_2 Z_6 Z_7$ |                             | 0.9783   | 7.207   | 6.488  | 25.88  |

### Table 12: The AIC and BIC values for the candidate copulas.

| $Z_i Z_j Z_k$ | Gaussian | Clayton | Gumbel | Frank |
|---------------|----------|---------|--------|--------|
|               | AIC      | BIC     | AIC    | BIC    | AIC     | BIC     |
| $Z_1 Z_2 Z_3$ | -6595.721 | -6590.813 | -5367.287 | -5362.379 | -6181.589 | -6176.681 | -6011.271 | -6006.363 |
| $Z_1 Z_3 Z_4$ | -6551.639 | -6546.731 | -5266.967 | -5262.06 | -6184.301 | -6179.393 | -5952.425 | -5947.517 |
| $Z_3 Z_4 Z_5$ | -6510.834 | -6505.926 | -5310.706 | -5305.798 | -6142.439 | -6137.531 | -5903.524 | -5898.616 |
| $Z_4 Z_5 Z_6$ | -6528.413 | -6523.505 | -5328.672 | -5323.764 | -6172.587 | -6167.679 | -5936.418 | -5931.51 |
| $Z_2 Z_6 Z_7$ | -6527.538 | -6522.631 | -5265.767 | -5260.859 | -6179.003 | -6174.095 | -5903.251 | -5898.343 |
| $Z_2 Z_6 Z_7$ | -6481.984 | -6477.076 | -5216.417 | -5211.509 | -6153.824 | -6148.916 | -5892.996 | -5888.088 |
| $Z_7 Z_8 Z_9$ | -6551.996 | -6547.088 | -5298.768 | -5293.860 | -6218.126 | -6213.218 | -5955.734 | -5950.826 |

Then, based on the Gaussian copula function, the joint failure probability of each group of failure modes was obtained according to Table 4 and Equation (7), as shown in Table 13. According to the ternary Gaussian copula and Equation (11), the system failure probability $P_{\text{f,III}}$ of the case bridge under failure criterion III was $4.356 \times 10^{-6}$. For comparison, the system failure probability based on the other three copulas were also calculated, which were $P_{\text{f,III-Clayton}} = 5.702 \times 10^{-6}$, $P_{\text{f,III-Gumbel}} = 1.575 \times 10^{-6}$, and $P_{\text{f,III-Frank}} = 1.893 \times 10^{-12}$.

### Table 13: The joint failure probability of each group of failure modes based on a Gaussian copula.

| $Z_i Z_j Z_k$ | Joint Failure Probability $P_f$ | $Z_i Z_j Z_k$ | Joint Failure Probability $P_f$ |
|---------------|---------------------------------|---------------|---------------------------------|
| $Z_1 Z_2 Z_3$ | $3.961 \times 10^{-8}$          | $Z_5 Z_6 Z_7$ | $6.062 \times 10^{-7}$          |
| $Z_1 Z_3 Z_4$ | $1.414 \times 10^{-7}$          | $Z_6 Z_7 Z_8$ | $1.404 \times 10^{-7}$          |
| $Z_3 Z_4 Z_5$ | $6.058 \times 10^{-7}$          | $Z_7 Z_8 Z_9$ | $3.943 \times 10^{-8}$          |
| $Z_4 Z_5 Z_6$ | $2.783 \times 10^{-6}$          |               |                                 |

### 4.3. Bridge System Reliability Estimation Obtained by Considering Multiple Failure Criteria

After calculating the system failure probability corresponding to each failure criterion, the AHP–EW method was used to evaluate the bridge system reliability by considering multiple failure criteria. The hierarchical model shown in Table 5 was established. The target layer was the bridge system reliability obtained by considering multiple failure criteria, and the index layer contained each failure criterion of the bridge system. Thirteen experts in the field of civil engineering were selected to score each index based on their experience and knowledge. The possible scores ranged from 1 to 5. The higher the score was, the higher the probability that the bridge system would fail according to this failure criterion. The subjective weight and objective weight of each index were calculated using the AHP and EW method, respectively. Then, the comprehensive weight was obtained according to Equation (23). The selected indexes and their weights are shown in Table 14.
Table 14. The evaluation indexes of bridge system reliability and the weights of indexes.

| Index Layer       | Subjective Weight | Objective Weight | Comprehensive Weight |
|-------------------|-------------------|------------------|----------------------|
| Failure Criterion I | 0.3615            | 0.4100           | 0.4588               |
| Failure Criterion II | 0.3849           | 0.1919           | 0.2287               |
| Failure Criterion III | 0.2536           | 0.3981           | 0.3125               |

According to the comprehensive weight and system failure probability of each failure criterion of the case bridge, the system reliability obtained by considering multiple failure criteria was evaluated based on Equation (24), as follow:

\[ P_f = 0.4588 \times 1.099 \times 10^{-4} + 0.2287 \times 1.049 \times 10^{-5} + 0.3125 \times 4.356 \times 10^{-6} = 5.418 \times 10^{-5}. \]

5. Conclusions

The system reliability evaluation results of the bridge structure by considering only a single failure criterion cannot objectively and accurately reflect the actual condition of the bridge system. The aim of the paper was to propose a novel method to evaluate bridge system reliability by considering multiple failure criteria based on multivariate copulas and the AHP–EW method. Bridge structures are complex structures composed of multiple components. Considering the joint failure of multiple components, the multivariate copula functions were constructed. Then, the system reliability under each failure criterion was obtained based on different copulas. According to the AHP–EW method and the system reliability evaluation results of each failure criterion, the system reliability obtained by considering multiple failure criteria was evaluated. The numerical example of the simply supported RC hollow slab bridge was used for the process of system reliability evaluation by considering multiple failure criteria. The method proposed in this paper is not only applicable to the numerical example, but it can also be a utility method for the technical community to evaluate the system reliability of structures with multiple components like the numerical example. The following conclusions were drawn:

- Copulas provided an effective tool for constructing the joint distribution of multiple failure modes in the system reliability evaluation of a bridge structure. The binary copulas and ternary copulas were constructed to calculate the system failure probability of each failure criterion.
- According to the three failure criteria proposed by the previous research, the copula functions were used to calculate the bridge system failure probability. The results showed that the greater the number of any adjacent failed slab segments, the smaller the system failure probability, namely \( P_{	ext{I}} (1.099 \times 10^{-4}) > P_{	ext{II}} (1.049 \times 10^{-5}) > P_{	ext{III}} (4.356 \times 10^{-6}) \). This law was consistent with the objective facts, and proved the applicability of the copula function in the bridge system reliability evaluation once again.
- It is important to select the best-fitting copula from the candidate copulas. By comparison, different system reliability evaluation results will be obtained based on different copulas. Compared with the system reliability evaluation results of three failure criteria based on the most suitable Gaussian copula, the system reliability evaluation results obtained based on the Clayton copula were the closest, and the system reliability evaluation results obtained based on the Frank copula were the most different.
- Among the subjective weights, the weight of failure criterion II (0.3849) was the largest and the weight of failure criterion III (0.2536) was the smallest. Among the objective weights, the weight of failure criterion I (0.4100) was the largest and the weight of failure criterion II (0.1919) was the smallest. The comprehensive weight of each failure criterion obtained using the AHP–EW method avoided the deviation caused by the subjective weighting method and the absolutization caused by the objective weighting method, and overcame the shortcomings of the single-weight method. The comprehensive weights of the three failure criteria were 0.4588, 0.2287, and 0.3125, respectively.
The evaluation result of the system failure probability obtained by considering multiple failure criteria was obtained via weighted summation of the system failure probability of each failure criterion, and the calculation result was \(5.418 \times 10^{-5} (P_f)\), which is between \(1.099 \times 10^{-4} (P_f^I)\) and \(1.049 \times 10^{-5} (P_f^H)\). It shows that the method proposed in this paper can provide a more comprehensive and reasonable system reliability evaluation result, and avoid the ambiguity caused by the selection of a single failure criterion.
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