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Abstract—This paper introduces a new Romanian speech corpus from the ROBIN project, called ROBIN Technical Acquisition Speech Corpus (ROBINTASC). Its main purpose was to improve the behaviour of a conversational agent, allowing human-machine interaction in the context of purchasing technical equipment. The paper contains a detailed description of the acquisition process, corpus statistics as well as an evaluation of the corpus influence on a low-latency ASR system as well as a dialogue component.
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I. INTRODUCTION

ROBIN\cite{1} is a user-centred project aiming to develop software and services for human interaction with robots within a digital interconnected society. Its focus is on several types of robots: assistive ones - targeting users with special needs (people with some medical problems or the elderly), robots for interaction with clients and software robots that can be installed on vehicles with the aim of (semi)autonomous driving. One of the objectives of the ROBIN-Dialog component project\cite{2} was the creation of necessary Romanian language resources and processing tools for making a robot able to communicate with users in tasks defined within several micro-worlds. One example of micro-world is given by the interaction within the notebooks department of an electronics store. This micro-world is made up of the physical space occupied by this department, by the notebooks that are commercialized, by the staff, with an age average of 24 years. The sentences were selected from novels, online news and from a list of words that covered all the possible syllables in Romanian.

Previously, \cite{1} and \cite{2} described the natural language processing pipeline being used, as well as the dialogue manager for micro-worlds. Furthermore, \cite{3} and \cite{4} presented a low-latency automated speech recognition (ASR) system developed and used within the ROBIN project. This paper introduces a new speech corpus recorded for the purposes of improving the performance of the ASR system and further of the entire pipeline. The paper is structured as follows: in Section II we present related work, including other available Romanian speech resources, in Section III the corpus acquisition process is described, Section IV contains relevant corpus statistics, while in Section V we consider the impact of the new corpus being used in the ROBIN project. We conclude the paper in Section VI.

II. RELATED WORK

Compared to better resourced languages, such as English, speech resources available for the Romanian language are reduced in number. The representative corpus of the contemporary Romanian language (CoRoLa) \cite{5} contains a spoken component that can be interrogated via the OCQP platform\cite{6}. Currently, it contains professional recordings from various sources (radio stations, recording studios), broadcast news and extracts from Romanian Wikipedia read by non-professionals (recorded in non-professional environments). In the context of the ReTeRom project\cite{4} the CoBiLiRo platform\cite{7} was built to allow gathering of additional bimodal corpora, one of the final goals being to enrich the CoRoLa corpus.

The Read Speech Corpus (RSC) \cite{9} contains 100 hours collected from 164 native speakers, mainly students and faculty staff, with an age average of 24 years. The sentences were selected from novels, online news and from a list of words that covered all the possible syllables in Romanian.

The RoDigits \cite{10} corpus contains 37.5 hours of spoken connected digits from 154 speakers whose ages vary between 20 and 45. Each speaker recorded 100 clips of 12 randomly generated Romanian digits, and after the semi-automated validation, the final corpus contains 15,389 audio files.

SWARA \cite{19} is a corpus that comprises speech data collected from 17 speakers which was manually segmented at the utterance-level, resulting in a dataset of approximately 21 hours of transcribed speech, split into over 19,000 audio-text pairs.

The RO-GRID \cite{24} dataset was developed by reading sequences of six words chosen from a list of alternatives. The first three words were designated as "keywords" and the speaker had to utter all combinations, which ended up being...
TABLE I
PUBLIC ROMANIAN SPEECH CORPORA STATISTICS.

| Corpus       | Speech Type | Domain        | # Hours | # Utterances | # Speakers |
|--------------|-------------|---------------|---------|--------------|------------|
| RSC [9]      | Read        | Wikipedia     | 100     | 136.1k       | 164        |
| RoDigits [10]| Read        | Digits        | 37.5    | 15.4k        | 154        |
| SWAKA [19]   | Read        | Newspapers    | 21      | 19k          | 17         |
| RO-GRID [24] | Read        | General       | 6.6     | 4.8k         | 12         |
| RSS [8]      | Spontaneous | Internet, TV  | 5.5     | 5.7k         | 5          |
| RASC [23]    | Read        | Wikipedia     | 4.8k    | 3k           | -          |
| CV [11]      | Read        | Wikipedia     | 9       | 8k           | 130        |
| VoxPopuli [15]| Spontaneous| Legal         | 83      | 27k          | 164        |
| MaSS [15]    | Read        | Bible         | 23      | 8.1k         | 1          |
| ROBINTASC    | Read        | Technology    | 6.5     | 3.8k         | 6          |

400 ones. The last three words were designated as "fillers" and were randomly chosen while creating the sentence. The final corpus contained 6.6 hours of audio from 12 speakers.

The Romanian Speech Synthesis (RSS) [8] corpus was designed for speech synthesis and it contains 4 hours of speech from a single female speaker using multiple microphones. The speaker read 4,000 sentences chosen for diphthong coverage, that were extracted from novels and newspapers and fairytales. RSS was also extended with over 1,700 utterances from two new female speakers, comprising now 5.5 hours of speech.

Romanian Anonymous Speech Corpus (RASC) [23] is a dataset that applied the concept of crowd-sourcing to collect Romanian spoken data from the general population, by developing an open interactive platform. The corpus currently contains 4.8 hours of transcribed audio.

The Common Voice (CV) [11] corpus is a massively multilingual dataset of transcribed speech. At the moment of this writing, the Romanian version contains 9 hours of transcribed audio (6 hours validated) recorded by 130 speakers, using sentences from the Romanian Wikipedia.

VoxPopuli [15] is a large-scale multilingual corpus that contains 100,000 hours of raw audios in 23 languages and 1,800 hours of transcribed speech in 16 languages. One of the languages found in the corpus is Romanian, with 4,500 hours of unlabelled speech and 83 hours of transcribed audio.

Multilingual corpus of Sentence-aligned Spoken utterances (MaSS) [22] is a speech dataset based on readings of the Bible. The dataset contains 8,130 of parallel spoken utterances in eight languages, thus also allowing construction of end-to-end speech translation systems. The Romanian version contains 23 hours of spoken data.

Table I summarizes the statistics of the publicly available Romanian speech corpora presented above.

III. CORPUS ACQUISITION

The ROBINTASC corpus was collected at RACAI, during the year 2020, as part of the ROBIN project. It was recorded by a number of 6 speakers of different genders (3 males and 3 females) and ages. For recording purposes, the RELATE [12] platform was extended to allow for audio files to be stored, recorded and listened to.

The audio processing component is activated if a corpus is created within the platform by specifying that it contains audio files. This enables all bimodal processing features. Since we start with text sentences for which we aim to provide recordings, the first step is to upload the associated texts. These can be uploaded either as separate text files or as a single CSV file containing each sentence on a different line. In the last case, the platform allows specifying the column containing the text as well as CSV characteristics such as headers, column separators, enclosing characters and optional characters indicating comments (lines to be skipped).

Once the text files are uploaded, speakers can access the audio recorder. This is implemented using JavaScript and works within the RELATE general HTML template. When a speaker first accesses the component, it will ask for a pseudonym that will be used as part of the file name for all recordings. The speaker is presented with a single sentence and a “Start” button together with information about the current sentence number and the total number of sentences. Thus the speaker is offered the opportunity to first read and understand the sentence before starting the actual recording. The interface is presented in Fig. 1.

Fig. 1. Sound recording component integrated in the RELATE platform.

Recordings are stored as WAV files with a sample rate of 44.1 KHz using 16-bit signed integers. The recording component has a PHP back-end allowing it to store the files in the bimodal corpus, together with the associated text. In order to allow multiple speakers to record the same sentences, the file name incorporates the speaker pseudonym, thus creating unique file names for each of the speakers. Furthermore, in case of text uploaded as CSV files, the file name contains also the line number from the corresponding CSV file.

We did not use a “studio” environment for performing the
recording. Instead, each speaker used his/her own hardware (headphones or dedicated microphone) to make the recordings. At any time after a sentence is recorded, the speaker (or another person given access to the corpus) can listen to the recording, download the associated WAV file and, if there were issues detected during recording (i.e., there was an unwanted noise or the speaker realises the pronunciation was not correct), delete it. The deletion of a recording will cause the associated sentence to re-appear in the recording component. This enables the speakers to re-record the sentences.

After all the sentences were recorded, as part of the packaging process, the text was annotated using UDPipe \[13\] as integrated in the RELATE platform \[14\]. This provides linguistic annotations such as part-of-speech (using both universal part-of-speech tags\[5\] and language-dependent MSD tags), lemmatization and dependency relations. No phonetic transcription is made. The resulting annotations are stored in tab-separated ConLL-U files.

Finally, a script was created to gather all the generated files (raw text, text annotations, sound recordings), anonymize the speakers, add metadata and create a single archive with the corpus. Text files name use the pattern Sn.txt where \( n \) is the sentence number (starting with 0 and ending with 710). Corresponding annotation files use the pattern Sn_conllu. Sound files use the pattern Sn_s.wav, where \( n \) continues to represent the sentence number and \( s \) represents the speaker number (from 1 to 6).

A metadata file was generated with corpus and speaker characteristics, including number of sentences, total duration, speaker’s gender and age, number of recorded files by each speaker, information about recording device used. In order to anonymize the corpus, speaker’s age is given only as intervals (for example "40-50" years).

IV. CORPUS STATISTICS

Statistics were computed at all levels: audio files, raw text and annotated text. For text-related statistics, the RELATE platform was used, while audio information was extracted using the soxi utility from the SoX (Sound eXchange) software package. Audio statistics are given in Table II and text-related statistics are given in Table III.

The smallest text and the corresponding smallest audio recording, as indicated in the statistics tables, are associated with the simple interaction "Pa!" ("Bye!"). An example from an average sized text file is: “Care e cel mai scump laptop acer, cu placă grafică dedicată tesla pe o sută i opt gigabait ram?” ("Which is the most expensive ACER laptop, with dedicated Tesla P100 graphical board and 8 gigabytes of RAM?"). The text in Romanian is written having in mind the pronunciation of English words and not their written form. Furthermore, numbers are written explicitly using words.

The most frequent lemmas (given in Table IV) show that most of the sentences are focused around the acquisition of laptops. Notice that the word for computer memory ("ram") appears in over half of the sentences. Even though the text corpus is rather small, the number of hapax legomena (words appearing only once) is rather reduced (only 58 words are hapax legomena as indicated in Table III).

The most frequent part-of-speech tags are presented in Table IV. Nouns and adjectives are the most frequent ones. This answers the need of having computer parts with different characteristics covered by the corpus. The numerals are the fifth most frequent tags, corresponding to the different quantities associated with computer parts present in text.

The lexical diversity of the corpus is given by the number of unique lemmas and their proportion in the whole number of occurrences for each part of speech. As one can notice in the last column of Table IV the corpus is not very lexically diverse, as our aim was to capture a variety of ways in which relevant terms in this micro-world are pronounced.

Speaker related statistics are presented in Table IV. This includes the gender, age group and the number of recordings.

V. CORPUS USAGE WITHIN THE ROBIN PROJECT

The primary reason behind the construction of the ROBIN-TASC corpus was the improvement of the ROBIN project’s components involved in the micro-world scenario associated with a human-robot interaction in a computer store. The following sub-sections present an overview of the influence of this corpus on the software components: ASR and dialogue manager.

A. Automatic Speech Recognition

The baseline ASR system \[3\], \[4\] was trained on 230 hours of Romanian speech and follows closely the Deep Speech
2 architecture [16]: 2 convolutional 2D layers [17], 4 Long Short-Term Memory cells (LSTM) [18] of 768 neurons, 1 look-ahead layer [16] and 1 dense layer on top of which the softmax function was applied to create the output distribution over the possible characters. The ROBINTASC fine-tuned version of the baseline ASR system started with the baseline weights and completed the fine-tuning using the training part of the ROBINTASC corpus. The KenLM language model used to correct the transcriptions was also modified in the fine-tuned version of the ASR to better mimic the ROBINTASC words distribution, by multiplying each sentence 10 times in the text part of the training portion of ROBINTASC. The text replication step was performed in order to use an already existing automatic processing pipeline. This is not a limitation of the model itself which could have been adjusted using the model’s weights instead of replicating the text.

The transcription performance was assessed on a test corpus that contains new sentences pronounced by one female and one male voice that also recorded samples in the ROBINTASC training part with the speaker id 5 (F5-test) and 1 (M1-test), respectively, together with a new male voice (M-new). It is known that WER (and CER) are better on sampled test corpora than on unseen data set [21], containing voices that did not participate in the recording of the training data. Thus, we wanted to evaluate the close to real-world performance usage of the fine-tuned ASR system versus the baseline version.

The test corpus contains 50 questions that were designed to stress-test the ability of the fine-tuned ASR to adapt to the computer store domain. These sentences contain computer hardware-related companies that were found in ROBINTASC (e.g., Intel, CUDA, NVIDIA, etc.), but also new company names (e.g., Nokia, Sirius, etc.) or device names (e.g., ”smart phone”). All English words have been phonetically transcribed to Romanian, following the design principles of ROBINTASC, in order to see if the ASR system can learn English pronunciations (e.g., "smart fănum” for ”smart phone”).

Looking at the generated transcriptions, we can explain some of the errors in the following way:

1) some clitics were not properly transcribed: "has pe -ul” vs. "has pe ul”, "care-l” vs. "care -l” or "care il” (see also the discussion on the treatment of clitics in [25]);
2) one word is sometimes recognized as two consecutive words: "ultra portabil” instead of "ultraportabil”;
3) some of the English terminology in the test corpus has more than one possible phonetical transcriptions and in ROBINTASC all of these have been used: "uindous”, "uindos” or "uindăus” for the English "Windows”;
4) in general, new English phonetically transcribed terminology is not properly recognized: "ol in oane” (”All in one”) vs. "ol man” or "linăx cent ău es” ("Linux CentOS”) vs. "linăx centes”.

Other reasons for the high WER values, for both the baseline and fine-tuned models, can be attributed to the different

---

**TABLE IV**

| Lemma     | Occurrences |
|-----------|-------------|
| leptop    | 605         |
| plăcă     | 441         |
| grăfic    | 441         |
| gigabait  | 419         |
| ram       | 350         |
| dedică    | 340         |
| scump     | 220         |
| ieftin    | 220         |
| sūța      | 203         |
| mie       | 200         |

**TABLE V**

| Tag   | Occurrences | # Unq. Lemmas |
|-------|-------------|---------------|
| NOUN  | 2,675       | 66            |
| ADJ   | 1,698       | 32            |
| DET   | 1,211       | 7             |
| NUM   | 1,089       | 21            |
| ADP   | 919         | 9             |
| VERB  | 558         | 29            |
| ADV   | 514         | 14            |
| PRON  | 485         | 5             |
| AUX   | 467         | 3             |

---

**TABLE VI**

| Spk | Gender | Age   | Audio Files |
|-----|--------|-------|-------------|
| 1   | M      | 40-50 | 233         |
| 2   | M      | 30-40 | 711         |
| 3   | M      | 20-30 | 711         |
| 4   | F      | 30-40 | 711         |
| 5   | F      | 40-50 | 709         |
| 6   | F      | 40-50 | 711         |

---

**TABLE VII**

| Model | WER  | CER  | WER  | CER  |
|-------|------|------|------|------|
| M1-test | 38.71 | 9.42 | 28.37 | 9.09 |
| F5-test | 81.23 | 48.41 | 37.07 | 29.71 |
| M-new  | 59.21 | 26.28 | 44.88 | 21.83 |
| Average | 59.71 | 28.03 | 43.44 | 20.21 |
recording conditions and the amount of data used to train the models.

B. Dialogue manager

The ROBIN Dialogue Manager (RDM, [20]) is a Java-based dialogue manager that works with micro-worlds. A micro-world is a set of definitions of spoken-about concepts, predicates that hold among them, ASR and TTS systems that work well in the micro-world and any other piece of information that would make an autonomous system (e.g. a robot) handle specific tasks in the micro-world. In the case of the notebook department of an electronics store micro-world, the robot should be able to give technical details and pricing for the existing stock of laptops.

RDM has been designed to work on the Pepper robot, enabling it to listen and respond to users’ questions in Romanian. When enough information has been gathered through the conversation, RDM can supply predefined action items to the robot’s planning algorithm, e.g. “Let me find out if your laptop is in stock.”

We have empirically evaluated RDM with the baseline and fine-tuned ASR systems, by asking it different questions, appropriate to the electronics store micro-world. While we do not have a quantitative evaluation on how much better the fine-tuned ASR system is, it was significantly better than the baseline ASR system mainly because English terminology was not handled at all by the baseline model but was handled acceptably well by the fine-tuned ASR system, as long as the English terms were in the ROBINTASC corpus, e.g. “laptop” (English “laptop”), “has pe” (“HP”), “gigabaiti” (“GB”), “epal” (“Apple”), etc. This is an indication that the fine-tuned ASR can be further improved with new English terms, should the need arise.

VI. CONCLUSIONS

This paper introduced ROBINTASC, a new Romanian language speech corpus from the ROBIN project. We have shown that it had a positive influence on two components developed within the ROBIN project, namely an ASR system based on DeepSpeech 2 and a dialogue manager, developed for micro-world scenarios. The corpus is open sourced, available under a Creative Commons Attribution NonCommercial NoDerivatives (CC BY-NC-ND) 4.0 license, and can be downloaded from the Zenodo platform.
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