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This paper presents a method to obtain a robust optimal path in an environment with time-varying safety features, such as in the lunar polar region. In designing the path for planetary exploration rovers, we must consider various safety conditions, such as terrain hazards, illumination, and communication visibility to the Earth. Some of the safety features are time-varying, and the optimal path should be searched for both the spatial direction and the temporal direction. In addition, there is no guarantee that all of the sequences will be successfully executed on time due to misoperation, failures, or trouble. Therefore, a path that is robust against the delay must be planned so as to guarantee safety even when behind schedule.

The authors propose an algorithm called “Robust Spatio-Temporal Path Planner for the Planetary Rover (ROBUST-SPTR)” to obtain a path that is robust against schedule delay in a time-varying environment. This method defines a cost function that consists of the distance as well as the region type cost. To add robustness against schedule delays, the authors consider a weighted summation of the time-varying region type cost with regard to the temporal direction. The effectiveness of the proposed method is demonstrated through use in a simulated lunar polar exploration exercise.
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1. Introduction

Evidence of volatiles in the lunar polar region has been provided by remote-sensing data from a neutron spectrometer1) or observation results of the LCROSS mission.2,3) Volatiles (e.g., water ice) will be essential for future lunar missions as well as humans living on the Moon because they can be utilized as drinking water or energy resources. Additionally, the lunar polar region has advantages compared with other regions due to its long-term illumination. For these reasons, the lunar polar region has the potential to be a future Moon base.

Recently, many exploration missions targeting the lunar polar region have been planned worldwide. For example, the Japan Aerospace Exploration Agency (JAXA) is planning an exploration mission4) that will be executed using a combination of landers and rovers (see Fig. 1). To confirm the existence of a sufficient amount of volatiles for future lunar missions, their distribution and quantity must be investigated. This requirement is directly related to the necessity of in-situ scientific observations at many points; hence, JAXA plans to execute surface exploration missions in the lunar polar region.

For rover exploration missions, the path for the rover must be planned carefully.5,6) While the primary objective is to explore scientifically interesting regions, the rover must also avoid hazards such as rocks, steep slopes, and shadows. In a lunar polar mission, safety features such as illumination conditions drastically change. Therefore, mission plans should be more risk-sensitive regarding landing site selection7) and traversability analysis.8) In addition, when the rover is remotely operated, availability of communication windows must be considered.

One important point to be noted is that illumination and communication are time-varying. To avoid hazards in a time-varying safety environment, it is important to understand and manage the time-series data related to illumination and communications. In addition, the rover cannot necessarily execute all of the sequences in the mission period successfully. Since there can be misoperation, problems, or failures, the rover may be behind schedule. In the time-varying environment, the rover may visit an unsafe position due to a delay even if safety is guaranteed in the nominal plan. Hence, it is important to design a path robust against schedule delay.

1.1. Related work

Ono et al.9) proposed a rover operation tool that included
the machine learning-based terrain classification and a risk-aware path planner based on rapidly-exploring random graph (RRG) and the A* search algorithms. Ono et al.\textsuperscript{[10]} proposed a traversability analysis method for Mars 2020 landing site selection. The method uses HiRISE images for the automated terrain classifier and DEM generation et al., finds optimal routes using a pseudo traveling salesman problem between multiple regions of interest (multi-ROI).

Path planning methods for time-varying environments were studied by Alvarez et al.\textsuperscript{[11]} and Lawrance et al.\textsuperscript{[12]} In previous work on path planning in the lunar polar region, Otten et al.\textsuperscript{[13]} planned a path that guarantees continuous illumination and a traversable slope. Additionally, Speyerer et al.\textsuperscript{[14]} proposed a method to optimize a path considering time-varying illumination as a safety condition. This work defined the cost as the summation of energy throughout the path from the start to the goal. Finally, Cunningham et al.\textsuperscript{[15]} conducted spatio-temporal path planning in the lunar polar region considering illumination, communication, obstacles, and slopes. In addition, Bai et al.\textsuperscript{[16]} conducted path planning considering slope and illumination conditions. In these articles, illumination or communication is usually treated as a hard constraint, and areas without them are regarded as no-go regions. However, it is not necessary to prohibit an agent from visiting a place without illumination or communication. In addition, the previous work mentioned above did not incorporate robustness against delays. Hence, when the schedule is behind, the rover may not have any viable action for visiting a safe region with illumination or communication.

Robustness in path planning has been a central issue in mission planning, and this has been studied by Blackmore et al.\textsuperscript{[17,18]} Aoude et al.\textsuperscript{[19]} and Mahmoud et al.\textsuperscript{[20]} However, most previous works focused on planning a path that is robust against uncertainty associated with localization, disturbances, or modeling errors.

1.2. Contributions

In this paper, the authors propose an algorithm called the “Robust Spatio-Temporal Path Planning for the Planetary Rover (ROBUST-STP3R).” This method designs a path robust against the delays in a time-varying environment. A spatio-temporal map is constructed by combining time-invariant maps (e.g., obstacles and steep slopes) and time-varying maps (e.g., illumination and communication). All of the nodes are then classified into five types based on the

spatio-temporal map generated. We define a new cost function consisting of distance and region type representing the existence of obstacles, illumination, and communication. By defining the region type cost as the summation of nominal costs and an additional penalty, a penalty can be added to the agent for an unsafe action or when in an unsafe region. In addition, to provide robustness against schedule delay, the weighted summation of time-varying cost in regards to time is calculated, in which the weight is characterized by the negative binomial distribution. Finally, a traditional A* algorithm is solved in the spatio-temporal map, the effectiveness of the proposed method is demonstrated in a randomly-generated synthetic environment and simulated lunar polar exploration.

2. Environment Data of the Lunar Polar Region

The lunar polar region is a severe environment for rovers because of dynamic changes in illumination and communication visibility. Figure 2 shows the pictures taken by the Lunar Reconnaissance Orbiter (LRO) using a narrow-angle camera (NAC) at Connecting Ridge (89.46° S, 137.49° W). Observe that the illumination condition changes dynamically over time.

To incorporate time-varying safety features in path planning for the lunar polar region, a map that includes information and communication availability must first be created. For path planning of future lunar polar exploration missions, an ephemeris of the Sun, Earth and Moon is created. Time-varying illumination and communications are then simulated.

The JAXA Lunar and Planetary Exploration Data Analysis (JLPEDA) group simulated illumination and communication conditions of the lunar polar region.\textsuperscript{[21]} This simulation is similar to those reported in Mazarico et al.\textsuperscript{[22]} and Gläser et al.\textsuperscript{[23,24]} which are based on digital terrain models (DTMs) and SPICE toolkits.\textsuperscript{[25]} We created DTMs using data from the lunar orbiter laser altimeter (LOLA) of the LRO and the terrain camera (TC) of JAXA’s orbiter, SELENE/ Kaguya. The resolution of the created DTMs is 2 m/pixel.

Using the created DTMs and SPICE toolkit, retracing is conducted to obtain future illumination and communication visibility conditions. The illumination ratio map and the communication visibility map of the South Pole for one year (April 1, 2022 to March 31, 2023) are presented on the left.

---

Fig. 2. A 3.0 × 3.0-km region around Connecting Ridge (89.46° S, 137.49° W) in the orthorectified NAC images. (M138264280, M140625419, M145354371, M180899951, M110039834)
and in the middle of Fig. 3. In these maps, the lighter color indicates a high illumination/communication ratio. These conditions change dynamically with time. In addition, a slope map was obtained using DTMs (right image in Fig. 3).

3. **ROBUST-STP3R**

3.1. **Overview of the proposed method**

Algorithm 1 outlines the authors’ proposed method called ROBUST-STP3R. This method enables obtaining the minimum cost path with robustness against delay in a time-varying environment.

The following procedure shows how to obtain the robust optimal path using ROBUST-STP3R.

- Construct a merged map of the three dimensions and classify the region (Section 3.2)
- Define the region type cost (Section 3.3)
- Add the robustness against schedule delay (Section 3.4)
- Plan a path using the merged map and the cost function (Section 3.5)

Intuitively, the space being considered is first extended to three dimensions (i.e., two-dimensional for space and one-dimensional for time), as shown in Fig. 4. Specifically, while conventional path planning methods store only spatio information in each node, the proposed method additionally stores temporal information. Therefore, even if the rover stops at the same position, it will move to a different node in the algorithm as time passes. By managing time, path planning can be robust to schedule delays. Next, the time-varying cost functions are modeled. The cost function is characterized by the distance and region type cost; the latter is associated with environmental safety features in order to obtain a reasonable path. Then, to plan a path robust against schedule delay, the weighted summation of the time-varying cost in regards to time direction is calculated. The weight is characterized by the negative binomial distribution, which makes it possible to incorporate how likely the rover is to be late.

3.2. **Merged map construction and region classification**

In the problem setting for this study, the authors consider
three types of maps: obstacle, illumination, and communication.

These maps were synthesized into a merged map (see Fig. 5). The obstacles are detected by hand using orthorectified NAC images. In the merged map, the whole state space is classified into five region types (i.e., types A through E). A brief explanation of how the state space is classified into five region types using obstacle, illumination, and communication data follows.

In this research, each node has information on the 2D position and time. A node is denoted as \( n \) and a set of nodes as \( \mathcal{N} \). Here two functions are defined. The first function, denoted as \( \mathcal{T} \), is to return time on \( n \). The other function, denoted as \( \mathcal{P} \), is to return 2D position on \( n \). For \( n \) with the position of \((\tilde{x}, \tilde{y})\) on time \( \tilde{t} \), then \( \tilde{t} = \mathcal{T}(n) \) and \((\tilde{x}, \tilde{y}) = \mathcal{P}(n)\) hold.

First, sets of nodes are defined using obstacle (\( \mathcal{R}_{\text{ob}} \)), illumination (\( \mathcal{R}_{\text{il}} \)), and communication (\( \mathcal{R}_{\text{com}} \)). Each set is expressed as:

\[
\mathcal{R}_{\text{ob}} := \{ n \in \mathcal{N} | \text{An obstacle exist at } \mathcal{P}(n) \},
\]

\[
\mathcal{R}_{\text{il}} := \{ n \in \mathcal{N} | \text{Illumination is available at } n \},
\]

\[
\mathcal{R}_{\text{com}} := \{ n \in \mathcal{N} | \text{Communication is feasible at } n \}.
\]

Note that the obstacle map is time-invariant, unlike the illumination and communication maps. Therefore, \( \mathcal{R}_{\text{ob}} \) is not associated with \( \mathcal{T}(n) \).

Based on the Eqs. (1)–(3), we classify all of the nodes into five types (i.e., types A through E) depending on the safety features. This concept is presented in Table 1. Let \( \mathcal{S}_A \), \( \mathcal{S}_B \), \( \mathcal{S}_C \), \( \mathcal{S}_D \), and \( \mathcal{S}_E \) denote the set of nodes belonging to types A through E. We formally label the set of nodes as:

\[
\mathcal{S}_A := \mathcal{R}_{\text{ob}} \cap \mathcal{R}_{\text{il}} \cap \mathcal{R}_{\text{com}},
\]

\[
\mathcal{S}_B := \mathcal{R}_{\text{ob}} \cap (\mathcal{R}_{\text{il}} \setminus (\mathcal{R}_{\text{il}} \cap \mathcal{R}_{\text{com}})),
\]

\[
\mathcal{S}_C := \mathcal{R}_{\text{ob}} \cap (\mathcal{R}_{\text{com}} \setminus (\mathcal{R}_{\text{il}} \cap \mathcal{R}_{\text{com}})),
\]

\[
\mathcal{S}_D := \mathcal{R}_{\text{ob}} \setminus (\mathcal{R}_{\text{il}} \cup \mathcal{R}_{\text{com}}),
\]

\[
\mathcal{S}_E := \mathcal{R}_{\text{ob}},
\]

where \( \mathcal{X} \) is the complementary set of a set \( \mathcal{X} \).

### 3.3 Region type cost

Region type cost is determined using the illumination and communication conditions of a pair of adjacent nodes \( n_i \) and \( n_j \). The nominal cost is defined using the visited node, and then some penalty is added for special cases with regard to the action. For example, this cost function definition criteria makes it possible to encourage an agent to visit an illuminated region while making the agent stay when communication is not available.

#### 3.3.1 Nominal cost depending on the terrain type

The nominal part of the region type cost is defined here. This cost is simply allocated according to the type of the next visited node, which is defined as:

\[
\begin{array}{cccc}
\text{Type} & \text{Obstacle} & \text{Illumination} & \text{Communication} & \text{Preferable action} \\
A & \text{None} & \text{Good} & \text{Good} & \text{Can visit without cost} \\
B & \text{None} & \text{Good} & \text{Bad} & \text{Stay} \\
C & \text{None} & \text{Bad} & \text{Good} & \text{Weakly discouraged} \\
D & \text{None} & \text{Bad} & \text{Bad} & \text{Discouraged} \\
E & \text{Exist} & \text{—} & \text{—} & \text{Mast not visit} \\
\end{array}
\]

\[
r_{\text{nom}}(n_i, n_j) := \begin{cases} 
0 & \text{if } n_j \in \mathcal{S}_A \\
r_B & \text{if } n_j \in \mathcal{S}_B \\
r_C & \text{if } n_j \in \mathcal{S}_C \\
r_D & \text{if } n_j \in \mathcal{S}_D \\
\infty & \text{if } n_j \in \mathcal{S}_E, 
\end{cases}
\]

where \( r_B, r_C, r_D \in \mathbb{R} \), and \( r_B, r_C, r_D \geq 0 \) are the cost function values. When discouraging an agent from visiting a region without illumination and/or communication availability, \( r_B, r_C \), and \( r_D \) should be large values. In addition, an agent must not visit type E when the cost is defined as \( \infty \). Note that \( r_{\text{nom}} \) is determined only by \( n_j \).

#### 3.3.2 Additional penalty for moving without communication availability

An agent that is remotely controlled by human operators may need to stay at the current position until it recovers communication with the ground stations. In order to simulate such behavior, an action (i.e., state and action pair) must be taken into account; that is, the nominal cost function defined previously is insufficient for this purpose. As a consequence, an additional penalty related to the actions is defined.

For clarity of exposition, the additional penalty for cases of no communication is explained. Suppose the rover is prohibited from moving to another position without communication. For every \( n_i \in \mathcal{S}_B \cup \mathcal{S}_D \), the additional cost is defined as:

\[
r_{\text{ad}}(n_i, n_j) := \begin{cases} 
0 & \text{if } \mathcal{P}(n_i) = \mathcal{P}(n_j), \\
r_{\text{move}} & \text{otherwise}, 
\end{cases}
\]

where \( \mathcal{P}(n_i) \in \mathbb{R}, r_{\text{move}} \geq 0 \) is the additional penalty for the not stay action under the condition of no communication availability.

#### 3.3.3 Overall region type cost

Based on the previously defined nominal cost, \( r_{\text{nom}} \), and the additional penalty, \( r_{\text{ad}} \), the overall region type cost \( r \) is formally stated as:

\[
r(n_i, n_j) = r_{\text{nom}}(n_i, n_j) + r_{\text{ad}}(n_i, n_j).
\]

### 3.4 Robustness against the schedule delay

Planetary rovers that explore uncertain environments may well have problems or accidents. Take, for example, NASA’s Mars rovers Spirit and Curiosity experienced accidents in which the rover’s wheels became embedded in deep sand. If a rover encounters such accidents, the whole schedule gets delayed. A path that was planned for a nominal schedule may become unsafe due to the delays; that is, we should thus consider the possibility of the delays for planning...
To add robustness against delays, the weighted summation of the region type cost in relation to time is incorporated. More specifically, the region type cost is replaced as follows:

\[ \tilde{f}(\cdot, n_j) := w_j^t \cdot r(\cdot, n_j) + w_j^{t+1} \cdot r(\cdot, \{P(n_j), T(n_j) + 1\}) + w_j^{t+2} \cdot r(\cdot, \{P(n_j), T(n_j) + 2\}) + \ldots, \]  

(7)

where \( w \) is a weight coefficient. Intuitively, Eq. (7) calculates a kind of expected value of region type cost depending on how late the rover is likely to be. How then, should \( w \) be decided?

The authors propose a method to determine the weight coefficient using the negative binomial distribution. A weight is assigned by considering the possibility of being behind schedule. If the rover reaches a position by executing \( t \) actions at time \( t + k \), it means that the rover has time delays till time \( t + k - 1 \) and successfully executes an action at time \( t + k \). Hence, the weight \( w_j^{t+k} \) is interpreted as the probability of a rover being delayed \( k \) times for reaching a position at time \( t + k \), which is expressed as:

\[ w_j^{t+k} = \binom{k}{t-1} C_k \cdot p^{t-1} \cdot (1 - p)^k \cdot p \]

(8)

where \( p \in [0, 1] \) is the probability of being delayed for each time step, and \( \binom{k}{t-1} C_k \) represents the number of combinations to choose \( k \) elements from \( t + k - 1 \) elements.

The characteristics of the weights \( w_j^{t+k} \) for various \( p \) are shown in Fig. 6. The figure represents the probability of being delayed by \( k \) time steps until time \( t + k \). The characteristic of this weight coefficient meets expectations. When \( p \) increases, the possibility of being behind the schedule also gets larger; hence, the peak of \( w \) shifts to the right. In addition, for a larger \( t \) (i.e., greater cumulative elapsed time of the mission), the peak of \( w \) shifts to the right as well. Note that the weight \( w \) converges to zero, which means that the appropriate number of horizons is automatically decided.

3.5. Path planning using the created map and cost function

Let \( d : \mathcal{N} \times \mathcal{N} \to \mathbb{R} \) be the Euclidean distance. The overall cost function \( c : \mathcal{N} \times \mathcal{N} \to \mathbb{R} \) is defined as:

\[ c(n_i, n_j) = d(n_i, n_j) + \alpha \cdot \tilde{f}(n_i, n_j), \]

(9)

where \( \alpha \in \mathbb{R} \) is a weight coefficient.

Finally, the optimization problem to solve is formally stated as

\[ \min \sum c(n_i, n_j). \]

(10)

By solving the optimization problem Eq. (10), an optimal path robust against delays in an environment with spatio-temporal safety features is obtained. Note that Eq. (10) can be solved using conventional methods such as the A* algorithm.\(^{26}\)

4. Experiments

In this section, the results of simulations using two types of data are presented. One uses a grid world with randomly changing terrain types, and the other uses real data of the Moon.

4.1. Synthetic data

Consider a time-varying environment where a three-dimensional (3D) map is formed using 24 11 × 11 rectangular grids, and the mission period is changed by delays. This environment is randomly created to include all region types. At every point (except the boundary), the agent can take one of nine actions, as indicated in Fig. 4.

The effectiveness of the proposed ROBUST-STP3R is shown by comparing the path length and safety with 1) the shortest path, 2) the hard constraints method reported by Otten et al.\(^{13}\) and Bai and Oh,\(^{16}\) and 3) STP3R (i.e., not including robustness against schedule delay). The hard constraints method passes through safe regions that have good illumination and communication conditions for the entire mission period; that is, the parameters are set as \( r_A = 0, r_B = r_C = r_D = \infty \). STP3R optimizes the path without considering robustness against delays. In other words, for STP3R, the cost function is defined as \( c = d + \alpha \cdot r \). As a measure for evaluation, the number of visits to each region type is used. For every method tested, the cost for distance is \( d = 0 \) for stay action, \( d = 1 \) for actions to move horizontally or vertically, and \( d = \sqrt{2} \) otherwise. Using STP3R and ROBUST-STP3R, for the nominal part of the region type cost, \( r, r_A = 0, r_B = r_C = 0.5 \), and \( r_D = r_E = \infty \). The additional penalty for region type cost, \( r_{\text{adj}} \), is set as \( r_{\text{move}} = 10 \) for types B and D, which means that a large penalty is added for not staying when communication is unavailable.

A simulation using samples of randomly generated was carried out. It is not always possible to accurately predict the failure rate a priori; that is, the failure rate assumed (i.e., \( p \)) is not necessarily the same as the true failure rate. Let \( p^* \) denote the true failure rate. Hence, for each algorithm, three simulations in total were conducted with the true failure rate \( p^* \) as 0, 0.1, and 0.5, while the assumed failure rate (i.e., \( p \)) of ROBUST-STP3R was fixed as 0.5.

The simulation results obtained are summarized in Table 2. ROBUST-STP3R plans a safer path for various true
the hard constraints baseline failed to find a viable solution. As evidence, in Table 2(c), known, path planning using the hard constraints method can plan a safe path only within failuer rates when compared to the shortest path and STP3R. The hard constraints method can plan a safe path only within a pre-arranged period. In addition, in an environment such as the lunar polar regions, where the mission duration can be long and the timing of the local loss of illumination is unknown, path planning using the hard constraints method can often result in no solution. As evidence, in Table 2(c), the hard constraints baseline failed to find a viable solution.

The path that is obtained using ROBUST-STP3R is relatively longer, but tries to guarantee safety while considering delays. Additionally, ROBUST-STP3R can provide some answers in any environment. When used in a real mission, the ability to obtain several solutions by adjusting parameters such as the proposed method is a great advantage.

4.2. Lunar observation data

Next, the effectiveness of ROBUST-STP3R in a simulated Moon surface exploration scenario is demonstrated. The map of the environment includes information on time-invariant safety features (i.e., obstacles and slope angles) and time-varying features (i.e., illumination and communication availability). Real data of a region covering 200 m × 200 m around the de Gerlache rim (88.664° S, 68.398° W), which is of the landing site candidates for a future lunar polar mission, is used.

The resolution of the map is 2 m, so assume grids 100 times 100 in size. There are 70 figures, and the total mission period is assumed to be three days. The time step between figures is 1 h, and the total number of nodes is thus 100 × 100 × 70 = 7.0 × 10^5. Additionally, the velocity of the rover is assumed to be between 1.0 and 3.0 m/h.

The same baselines used in the first experiment are applied here. Cost functions are defined as follows. Cost for distance is \( d = 0 \) for stay action, \( d = 1 \) for actions to move horizontally or vertically, and \( d = \sqrt{d_1^2 + d_2^2} \) otherwise. For region type cost, \( r \), parameters are set as \( r_A = 0 \), \( r_B = 10 \), \( r_C = \infty \), \( r_D = \infty \), and \( r_{move} = 10 \). This cost function is based on the requirement that an agent must not visit the shadow region.

A merged map of the lunar polar region was created using two time-invariant maps (obstacles and slope angle) and two time-varying maps (illumination and communication). In this simulation, the slope angle is regarded as the binary function; that is, if the slope angle is more than 25 deg, the state is regarded an obstacle (i.e., cost is infinity); otherwise it is regarded as safe. By combining four maps for each time step, a merged map was created and the region space classified into the five types indicated in Table 1.

The ROBUST-STP3R algorithm was ran for the merged map. Figure 7 shows the shortest path and the path obtained from ROBUST-STP3R. The path (magenta line) extends from the start (cyan square) to the goal (cyan star) while avoiding the no-communication region (red). Observe that the shortest path proceeds left to the destination. On the other hand, the

| Table 2. Comparison of ROBUST-STP3R with three baselines in terms of the average path length and the percentage of the number of visits to each region type. |
| (a) \( p^* = 0.0 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 5.7 | 20 | 55 | 20 | 5 | 0 |
| Hard constraints | 11 | 100 | 0 | 0 | 0 | 0 |
| STP3R | 7.7 | 30 | 50 | 20 | 0 | 0 |
| ROBUST-STP3R | 11 | 95 | 0 | 5 | 0 | 0 |
| (b) \( p^* = 0.1 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 5.7 | 24 | 48 | 24 | 5 | 0 |
| Hard constraints | — | — | — | — | — | — |
| STP3R | 7.7 | 29 | 52 | 14 | 5 | 0 |
| ROBUST-STP3R | 11 | 90 | 5 | 5 | 0 | 0 |
| (c) \( p^* = 0.5 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 5.7 | 9 | 41 | 25 | 25 | 0 |
| Hard constraints | — | — | — | — | — | — |
| STP3R | 7.7 | 9 | 44 | 22 | 25 | 0 |
| ROBUST-STP3R | 11 | 78 | 22 | 0 | 0 | 0 |

| Table 3. Comparison of ROBUST-STP3R using three baselines in terms of the average path length and the percentage of the number of visits to each region type. |
| (a) \( p^* = 0.0 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 55 | 92 | 8 | 0 | 0 | 0 |
| Hard constraints | — | — | — | — | — | — |
| STP3R | 55 | 92 | 8 | 0 | 0 | 0 |
| ROBUST-STP3R | 67 | 92 | 8 | 0 | 0 | 0 |
| (b) \( p^* = 0.1 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 55 | 83 | 17 | 0 | 0 | 0 |
| Hard constraints | — | — | — | — | — | — |
| STP3R | 55 | 83 | 17 | 0 | 0 | 0 |
| ROBUST-STP3R | 67 | 83 | 17 | 0 | 0 | 0 |
| (c) \( p^* = 0.5 \) | Path length | Percentage of the regions |
| | A | B | C | D | E |
| Shortest path | 55 | 60 | 14 | 1 | 26 | 0 |
| Hard constraints | — | — | — | — | — | — |
| STP3R | 55 | 60 | 14 | 1 | 26 | 0 |
| ROBUST-STP3R | 67 | 61 | 37 | 0 | 2 | 0 |
proposed method turns proceeds to the destination in order to avoid the shadow looming from the left side of the figure by sacrificing path length. If the robustness against schedule is not incorporated, the rover cannot consider the risk of future shadow in the case of stay the location by delay. Table 3 shows that ROBUST-STP3R tends to have a larger path length than the other baselines, but successfully chooses a safer route in the case of schedule delays. In the actual rover operation, the proposed method is expected to work more effectively since the rover conducts the long-distance travel on the lunar surface by repeating the short-term offline path planning many times. While, the shortest path and STP3R are reasonable paths in the cases of Table 3(a) and (b), the hard constraints baseline failed to find a viable solution. This indicates that there is no path in the targeted lunar region with good illumination and communication conditions throughout the mission period. This situation can occur frequently in lunar polar regions if the mission duration is somewhat long.

For this simulation a path with soft constraints using the ROBUST-STP3R framework is planned. However, depending on how the region type cost is defined, the shortest path or a path determined using hard constraints can be obtained. This flexibility in the ROBUST-STP3R algorithm is considered to be an advantage.

The ROBUST-STP3R was also tested using a larger map with 250 x 250 grids. The experimental results are shown in Fig. 8. This shows that the computational cost of the proposed algorithm is small enough to use in a real lunar exploration mission.

5. Conclusions

The authors have proposed a novel method, ROBUST-STP3R, obtain a robust path in time-varying environments. First, the entire region is classified into five types with regard to the various kinds of safety features. The cost function is then modeled as the summation of the distance and the region type cost; the latter consists of the nominal cost and an additional penalty. The proposed method then takes into account the robustness against schedule delay, which leverages the negative binomial distribution. The effectiveness of ROBUST-STP3R was demonstrated through two simulations, including one that applied real observation data.

Future work includes reducing computational complexity and solving the path-planning problem for a larger regional space. For example, it would be interesting to obtain an optimal solution with low computational cost using a sample-based method such as RRT*27) or RRT+28)
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