Projected Proca Field Theory: a One-Loop Study
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The recent discovery of two-dimensional Dirac materials, such as graphene and transition-metal-dichalcogenides, has raised questions about the treatment of hybrid systems, in which electrons moving in a two-dimensional plane interact via virtual photons from the three-dimensional space. In this case, a projected non-local theory, known as Pseudo-QED, or reduced QED, has shown to provide a correct framework for describing the interactions displayed by these systems. In a related situation, in planar materials exhibiting a superconducting phase, the electromagnetic field has a typical exponential decay that is interpreted as the photons having an effective mass, as a consequence of the Anderson-Higgs mechanism. Here, we use an analogous projection to that used to obtain the pseudo-QED to derive a Pseudo-Proca equivalent model. In terms of this model, we unveil the main effects of attributing a mass to the photons and to the quasi-relativistic electrons.

The one-loop radiative corrections to the electron mass, to the photon and to the electron-photon vertex are computed. In particular, we calculate the $g$-factor and show that it diverges when the photon and electron masses are equal, while it retrieves the results obtained for graphene within Pseudo-QED in the limit when both masses vanish.

I. INTRODUCTION

The use of Quantum Field Theories (QFT) to describe two-dimensional systems has gained increased attention during the last years. This is due to the great agreement obtained between the theoretical predictions and the experimental data in many condensed-matter systems. Examples range from the integer and the fractional quantum Hall effects to the study of transport in graphene [6–14], excitonic properties of Trasition Metal Dichalcogenides (TMDs) [15–17] and superconductivity in layered materials [18–22].

Among those, a particular interest is devoted to the so-called Dirac systems, which exhibit quasi-relativistic dynamics, with massless (e.g., graphene) or massive (e.g., silicene and TMDs) electrons moving with the Fermi velocity. These Dirac materials then operate as QFT laboratories [23].

The description of the electron-electron interactions in planar materials is rather involved because the photons mediating the interactions live in (3+1)D, whereas the electron-dynamics is constraint to a two-dimensional spatial plane. The appropriate theory to capture this electron-photon dimensional mismatch is the so called pseudo-quantum electrodynamics (PQED) [24] (sometimes also named reduced-QED [25–27]). In this approach, a projected electromagnetic field emulates the construction of the PQED model [24] and develop a theory to describe electron-electron interactions through a massive vector (Proca) field. We consider the Proca model in the present work without concern as to the origin of the mass term, which can come from a Higgs-like mechanism for example, in a more fundamental theory (see also, e.g., Refs [34, 37] for other alternative ways of assigning a mass for the gauge fields, but leading to a different dynamics with respect to the present model). Then, we will constrain only the matter (electrons) cur-
rent to the spatial $xy$ plane. The corresponding quantum partition functional is defined initially in 3+1-dimensions and then the third spatial dimension is integrated out. This procedure is very much analogous to the one that links the (3+1)D Maxwell model to the 2+1-dimensions PQED model.

This work is organized as follows. In Sec. II we present the model used in this work and we derive its planar dimensional reduction in a procedure analogous to that used to derive the PQED model. In Sec. III we compute the electron and photon self-energies for the model, as well as the interaction vertex, within the leading order (one-loop) level. In this same section, we also explicitly derive the $g$-factor for our model. A comparison of our results with previous ones, when considering the massless regime, is also performed. In Sec. IV we present our conclusions. Some technical details of the calculation of the $g$-factor are given in the App. A.

II. PSEUDO PROCA MODEL

Let us first consider the (3+1)D Proca (P) model, including the coupling to a general conserved current $J^\mu$. The quantum partition functional is

$$Z_P[J^\mu] = \int D\chi \exp (iS_P),$$

(2.1)

where $A_\mu$ is a (3+1)D massive vector field and $S_{MP}$ is the action, given by

$$S_P = \int d^4\chi \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{m^2}{2} A^\mu A_\mu - e A_\mu \chi^\mu \right),$$

(2.2)

where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ and $m$ is the vector field mass. Natural units ($\hbar = c = 1$) are considered for the remainder of this section. The vector field propagator is directly derived from Eq. (2.2),

$$G^{\mu\nu}_P(\chi - \chi') = \int \frac{d^4k}{(2\pi)^4} e^{-i k \cdot (\chi - \chi')} \left[ \eta^{\mu\nu} - \frac{k^{\mu}k^{\nu}}{m^2} \right],$$

(2.3)

with $\chi$ and $\chi'$ representing points in the (3+1)D spacetime and $\eta^{\mu\nu} = \text{diag}(+,-,-,-)$ is the metric tensor. Integrating out the vector field in Eq. (2.1), we obtain

$$Z_P[J^\mu] = Z_0 e^{-\frac{1}{2} \int d^3x \int d^4\chi \int d^4\chi' J_\mu(\chi) G^{\mu\nu}_P(\chi - \chi') J^\nu(\chi')},$$

(2.4)

where $Z_0$ is a normalization constant, independent of $J^\mu$. Note that by the conservation of the current, $\partial_\mu J^\mu = 0$, the last term in Eq. (2.3) $(k^\mu k^\nu / m^2)$ vanishes in Eq. (2.4).

By the constrain of having only currents in the $xy$ plane, we can explicitly write the current $J^\mu$ as

$$J^\mu(\chi) = \left\{ \hat{J}^\mu(t, x, y)\delta(z), \text{ if } \mu = 0, 1, 2, \right.$$

$$\left. 0, \text{ if } \mu = 3, \right.$$  

(2.5)

where the hat over an index notation is used to identify objects that assume three values, i.e., $\hat{\mu} = 0, 1, 2$.

After the integration in $z$ and $z'$ space coordinates, Eq. (2.4) can be written as

$$Z_{PP}[J] = Z_0 e^{-\frac{1}{2} \int d^3x \int d^4\chi \int d^4\chi' J_\mu(\chi) G_{PP}^{\mu\nu}(\chi - \chi') J^\nu(\chi'),$$

(2.6)

with $\chi$ and $\chi'$ denoting points in the 2+1-dimensions spacetime and $G_{MP}^{\mu\nu}(\chi - \chi')$ is given by

$$G_{PP}^{\mu\nu}(\chi - \chi') = i \int \frac{d^3k}{(2\pi)^3} \frac{\eta^{\mu\nu} e^{-ik \cdot (\chi - \chi')}}{k^2 - m^2},$$

(2.7)

where the momentum integration is over the energy-momentum four-vector $k^\mu$.

If we now perform the integration over the third component of $k^\mu$, i.e., $k_z$, in Eq. (2.7) and hence restrict the dynamics to the $xy$-space plane, we obtain

$$G_{PP}^{\mu\nu}(\chi - \chi') = \frac{i}{2} \int \frac{d^3k}{(2\pi)^3} \frac{\eta^{\mu\nu} e^{-ik \cdot (\chi - \chi')}}{k^2 - m^2},$$

(2.8)

with $k$ now indicating a three-vector, stressing the fact that we are now working in the reduced space (effectively, in 2+1-dimensions). However, the above result can also be obtained if we start from a completely 2+1-dimensions, in principle nonlocal, model from the very beginning. We will name this model the “Pseudo Proca” (PP) model, in analogy with the case of the PQED model. The Lagrangian density for this model is expressed as

$$L_{PP} = -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} - e A_\mu J^\mu - \frac{m^2}{2} A^\mu A_\mu,$$

(2.9)

with $F^{\mu\nu}$ being the general 2+1-dimensions current defined in Eq. (2.5) and $\Box$ the d’Alembertian operator (which must be understood as a convolution). The free propagator associated with $L_{PP}$ is simply given by Eq. (2.8), as can be easily verified. Thus, we immediately realize that

$$G_{PP}^{\mu\nu}(\chi - \chi') = G_{PP}^{\mu\nu}(\chi - \chi') \bigg|_{z=z'=0},$$

(2.10)

and, therefore, the quantum partition function of the Pseudo-Proca and that of the (3+1)D Proca models are completely equivalent, as long as the currents of the latter are constrained to a plane, such as in Eq. (2.5).

III. RADIATIVE CORRECTIONS

In this section, we consider a soft symmetry-breaking term in the Dirac action through the Fermi velocity $v_F$, in order to reproduce the Dirac-like low-energy electronic dispersion. The Lagrangian density in the now 2+1-dimensional Minkowski space is then given by

$$L = -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} - \frac{m^2}{2} A^\mu A_\mu$$

$$+ \bar{\psi} (i\gamma^0 \partial_0 + iv_F \gamma^i \partial_i - M c^2) \psi - e \bar{\psi} \gamma^0 \gamma^5 A_0$$

$$- e \beta_F \bar{\psi} \gamma^i \psi A_i,$$

(3.1)
with $\psi$ a four-component Dirac spinor, $\beta_F = v_F / c$ and $M$ the Dirac fermion mass. In the above equation and from this point on, we have explicitly retrieved the dimension of the speed of light $c$ (but still keeping $h = 1$ units). For convenience, and to avoid overloading the notation, we suppress the hat of the Lorentz index.

The Feynman rules for the model are obtained as usual [35]. The interaction vertex is given by $\Gamma^\alpha = -ie (\gamma^\alpha, \beta_F \gamma^5)$, the fermion propagator is

$$S_F(p) = i \left( \frac{p_0 + v_F \gamma^i p_i + M c^2}{p_0^2 - v_F^2 p^2 - M^2 c^4} \right), \quad (3.2)$$

and the massive vector field propagator reads

$$\Delta_{\mu\nu}(p) = -\frac{i e \gamma_{\mu\nu}}{2\sqrt{p_0^2 - c^2 p^2 - m^2 c^4}}, \quad (3.3)$$

\[\text{A. Electron self-energy}\]

![Feynman Diagram](image)

FIG. 1: Feynman Diagram for the one-loop correction to the fermion self-energy.

The electron self-energy at one-loop order is shown in Fig. 1 and the regularized amplitude is given by

$$-i\Sigma(p) = \int \frac{d^D k}{(2\pi)^D} \frac{\Gamma^\mu S_F(p-k) \Gamma^\nu \Delta_{\mu\nu}(k)}{k^0 - c^{-1} \sqrt{\Delta}}, \quad (3.4)$$

where $D = d + 1$. In what follows, all momentum integrations in the loop radiative quantities are computed using standard dimensional regularization procedure [39] [40], with $e \rightarrow \mu/\sqrt{2}c$, $d = 2 - \epsilon$ and $\mu$ is the dimensional regularization energy scale.

By substituting the propagators and vertices in Eq. (3.4), we obtain

$$-i\Sigma(p) = \frac{(ie)^2 \mu c}{2} \int \frac{d^D k}{(2\pi)^D} \frac{N_1}{D_1}, \quad (3.5)$$

where $N_1$ and $D_1$ are given, respectively, by

$$N_1 = v_F(p-k)_i \left( \gamma^0 \gamma^i \gamma_0 + \beta_F^2 \gamma^i \gamma^j \gamma_j \right) + (p-k)_0 \left( \gamma^0 \gamma_0 + \beta_F^2 \gamma^i \gamma^j \gamma_j \right) + M c^2 \left( \gamma^0 \gamma_0 + \beta_F^2 \gamma^j \gamma_j \right), \quad (3.6)$$

$$D_1 = [(p-k)_0^2 - v_F^2 (p-k)^2 - M^2 c^4] \times \sqrt{k_0^2 - c^2 k^2 - m^2 c^4}. \quad (3.7)$$

Using, hereinafter, the gamma matrix properties $\gamma^0 \gamma_0 = 1$ and $\gamma^j \gamma_j = 2$, we have that

$$-i\Sigma(p) = \frac{(ie)^2 \mu c}{4\pi} \int_0^1 dx \left\{ \frac{1}{a x + (1-x) b} \right\}.$$

(3.9)

Using the Feynman parameterization,

$$\frac{1}{a\sqrt{b}} = \frac{3}{4} \int_0^1 dx \left\{ \left[ \frac{1}{a x + (1-x) b} \right]^{-1/2} \right\}, \quad (3.10)$$

and performing the integration in $k_0$, we obtain that Eq. (3.8) can be rewritten as

$$-i\Sigma(p) = \frac{(ie)^2 \mu c}{4\pi} \int_0^1 dx \int \frac{d^D k}{(2\pi)^D} \frac{N_2}{D_2}. \quad (3.11)$$

where $N_2$ and $D_2$ are defined, respectively, as

$$N_2 = (1 + 2\beta_F^2) M c^2 + (1 - 2\beta_F^2) \gamma^0 p_0 (1 - x) - \left( 1 - \frac{v_F^2 x}{B} \right) v_F \gamma^i p_i, \quad (3.12)$$

$$D_2 = \left[ \left( \frac{k - \frac{p v_F x}{B} x^2}{B} \right) - \frac{p^2 v_F^2 x^2}{B^2} + \frac{A}{B} \right], \quad (3.13)$$

with $A$ and $B$ defined as

$$A = p_0^2 x^2 + [M^2 - m^2] c^4 + p^2 v_F^2 - p_0^2 ] x + m^2 c^4, \quad (3.14)$$

$$B = c^2 [ 1 - x (1 - \beta_F^2) ]. \quad (3.15)$$
The electron self-energy then becomes,

$$-i\Sigma(p) = \frac{i e^2 c}{4\pi} \int_0^1 dx \int \frac{d^4k}{(2\pi)^d} \frac{N_2}{k^2 - \Delta},$$

where

$$\Delta = \frac{p^2 v_F^4 x^2}{B^2} + \frac{A}{B}.$$  \hspace{1cm} (3.15)

Performing the integration in the arbitrary dimension $d = 2 - \epsilon$ in Eq. (3.15) in the dimensional regularization procedure, we obtain

$$\Sigma(p) = \frac{(i e)^2 c}{16\pi^2} \int_0^1 dx \frac{\Gamma(\frac{7}{4}) N_2}{B} \left( \frac{\Delta}{4\pi} \right)^{\frac{7}{4}}$$

$$\times \left[ \frac{\gamma_E}{\epsilon} - \gamma_E - \ln \left( \frac{\Delta}{4\pi\mu^2} \right) + O(\epsilon) \right]$$

$$= \Sigma_{\text{finite}}(p) + \Sigma_{\text{div}}(p),$$ \hspace{1cm} (3.17)

where

$$\Sigma_{\text{finite}}(p) = \frac{(i e)^2 c}{16\pi^2} \int_0^1 dx \frac{\Gamma(\frac{7}{4}) N_2}{B} \left[ \gamma_E + \ln \left( \frac{\Delta}{4\pi\mu^2} \right) \right]$$

and

$$\Sigma_{\text{div}}(p) = \frac{(i e)^2 c}{8\pi^2 \epsilon} \int_0^1 dx \frac{\Gamma(\frac{7}{4}) N_2}{B}$$

are the finite and divergent contributions to the electron self-energy, respectively, in the pseudo-Proca QED. One

notices that the divergent part of the electron self-energy, Eq. (3.19), is independent of the vector field mass and it is in fact exactly the same result as that obtained in the PQED case [11]. Consequently, the Fermi velocity renormalization will also be the same.

Substituting Eq. (3.11) in Eq. (3.18), we immediately read the one-loop contributions to the electron mass and the wave-function renormalization terms. In particular, the one-loop correction for the fermion mass at zero-external momenta is

$$\Sigma_{\text{finite}}^M(0) = \frac{e^2 c}{16\pi^2} (1 + 2\beta_F^2) M \int_0^1 dx \frac{\Gamma(\frac{7}{4}) N_2}{\sqrt{1 - x}}$$

$$\times \left\{ \frac{1}{1 - x (1 - \beta_F^2)} \left[ \gamma_E + \ln \left( \frac{M^2 e^2 + m^2 e^2 (1 - x)}{4\pi\mu^2 [1 - x (1 - \beta_F^2)]} \right) \right] \right\}.$$ \hspace{1cm} (3.20)

The PQED result is obtained by simply setting $m = 0$ in Eq. (3.20). In Fig. 2 we show the behavior of the ratio

$$\Delta \Sigma^M = \frac{\Sigma_{\text{finite}}^M(0) - \lim_{m \to 0} \Sigma_{\text{finite}}^M(0)}{(Me^2)^2}$$

as a function of $m/M$. We note that the electron self-energy correction increases with the vector field mass.
where for convenience we have introduced the notation \( \bar{p} = \sqrt{p_0^2 - v_F^2 p^2} \) and \( I_1, I_2 \) and \( I_3 \) are given, respectively, by

\[
I_1 = \frac{1}{v_F} \int_0^1 dx \sqrt{x(1-x)\bar{p}^2 - M^2 c^4} = \frac{-i}{8v_F \bar{p}^2} \left\{ 4M^2 c^2 \bar{p} + [4M^2 c^4 - \bar{p}^2] \ln \left( \frac{2M^2 c^2 + \bar{p}}{2M^2 c^2 - \bar{p}} \right) \right\},
\]

(3.25)

\[
I_2 = v_F \int_0^1 dx \frac{x(1-x)}{\sqrt{x(1-x)\bar{p}^2 - M^2 c^4}} = \frac{i v_F}{8\bar{p}^2} \left\{ 4M^2 c^2 \bar{p} + [4M^2 c^4 + \bar{p}^2] \ln \left( \frac{2M^2 c^2 + \bar{p}}{2M^2 c^2 - \bar{p}} \right) \right\},
\]

(3.26)

\[
I_3 = \int_0^1 \frac{v_F dx}{\sqrt{x(1-x)\bar{p}^2 - M^2 c^4}} = \frac{i v_F}{\bar{p}^2} \ln \left( \frac{2M^2 c^2 + \bar{p}}{2M^2 c^2 - \bar{p}} \right).
\]

(3.27)

Notice that the use of the dimensional regularization scheme makes the vector field self-energy explicitly finite. Furthermore, as at the one-loop level the vector field self-energy involves only the electron propagator, the result turns out to be identical to that computed in the context of the 2+1-D QED at one-loop order.

C. Vertex correction and the \( g \)-factor

To have a complete one-loop correction analysis, we also compute next the one-loop interaction vertex radiative contribution \( \Gamma_{\text{I1}}^\rho \) as shown in Fig. 4.

![Feynman diagram for the one-loop correction to the interaction vertex.](image)

FIG. 4: Feynman diagram for the one-loop correction to the interaction vertex.

Explicitly, \( \Gamma_{\text{I1}}^\rho \) is given by

\[
\Gamma_{\text{I1}}^\rho = \int \frac{d^D k}{(2\pi)^D} \Gamma^\rho S_F(k+p') \Gamma^\rho S_F(k+p) \Gamma^\rho \Delta^\rho_{\alpha \beta}(k).
\]

(3.28)

We will analyze the quantity \( M^i = \pi(p') \Gamma^i u(p) \), which relates to the two external fermion lines, \( \bar{u}(p') \) and \( u(p) \), in the spatial component of the vertex diagram (because the temporal part of it does not affect the \( g \)-factor), such that we can use the Dirac equations to simplify the calculations further.

When represented according to the flux choices in Fig. 4 and after applying a parameterization detailed in the Appendix A the diagram is written in its parameterized form as

\[
M^i = \bar{u}(p') \left( \int_0^1 dx \int_0^{1-x} \frac{dy}{6\pi^2} M \frac{p' v_F}{\sqrt{1-x-y}} \frac{\beta^2_F}{D^2} \right) u(p),
\]

(3.29)

with

\[
N_3 = \frac{2(1-x-y)\gamma_3 p_\alpha v_F^2}{D^2} - \left[ \omega_i - 2(x+y)^2 p_i \right] \beta^2_F,
\]

(3.30)

where \( D \) in the above equation is defined as

\[
D = [(1 - \beta^2_F)(x + y) - 1],
\]

(3.31)

and

\[
\mathcal{K} = D^2 \left( M^2 c^4 - m^2 c^4 - \omega_0^2 \right) c^2 + \left[ \frac{v_F^2 (p' - p)^2}{\sqrt{1-x-y}} + \frac{(1-x-y)^2}{\beta^2_F \omega_0} \right] x y \frac{\beta^2_f}{D} - \frac{2(1 - \beta^2_F)(x + y)}{D^2} \beta^2_F \left( x + y \right)^2,
\]

(3.32)

where \( \omega_0 = x p_0 + y p_0 \) and \( \omega_i = x p_i + y p_i \). Then, we detach the terms proportional to \( \sigma^{1a}_i \beta^2_F \) from Eq. (3.29) using Gordon decomposition to select the terms \( M_{\text{g}}^i \) that are relevant to the \( g \)-factor (for more details, see App. A)

\[
M_{\text{g}}^i = \bar{u}(p') \left( \int_0^1 dx \int_0^{1-x} \frac{dy}{6\pi^2} M v_F \frac{\sigma^{1a}_i (p' - p) \alpha \beta^2_F}{\sqrt{1-x-y}} \right) u(p),
\]

(3.33)

where the subscripted \( g \) index was used to identify that we are only accounting for \( \sigma^{1a}_i \) terms which contribute to the gyromagnetic factor.

To extract the \( g \)-factor, however, a few conditions are also necessary, such as the low-energy approximation \( (q^2 \rightarrow 0) \) and the mass-shell condition (which for small energy values reads as \( v_F^2 \gamma_3 p_j = M c^2 \)). After that, we conveniently define a variable

\[
\mathcal{K}' = \left\{ [(x+y)^2 - x - y] v_F^2 - [(1-x-y)^2 c^2] m^2 c^4 + 2((x+y)^2 - x - y)^2 c^2 - 2(x+y)^2 v_F^2 M^2 c^4 \right\} \mathcal{K}^\rho
\]

(3.34)

so that the relevant parts of the vertex correction \( M_{\text{g}}^i \) are reduced to the not really simpler but easier to handle integral

\[
M_{\text{g}}^i = \bar{u}(p') \left( \frac{1}{6\pi^2} \int_0^1 dx \int_0^{1-x} \frac{dy}{\mathcal{K}' \sqrt{1-x-y}} \frac{2(x+y) D - (x+y)^2 v_F^2}{D^2} \right) u(p).
\]

(3.35)
We can also identify the $g$-factor correction form factor $F_2$ by comparing Eq. (3.33) to

$$M_g = i e \beta \tilde{u}(p') \left( \frac{i}{2 M c^2} F_2 \nu F \sigma^\nu q_\nu \right) u(p). \quad (3.36)$$

Therefore, $F_2$ is turned into a combination of the integrals in Eq. (3.33), namely,

$$F_2 = -\frac{1}{1 - \left( \frac{m}{M} \right)^2} \int_0^1 \int_0^{1-x} \frac{dy \, dx}{\pi^2 \sqrt{1 - x - y}} \left( \frac{\beta_F^2}{D} + \frac{\beta_F^2}{D^2} \right). \quad (3.37)$$

This integral is related to the one obtained in Ref. [32], but in the present work a contribution from $m$ also appears. We then find

$$F_2 = -\frac{\alpha \beta_F^3}{2\pi} \left[ 1 - \left( \frac{m}{M} \right)^2 \right] R, \quad (3.38)$$

with $\alpha = e^2/4\pi v_F$ and

$$R = \frac{\sqrt{\beta_F^2 - \beta_P^2} + (1 - 6 \beta_P^2 + 4 \beta_P^4) \coth^{-1} \left( \frac{\beta_F}{\sqrt{\beta_F^2 - 1}} \right)}{(\beta_F \sqrt{\beta_F^2 - 1})^3}.$$ 

Hence,

$$F_2 = -\frac{1}{1 - \left( \frac{m}{M} \right)^2} F_2^{\text{PQED}}, \quad (3.39)$$

where

$$F_2^{\text{PQED}} = -\frac{\alpha \beta_F^3}{2\pi} R, \quad (3.40)$$

is the PQED result obtained in Ref. [32]. In the Fig. 5, we illustrate the behavior of the result given by Eq. (3.39) as a function of the vector field mass $m$.

![Fig. 5: The $g$-factor correction ($F_2$) dependence on the three-dimensional vector field mass $m$. A divergence occurs when the vector field mass $m$ equals the electron mass $M$. For $m = 0$, the PQED results are retrieved and for $m \to \infty$ the $g$-factor vanishes.](image)

A few predictions emerge from this when looking at some of the limits achievable through the tweak of mass parameters. The mostly intuitive case occurs when the (3+1)D vector field is heavy with respect to the electron mass, $m \gg M$, which implies in

$$\lim_{\frac{m}{M} \to \infty} F_2 = 0. \quad (3.41)$$

This could possibly be used to describe systems with a null $g$-factor [32, 43] (see Fig. 5). The second interesting limit is the expected retrieval of the PQED when $m$ goes to zero (represented by the purple dot in Fig. 5) in the original unprojected model, i.e.,

$$\lim_{m \to 0} F_2 = F_2^{\text{PQED}}. \quad (3.42)$$

Finally, we observe also that the $g$-factor changes sign as the vector field mass goes from $m < M$ to $m > M$ and that it diverges discontinuously at $m = M$.

**IV. CONCLUSIONS**

In this work, we have provided a generalization of the dimensional reduction, developed in Ref. [24], for the case of a (3+1)D massive vector field. By doing so, we have obtained an effective planar model that retains the fundamental physical properties of the Proca electrodynamics, which is taken as an effective model for describing massive (via the Anderson-Higgs-Meissner mechanism) photons in a material. We have then evaluated the one-loop radiative corrections for the electron and vector field self-energies for this model. We observed that the divergent part of the electron self-energy is exactly identical to the one obtained in the context of the PQED (massless) model. Therefore, from the renormalization group perspective, the renormalization of the Fermi velocity does not depend on the mass of the vector field and, consequently, it is identical to the one obtained for the PQED model [11]. The effective mass for the electron is seen to increase with the vector field mass.

For the vertex diagram, instead, we found that the form factor — and thus this theory’s predicted $g$-factor — depends on the ratio $m/M$. An unforeseen result arises when the fermion and the photon in the original unprojected model have similar masses (see the region where $m \approx M$ near the red dashed line in Fig. 5), for which the theory predicts a divergent and discontinuous $g$-factor when $m = M$ and a change of sign. Interestingly, similar effects have been recently found in different materials and have been associated with a so-called giant $g$-factor [44–46].
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Appendix A: Vertex correction

To shed more light on the $g$-factor corrections that come from the vertex developed in Subsec. IIIC we make the steps that differ from the usual QED more explicit. The subtlety on the calculation that appears for the model discussed here comes from the fact that it is anisotropic and has a different photon propagator (the planar projection of a massive vector field).

Starting from the vertex structure in Subsec. IIIC

$$\Gamma^\nu_{\alpha\beta} = \int \frac{d^Dk}{(2\pi)^D} \Gamma^\alpha S_F(k+p') \Gamma^\nu S_F(k+p) \Gamma^\beta \Delta_{\alpha\beta}(k), \quad (A1)$$

we define an auxiliary variable $\rho''$ and expand the indices $\alpha$ and $\beta$ to get

$$\Gamma^\nu_{\alpha\beta} = \int \frac{d^Dk}{(2\pi)^D} \left[ \Gamma^0 \rho'' \Gamma^0 \Delta_{00}(k) + \Gamma^i \rho'' \Gamma^0 \Delta_{in}(k) \right]. \quad (A2)$$

In Eq. (A2), the non-diagonal terms of the vector field propagator were dropped because the metrics inside them vanish. Explicitly substituting the Feynman rules given in Sec. III, we find

$$\Gamma^\nu_{\alpha\beta} = \frac{ie^2c}{2} \int \frac{d^Dk}{(2\pi)^D} \left\{ \begin{array}{l}
\Gamma^0 \left( \frac{\gamma^0(k+p')_0 + v_F\gamma^4(k+p')_1 + M c^2}{(k+p')^2 - v_F^2(k+p)^2 - M^2 c^4} \right) \\
\gamma^0 \left( \frac{\gamma^0(k+p)_0 + v_F\gamma^4(k+p)_1 + M c^2}{(k+p)^2 - v_F^2(k+p)^2 - M^2 c^4} \right)
\end{array} \right\} \right\} \gamma^\nu \left[ \begin{array}{c}
\frac{1}{\sqrt{k_0^2 - c^2 k^2 - m^2 c^4}} \\
\frac{\eta_n}{\sqrt{k_0^2 - c^2 k^2 - m^2 c^4}}
\end{array} \right]. \quad (A3)$$

Now, we complete the $k_0$ square, make a shift $k_0 \rightarrow k_0 - \omega_0$ (with $\omega_0 = x p_0 + y p_0$) on it, and solve the integration over $k_0$ as done in standard anisotropic procedures (at this point, we also drop the odd terms in $k_0$).

Then, we follow essentially the same steps for $k$, but using the shift $k \rightarrow k - \omega (\beta^2_D/D^2)$, with $D = [\beta^2_D/(1 - \beta^2_D)] (x + y - 1)$ and $\omega = x p + y p$. Finally, we perform the integration over $k$ using dimensional regularization to obtain Eq. (3.29), namely:

$$\Gamma^\nu_{1L} = \int dx \int_0^{1-x} dy \left[ \frac{N_3}{\mathcal{K}} \right] \frac{M p v_F^2}{\sqrt{1-x-y}} \quad (A5)$$

where, for convenience, we defined the numerator result for the integration in $k$ as

$$N_3 = \frac{2(1-x-y)^2 \omega_l p v_F^2}{D} - \frac{\omega_l - 2x y p}{D^2}, \quad D = [(1 - \beta^2_F) (x + y) - 1],$$

and its denominator as

$$\mathcal{K} = D^2 (M^2 c^4 - m^2 c^4 - \omega^2_0 k^2 + v_F^2 (p' - p)^2 + p_0^2) k^2 + (x + y) (1-x-y) c^2 (p + p_0)^2 + p_0^2 y^2.$$
Using the (Gordon) decomposition identity
\[
\bar{u}(p')\gamma^\mu u(p) = \bar{u}(p') \left[ \frac{(p' + p)^\mu}{2Mc^2} + i\sigma^{\nu\mu} \frac{q_\nu}{2Mc^2} \right] u(p),
\]
where \(\bar{u}(p')\) and \(u(p)\) are spinorial solutions to the Dirac equations, \(q_\mu\) is the transferred momentum given by \(q_\mu = (p' - p)_\mu\), and \(\sigma_{\nu\mu}\) is defined as \(\sigma_{\nu\mu} = (i/2) \gamma_\mu \gamma_\nu\), we establish which of the terms of \(M'\) will be relevant to the \(g\)-factor. In other words, we select only the terms proportional to \(\sigma^{\nu\mu}\) from Eq. (3.29) and leave aside the terms that would have a \(q_\nu\) to define the \(M'_g\) in Eq. (3.33)

\[
M'_g = \bar{u}(p') \left\{ \int_0^1 dx \int_0^{1-x} \frac{dy}{6\pi^2} \frac{M v_F \sigma^{\nu\mu} (p' - p)_\nu \beta^2_F}{\sqrt{1 - x - y}} \right. \\
\left. \left[ \frac{2(x + y)^2}{D} \right] \frac{\beta^2_F (x + y)^2}{D^2} \right\} u(p).
\]

Applying the same on-shell and low-energy conditions discussed in the Subsec. III C (i.e., \(q^2 \to 0\) and \(v_F \gamma^\mu p_\mu \to Mc^2\)), \(K\) is changed such that the remaining denominator is now given by

\[
K' = \{[(x + y)^2 - x - y]c^2 \} [\{1 - (x - y)^2\} + 2((x + y)^2 - x - y)c^2 - 2(x + y)^2 v_F^2] M^2 c^4.
\]

After further simplifications in \(K'\), we find that both the vector field and the electron masses contribute factorizes from the parametric integrals to yield 

\[
1/(1 - (m/M)^2) = \text{in } Eq. (3.37).
\]
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