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As the most successful cryptocurrency, bitcoin has become the primary target of attackers. The security risks existing in bitcoin network (P2P networks) may pose serious threats to itself. It has been proved that network attackers of the autonomous system level could isolate a specific set of bitcoin nodes using prefix hijacking attacks; since this attack achieves bitcoin partition by deleting all data packets of the victim node, it is easy to be discovered by the victim node, and cannot maintain a long-term connection (the partition will disappear after canceling the BGP hijacking) (Apostolaki M et al. (2017)). This paper proposes a new attack scheme—eclipse attack method based on BGP hijacking (BHE). The attack can occupy the network connection of the victim node, and only need to delete part of the TCP handshaking packets of the victim node during the attack, and it makes the attack more hidden and can occupy the network connection of the victim node for a long time. The innovation of the BHE attack is that it can control the peering decision of the victim node by controlling the victim node’s internal peer database (new table and tried table) and preventing the victim node from establishing a good connection. It enables the attacker to occupy all network connections of the victim node and become its natural network middleman. We verify the feasibility of the BHE attack through experimental evaluation and demonstrate that an attacker who can launch BGP hijacking may occupy all connections of the victim node within 20 minutes (ignoring the time of traffic diversion). To reduce the attack’s impact, the paper provides some countermeasures that can use in practice according to the basic characteristics of the attack.

1. Introduction

The essence of the bitcoin system is a decentralized ledger based on the Internet, and the blockchain is the name of this ledger. All nodes in the system have equal identities and are connected to form a huge p2p network and share the mission of providing network services. Anyone can join this decentralized network through a bitcoin client [1]. Satoshi Nakamoto pointed out that the bitcoin system uses a proof-of-work mechanism to ensure the consistency of the entire blockchain state [2]. Any attacker who attempts to destroy the bitcoin system needs to control more than half of the computing power in the entire network to break this consistency, which undoubtedly guarantees the security of the bitcoin. However, this security is based on the consistency of information. All Bitcoin nodes have the same view of the blockchain and can always receive the same blocks and transactions within a certain period, which requires the bitcoin network to be safe and reliable.

The bitcoin network is a typical P2P network. Each node in the network maintains a long-term connection with multiple peer nodes. Through these connections, nodes exchange blockchain views to synchronize information and maintain the consistency of the blockchain state. The purpose of bitcoin network-level attacks is to control the network connection of the victim node as much as possible so that the victim node cannot receive the latest or even receive the wrong blockchain view [3]. The bitcoin partition attack showed that an autonomous system (AS) with a large
number of IP sources can intercept Bitcoin traffic by hijack-
ing interdomain routing and then isolate the selected victim
node set from the bitcoin network [4]. Due to the character-
istics of BGP hijacking and the way the attack is imple-
mentated (dropping the traffic of the victim node), the attack
has the defects of not being able to maintain a long-term
connection with the victim node and being easy to detect.

Based on the BGP hijacking mechanism and the Bitcoin
network mechanism, this paper proposes a new attack
method against the bitcoin network, which can occupy the
peer-to-peer connection of the victim node, and only needs
to delete some TCP handshake packets of the victim node
during the attack. Therefore, compared with the Bitcoin
hijacking attack, this attack is more difficult to detect and
can maintain a long-term connection with the victim node
(even if the BGP hijacking is canceled, the partition will
not disappear).

Figure 1 provides a general overview of BHE, mainly
describing how the attack occupies the peering connections
of the victim node (in AS A) (only two connections are
shown here). After hijacking the traffic of the victim node,
the attacker (AS D) does not indiscriminately delete all
packets of the victim node but monitors the network activity
of the victim node. When the victim node establishes a new
connection (blue dotted line), the attacker blocks the forma-
tion of a good connection (A to E) and forces the victim
node to the bitcoin nodes (in AS D and F) (the path from
the victim node to these nodes contains attacker D) and
establishes the connection (solid red line). Eventually, the
attacker will occupy all peer connections of the victim node.
In this way, D can control the network view of the victim
node through ordinary traffic interception and Bitcoin
message forgery.

The rest of the paper is organized as follows. The second
chapter gives an overview of the bitcoin P2P network and
typical Bitcoin network attacks. The third chapter describes
the current research status at home and abroad. The paper
detailed introduces the BHE attack in the fourth chapter
and evaluates BHE attacks in chapter 5. Then, the sixth
chapter puts forward some countermeasures to BHE in a
targeted manner. Finally, the seventh chapter concludes this
article.

2. Background

This section first introduces the bitcoin network and then
reviews two typical Bitcoin network attacks.

2.1. Bitcoin Peer-to-Peer Network. The bitcoin network is a
vast p2p network mounted on the Internet, and all nodes
in the network are identified by IP addresses. Each Bitcoin
node can select up to 8 remote nodes to connect. If the
node has a public IP, it can also accept up to 117 incom-
ing connections [5, 6].

During the running of the node, it will store and broad-
cast the verified node information to maintain the stability
of the network. Below, we describe the most noteworthy part
of this section: how a node obtains and stores network infor-
mation and how to select a node to connect.

2.1.1. Node Information Propagation. Bitcoin provides two
ways to spread node information: DNS seed and addr mes-
sage. DNS seed is a DNS server that can return the address
information of full nodes on the bitcoin network, and it is
hardcoded into the source code to help the node joining
the network for the first time find the full node [7]. Addr
message is a list containing no more than 1000 node infor-
mation used to relay node information on the network.

2.1.2. Node Information Storage. The IP address of the public
node is stored in the tried table and new table of the bitcoin
node.

The tried table contains 64 buckets. Each bucket stores
the nodes that have established outgoing connections and
can store up to 64 IP addresses. New table contains 1024
buckets. Each bucket stores the IP addresses that have not
successfully established a connection and can store up to
64 IP addresses.

2.1.3. Peer-to-Peer Connection. Bitcoin nodes will maintain
at most 8 outgoing connections by default. When the node
restarts or an outgoing connection is disconnected, the node
will establish a new connection. When establishing a new
connection, the node will select the new table or tried table
with a probability of 1/2 and then randomly select an IP
whose group is distinct from other outgoing connections
from the selected table to connect.

2.2. BGP. BGP (border gateway protocol) is a network proto-
col used to exchange routing information between networks
on the Internet [8, 9]. Generally, it is used to determine the
best path to route data between independent networks or
autonomous systems. Different autonomous systems need
to exchange routing information and inform each other of
their IP prefix. When an autonomous system obtains a
new IP prefix, it needs to broadcast the routing information
to its neighbors, who will further spread the information
until the whole network receives and stores the routing
information.

In BGP protocol, the authenticity of routing information
will not be checked, which means that any autonomous
system can publish false routing information, causing other
autonomous systems to send traffic to the wrong location
[10]. This attack is called BGP hijacking.

2.3. Bitcoin Eclipse Attack. The purpose of the eclipse attack
is to monopolize the peer-to-peer connection of the victim
node and partition the victim node [11]. The early Bitcoin
address manager had some vulnerabilities in the new table
and the tried table. For example, tried table stores the IP
address of the incoming connection, and the node does not
check the validity of the IP before inserting the IP into the
new table. It allows the attacker to control a botnet or the
basic organization to fill the new table and tried table of
the victim node with invalid IP and malicious IP, respec-
tively, and finally, occupy all connections of the victim node
when the victim node restarts. At present, the bitcoin
community has fixed these vulnerabilities.
2.4. Bitcoin Partition Attack. The principle of partition attack is to use the well-known BGP prefix hijacking vulnerability to redirect the outgoing and incoming connections of the victim node set to the attacker’s autonomous system (AS), and then control the communication between the victim node set and its neighbor [4]. Attackers generally take the country or nation as the background and rely on their network topology advantages to hijack the traffic of the victim node. If the attacker can hijack all the connections of the victim node, he can isolate the victim node from the bitcoin network.

3. Related Work

3.1. Attacks on Bitcoin Peer-to-Peer Networks. Chapter 2 describes the bitcoin eclipse attack [11] and the bitcoin partition attack [4], which are most similar to BHE. Among them, the BHE attack and the eclipse attack have similar attack effects (both can monopolize the network connection of the victim node, making the attacker become the natural middleman of the victim node) [11], but BHE does not take advantage of Bitcoin’s own vulnerabilities but relies on the attacker’s network topology advantage to hijack the connection of victim nodes, so there is currently no patch that can be applied to BHE attacks. Although both BHE and partition attacks utilize the BGP prefix hijacking mechanism, their attack strategies are different. The bitcoin partition attack achieves the partition by deleting the data packets of the victim node, so the attack will form a black hole, which is easy to be discovered by the victim node, and the partition will disappear when the attacker cancels the BGP hijacking; that is, the attack cannot maintain a long-term connection [4]. BHE implements partitioning by controlling the peering decision of the victim node. During this process, only a part of the TCP handshake packets are deleted, which has higher concealment than the partition attack [4], and after the attack is successful, the partitioning will not disappear even if the BGP hijacking is canceled.

Gervais et al. took advantage of the vulnerability that bitcoin nodes only request blocks from the same neighbor each time and successfully delayed the time for the victim node to receive blocks by 20 minutes; the vulnerability exploited by the attack has now been patched [12]. Walck et al. successfully used one full node and two light nodes to carry out delay attacks on the victim node by taking advantage of the vulnerability of the new Bitcoin propagation protocol [13]; compared with BHE and eclipse attacks, the delay attack can only prevent the victim from receiving the latest block and does not allow the attacker to send the wrong block to the victim node. Yves Christian et al. used the defects of the bitcoin’s behavior mechanism to realize an eclipse attack on the victim node with a small amount of IP [14], and the attack is based on an eclipse attack, so this attack is difficult to implement in the latest Bitcoin. Muoi tran et al. proposed an attack on the data level of the bitcoin network [15]. The attack does not apply any routing operation. It uses the attacker’s network topology advantage to fill the malicious IP to the victim node, slowly affecting the routing table of the victim node. Although the attack can influence the peering decision of the target node, it requires the routing table of the victim node to be heavily populated with malicious IPs, which often takes weeks.

3.2. Defensive Measures for the Bitcoin Network Attack. At present, the research results at home and abroad mainly resist network attacks by optimizing the bitcoin network structure. A more efficient network structure means higher network connectivity, which makes it difficult for attackers to control the network view of nodes.

Marcal et al. proposed an adaptive network mechanism that can reduce bandwidth [16]. And they showed that this mechanism would reduce bandwidth consumption by 10.2%, reduce the number of exchanged messages by 41.5%,
and not harm transaction submission. Gleb Naumenko et al. proposed a more effective bitcoin transaction relay protocol [17]. The protocol abandoned the original messages flooding transmission mode and adopted the collective coordination method. Otsuki et al. reduce the degree of data redundancy and improve network connectivity by adjusting the ratio of relay nodes in the bitcoin [18]. Bin Zhang proposes an eclipse attack traffic detection method based in a custom combination of features and deep learning [19] and a distributed DDoS-attack traffic detection method based on a cross multilayer convolutional neural network model in the blockchain network layer [20].

4. The BHE Attack

In this section, we first introduce the attack model of BHE based on the threat model considered in this paper. Then, we describe the attack process of BHE in detail; in this part, we propose an attack strategy that can control the peering decision of the victim node. The strategy is to control the internal routing table of the victim node and prevent the victim node from establishing a good connection. Finally, we analyze the possible harm caused by BHE.

4.1. Threat Model. Similar to the bitcoin partition attack [4], our attacker is a network adversary that controls a single AS, and the attacker’s goal is to control all network connections of the victim node. Our victim node is a Bitcoin node with a public IP. Besides, we assume that during the attack, the attacker can hijack all the traffic of the victim node through the BGP prefix hijacking attack and leak point deletion algorithm [4].

4.2. Attack Model. Aiming at the problem that Bitcoin hijacking attacks are easy to be detected and cannot maintain long-term malicious connections [4], we propose a new Bitcoin network attack method—BHE based on BGP prefix hijacking mechanism and Bitcoin network mechanism, which can control the peering decision of the victim node, allowing the attacker to occupy all the peering connections of the victim node in a short time, becoming the natural middleman of the victim node.

Our attacker is a malicious AS (AS D in Figure 1), and the victim node is a bitcoin node with a public IP (node in AS A). Since the original peer-to-peer connection of the victim node does not necessarily pass through the attacker, the attacker’s attack goal is to force the victim node to establish peer-to-peer connections to some special nodes (nodes in D or F) in order to manipulate these connections.

BHE attacks are mainly divided into two phases: attack preparation and attack execution.

4.2.1. Attack Preparation. During the attack preparation phase, the attacker’s goal is to collect IP addresses that can be used for the attack, and these IPs have special IP prefixes, and when the victim node establishes outgoing connections to these IPs, the route passes through the attacker. We call these IPs as malicious IPs.

4.2.2. Attack Execution. During the attack execution phase, the attacker’s goal is to force the victim node to establish an outgoing connection to the malicious IP. The traditional eclipse attack has been proved to be unable to affect the peer- ing decision of the node [11], and the attacker of BHE takes advantage of its network topology, that is, our attacker attackers can simulate different malicious IPs to slowly fill up the victim node’s internal peer database, and more importantly, our attackers capture the relevant data packets of the victim node through the BGP hijacking attack and perform operations such as deletion and modification, which can prevent the victim node from establishing a good connection and learning a good IP. As shown in Figure 2, this stage consists of 3 steps: (1) Hijack the victim node’s traffic. (2) Fill the victim node’s internal peer database with malicious IPs. This step is similar to the Bitcoin eclipse attack [11, 15], and the purpose is to increase the probability of the victim node establishing an outgoing connection to malicious IPs. (3) Observe the network activity of the victim node through hijacked packets, wait for it to establish a new connection, and prevent it from establishing a good outgoing connection (e.g., AS1 to AS2), and to speed up the process, the attacker may force the victim node to restart.

4.2.3. Attack Properties. BHE attacks have the following three properties:

(1) Stealthiness: Unlike the Bitcoin partition attack, which indiscriminately discards the data packets of the victim node [4], the attacker of BHE will only delete part of the TCP handshake packets of the victim node to prevent it from establishing a good connection. During the attack, the victim node can communicate normally, so it is difficult to detect that it is being attacked in time.

(2) Persistence: The attacker of the BHE attack will eventually occupy all network connections of the victim node (similar to the eclipse attack). After the attack is successful, even if the BGP hijacking attack is canceled, the attacker can still operate the network view of the victim node. And if the attacker has enough computing power, he can launch confirmed double-spend attacks to the victim node.

(3) Efficiency: BHE attackers mainly control the peering decision of the victim node through route hijacking, without waiting for the internal routing table of the victim node to be filled with malicious IP in a large area. Therefore, compared with traditional eclipse attacks, BHE allows attackers to occupy the network connection of the victim node for a relatively short time.

4.3. Attack Process

4.3.1. Attack Preparation. During the attack preparation phase, the attacker needs to collect malicious IPs for the selected victim nodes. The malicious IP is determined by the topological relationship between the attacker and the
victim node, and the corresponding malicious IP can be enumerated by evaluating the interdomain routing state. Research has proven that most AS can easily enumerate a large number of malicious IPs (several million or more) [15]. Please note that the malicious IPs enumerated by the attacker are all valid IPs. Validity here is not meant to represent a real Bitcoin node, but it means that these IPs are legitimate (the network segment is correct).

4.3.2. Attack Execution. In the attack execution phase, the attacker will control the peering decision of the victim node based on traffic hijacking, which is embodied by controlling the internal routing table (new table and tried table) of the victim node and preventing the victim node from establishing a good connection. Eventually, the attacker will occupy all network connections of the victim node. Below, we describe our attack strategy in detail.

(1) Hijack Traffic. Similar to the Bitcoin hijacking attack, the attacker first transfers the network traffic of the victim node through the BGP hijacking attack, then deletes the leak point in the victim node (if the target is a set) [4], and finally hijacks all the network traffic of the victim node. Note that, unlike the Bitcoin hijacking attack, this step only hijacks the network packets of the victim node, and the manipulation of these packets will take place in the next two steps.

(2) Dominate the Internal Peer Database of Victim Node. (2)1. How to Dominate New Table. The running node mainly obtains the IP addresses through the addr messages. The node stores the learned IP addresses in the new table. Due to the characteristics of bitcoin’s plaintext transmission, after hijacking the traffic of the victim node, the attacker can capture the addr message sent to the victim node and modify the IP entry in it. The above operations do not modify the structure of the data packet and therefore do not attract the attention of both communicating parties.

When a Bitcoin node inserts an IP address into its new table, it hashes the IP prefix group (IP group) (i.e., the/16 of IPv4 addresses or/32 IPv6 addresses) and the prefix group of the peer relayed that IP (peer group) to determine the bucket for the IP among 1,024 buckets in total; i.e.,

\[ h_1 = H(SK, ip\_group, peer\_group), \]

\[ h_2 = H(SK, peer\_group, h_1 \% 64), \]

\[ \text{bucket\_new} = h_2 \% 1024, \]

where \( H(\cdot) \) is the SHA-256 hash function and SK is a secret key of the node. The exact slot for IP in the bucket (which contains 64 slots) is determined by hashing the bucket index and the entire IP address; i.e.,

\[ \text{solt\_new} = H(SK, 'N', \text{bucket\_new}, \text{ip}). \]

If the slot is already occupied, a validity check is performed on the existing IP (for example, if the existing IP is more than 30 days old, or if the connection fails several times). If the existing IP has expired, it will be replaced by the new IP being inserted; otherwise, the IP being inserted is ignored. Note that the IP address is stored with the timestamp. If the IP is already in the new table, its timestamp will be updated.

The eclipse attack populates a new table of victim nodes by sending malicious IPs quickly. In an eclipse attack, the attacker will continuously establish connections to the victim node and send addr messages containing a large number of malicious IPs to the victim node through these

Figure 2: Describe the execution flow of a BHE attack, which consists of 3 steps and is able to control the peering decision of the victim node.
connections and then slowly wait for the victim node’s new table to be filled with malicious IPs [11]. The disadvantage of this method is that it cannot prevent the victim node from receiving good IPs; that is, good IPs compete with malicious IPs.

We propose a new strategy to fill up the new table of the victim node based on BGP hijacking. The strategy makes the victim node unable to learn good IPs, which makes up for the defect that traditional eclipse attack cannot prevent good IP insertion when filling new table [11, 15].

The strategy consists of the following two parts:

(1) The first part is similar to the eclipse attack. The attacker simulates different malicious IPs to repeatedly establish incoming connections to the victim node and then sends addr messages containing 1000 malicious IPs to the victim node.

(2) The attacker prevents the victim node from learning a good IP through BGP hijacking. The specific process is described in Algorithm 1; the attacker first filters out the addr messages sent by the ordinary node to the victim node by identifying the destination IP, source IP, and message type of the data packet, then replaces the IP addresses in messages with the malicious IPs in sequence, and finally sends it to the victim node.

(2.2). How to Dominate Tried Table. In the new version of Bitcoin, the IP address in the tried table can only come from the new table, and the tried table cannot be accessed directly from the outside, which is to prevent attackers from inserting malicious IP addresses directly into the tried table. Therefore, ordinary eclipse attack methods are difficult to impact the tried table directly.

The bitcoin node will migrate the IP address in the new table to the tried table in two cases. First, when the node successfully establishes an outgoing connection to an IP in the new table, the IP address will be transferred to the tried table. Second, the bitcoin node will randomly select an IP from the new table every two minutes to establish an outgoing connection called a probe connection. If the probe connection establishes successfully, the selected IP will be transferred to the tried table.

When a Bitcoin node inserts an IP address into the tried table, it needs to perform a series of hash operations on the IP to obtain the index of its bucket and slot.

\[
\begin{align*}
    h_1 & = H(SK, ip), \\
    h_2 & = H(SK, ip\_group, h_1\%8), \\
    \text{bucket\_tried} & = h_2\%256, \\
    \text{solt\_tried} & = H(SK, 'K', \text{bucket\_tried}, ip)\%64.
\end{align*}
\]

The strategy of BHE filling the tried table is similar to trickle-down attack; that is, by filling the new table, it slowly affects the tried table [15]. In addition, we have further optimized the attack process based on BGP hijacking, so that the victim node cannot establish a connection to a good IP, which accelerates the rate of IP transfer. This method is similar to preventing the victim node from establishing a good connection and is described in detail in the next subsection.

4.3.3. Prevent the Victim Node from Establishing a Good Connection. When a Bitcoin node establishes an outgoing connection to an IP, it needs to perform a TCP three-way handshake. Because the attacker hijacks all network traffic of the victim node, the data packets (SYN or SYN_ACK) used by the victim node to establish an outgoing connection can be captured (e.g., the data packet sent by AS2 to AS1 in Figure 2). If the peer of the victim node is not a malicious IP, the attacker will delete the corresponding packet to prevent the connection from being established.

When the victim node establishes a new outgoing connection due to disconnection or restart, the attacker can prevent it from establishing an outgoing connection to a good IP through the following steps (as shown in Algorithm 2):

(1) According to the source IP, port number (Bitcoin default port number is 8333), and data packet type (SYN data packet) of the data packet, determine whether the data packet is a TCP handshaking packet used by the victim node to establish a new connection, if so, enter the second step. If not, go to step 3 for judgment.

(2) If the destination address of the handshaking packet is a malicious IP, then the purpose of the attack is achieved. The attacker will pretend to be that IP to communicate with the victim node. Otherwise, the data packet will be discarded, and the attack will enter the next cycle.

(3) The attacker may fail to intercept the SYN packet sent by the victim node, but the attacker may intercept the response packet sent by the legitimate node to the victim node. The identification method is similar to that of 1. If the packet is identified as a response packet (SYN-ACK), drop the packet. Otherwise, forward the packet along the original path to avoid forming a black hole and enter the next cycle.

During the attack, the victim node will establish an outgoing connection to malicious IP (such as A to D and A to F in Figure 1), and the attacker will intercept the connection and communicate with the victim node by disguising the malicious IP through source IP spoofing. Ultimately, the attacker will occupy all network connections of the victim node in this way and then partition it. Because the route from the victim node to the malicious IP contains the attacker, even if the attacker cancels the BGP hijacking, he can still intercept the network packet of the victim node and occupy its network connection. In other words, the attacker can occupy the network connection of the victim
node for a long time, and even if the BGP hijacking is canceled, the formed partition will not disappear.

Please note that it is relatively hidden to prohibit the victim node from establishing a new connection with a legal IP by discarding the TCP handshaking packet. Because the connection has not formed, the victim node will think that the remote node does not exist and then randomly select an IP from the routing table to connect.

4.3.4. Occupy Incoming Connections. Since Bitcoin nodes receive unsolicited incoming connections, and in most cases, incoming connections are very short-lived (e.g., a couple of minutes) [15], the attacker can easily occupy all incoming connections of the victim node; e.g., the attacker can simulate malicious IPs to repeatedly establish a connection to the victim node.

4.4. Implications of BHE Attack. BHE is the strengthened eclipse attacks, so the damage for the bitcoin with the eclipse attacks is similar. It destroys the information consistency of bitcoin network, which allow an attacker to control the network view of the victim node and easier to launch the traditional attacks to the victim node, such as the double-spending attack [21–23] and selfish mining [24–27]. In particular, compared to the partition attack [4], BHE supports the n-confirmation double spend; in the scenario of a n-confirmation double spend, the victim node has to wait for the confirmation of n blocks before accepting the current transaction; and since BHE can forge the blockchain view of the victim node by sending fake blocks, an attacker with sufficient computing power can achieve the n-confirmation double spend attack.

5. Experiment

We simulate the attack scenario of BHE in the laboratory environment and evaluate the effectiveness of BHE. The experiment configures 3 Ubuntu 18 machines with public IP to simulate the attack environment. Two machines equipped with Bitcoin core (v0.19.1) act as the attack node and the victim node, and the remaining one acts as the proxy of the attacked node.

5.1. Attack Preparation. Since BGP hijacking in the public network environment requires a lot of network resources, it is difficult to implement. So we simulate traffic hijacking by the proxy host. And in the experimental environment, we can evaluate and compare different combinations of attack strategies.

Our attack script is configured in the proxy host and implements the ability to flood the victim node routing table with malicious IPs and prevents the victim from establishing...
a good connection (the attack process in chapter 4). In addition, we implement some additional functions in the script to simulate the execution of the attack more realistically: (1) The traffic sent to the malicious IP is directed to the attacking host through the address translation function (NAT) of the firewall (iptables) to ensure that the malicious IP is always reachable [28, 29], and it is convenient to record the attack result. (2) When the time of flooding the malicious IP address reaches the set attack duration, restart the victim node and prevent it from establishing a good connection. When the attacking host occupies all the victim's outgoing connections, the victim node state is rolled back to before restarting and repeated the above restart operation to record multiple sets of experimental data.

5.2. Attack Setup. We evaluate the attack effect of BHE under different attack configurations: (1) The number of malicious IPs, which refers to how many malicious IP prefixes does the attacker collected to fill the routing table of the victim node. (2) The age of the victim node, which refers to the number of running days since the victim first ran.

The validity period of IP addresses in the internal peer database of the bitcoin node is 30 days, and we selected the 4 most representative nodes for experiments (running for 0 days, 10 days, 20 days, and 30 days). We found that by running the node on the public network many times when the node runs for some time (more than a week), its internal database will save IP addresses with various prefixes; that is, for the latter three nodes, it can also make the attack successful without flooding the victim with malicious IPs (experimentally proved this). Research has proved that one hundred IP prefixes can control the victim's internal routing table very well [15]. Therefore, in the experiment, the number of malicious IP prefixes ranges from 0 to 100, and finally, four representative groups of data were selected for analysis.

5.3. Experimental Results and Analysis

5.3.1. The Impact of Node Age on Attack Efficiency. Figure 3 shows some experimental data under 100 malicious IP prefix configurations, which describes the attack efficiency of the attack against nodes of different ages under different attack duration. The attack duration is the duration of filling the malicious IP to the victim node before the victim node restarts. The attack efficiency refers to the time required to monopolize all outgoing connections of the victim node after the victim node restarts. The data in Figure 3 shows that with the increase of attack duration, the attack efficiency on all nodes is increasing, but under all attack duration, the attack effect on nodes running for 0 days is the best (except when the attack duration is 0, because in this case the node does not store the IP and cannot complete the connection), followed by nodes running 30 days (our script intercepts and deletes the IPs returned by the DNS seed so that the node can only receive malicious IPs in the attack). This is because more malicious IPs will be inserted into the peer database of these two nodes under the same attack duration. Furthermore, since the peer databases of nodes running 0 days only store malicious IPs (our experiments show that malicious IPs account for nearly 100%), the attack works best on nodes running 0 days with little variation over time (except the case where the attack duration is 0).

We experimentally find that for a node running for 0 days, an attacker can always monopolize all its connections with any number of malicious IP prefixes (less than 0.5 minutes) in a very short period of time. This is because, relative to other nodes, the database of 0-day nodes lacks legitimate IPs to compete with malicious IPs. In fact, when the node runs for about 10 days, the IP (legal IP) in the database will tend to a stable value, which we call a strong node. Our subsequent experimental analysis is mainly performed on strong nodes (10, 20, and 30 days nodes), because non-strong nodes (0-day nodes) can always be easily attacked (not dependent on the number of malicious IPs), so it is difficult to show the experimental law under different attack conditions (for example, the more malicious IP prefixes, the higher the attack efficiency).

To better understand the impact of node age on attack efficiency, this article demonstrates the process of filling the routing table of each node with malicious IP in Figure 4. In general, the number of malicious IPs in the routing table of each node is increasing. However, the insertion rate of malicious IP is very slow for nodes running for 10 and 20 days, while nodes running for 30 days are easy to be filled by malicious IP. This is because many IP addresses in the routing table of nodes running for about 30 days are marked as terrible, making it easier for malicious IP to insert into the routing table.

5.3.2. The Impact of the Number of Malicious IP Prefixes on Attack Efficiency. Table 1 describes the relationship between the optimal attack efficiency and the number of malicious IP prefixes. The optimal attack efficiency refers to the time threshold at which the time required to monopolize all connections no longer decreases significantly as the attack duration increases. Taking the data in Figure 3 as an example, when the attack duration reaches about 25 minutes, the attack reaches the optimal efficiency, and the optimal attack efficiency of the attack on a node that has been running for 30 days is within 1 minute. The data in Table 1 shows that with the reduction of the number of malicious IPs, the attack efficiency on all types of nodes will reduce accordingly. This is because the smaller the number of malicious IP prefixes, the fewer malicious IPs will be inserted eventually. Among them, nodes running for 30 days are least affected by this rule, because this type of node is more likely to be populated by malicious IPs, so the nodes can also be well-populated while the malicious IP prefix decreases.

5.3.3. Best Attack Strategy. We call the attack duration that reaches the optimal attack efficiency for the first time for the optimal attack duration. After reaching the optimal attack duration, the attack efficiency will not change significantly as the attack duration increases. It is not difficult to see from the data in Figure 3 that 25 minutes is the optimal attack duration for that configuration. The optimal attack strategy refers to the optimal attack duration and attack efficiency combination. When the attack
achieves the optimal attack efficiency, it can monopolize all
the network connections of the victim node in the shortest
time. At this time, it is most difficult to be found by the
victim node. The optimal attack efficiency will be obtained
when the attack duration reaches the optimal attack dura-
tion. Even if the attack duration increases, the attack
efficiency will not significantly improve. Therefore, the
optimal attack strategy = optimal attack duration + optimal
attack efficiency, when filling the victim node with malicious
IP reaches the optimal attack duration of the current con-
figuration, restart the node and occupy its outgoing con-
nection. Take the data in Figure 3 as an example. When the
attack duration reaches 25 minutes, stop filling malicious
IP, launch a denial-of-service attack to restart the victim
node, and occupy all its connections.

6. Countermeasure

In this section, we introduce some countermeasures against
the BHE attack.

6.1. Add Connection within AS. The attack is based on the
fact that BGP hijacking can intercept all network connec-
tions of the victim node, but BGP hijacking cannot intercept
the traffic inside the AS to which the victim node belongs.
Therefore, Bitcoin nodes can add an additional connection,
which actively connects to the IP in the target AS and can

| Node type                  | Number of malicious IP prefixes | Optimal attack efficiency(min) |
|----------------------------|---------------------------------|--------------------------------|
| Node running for 30 days   | 25                              | <6 min                         |
|                            | 50                              | <7.5 min                       |
|                            | 75                              | <5 min                         |
|                            | 100                             | <1 min                         |
| Node running for 20 days   | 25                              | <17 min                        |
|                            | 50                              | <14 min                        |
|                            | 75                              | <7 min                         |
|                            | 100                             | <6 min                         |
| Node running for 10 days   | 25                              | <13 min                        |
|                            | 50                              | <9.5 min                       |
|                            | 75                              | <5.5 min                       |
|                            | 100                             | <5 min                         |

Figure 3: The relationship between attack duration and attack efficiency. Under the same attack time, the attack has the best effect on nodes that have been running for about 30 days.

Figure 4: The number of malicious IP addresses in the routing
table of nodes running for 30 days increased faster than those
running for 10 days and 20 days.

Table 1: For the same type of node, the more malicious IP prefixes,
the higher the optimal attack efficiency (the shorter the required
attack time). The nodes running for 30 days are the least affected
by this rule.
give the node a view of the blockchain first. In this way, even if the attacker controls all other connections, it is not easy to control the network view of the victim node.

6.2. Diverse Connections. The nodes inside the mining pool use private protocols to connect, and it is difficult for attackers to capture this traffic. Therefore, when Bitcoin nodes join the bitcoin network, they can join some organizations (such as mining pools) and use private protocols for information exchange, which can effectively resist BHE attacks.

6.3. Replace the Port. The attacker can accurately identify the bitcoin traffic of the victim node in a large amount of traffic because most of the bitcoin traffic selects port 8333 by default. Therefore, the bitcoin node can set up several more ports for other nodes to connect, significantly increasing the difficulty for attackers to filter traffic.

6.4. Record the Time Interval between the Arrival of Adjacent Blocks. The purpose of the BHE attack is the same as the eclipse attack, which is to prevent the victim node from receiving the latest block or receiving the wrong block. It takes longer than normal for the victim to receive the next block [30]. Research has proved that under normal circumstances, the node will receive the next block within 40 minutes, but in the case of an attack, it is significantly higher than this value [30]. Therefore, Bitcoin can detect the attack by recording the time interval between the arrival of adjacent blocks.

6.5. Observe the Restart Time of Node. When a node is restarted after being attacked by BHE, it takes longer to establish 8 outgoing connections than a normal node because the node will experience many failures. Our experimental data shows that under normal circumstances, the node establishes all its outgoing connections within 5 minutes, but in the case of being attacked, most of the time it exceeds this value (such as the nodes running for 10 days and 20 days in Figure 3). Therefore, we can judge whether the node is attacked by observing the time required for the node to establish eight outgoing connections after a restart. If the restart time significantly exceeds the average restart time of the node, the node is considered to be under attack. However, if the attacker collects enough malicious IPs and adopts the optimal attack strategy, this method will not apply.

7. Conclusion

This paper presents a new attack on the bitcoin network—BHE. This attack can control all network connections of the victim node in a short time. An attacker can use this attack to increase its mining advantage or launch a traditional blockchain attack on the victim node or target mining pool, which destroys the original intention of bitcoin design. The paper implemented the attack model in our experimental environment and proved its powerful destructive power. At the end of this paper, the paper gives some practical measures to mitigate the harm of attack.
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