Sparse Modeling for Astronomical Data Analysis
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Abstract. For astronomical data analysis, there have been proposed multiple methods based on sparse modeling. We have proposed a method for Compton camera imaging. The proposed approach is a sparse modeling method, but the derived algorithm is different from LASSO. We explain the problem and how we derived the method.

1. Introduction
In astronomy, different imaging methods are used depending on the wavelength. Compton camera imaging is one of the imaging method to visualize gamma-ray sources from 100keV to several MeV. It is an important technology and high-resolution Compton cameras will be installed in the next-generation X-ray observatory ASTRO-H \cite{1, 2}, which is scheduled for launch soon.

Imaging of Compton camera is not straightforward because only a small portion of photons are absorbed after Compton scattering and the direction of arrival of each photon is not known directly. Since photon detection is a stochastic process, the image reconstruction problem can be formulated as a statistical estimation problem \cite{3, 4, 5}. We follow the framework developed for COMPTEL \cite{6}, and employ the bin-mode estimation (BME) method.

Since the gamma-ray source is sparsely distributed in the image, it is natural to apply sparse modeling method. However, LASSO type estimator does not work in the original form. We had to develop a new method for the Compton camera imaging. In this paper, we explain the method we have developed \cite{7, 8} from a Bayesian viewpoint.

We have developed an estimation method for Compton camera imaging \cite{7, 8}.

2. Compton camera imaging
2.1. Compton camera system
Compton camera system is schematically shown in figure 1. Most of the photons will travel through the camera without any interaction, but some of the photons will be scattered by a scatterer and absorbed by an absorber.

When a photon from $\mathbf{u} = (\alpha, \delta)$ (in equatorial coordinates) is detected, it is scattered at $\mathbf{x} = (x_1, x_2)$ of the scatterer and absorbed at $\mathbf{y} = (y_1, y_2)$ of the absorber. Let $E_1$ and $E_2$ be the energies of the recoil electron and the scattered photon, respectively. At each event, $\mathbf{x}$, $\mathbf{y}$, $E_1$ and $E_2$ are measured.
This is the so called Compton scattering and the relation between the scattering angle $\theta$ and the energies is known. It is

$$\cos \theta = 1 - m_e c^2 \left( \frac{1}{E_2} - \frac{1}{E_1 + E_2} \right),$$

where $m_e$ and $c$ are the mass of an electron and the speed of light, respectively. Thus, from a single event, we know the photon was from a point on a cone (figure 1). The goal of the Compton camera imaging is to reconstruct the gamma-ray intensity map $\lambda(\mathbf{u})$ on the celestial sphere from collected information. This is not straightforward since a single scattering event does not provide direct information of the direction of arrival.

From the measurement of a single scattering event, we receive the scattering angle $\theta$ and the relative position of the event on the scatterer and absorber, i.e. $(\mathbf{x} - \mathbf{y})$ (because the distance from the astronomical objects are large). Let us define $\mathbf{v} = ((\mathbf{x} - \mathbf{y}), \cos \theta)$ as the information collected from a single event. In the following of the paper, the vector $\mathbf{u}$ is discretized into pixels, and $\mathbf{v}$ are discretized into bins, therefore they are finite discrete variables.

We would like to formulate the estimation problem with a probabilistic framework. Let us start by defining distributions. Let $s(\mathbf{u})$ be the probability that a photon from pixel $\mathbf{u}$ is absorbed. We define $\rho(\mathbf{u})$ as the probability that an absorbed photon arrives from $\mathbf{u}$, more precisely,

$$\rho(\mathbf{u}) = \frac{\lambda(\mathbf{u})s(\mathbf{u})}{\sum_{\mathbf{u}'} \lambda(\mathbf{u}')s(\mathbf{u}')}.$$  

Next, we define $p(\mathbf{v} \mid \mathbf{u})$ as the probability that an absorbed photon from $\mathbf{u}$ is detected at $\mathbf{v}$, and $q(\mathbf{v})$ as the probability that an absorbed photon is detected at $\mathbf{v}$. The relation between these probability distributions are summarized in the following equation

$$q(\mathbf{v}) = \sum_{\mathbf{u}} p(\mathbf{v} \mid \mathbf{u}) \rho(\mathbf{u}).$$

Figure 1. Compton camera.
All of $\rho(u)$, $p(v \mid u)$, and $q(v)$ are multinomial distributions conditional to the events that a photon is absorbed by the camera. After observing many photons, the empirical distribution of $q(v)$ is observed. If $p(v \mid u)$ and $s(u)$ is known, it is possible to estimate $\rho(u)$ and $\lambda(u)$.

The problem is how to prepare $p(v \mid u)$ and $s(u)$. Here we utilize a numerical method. A Compton camera system was simulated and a lot of photons were randomly drawn numerically using a software [9]. The results were accumulated to compute $p(v \mid u)$ and $s(u)$. This method is general and easily implemented.

2.2. Estimation

Equation (3) shows the relation between $q(v)$ and $\rho(u)$. Since $u$ and $v$ are discrete, $q(v)$ and $\rho(u)$ are positive vectors and $p(v \mid u)$ is a positive matrix. We assume $p(v \mid u)$ is known and $q(v)$ is observed empirically. Our goal is to estimate $\rho(u)$ under this condition. We further know $\rho(u)$ is sparse.

Although this is an estimation of a sparse vector, we cannot use LASSO type estimator [10]. We explain the reason from a Bayesian viewpoint.

The LASSO estimation can be viewed as the MAP (maximum a posteriori) estimation. The cost function is equivalent to the negative of the log posterior distribution. The posterior distribution consists of two terms: the log likelihood and the log of sparse prior. Let us consider the posterior distribution of the present problem.

Likelihood term Suppose $N$ photons are detected independently and $t$-th photon is absorbed at $v_t$, $(t = 1, \cdots, N)$. The log likelihood function is defined as follows

$$L(\rho) = \sum_{t=1}^{N} \log q(v_t) = \sum_{t=1}^{N} \log \sum_{u} p(v_t \mid u) \rho(u).$$

(4)

This is different from the squared loss term of LASSO.

Prior term The widely used prior term of LASSO is proportional to $\| \cdot \|_{\ell_1}$. However the vector $\rho(u)$ is a multinomial distribution, therefore $\|\rho(u)\|_{\ell_1} = \sum_u \rho(u) = 1$ and the L1 norm of the vector is constant. Instead of using L1 norm, we employ $\alpha \sum_u \log(1/\rho(u))$. Since the term becomes large for a small $\rho(u)$, it encourages the solution to be sparse. The induced prior distribution is the Dirichlet distribution, which is the conjugate prior of the multinomial distribution.

Now, the log of the posterior distribution is

$$\sum_{t=1}^{N} \log \sum_{u} p(v_t \mid u) \rho(u) - \alpha \sum_u \log \rho(u).$$

cost function to minimise is the negative of the loss posterior, which becomes

$$C = -\sum_{t=1}^{N} \log \sum_{u} p(v_t \mid u) \rho(u) + \alpha \sum_u \log \rho(u).$$

Algorithm

The algorithm for computing the optimal $\rho(u)$ can be easily implemented with a modified EM (Expectation-Maximization) algorithm [11]. It looks like the Iterative Shrinkage
Thresholding algorithm for LASSO.

\[(E\text{-step})\quad q^{(l)}(v) = \sum_u p(v | u) \rho^{(l)}(u), \quad (5)\]

\[(M\text{-step})\quad \rho^{(l+1)}(u) \propto \max \left[ 0, \left( \sum_{t=1}^N \frac{p(v_t | u)}{q^{(l)}(v_t)} \rho^{(l)}(u) - \alpha \right) \right]. \quad (6)\]

where \(l\) starts from 0 and increases by 1 at each iteration. By choosing \(\alpha\) between 0 and 1, the optimal vector becomes sparse. When the difference between \(q^{(l+1)}(v)\) and \(q^{(l)}(v)\) becomes sufficiently small, the update is terminated. For more details of the algorithm, see [8].

3. Conclusion
Since the spatial distribution of astronomical objects is sparse in many cases, the idea of sparse modeling is often effective for astronomical data analysis. We have utilized the idea for Compton camera imaging and explained the method in this paper.

The popular LASSO type estimation employs L1-norm regularization term. However, it does not work in the current situation since the target vector for estimation is a multinomial distribution whose L1-norm is constant. We employed the logarithm to obtain the sparse solution. In the Bayesian framework, our choice corresponds to setting the prior as the Dirichlet distribution, which is conjugate to the multinomial distribution.
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