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Abstract—Maintaining a resilient computer network is a delicate task with conflicting priorities. Flows should be served while controlling risk due to attackers. Upon publication of a vulnerability, administrators scramble to manually mitigate risk while waiting for a patch. We introduce FASHION: a linear optimizer that balances routing flows with the security risk posed by these flows. FASHION formalizes routing as a multi-commodity flow problem with side-constraints. FASHION formulates security using two approximations of risk in a probabilistic attack graph (Frigault et al. Network Security Metrics 2017). FASHION’s output is a set of software-defined networking rules consumable by Frenetic (Foster et al. ICFP 2011). We introduce a topology generation tool that creates data center network instances including flows and vulnerabilities. FASHION is executed on instances of up to 600 devices, thousands of flows, and million edge attack graphs. Solve time averages 30 minutes on the largest instances (seconds on the smallest instances). To ensure the security objective is accurate, the output solution is assessed using risk as defined by Frigault et al. FASHION allows enterprises to reconfigure their network in response to changes in functionality or security requirements.
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1 INTRODUCTION

Probabilistic attack graphs [1] are labeled transition systems that model an adversary’s capabilities within a network and how those can be elevated by transitioning to new states via the exploitation of vulnerabilities (e.g., a weak password, a bug in a software package, the ability to guess a stack address, etc.). We focus on risk that is due to network configuration. See, for example, the TResPASS project [2] for how to incorporate other aspects of risk such as user error.

There are two parts to running an attack graph analysis, the first is scanning the network to identify vulnerabilities and mapping them to known hosts in the network. The first stage can be performed by combining vulnerability scanners such as Nessus and vulnerability databases such as CVE [3]. The second is taking these vulnerabilities and running some network wide analysis to understand risk (such as [4], [5]). For example, attack graphs can discover paths that an adversary may use to escalate his privileges to compromise a given target (e.g., customer database or an administrator account). We focus on this second stage and how to act on such analysis.

While modern attack graph engines can issue recommendations [1], [4], [6], [7], [8], [9], [10], they do not account for the loss in functionality (i.e., the collateral damage) that they induce. Furthermore, recommendations must be implemented manually which increases response time. A more desirable playbook for coping with emerging threats is:

1) Update security information (in response to a new vulnerability [3]),
2) Generate an attack graph,
3) Derive recommendations from the resulting graph, and
4) Implement and deploy a set of network rules.

The challenges to deliver this vision are threefold:

1) evaluate attack graphs quickly;
2) properly route benign flows and drop risky flows and;
3) quickly and transparently deploy changes.

a) Our contribution: Our contribution is an optimization framework called FASHION (Functional and Attack graph Secured Hybrid Optimization of virtualized Networks). FASHION considers both functionality and security when deciding how to configure the network. The functional layer is responsible for routing network flows. It treats network traffic as a multi-commodity data flow problem. It ensures that any routing solution carries each flow from its source to its destination, respects link capacities and network device throughputs, and satisfies the required demand. Completeness for the functional layer is the driving factor behind our use of optimization (as opposed to machine learning techniques).

Prior work used optimization for attack graph recommendations [4], [11], but there is no analysis scalable to mid
Fashion takes as input the existing physical topology, required flows (including bandwidth and value), and vulnerabilities. The Fashion optimizer outputs a JSON file describing how to route flows in the network (and flows that should be blocked). This JSON is fed to our Python Frenetic Translation Engine which interacts with the Frenetic controller to create the necessary Openflow tables in the SDN devices.

size networks (100s of devices) conducive to repeated evaluation on related graphs. Fashion must quickly consider many functionality and security considerations, meaning that state of the art recommendation engines are too slow.

We introduce security metrics (Section 3) which can be evaluated using binary integer programming to deliver quick calculation of risk on related networks. The security layer integrates the risk of a configuration to create a joint model between the two layers.

This joint model proposes a network configuration that maximizes functionality while minimizing risk (as described by the attack graph). The Fashion model is open source and available at [12].

b) System Architecture: We focus on software defined networks (SDN). Fashion’s output is, for each flow, the route to serve it, or a decision for how and where to block it. This output can be ingested through the APIs of SDN controllers. Specifically, Fashion’s output interfaces with the Frenetic controller [13]. Fig. 1 shows how Fashion fits into a network deployment pipeline.

We assume default deny routing where only desirable flows are carried to their destination. This corresponds to all extraneous flows in the network not being served. This places Fashion in the region where there is a sharp tradeoff between functionality and security. That is, any reduction in risk demands a reduction in functionality. We also assume devices use source specific routing [14] which allows packets to be routed based on the source, destination pair rather than just the destination. This allows more flexible decisions, making it easier to respect capacity. While we consider routing between individual hosts, Fashion can also optimize functionality and security between subnets. Similarly, equivalence classes, used in previous attack graph research, can also increase scaling [7].

As shown in Fig. 1, one can use existing tools to validate configurations resulting from Fashion before deploying. If these configuration validations do not pass it may be possible to incorporate their feedback. If the tool outputs an important flow that is not being served, the value of this flow can be increased in the configuration. If the tool outputs a flow that should not be served, the risk of the endpoint can be increased in the configuration.

c) Results: We evaluate three aspects of Fashion

1) the feasibility of solving the resulting model
2) if Fashion produces good configurations, as measured by prior metrics that are too slow for inclusion in an optimization model but can validate the configuration, and
3) if Fashion can work online, responding to changes in the network requirements, we have two questions here:
   1) Is solving on related instances faster than starting from scratch, and
   2) Can Fashion produce solutions that minimize the change of the resulting configuration to minimize the cost of reconfiguration?

The third question of whether Fashion works online is crucial to the vision of quickly responding to network changes (whether they are new flows or changes in vulnerabilities). To study these questions, we use data-center networks topologies which frequently use virtualized networking [15]. We use synthetic data for network flows and vulnerabilities whose statistical properties are drawn from prior studies. We are unaware of any available dataset for attack graphs. Our generation tools are open-source [12]. Before deployment in any real system, the model solve time and solution quality should be measured with respect to real network demands. These are important pieces of future work.

Timing experiments are discussed in Section 5. Fashion usually outputs a configuration in under 30 minutes for the largest tested instances.

Like many integer programming models, the Fashion’s objective is a weighted sum, in this case, of a functionality and a security objective. Our functionality objective is the weighted fraction of delivered flows. The main goal of evaluation is to understand whether the security objective effectively models risk. To understand this question, we report on solution quality using an existing attack graph analysis by Frigault et al. [16] that is too slow to be used in the optimization engine. Recall that by assuming default deny routing, increasing security necessarily means decreasing functionality. Our main finding (see Section 5.2) is that this tradeoff is observed for the underlying metric of Frigault et al. [16]. That is, in all observed experiments, increasing weight on the security objective decreases the risk as measured by Frigault et al.’s metric. (This monotonicity is of course present in the optimization objective.)
1.1 Toy Example

A major component of this work is efficiently modeling risk as measured by an attack graph. Towards this end, we describe a toy attack graph example. Actual attack graphs are built by combining network scans and vulnerability databases [17].

Fig. 2 illustrates the physical layer of the network. The following conventions are used: circle are switches, square are hosts, and black lines are physical connections. It features 3 SDN appliances, nodes 0, 1 and 2 that route traffic as well as block it (act as firewalls). The toy network features 4 hosts, 3 through 6.

Table 1 shows the required flows and security vulnerabilities in the network. This physical network must be configured to serve traffic demands. Table 1 shows a collection of data flows in the form $s \rightarrow t$ which a flow from node $s$ to node $t$. Each data flow has a type (here $A$ or $B$). Each data flow carries an economic value shown by the number of $\$ signs.

Table 1 also shows exploits. A pair $(h, p)$ indicates the adversary has privilege $p$ on host $h$ where privileges are in \{A, B, Code\}. The attacker can have three types of privileges, the ability to: 1) send traffic of type $A$, 2) send traffic of type $B$ or 3) execute code, denoted as Code. Exploits have one or more pre-conditions that must be met to achieve the new privilege. Privilege level Code indicates the ability to execute code on that host. For the toy example, we assume all exploits have probability 1 of being achieved if preconditions are met.

Fig. 3 conveys the attack graph for this network which is built by combining the flows and exploits in Table 1.\footnote{This representation is known as an attack dependency graph, see Section 3.} Fig. 3 shows how an attacker can gain privileges using either flows that exist in the network or exploits. Fig. 3 uses the following conventions: 1) circle nodes are (host,privilege) states, 2) green square NET nodes represent network reachability, 3) diamond nodes are exploits, 4) black arcs correspond to network connection, 5) incoming red links are precondition states of exploits, and 6) outgoing red links are postcondition states of exploits.

To illustrate, there is a required flow between host 0 and host 3 of type $A$. So precondition $(0, A)$ yields postcondition $(3, A)$. This is shown as a NET connection. A vulnerability on host 3 transforms the $(3, A)$ precondition into the $(3, Code)$ postcondition. This is shown in the exploit 0 diamond in Fig. 3. Note that exploits 2 and 3 require the attacker to have two preconditions to gain the new postcondition.

The goal of Fashion is to configure SDN rules to minimize the impact of known attacks without unnecessarily sacrificing functionality. Specifically, each output of Fashion is a set of routing tables for each SDN appliance (including explicit firewalls). Here we focus on Fashion’s decision of which flows to serve, this corresponds to deciding which if any edges of the attack graph to cut.

We now discuss how Fashion would operate in the setting that functionality or security was considered followed by a joint setting where both were considered.

- **Functionality Only** All flows would be routed in the network and the attacker would be able to gain Code privilege on nodes 3 through 6.
- **Security Only** The most effective way to prevent the attacker from gaining Code privilege is to have node 0 add a firewall rule blocking all traffic destined for node 3 of type $A$. This corresponds to cutting edge $a$ in Fig. 3. In this configuration, the internal traffic proceeds unabated. However, the high value of flow $(0, A) \rightarrow (3, A)$ was not respected doing great damage to the value of the network service.
- **Balanced Configuration** A balanced configuration continues to serve flow $(0, A) \rightarrow (3, A)$ because of its

| src $\rightarrow$ dst | type | value |
|-------------------------|------|-------|
| 0 $\rightarrow$ 3       | A    | $$\$ |
| 3 $\rightarrow$ 4       | A    | $  |
| 3 $\rightarrow$ 5       | B    | $  |
| 3 $\rightarrow$ 5       | A    | $$\$ |
| 5 $\rightarrow$ 6       | A    | $$\$ |

| Preconditions | post         |
|---------------|--------------|
| $(3, A)$      | $(3, Code)$  |
| $(5, A)$      | $(5, Code)$  |
| $(6, A)$      | $(6, Code)$  |
| $(4, B)$, $(3, Code)$ | $(4, Code)$  |

Fig. 3. Attack graph for network in Fig. 2.

Table 1. Flows (Left) and Exploits (Right) in the Network in Fig. 2.
econonomic value. However, one can prevent the adversary from achieving Code on machines 4, 5 and 6 by sacrificing two of the flows in Table 1. Specifically, the SDN devices add block rules to prevent routing the flows \((3, A) \rightarrow (4, B)\) and \((3, A) \rightarrow (5, A)\). This corresponds to cutting edges \(b\) and \(c\) in the attack graph. These two flows are chosen because of their low value in comparison to the amount of Code privileges they prevent the attacker from achieving.

In the above, we treat FASHION as just deciding which flows to serve, the actual framework also creates and places SDN rules on all SDN devices. That is, 1) for every required flow in the network FASHION creates routes through the topology in Fig. 2 and 2) for blocked flows, FASHION ensures that traffic is routed to a firewall that drops the traffic.

\[ a) \text{ Organization:} \text{ The organization of this work proceeds as follows. Section } 2 \text{ describes related work on the major system components. Section } 3 \text{ introduces background on attack graphs and on the measures we will optimize over, Section } 4 \text{ documents the optimization model, Section } 5 \text{ evaluates FASHION, and Section } 6 \text{ concludes.} \]

\[ 2 \text{ RELATED WORK} \]

Attack graphs are not a panacea, they require effort to find the necessary inputs (e.g., using a vulnerability scanner) [18], [19] and it is unclear how to implement the resulting recommendations [20] which usually correspond to some arc to cut [21]. However, cutting an arc without major damage is hard for a human analyst. FASHION is designed to address this problem. SDN provides the perfect opportunity for integration with attack graphs. SDN offers a centralized control and holistic view of the network no longer requiring external scanning tools to discover reachability data [22].

Attack graphs grow much faster than the underlying network (see Table 2), which affects analysis time. As we discuss in Section 3, we use an attack graph representation that is amenable to larger networks. Assessment of risk in an attack graph is a complex task.

Researchers have proposed high-level SDN programming languages in order to efficiently express packet-forwarding policies and ensure correctness when dealing with overlapping rules [13], [23]. These languages focus on parallel and sequential composition of policies to ensure modularity while providing correctness guarantees. When FASHION proposes a set of new rules for the controller it is important to change routing while minimizing loss [24].

To aid in network configuration, research tools assess network reachability [25], network security risk [26], [27], and link contention [28], [29]. These tools assess the quality of a configuration with respect to a single property and do not provide recommendations.

Recent tools generate network configurations from a set of functional and security requirements [30], [31], [32], [33], [34]. Captured security requirements include IPSec tunneling, allowing only negotiated packet flows, and ensuring identical rule sets on all firewalls.

Our work can be seen as unifying three recent works, one by Curry et al. [35], one by Frigault et al. [16], [36] and another by Khouzani et al. [5]. Curry et al. proposed an optimization framework for deciding on a network configuration based on the given desired network functionality of data flows and the underlying physical network. Curry et al. produce network configurations that meet all demands while blocking adversarial traffic. Each network node has an input risk and nodes assume a fraction of the risk of any node with which they share a path. Their risk measure does not consider adversaries that pivot in the network. To address this shortcoming we consider two risk measures in prior work, an declarative measure of Frigault et al. and an optimization based measure of Khouzani et al.

Frigault et al. [16], [36] present a risk assessment metric that assumes independence of compromise events. Specifically, if an adversary has two possible ways to reach some node, their total probability of reaching that node is the sum of the probability of the two paths minus the product of the two probabilities. If the adversary must obtain two capabilities to capture a node, the probability is the product of the two probabilities. This calculation is precise if compromise probabilities are independent. Frigault et al. present no timing information on their algorithm only scaling to six node attack graphs. Looking forward, we use this algorithm as a baseline for assessing the risk in our candidate configurations. Even with the assumption of independence, Frigault et al.’s metric can take minutes to compute on networks with 200 devices (see Section 6), this timing is based on our implementation of this algorithm which has been open-sourced with the rest of FASHION.

Khouzani et al. [5] created an optimization engine designed to minimize security risk as represented by an attack graph. They show how to formulate the most effective path of an attack graph using a linear program. Their functionality view is limited to imparting an explicit numeric functional cost to each remedial action. It is unclear how to create these costs. Additionally, the size of Khouzani

| Network Topology | Network Traffic | Vulnerabilities |
|------------------|-----------------|----------------|
| pod  | Devices | Hosts | Switch | Links | #traffic | #flows | Exploits | AG arcs |
|-----|---------|-------|--------|-------|----------|---------|----------|---------|
|     | min     | max   |        |       | min      | max     | min      | max     |
| 2   | 3       | 5     | 8      | 8     | 1        | 10      | 10       | 18      | 165     |
| 4   | 37      | 16    | 21     | 52    | 1        | 3       | 32       | 320     | 40      | 258     | 2350    |
| 6   | 100     | 54    | 46     | 171   | 1        | 3       | 108      | 1080    | 5       | 108     | 2928    | 26463   |
| 8   | 209     | 128   | 81     | 400   | 1        | 3       | 256      | 2560    | 12      | 250     | 16422   | 147627  |
| 10  | 376     | 250   | 126    | 775   | 1        | 2       | 500      | 1500    | 12      | 400     | 62537   | 250765  |
| 12  | 613     | 432   | 181    | 1332  | 1        | 3       | 866      | 866     | 21      | 105     | 186682  | 1677306 |

\( \text{The number of links represents the number of bi-directional links in the network. The } \# \text{ traffic column represents the number of distinct traffic types.} \)
et al.’s optimization model grows exponentially in the size of the network, making it intractable for all but the smallest networks.

The primary technical gap in integrating these three works is creating an optimization model that effectively assesses risk in an attack graph representation that scales to moderate size networks.

Chia’s [37] subsequent model and evaluation are nearly identical to ours, so we do not compare with their results.

### 3 Attack Graphs

**FASHION**’s goal is to balance the functionality and security needs of the network. Functionality needs are relatively straightforward to state: a set of desired network flows that should be carried in the network while respecting link constraints such as bandwidth.

For security needs, we use the abstraction of attack graphs. Attack graphs model paths that an attacker could use to penetrate a network [26], [38], [39], [40]. Paths combine network capabilities such as routing and exploitation of a software/hardware vulnerabilities. An attack graph assumes an attacker starts at some entry point such as a publicly facing Web page.

Two common graph representations are an attack dependency graph and an attack state graph. In the dependency view each node represents an exploit or a capability in the network and a Boolean formula over prerequisites determines whether an attacker may achieve a capability (see Fig. 3). The main drawback of this representation is that the analysis of overall risk is difficult. In the state graph view, each node represents an attacker’s current capabilities. This representation eliminates cycles which simplifies analysis.

However, the representation is exponentially larger than the corresponding dependency graph. Consider a system in which $k$ abstract capabilities must be encoded. In a dependency graph, one needs $k$ nodes, one per capability. In a state graph, one needs $2^k$ nodes. Each node denotes the set of capabilities secured by the attacker and an arc between two states encodes the acquisition of a capability (one never “loses” a capability). This exponential blowup is prohibitive even for moderate size networks [41]. Khouzani [5] requires the state representation to model and minimize risk. The sheer size of attack state graphs prompts us to adopt the attack dependency graphs representation.

In the dependency view, each node captures an exploit or capability in the network. It may be possible to reach a capability using many different paths. Furthermore, multiple conditions may be necessary to achieve this capability, for example, network reachability of a database machine and a SQL injection attack.

Each exploit has an associated Boolean structure (indicating when the exploit can be obtained) and a probability (indicating attacker success rate in carrying out the exploit). Capability nodes are annotated with an impact value that signifies the cost of an adversary achieving that capability (following the NIST cybersecurity framework guidance [42]). In this work, we focus on exploits that are AND and OR prerequisites (and not arbitrary Boolean formulae). Intuitively, an AND node means the attacker must have all prerequisites to achieve the new capability. An OR node means the attacker must have a single prerequisite to achieve the new capability.

While a dependency representation is compact, risk analysis is delicate. Even if one assumes that probability associated with each arc is independent, calculating the overall probability requires considering all paths, a tall order in the presence of cycles. We return to this problem after introducing prior work on quickly evaluating attack graphs and formalizing the state graph representation.

(a) Prior work on evaluating related attack graphs: The ability to perform this analysis quickly is critical to utilize attack graphs in our optimization framework. The ability to regenerate the attack graph multiple times at decreased cost has been addressed recently in related contexts.

Almohri et al. [43] considered an attack graph setting where the defender has incomplete knowledge of the network. An example source of stochasticity is mobile device movement. Their attack graph model can capture risk subject to such stochasticity sources. This is an orthogonal consideration to our work that could be folded into **FASHION**’s framework as part of future work.

Frigault et al. [16], [36] and Poolsappasit et al. [1] argue that it is inaccurate to measure probabilities with a fixed probability of exploit. They argue that factors such as patch availability will decrease the threat while widespread distribution of vulnerability details may increase the threat. As such, they conduct attack graph analysis where the graph is static but probabilities can change over time. If one is willing to consider a complete attack graph then all changes in the graph can be represented with a change in probability. However, this also introduces an exponential blowup as one needs to consider an arc between each subset of nodes.

Khouzani et al. [5] is the only work that considers defensive actions that can drastically change the attack graph and a formulation of the risk calculation graph that is amenable to optimization. However, their model is inherently tied to the state graph representation.

### 3.1 Formalizing the Problem

Building an attack graph requires network reachability information, device software configurations and known exploit information [3], [44], [45], [46] to generate the graph. Attack graphs are effective in measuring how an attacker would traverse using known vulnerabilities and system state. One can also consider the implications of a new vulnerability [7].

This section defines the risk measure used as ground truth when evaluating **FASHION** solutions. The metric is drawn from Frigault et al. [16] augmented with impact for each node. Frigault et al.’s metric assumes an attack graph where the probability of achieving each exploit is independent. Since paths in an attack graph often overlap, the probability of achieving prerequisites of an exploit may not be independent. This simplifying assumption is often used since considering correlated probabilities makes the problem significantly harder [47].

An attack graph $G(N, E)$ is a directed graph. Let $EX = EX_a \cup EX_r$ be the set of all exploits where $EX_a$ represents the network reachability exploits (changes that can be made by the SDN controller) and $EX_r$ represents the set of vulnerabilities. We rely on the following assumptions:

---
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That $\text{EX} = \text{EX}_{\text{AND}} \cup \text{EX}_{\text{OR}}$, i.e., the set of exploits can be partitioned into conjunctive or disjunctive nodes.

That $\text{EX}_c \subseteq \text{EX}_{\text{OR}}$, i.e., reachability is treated as OR between multiple traffic types among hosts.

Exploits $\text{ex} \in \text{EX}$ are labelled with a probability $p(\text{ex})$ of exploitability given that all prerequisites have been satisfied. It can be estimated using vulnerability databases [3], [44], [45].

Let $C$ be the set of all capabilities in the network. A capability $c$ carries an impact, denoted as $\text{Impact}(c)$ which is nonnegative. Let $N = \text{EX} \cup C$ denote the node set. Let $E = R_r \cup R_i$ denote the arc set with

- $R_r \subseteq C \times \text{EX}$: the exploit’s prerequisites.
- $R_i \subseteq \text{EX} \times C$: capabilities gained from an exploit.

There are no arcs in $C \times C$ or $\text{EX} \times \text{EX}$. Let $S \subseteq C$ denote a set of capabilities that the adversary is believed to have. For any node $n$, $\text{Pred}(n) = \{v | (e, v) \in E\}$ denotes all its predecessors in $G$, while $\text{Succ}(n) = \{v | (n, v) \in E\}$ denotes all of its successors.

a) Risk without Cycles: First, consider how to compute risk in the absence of cycles, we follow Frigault et al.’s [16] methodology which is centered on Bayesian inference, augmented with an impact for each capability node.

The primary goal is to compute cumulative scores $P(\text{ex})$ and $P(c)$ for each node in $G$. The cumulative scores $P$ are computed using the attack graph and the component score of each exploit, denoted as $p(\text{ex})$. These represent the likelihood that an attacker reaches the specified node in the graph. From these scores one may consider the overall risk:

$$\text{Risk}(G) = \sum_{c \in C} P(c) \times \text{Impact}(c).$$

Equation (1) $P(\cdot)$ is computed as follows in the acyclic case:

b) AND nodes: For AND nodes, the cumulative score is the product of $P(c)$ for all predecessors and $p(\text{ex})$. The intuition is that each prerequisite must be achieved and the probabilities are assumed to be independent.

c) OR nodes: For OR nodes, the cumulative score is the sum of all predecessors component score minus the product of each pair of probability scores (using Bayesian reasoning). All capability nodes are treated as OR nodes. For a set $X$, we define the operator $\text{Bayes} : X \rightarrow [0, 1]$ as

$$\text{Bayes}(X) = \left\{ \begin{array}{ll} \sum_{X' \subseteq X} (-1)^{|X'|+1} \prod_{x \in X'} p(x) & X \neq \emptyset, \\ 0 & X = \emptyset \end{array} \right.$$

Bayes$(X)$ measures the probability that at least one event in $X$ occurs (events in $X$ is assumed to be independent).

Definition 1 (Network Risk) [16, Definition 2]. Given an acyclic attack graph $G$ and any component score assignment function $p : \text{EX} \rightarrow [0, 1]$, the cumulative score function $P : \text{EX} \cup C \rightarrow [0, 1]$ is defined as

$$P(c) = \left\{ \begin{array}{ll} p(\text{ex}) \cdot \prod_{e \in \text{Pred}(\text{ex})} P(c) & \text{ex} \in \text{EX}_{\text{AND}} \\
(p(\text{ex}) \cdot \text{Bayes}(\text{Pred}(e))) & \text{ex} \in \text{EX}_{\text{OR}} \\
1 & e \in \text{Start} \\
\text{Bayes}(P(c)) & \text{otherwise}. \end{array} \right.$$

$P(n)$ can be computed for all $n \in N$ as long as $G$ is acyclic. This is because $P(n)$ can be computed once $P(c)$ is known for all $e \in \text{Pred}(n)$. For all acyclic $G$ there is a topological ordering that allows this computation (and all topological orderings result in the same computation).

Frigault et al. [16] present a complex algorithm to handle cycles, it involves repeated, recursive evaluation of network risk on the graph with arcs removed to break cycles. Frigault et al. [16] observed that:

1) We only need to measure the probability for the first visit of a node. Consider a cycle with only one incoming arc. The arc closing the cycle can be ignored.

2) Cycles with multiple entry points are more delicate to handle and require the removal of an arc from the graph. The key insight is that an attacker traverses will actually follow the cycle. Different paths will include subsets of arcs from the cycle.

Frigault et al. [16] propose the following methodology for handling cycles with multiple entry points. Assume that all nodes that can be topologically sorted have been and their cumulative probabilities are assigned. Let $X$ be a cycle with at least two entry points. For each entry point $x \in X$ one can compute $P(x)$ without considering $\text{Succ}(x)$. While $x$’s successors are important in calculating the overall risk they do not impact $P(x)$. Compute a new attack graph $G'$ which has all $\text{Succ}(x)$ removed and use it to calculate $P(x)$. Importantly, the graph $G'$ may still have cycles which inhibit computation of $P(x)$ requiring this process to be repeated for all entry points in the cycle. Once all entry points have their likelihood, the rest of the cycle can be safely evaluated.

When we use the term Risk$(G)$ it refers to this full computation. Risk is too slow to directly use for the security layer (see Section 5). A Python implementation of Frigault et al.’s algorithm [16] has been open-sourced along with the rest of Fashion [12].

3.2 Approximating Risk
To incorporate cumulative risk into an optimization framework, we turn to approximations of risk that can be linearized. The risk calculation presented in Definition 1 and its augmentation for handling cycles is non-linear and has no closed form. We consider two approximations to serve as proxies called Reachability and Max attack. We defer the evaluation of the quality of our measures to Section 5.

3.2.1 Reachability
We binarize probability of exploitation resulting in a metric called Reach. That is, any arc in the attack graph with a non-zero probability is assumed to be compromised, so all probabilities are either 0 or 1. Since the probability is binary we can apply standard Boolean linearization techniques to get a tractable representation of dynamic risk.

This is equivalent to calculating the weighted size of the connected components in $G$ that contains the attacker’s
starting posture. The first generation of attack graphs measured this quantity \[38, 48\]. This models the \textit{worst case} approach when calculating attacker compromise of network capabilities. Note that one can set some threshold for mapping a probability to 1 rather than all nonzero probabilities.

This approach does have a weakness when the goal is to jointly optimize functionality and security. Consider two nodes \(a\) and \(b\) where \(\text{impact}(a) = 2 \times \text{impact}(b)\). Further suppose, at least \(a\) or \(b\) must remain in the connected component to satisfy functionality demands. The reachability metric will prioritize disconnecting \(b\). However, it may be that the attacker is less likely to reach \(b\). This may be the case even if \(p(b) \geq p(a)\) (it is possible that \(P(a) > P(b)\) due to the likelihood of reaching their predecessors).

### 3.2.2 Most Likely Path

The second risk measurement we introduce is the attacker’s most likely course of action, called \(\text{Path}\). This measure is based on Khouzani et al.’s \textit{most effective attack measure} \[5\].

Let \(\sigma\) be the attacker’s starting point in the attack graph. We define \(a_{\sigma\rightarrow c}\) to be the set of all paths, where a path is a sequence of arcs \((c_1, \ldots, c_l)\) such that \(c_i \in E\), from \(\sigma\) to \(c\) in the attack graph. Let \(\Lambda_{c} \in [0, 1]\) be the normalized impact of an attacker obtaining capability \(c\). Then the most effective attack path is defined as follows.

\[
\text{Path}(G) = \max_{c \in C} \max_{a_{\sigma\rightarrow c}} \prod_{e \in c_{\sigma\rightarrow c}} p(\text{Pred}(e)). \tag{2}
\]

Instead of having multiple targets, an auxiliary target \(\mu\) is considered, that will be the sole target capability of the attacker. To do this, arcs from each \(c \in C\) to an auxiliary exploit \(\epsilon_x\) are introduced, such that \(p(\epsilon_x) = \Lambda_c\). Then we introduce an arc from each \(\epsilon_x\) to \(\mu\). Doing this, we can reformulate Equation (2) as

\[
\text{Path}(G) = \max_{a_{\sigma\rightarrow \mu}} \prod_{e \in \sigma_{\rightarrow \epsilon_x}} p(\text{Pred}(e)). \tag{3}
\]

However network defenses can be deployed in order to reduce the probabilities of these exploits. Let \(x_d \in \{0, 1\}\) be a binary decision variable denoting whether a network defense \(d\) has been deployed. Let \(p_d(\epsilon_x)\) be the reduced probability of exploit \(\epsilon_x\) due to network defense \(d\). With this, the probability of exploit \(\epsilon_x\) with respect to network defense decision \(x_d\) is given by

\[
p_{x_d}(\epsilon_x) = p(\epsilon_x)(1 - x_d) + p_d(\epsilon_x) x_d. \tag{4}
\]

We will minimize the risk due to the most effective path risk over all the possible configurations of network defenses available. This approach identifies appropriate locations to deploy network defenses to protect both high value capabilities with low exploitability as well as lower value, more exploitable assets. We will incorporate these defense decisions when defining our optimization model in Section 4.

Path does not distinguish between a graph with 2 paths with the same underlying probability and a single path with that probability. In addition to this inaccuracy (that was present in Khouzani et al.’s work) working on the attack dependency graph introduces two sources of error:

1) Path only counts the impact from the last node on the path. This is because it is only measuring the probability of a path and the impact is added as a “last layer” in the graph. So it does not distinguish between two paths (of equal probability) where one path has intermediate nodes with meaningful impact. In the attack state representation each node has the current capabilities of the attack and thus impact of this node set can be added as a last layer.

2) The path used to determine Path may not be exploitable by an adversary due to exploit nodes with multiple prerequisites. That is, the path may include a node with multiple prerequisites and the measure only computes the probability of exploiting a single prerequisite. In the attack state representation there are no nodes with multiple prerequisites so this problem does not arise.

### 3.2.3 Averaging Reach and Path

As described above both \(\text{Reach}\) and \(\text{Path}\) have weaknesses. We demonstrate in Section 5 that \text{Fashion} outputs better solutions when considering both metrics. We call the weighted sum of these two functions \text{Hybrid}.

\(\text{Reach}\) isolates nodes that do not need to communicate. When deciding which of two flows to route, \text{Reach} may not make the right decision as it cannot quantitatively distinguish between the risk of these flows. However, in this case \text{Path}'s measure can break ties as it includes probability of exploitation while \text{Reach} does not.

\(\text{Path}\) is effective at isolating nodes that have a high probability path to them. Yet, this measure does not account for the other nodes compromised “on the way” to the target node. By minimizing the total weighted reachable set using \text{Reach} this weakness is partially mitigated. Similarly, if two paths have similar probability but one contains multiple AND prerequisites, it may have a larger reachable component, enabling \text{Reach} to again break ties.

### 4 Optimization Model

This section highlights the content and structure of the optimization model used to obtain network configurations that uphold a balance between functionality and security. The optimization model is a \textit{binary integer programming} (BIP) model as all decision variables are binary. The model contains two components dedicated, respectively, to the modeling of the data network and its job as a carrier for data flows and to the representation of the attack graph and the modeling of induced risk measures \text{Reach} and \text{Path}. The core decision variables fall in two categories.

First, Boolean variables model the routing decisions of the data flows in the network. Such a variable is associated to each network link and subjected to flow balance equations as well as link capacity constraints. They also contribute to the functional rewards (in the objective) associated to the deliveries of the flow values.

Second, Boolean variables are associated to the deployment of counter-measures in the network. In this work, counter-measures are routing a flow to a firewall (rather than its destination). Auxiliary Boolean variables facilitate the expression of the model and setup channeling constraints.
that tie the attack graph model to the network routing
model so that routing as well as blocking decisions are con- 
voyed to the attack graph part of the model and result in
severing arcs that express pre-conditions of exploits.

While the constraints devoted to capturing reachability, 
i.e., \( \text{Reach} \), are relatively straightforward, the modeling of
the most effective path, i.e., \( \text{Path} \) is more delicate for two rea-
sons. First, it requires the use of products of probabilities
held in variables yielding a non-linear formulation. Thank-
fully, that challenge can be side-stepped by converting those
products into sums with a logarithmic transform. Second, it
delivers a \( \min - \max \) problem that needs to be dualized to
recover a conventional minimization.

4.1 Full Model
In binary integer programming, the four primary compo-
nents are Inputs, Variables, Constraints, and an Objective
function. These are listed below.

4.1.1 Inputs
\( \mathcal{R} \) – the set of SDN devices (routers/firewall).
\( \mathcal{H} \subset \mathcal{R} \) – the set of external gateway devices in the
network.
\( \mathcal{D} = \mathcal{R} \cup \mathcal{H} \) – the set of all network devices.
\( \mathcal{L} \subset \mathcal{D} \times \mathcal{D} \) – the set of all network links.
\( \mathcal{T} \) – the set of traffic types.
\( \mathcal{F} \) – the set of tuples \( (h,k,t) \in \mathcal{D} \times \mathcal{D} \times \mathcal{T} \) defining
desired traffic flows of type \( t \) from source device \( h \) to sink
device \( k \).

\( s^* \) – an artificial node in the network used as the global
source of all flows.
\( t^* \) – an artificial node in the network used as the global
destination of all flows.
\( \sigma \) – an artificial node in the attack graph used as the
global starting point of the attacker.
\( \mathcal{C} \) – the set of capabilities an attacker could gain on devi-
ces in \( \mathcal{D} \).

Start – the set of starting capabilities for an attacker.
\( \mathcal{EX}_n \) – the set of exploits based on network connections.
\( \mathcal{EX}_e \) – the set of exploits based on network vulnerabilities.
\( \mathcal{EX}_{AND} \) – the set of AND exploits.
\( \mathcal{EX}_{OR} \) – the set of OR exploits.
\( \mathcal{EX} = \mathcal{EX}_n \cup \mathcal{EX}_e \cup \mathcal{EX}_{AND} \cup \mathcal{EX}_{OR} \) – the set of all exploits.

\( Q(l) : \mathcal{L} \rightarrow \mathbb{R} \) – the capacity of link \( l \).
\( K(i) : \mathcal{R} \rightarrow \mathbb{R} \) – the capacity of network device \( i \).
\( \tau(f) : \mathcal{F} \rightarrow \mathcal{T} \) – yields the traffic type of flow \( f \).
\( \tau(ex) : \mathcal{EX}_e \rightarrow \mathcal{T} \) – yields the traffic type of network
exploit \( ex \).

\( p(ex) : \mathcal{EX} \rightarrow [0,1] \) – the probability of success for a given
exploit.

\( \delta^+(i) : \mathcal{D} \rightarrow 2^\mathcal{D} \) – the set of vertices with outward arcs
leading to vertex \( i \).

\( \delta^-(i) : \mathcal{D} \rightarrow 2^\mathcal{D} \) – the set of vertices with inbound arcs
originating at vertex \( i \).

\( \text{Pred}(n) : \mathcal{N} \rightarrow 2^\mathcal{N} \) – set of the predecessors of \( n \) in the
attack graph.

\( \text{Succ}(n) : \mathcal{N} \rightarrow 2^\mathcal{N} \) – set of the successors of \( n \) in the attack
graph.

\( \text{src}(f) \in \mathcal{D} \) – the network device source of flow \( f \).

\( \text{dst}(f) \in \mathcal{D} \) – the network device destination of flow \( f \).

\( q(f) : \mathcal{F} \rightarrow \mathbb{R} \) – the quantity of data attributed to flow \( f \).

\( \text{val}(f) : \mathcal{F} \rightarrow \mathbb{R} \) – the value of flow \( f \).

\( \text{dev}(c) : \mathcal{C} \rightarrow \mathcal{D} \) – yields the device in a capability node.

\( \text{dev(ex)} : \mathcal{EX}_e \rightarrow \mathcal{D} \) – yields the destination device of a
network-connection-based exploit.

\( \text{cost}(l) : \mathcal{L} \rightarrow \mathbb{R} \) – the cost of an arc in the network.

\( \text{Impact}(c) : \mathcal{C} \rightarrow \mathbb{R} \) – the impact of attack gaining capa-
bility \( c \).

4.1.2 Variables
\( \rho^i_{f,j} \in \{0,1\} \) – for every \( f \in \mathcal{F} \) and every \( (i,j) \in \mathcal{L} \), indicates
whether link \( (i,j) \) carries flow \( f \).

\( b^i_f \in \{0,1\} \) – for every \( f \in \mathcal{F} \) and every \( i \in \mathcal{R} \), indicates
whether flow \( f \) is blocked by a firewall at network device \( i \).

\( w^i_f \in \{0,1\} \) – for every \( f \in \mathcal{F} \) and every \( i \in \mathcal{R} \), indicates
whether there is a firewall filtering flow \( f \) at network device \( i \).

\( \nu^i_t \in \{0,1\} \) – for every \( t \in \mathcal{T} \) and every \( i \in \mathcal{R} \), indicates
whether there is a firewall blocking traffic type \( t \) at network
device \( i \).

\( W_i \in \{0,1\} \) – for every \( i \in \mathcal{D} \), indicates whether there is
any kind of firewall present at network device \( i \).

\( N^i_{k,h} \in \{0,1\} \) – for every \( (k,h) \in (\mathcal{H} \cup \mathcal{G}) \times \mathcal{H} \) and every
\( t \in \mathcal{T} \), indicates whether there is an active network connection
between devices \( h \) and \( k \).

\( \beta^i_f \in \{0,1\} \) – for every \( i \in \mathcal{R} \) and every \( f \in \mathcal{F} \), indicates
whether network device \( i \) blocks flow \( f \) using a firewall spe-
cific to traffic type.

\( \theta^i_f \in \{0,1\} \) – for every \( i \in \mathcal{R} \) and every \( f \in \mathcal{F} \), indicates
whether network device \( i \) receives flow \( f \).

\( r_n \in \{0,1\} \) – for every \( n \in \mathcal{C} \cup \mathcal{EX} \), indicates whether node \( c \) is
reachable from the root of the attack graph.

\( a_{i,j} \in \{0,1\} \) – for every \( (i,j) \in \mathcal{E} \), indicates whether arc
\( (i,j) \) is present (i.e., not cut) in the attack graph.

\( x_{i,j} \in \{0,1\} \) – for every \( (i,j) \in \mathcal{E} \), indicates whether an
attacker would be able to traverse arc \( (i,j) \), i.e., \( r_i \land a_{i,j} \).

4.1.3 Functionality Constraints
The first part of the model captures the networking side of
the model, including how to route flows, respect capacities
of devices and how to block specific flows.

\( \rho^i_{s,\text{src}(f)} = 1, \forall f \in \mathcal{F}. \)  \hspace{1cm} (5)

Equation (5) forcibly spawns each flow in the network at its
network machine source.

\( \theta^i_f = \theta^i_f \land w^i_f, \forall f \in \mathcal{F}, \forall i \in \mathcal{R}. \) \hspace{1cm} (6)

\( b^i_f = w^i_f \lor \beta^i_f, \forall f \in \mathcal{F}, \forall i \in \mathcal{R}. \) \hspace{1cm} (7)

Equation (6) models that a flow \( f \) is blocked at device \( i \) if it
reached device \( i \) and a firewall rule blocked traffic of the
type carried by \( f \). Equation (7) is similar, but states that a
flow \( f \) is blocked if there is a firewall rule specifically
designed to drop flow \( f \) or if it was blocked by a generic
firewall type rule.

\( \theta^i_f = \bigvee_{j \in \delta^+(i)} \rho^i_{j,f}, \forall f \in \mathcal{F}, \forall i \in \mathcal{R}. \) \hspace{1cm} (8)
Lastly, Equation (8) states that a flow $f$ arrives at device $i$ if one of the inbound arcs into $i$ carries flow $f$.

$$\sum_{j \in \delta^{-}(i)} \rho_{f,j}^{i} = \sum_{k \in \delta^{+}(i)} (\rho_{f,k}^{i} + \beta^{f}_{i}), \forall f \in F, \forall i \in R \tag{9}$$

$$\sum_{j \in \delta^{+}(i)} \rho_{f,j}^{i} = \sum_{k \in \delta^{-}(i)} \rho_{f,k}^{i}, \forall f \in F, \forall i \in H. \tag{10}$$

Equations (9) and (10) are the flow balance equations that dictate that every inbound flow must also be outbound, unless it was blocked. The equations are slightly different for internal SDN devices (Equation (9)) and hosts that are not permitted to route traffic (Equation (10)).

$$\rho_{f,j}^{i} = 0, \forall f \in F, \forall i \in H \setminus \{\text{src}(f), \text{dst}(f)\}, \forall j \in \delta^{+}(i) \tag{11}$$

$$\rho_{f,\text{dst}(f),j}^{i} = 0, \forall f \in F, \forall j \in \delta^{-}(i) \setminus \{t\}. \tag{12}$$

Equations (11) and (12) states that hosts can only forward traffic to the flow sink by preventing the use of any other outbound arc.

$$\sum_{f \in F} (\rho_{f,j}^{i} \cdot q(f)) \leq Q(i,j), \forall (i,j) \in L \tag{13}$$

$$\sum_{f \in F} \sum_{j \in \delta^{+}(i)} (\rho_{f,j}^{i} \cdot q(f)) + \sum_{f \in F} \sum_{j \in \delta^{-}(i)} (\rho_{f,j}^{i} \cdot q(f)) \leq K(i), \forall i \in R. \tag{14}$$

Equation (13) simply models the bounds on link capacities. Equation (14) plays a similar role for the device capacities.

$$W_{i} = \int_{f \in F} w_{f}^{i} \lor \int_{v \in T} v_{v}^{i} \lor \in R. \tag{15}$$

Equation (15) models the existence of a blocking firewall of any kind at SDN device $i$.

$$N_{k,h}^{i} = \left\{ \begin{array}{ll} \rho_{f,k}^{i}, & \text{if} \ (k,h,t) \in F \\
0, & \text{otherwise} \end{array} \right. \tag{16}$$

$$\forall (h,k) \in (H \cup G) \times H, \forall t \in T.$$

Equation (16) models the existence of an active network connection between devices $k$ and $h$.

Now, using the above constraints, we will derive a functionality score $O_{f}$ for the network configuration. Looking ahead, this score will be used in defining the overall objective for the model.

$$O_{f} = \alpha_{0} \sum_{f \in F} -\rho_{\text{dst}(f),u}^{i} \cdot \text{val}(f) + \alpha_{1} \sum_{f \in F} \sum_{(i,j) \in L} \rho_{i,j}^{f} \cdot \text{cost}(i,j). \tag{17}$$

The first term yields a credit for routing good flows through the network from their source to their destination and is scaled by the assigned value of the flow. The second term describes the cost incurred by routing flows though the network based on the cost of the links use to carry each flow.

Lastly, we will use the functional constraints to derive a score for the cost of deploying network defenses, $O_{c}$. This score will also appear in the objective function as part of the overall security cost.

$$O_{c} = \alpha_{2} \sum_{i \in \mathbb{C}} w_{i} + \alpha_{3} \sum_{i \in \mathbb{C}} v_{i} + \alpha_{4} \sum_{i \in \mathbb{W}} W_{i}. \tag{18}$$

The first two terms describe the cost paid for deploying flow-specific and traffic-specific firewalls, respectively. The third term gives a penalty per unique network device deploying any kind of firewall and its a way to reduce network complexity by encouraging the concentration of multiple firewalls to a few devices.

### 4.1.4 Security Constraints

Here we will lay out the necessary constraints to calculate the reach and path attack graph metrics, which will be needed in the formulation of the objective function of our model.

**Reach Measure.** This part of the model is devoted to which capabilities an attacker can reach from the root of the attack graph. It creates channels between variables of the networking model and variables of the attack graph. It also models the semantics of AND and OR nodes as well reachability within the attack graph.

$$r_{c} = \bigvee_{i \in \text{Pred}(c)} x_{i,c}, \forall c \in C \tag{19}$$

$$r_{\text{ex}} = \bigwedge_{i \in \text{Pred}(\text{ex})} x_{i,\text{ex}}, \forall \text{ex} \in \text{EX}_{\text{AND}} \tag{20}$$

$$r_{\text{ex}} = \bigvee_{i \in \text{Pred}(\text{ex})} x_{i,\text{ex}}, \forall \text{ex} \in \text{EX}_{\text{OR}}. \tag{21}$$

Equation (19) models an OR node. Namely, it states that the capability $n$ is enabled if the adversary can traverse at least one inbound arc (coming from an exploit). Equation (20) models an AND node. Namely, it states that the exploit $n$ is enabled provided that all inbound arcs can be traversed by the adversary. Equation (21) models an OR node in a similar fashion.

$$x_{i,j} = r_{i} \land a_{i,j}, \forall (i,j) \in E. \tag{22}$$

Equation (22) enables an arc $(i,j)$ in the attack graph if its source is reachable and the arc was not cut by $a_{i,j}$.

$$a_{i,j} = 1, \forall (i,j) \in \text{EX}_{v} \tag{23}$$

$$r_{a} = 1. \tag{24}$$

Equations (23) state that arcs that are incident on a vulnerability-based exploit $x$ are always enabled while Equation (24) states that the attacker’s starting point $\sigma$, which has arcs leading to every $n \in \text{Start}$, is always reachable.

$$a_{c,\text{ex}} = N^{c,\text{ex}}(\text{dev}(c), \text{dev}(\text{ex})), \forall c, \text{ex} \text{ s.t. } (c, \text{ex}) \in E. \tag{25}$$

Equation (25) is a channeling constraint connecting the presence of an network-connection-based arc in the attack graph to reachability in the network model. Using the constraints just defined, we can formalize a security cost based on attack graph reachability, $O_{r}$, that will appear in the objective function.

$$O_{r} = \sum_{n \in \mathbb{C}} r_{n} \cdot \text{Impact}(n). \tag{26}$$
Here we consider which capabilities an attacker can reach and use the associated impact of them achieving that capability as a penalty.

Path Measure. This part of the model focuses on capturing an attacker’s most effective attack path, which is formulated in Equation (3), and embedding it within a minimization. To model this in a binary integer program, we use the strategy presented by Khouzani et al. [5]. First, we note that Equation (3) is equivalent to the following.

$$\max_{y} \prod_{e \in E} (y_e p(t(e)) + 1 - y_e) \quad \text{s.t.} \quad y_e \in \{0, 1\} \forall e \in E,$$

$$\sum_{e \in h(e) = i} y_e - \sum_{e \in t(e) = i} y_e = \begin{cases} 1 & \text{if } i = \mu \\ -1 & \text{if } i = \sigma \\ 0 & \forall i \in C \cup EX \end{cases}.$$  

(27)

(28)

Here $y_e$ is a binary decision variable that indicates whether an arc $e$ is on the most effective attack path. Equation (28) enforces that the arcs chosen will form a path from $\sigma$, the global attack graph starting point, to $\mu$, the global attack graph target. Here $h(e)$ and $t(e)$ denote the head $j$ and tail $i$ of an arc $(i, j)$. And since the objective function maximizes the probability of the taken path, as the product scales with an arc’s probability if the arc is taken and 1 otherwise, this formulation is equivalent to Equation (3). However, as written, this formulation is not linear, as there is a product of variables in the objective function, and thus cannot be directly incorporated into a binary linear integer program. We can address this concern by composing the above objective with the monotonic function $\log(\cdot)$.

$$\log \left( \prod_{e \in E} (y_e p(t(e)) + 1 - y_e) \right) = \sum_{e \in E} \log(\gamma_e, p(t(e))) + (1 - \gamma_e).$$

(29)

And considering that $\gamma_e \in \{0, 1\}$, the above equation can be further simplified to $\sum_{e \in E} \gamma_e \log(p(t(e)))$. With this we now have the following optimization problem to model the most effective attack path.

$$\max \sum_{e \in E} \gamma_e \log(p(t(e))) \quad \text{s.t.} \quad \gamma_e \geq 0 \forall e \in E$$

$$\sum_{e \in h(e) = i} \gamma_e - \sum_{e \in t(e) = i} \gamma_e = \begin{cases} 1 & \text{if } i = \mu \\ -1 & \text{if } i = \sigma \\ 0 & \forall i \in C \cup EX \end{cases}.$$  

(29)

Now we have obtained a linear formulation for the most effective attack path, but there is one more issue to address. The formulation is a maximization that we will be minimizing when synthesizing network configurations. Formulating this problem as a min-max is not desirable, so instead of solving the above maximization problem to find the most effective attack path, we will instead solve its dual, which is a minimization problem with the same optimal solution. The dual model is given below.

$$\min_{\gamma} y_0 - y_{\mu}$$

$$\text{s.t.} \quad y_{h(e)} - y_{t(e)} \geq \log(p(t(e))) \forall e \in E.$$  

Note that because of the ability to deploy network defenses, we can apply $\log(\cdot)$ to Equation (4) to obtain

$$\log(p(t(e))) = (1 - x)\log(p(t(e))) + x\log(\epsilon).$$

Since we apply $\log$ to the probabilities, we cannot have an exploit with a probability of zero. Thus we use a very small number $\epsilon$ to model the scenario where network defenses reduce the likelihood of an exploit to zero. In particular, this is how completely severing host-to-host communications in the network can cut arcs incident to network reachability exploits in the attack graph. Now that we have formulated a minimization problem here, it can be incorporated directly into the objective function of our overall minimization problem as the security cost due the most effective attack path, $O_{sp}$.

$$O_p = y_0 - y_{\mu}.$$  

(31)

4.1.5 Objective

The objective function in this model is comprised of two components, a functionality cost and a security cost. The overall functionality cost is given directly by $O_f$ as seen in Equation (17). We will define the overall security cost $O_s$, as a linear combination of the security costs laid out in Equations (18), (26), and (31).

$$O_s = \beta_0 O_d + \beta_1 O_p + (1 - \beta_1) O_f.$$  

(32)

The cost of deploying network defenses is application dependent so we do not vary $\beta_0$ in our experiments, setting it to a constant of $\beta_0 = 1$. One can vary $\beta_1$ to have the framework prefer one risk metric over the other. Finally, the overall objective that dictates a balance between functionality and security is a convex combination of the functionality and security costs.

$$\min \quad \alpha O_f + (1 - \alpha) O_s.$$  

(32)

Here we have the ability to vary $\alpha$ to influence the framework to produce network configurations that favor functionality over risk or vice versa. Two key parameters of the optimization model are, therefore, $\alpha$ and $\beta_1$, that control the functionality-risk tradeoff and the balance between Path and Reach measures.

4.2 Extending to an Online Setting

As stated, FASHION is suitable for deriving a network configuration that satisfies long-standing, or static, flow demands. However, in an online setting it is common for demands and exploits (discovery or patching) to change over time. In these cases, it is important to have an optimization framework that is robust in the wake of perturbations to input data.

When updating a current network configuration, FASHION should develop configurations that are functional, secure, and similar in routing to the current setup. This would prevent a major routing overhaul being caused by the addition of a single nascent demand. This section extends FASHION to take the current network state along with new demands/exploits as input and generate updated configurations.

4.2.1 Extension Inputs

$sol_{\mu} : \mathcal{F} \times \mathcal{L} \rightarrow \{0, 1\}$ – the value of $\rho_{i,j}^l$ in the current network configuration.
\[ \text{sol}_k : \mathcal{F} \times \mathcal{R} \rightarrow \{0, 1\} \] is the value of \( b'_i \) in the current network configuration.

\[ \text{sol}_w : \mathcal{F} \times \mathcal{R} \rightarrow \{0, 1\} \] is the value of \( w'_i \) in the current network configuration.

\[ \text{sol}_v : T \times \mathcal{R} \rightarrow \{0, 1\} \] is the value of \( v'_i \) in the current network configuration.

### 4.2.2 Extension Variables

\( \xi \) – the number of variable assignment differences between the previous and current configurations.

### 4.2.3 Extension Constraints

The only constraint needed for the extension is one to calculate the number of variable assignment differences between the previous and current solutions. It is presented below in Equation (33).

\[
\xi = \sum_{f \in \mathcal{F}} \sum_{(i,j) \in A} |\text{sol}_p(f, i, j) - \rho'_i| \\
+ \sum_{f \in \mathcal{F}} \sum_{i \in \mathcal{R}} |\text{sol}_b(f, i) - b'_i| \\
+ \sum_{f \in \mathcal{F}} \sum_{i \in \mathcal{R}} |\text{sol}_w(f, i) - w'_i| \\
+ \sum_{t \in \mathcal{T}} \sum_{i \in \mathcal{R}} |\text{sol}_v(t, i) - v'_i|. \tag{33}
\]

### 4.2.4 Extension Objective

In order to guide the model towards configurations similar to the current one, the number of variable assignment differences is directly appended to the usual objective function. The complete objective function for the online FASHION variant is shown in Equation (34).

\[
\min \ a \mathcal{O}_T + (1 - a) \mathcal{O}_s + \xi. \tag{34}
\]

### 5 Evaluation

In this section we show the efficacy and efficiency of FASHION. The goal is to understand (i) whether FASHION produces configurations that effectively balance functionality and security and (ii) whether FASHION produces configurations quickly, what time scale of events can FASHION respond to?

#### 5.1 Experimental Setup

To the best of our knowledge, no standard benchmarks for attack graphs exist. For the purpose of this research, we created a benchmark suite with over 600 instances that models a data center topology and its traffic patterns and utilization rates, along with a realistic representation of dispersed network vulnerabilities. A high level breakdown of the benchmark characteristics can be found in Table 2. The evaluation is made on a Linux machine with an Intel Xeon CPU E5-2620 2.00 GHz and 64GB of RAM. The model implementation was built in Python 3.7 using the Gurobi optimization library [49].

- **Network Topology:** The generated instances are of the popular Clos [50] style network topology Fat-tree [15] and are representative of a cloud data center. Fat-tree features an expanding pod structure of interconnected and tiered switches providing excellent path redundancy. The topology is designed to deliver high bandwidth to many end devices at moderate cost while scaling to thousands of hosts. Switch and link capacities in all benchmarks are 1Gbps. The benchmarks include small to medium sized instances. The largest instance tested, includes 613 devices (hosts and SDN devices) and 1332 links between these.

- **Network Traffic:** Network demand is modeled after the recent Global Cloud Index (GCI) report [51] which provides a global aggregated view of data centers. The benchmarks include two distinct traffic patterns: Internal at 70% and External at 30% (by combining GCIs Inter-data center 15% and Internet 15%). Research shows that there exists heavy-tailed distributions for the volume and size of data flows [52]. There are generally small (1Mb-10Mb) and large (100Mb-1Gb) sized flows with 90% of the traffic volume being small and 10% large [53], all benchmarks follow this distribution.

Each flow is randomly labelled with a traffic type with number of types ranging from 1 to 3, and number of flows per host varying in \( \{1, 3, 5, 10\} \). Each flow is randomly labeled with a traffic type to account for the range of traffic such as HTTP, HTTPS, SMB [54]. For considered instances, the number of traffic type varies from 1 to 3.

One-third of the instances have 1 traffic type, one-third of the instances have 2 traffic types and the one-third of instances have three traffic types. Each flow is assigned a flow value at random from the set \( \{1, 2, 3, 5, 25\} \). Network utilization is impacted by several factors such as time of day [55], or application distribution [56] The number of flows per host is varied across benchmarks with steps \( \{1, 3, 5, 10\} \) to vary network utilization [55], [56].

As an illustrative example of the benchmark generation process consider an instance with 54 hosts and 10 flows per host resulting in 540 bidirectional flows. Each bidirectional flow is first randomly assigned as internal (70%) or external (30%). Next, the source and destination are randomly selected, two distinct hosts for internal or one host and the Gateway switch for external. (Note, the Gateway is the demarcation point between the network and the Internet) Each flow is then assigned a size, traffic type and value based on the distributions provided above. Finally, each flow is duplicated reversing the source and destination to represent two-way traffic, resulting in 1080 total flows.

- **Vulnerabilities:** Synthetic vulnerabilities are injected on hosts within the network. The generation adopts several components from the vulnerability model presented in the recent CVSS 3.1. Base metrics focusing on exploitability and impact [45]. The percentage of *exploitable hosts* ranges in \( \{10%, 20%, 30%, 40%, 50%\} \) and the average number of vulnerabilities per host \( (1-5) \) drives the total number of vulnerabilities injected. The number of vulnerabilities per host is representative of Zhang et al.’s findings [57] from scans of publicly available VMs after patching was performed.

Each vulnerability has one or more prerequisite conditions and a single post condition of privilege escalation (if successfully exploited). Each vulnerability is uniformly assigned a score \( [0, 1] \) representing the probability of exploitation. Three privilege levels \( \{0, 1, 2\} \) are assumed where 0 denotes networking reachability.

Procedurally, the single precondition exploits are generated at random from selected exploitable hosts, each allowing the escalation of a single step in privilege level. The
precondition of these single-precondition exploits have a probability of .50. If the required number of single precondition exploits exceeds the number of exploitable hosts then additional random hosts have vulnerabilities manually placed on them.

Multi-precondition exploits are generated by selecting one prerequisite randomly from the pool of existing (single precondition) exploits and generating a new exploit which increases the privilege of one of the input exploits, the other, secondary prerequisites are selected randomly. The preconditions of these multi-precondition exploits have a probability of .25 each. Importantly, the secondary prerequisite selection is restricted to currently reachable exploits to ensure the attack graph has large connected components. The primary prerequisite (the privilege that will be escalated) selection is not restricted to currently achievable nodes.

The impact of a successful exploit is reflective of the value of the threatened host. We uniformly assigned each host an integer in [1, 100] to represent its value to an organization. The impact of compromise of reaching a privilege level on a host is a percentage of this asset value. The quantities [20%, 40%, 100%] are used as the scaling factors for the three privilege levels \{0, 1, 2\}.

5.2 Results
We first focus on the basic model designed for an initial configuration, then consider the online setting in Section 5.2.2.

5.2.1 Evaluating Fashion’s Initial Configurations
The discussion focuses on answering the three questions: 1) does Fashion produce good configurations? 2) does it do so in a timely manner? and 3) can Fashion work in an online manner? Answering the first question is slightly delicate because our security optimization is using Reach and Path instead of using Risk. Throughout the section we only report on the security quality of the final configuration with respect to Risk (we view this as our baseline metric). This metric was introduced by Frigg MUT et al. [16] for measuring risk in Bayesian attack graphs. The algorithm for computing Risk is too slow to use in the optimization model but allows an effective check on the quality of the solution a posteriori. In all results the functionality score is the normalized value of the delivered traffic: it considers the total value of traffic delivered when \( \alpha = 1 \) (corresponding to the optimization considering only functionality) as a functionality score of 1 with the other functionality scores normalized accordingly. Risk is normalized in a similar way and computes the Risk value when \( \alpha = 1 \) (no protections deployed) and uses this as the denominator for other configurations. When \( \alpha = 1 \) this corresponds to a baseline Risk for all trade-offs of the security model. This is because the security model is inactive in the optimization.

Section 3.2.3 argues that combining the two security models would produce better configurations than having \( \beta_1 = 0 \) or \( \beta_1 = 1 \). This was confirmed in our experiments. Setting \( \beta_1 = 1 \) produced a meaningful trade-off between functionality and security. However, when we consider \( 0 < \beta_1 < 1 \) in the Hybrid manner, solution quality improves. In all analyzed solutions, varying \( \alpha \) with just the Path measure active (\( \beta_1 = 0 \)) produced solutions that varied Path but not the actual Risk (other than blocking the gateway).

Thus, the setting of \( \beta_1 \in (0, 1) \) seems crucial, but the particular value within (0, 1) does not seem to have a substantial effect on solution quality. This would be the case if one model is primarily being used as a tie-breaker for the other model. However, we cannot rule out that different settings of \( \beta_1 \) would be preferable on different classes of networks and attack graphs. For the remainder of the analysis, consider \( \beta_1 = .5, \) i.e., Path and Reach are equally weighted.

Monotonicity. One can ask if Fashion produces solutions that trade off functionality and security. As a reminder, we use whitelist and source specific routing so setting \( \alpha = 1 \) corresponds to the minimum risk that is achievable while routing all desirable flows (assuming routing all flows is feasible within bandwidth constraints). Any further minimization of risk necessitates decreasing functionality. Furthermore, since we consider an external attacker, blocking all flows at the entry point is always the solution chosen when functionality is not considered (optimizing only over risk). Thus, every instance has functionality and risk of 0 when \( \alpha = 0 \). We remove this point from all analysis and consider \( \alpha > 0 \). Furthermore, we normalize both risk and functionality by \( \alpha = 1 \) so we remove this point as well.

Since Fashion is approximating Risk it is possible for a decrease in \( \alpha \) to lead to worse risk and functionality. However, in all of our experiments, risk and functionality were both monotonic for steps of \( \alpha \) of size .1.3 We consider 212 benchmarks of pod size of 6, each having 54 hosts. Varying \( \alpha \) for each benchmark we plot both the functionality scores against \( \alpha \) and also the risk scores against \( \alpha \). The functionality and risk scores are normalized as previously stated. Fig. 4 demonstrates the probability mass functions over every instance solution varying \( \alpha = .1 \) to \( .9 \) in steps of .1.

Functionality scores across all benchmarks are relatively stable for \( \alpha \geq .1 \) while the risk scores vary more. (The two graphs have different y-axes.)

Importantly, at every point on this curve Fashion is computing and outputting a corresponding network configuration. Note that in addition to considering what flows to include, the solution also describes how to route flows in a way that respects switch and link capacity. Based on visual inspection we classified our instances into three types of attack graphs.

Instances Where Exploitable Hosts are Critical. In such instances nodes with exploits serve as destinations in many of the desired flows. In one generated pod 4 attack graph, a node with an exploit was the end point for a flow from 11 of the 15 other hosts. “Disconnecting” this node from the network required sacrificing many flows. This yields a sharp functionality versus security trade-off. Note that such a graph can occur in practice when many clients need to access a critical, vulnerable resource such as a database.

Instances Where Exploitable Hosts are Isolated. In such instances flows with high value are mostly distinct from exploitable nodes. In one instance with 98 total flows, it is possible to achieve risk 0 by only blocking 15 flows. Such instances can be seen as easy: the risky nodes are not crucial to functionality.

3. We did observe small perturbations that violated monotonicity if one considered steps of \( \alpha \) of .01.
Fig. 4. Probability mass function of instances for normalized risk (left) and normalized functionality (right). Start of bar represents min, widening at 10% and 25% with a line at 50%, reducing width at 75% and 90%, stopping at the max for each $\alpha$. In all cases, risk is 0 when $\alpha = 1$. Both scores are normalized by the setting when $\alpha = 1$. This corresponds to the security layer being inactive. Functionality is measured directly using \textsc{Fashion}'s functionality objective, $O_f$. Because our security layer approximates risk in an attack graph, here we directly report on Frigault et al.'s [16] metric. Our security measure $O_s$ behaved monotonically as well.

\textbf{Instances With Many Trade-Offs.} In such instances exploitable hosts have a meaningful but not overwhelming value of flow. In these cases, \textsc{Fashion} can mitigate risk in two ways: by severing external connections to prevent an attacker from entering the network, or by severing internal connections to prevent an attacker from moving laterally through network.

To illustrate the changes that occur as one changes $\alpha$, we consider one pod 4 attack graph with four exploitable nodes. These four nodes are all involved in both external and internal flows. Here the external flows were typically of higher value than that of internal flows, making \textsc{Fashion} sacrifice the internal flows for the sake of security at larger values of $\alpha$. However as $\alpha$ decreases, external flows begin to be blocked which allows for previously severed internal flows to be serviced once again, as they are no longer needed to prevent lateral movement since the attacker cannot necessarily enter the network through external gateways. Table 3 shows the balance of external and internal flows blocked in this instance. In this instance, the larger sets of blocked internal flows at smaller values of $\alpha$ were not supersets of smaller sets of blocked internal flows seen at larger $\alpha$ values. This demonstrates an important capability of \textsc{Fashion}: the ability to recognize defenses whose current marginal cost (to functionality) exceeds their value (to security).

\textbf{Agility.} To verify the scalability of \textsc{Fashion} and its ability to react to short term events, it is valuable to assess performance as a function of various input size parameters. Experiments were done on Fat-tree networks with pod sizes 6, 8, 10, and 12. Table 4 shows the model solve times when scaling the number of flows per host. In this experiment, the sizes of pods, number of flows as well as the number of exploits per host were increased. Rows labelled 25%, 50% and 75% report the percentile breakdown of the runtime for the instances considered. The columns vary the number of pods (6 to 12) as well as the number of flows per hosts.

The key observation here is that both the number of hosts and flows contribute significantly to the solve time. This is not surprising as the amount of hosts and flows affect the sizes of both the network and the attack graph, resulting in a large increase to the model size. We note that the average runtime does not always strictly increase in Table 4. This is likely due to a smaller number of pod 10 & 12 instances being tested due to solve time, contributing to higher variance among their reported times.

Another trend is that the number of exploits alone can cause a rise in solve time, as it directly affects the size of the attack graph. Yet, the volume of exploits does not have as dramatic an impact as the number of hosts/flows.

These results show that for networks of up to 128 hosts affected by a substantial number of flows and exploits, the framework produces optimal configurations within 3-7 minutes.

Since optimization models are often applied to NP-hard problems, they eventually hit a knee in the curve where they stop being tractable. Based on our experiments in Table 4, pod 12 solutions are approaching that knee. One may be

**TABLE 3**

| $\alpha$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|---|---|---|---|---|---|---|---|---|---|
| External Flows Blocked | 3 | 11 | 11 | 15 | 15 | 23 | 23 | 0 | 0 |
| Internal Flows Blocked | 0 | 1 | 3 | 5 | 5 | 7 | 7 | 48 | 48 |

Objective is linear combination of functionality and security objectives. Results with functionality weight at .7 and security weight at .3.

**TABLE 4**

| #flows per host | 3 | 5 | 10 | 3 | 5 | 10 | 1 | 3 | 1 |
|---|---|---|---|---|---|---|---|---|---|
| min | 13 | 25 | 65 | 152 | 466 | 1069 | 1650 | 1540 | 1256 |
| 25% | 16 | 38 | 120 | 195 | 700 | 1545 | 2399 | 1608 | 1469 |
| 50% | 19 | 43 | 151 | 250 | 763 | 1921 | 2686 | 1733 | 1853 |
| 75% | 23 | 53 | 201 | 309 | 896 | 2259 | 2845 | 1990 | 2212 |
| max | 87 | 289 | 2316 | 607 | 2787 | 2825 | 2979 | 2308 | 2977 |
| average | 22 | 57 | 205 | 263 | 863 | 1937 | 2576 | 1836 | 1940 |
| SDN devices | 46 | 81 | 126 | 181 |
| end hosts | 54 | 128 | 250 | 432 |
| pod size | 6 | 8 | 10 | 12 |
able to improve scalability with a different optimization model. As an alternative approach, Ingols et al. are able to scale to attack graphs with 40,000 hosts in a similar time period by introducing equivalence classes among hosts to reduce the size of the attack graph and achieve scalability [7]. This technique can be applied in our setting as well.

Homer et al. [47] build probabilistic attack graphs on networks with 100 hosts, their attack graph generation takes between 1-46 minutes depending on the complexity of the exploit chains. Both prior works generate attack graphs for static network configuration with no consideration of the functionality problem at all.

FASHION’s response time (on networks of this scale) allows automated response to short term events such as publication of a zero-day before a patch is available. In an actual deployment, where the model must be solved repeatedly over time as inputs slightly evolve, the runtime can be drastically reduced when resolving the model by priming the optimization with the solution of the previous generation [58], [59].

5.2.2 Evaluating FASHION’s Online Extension
In this subsection, we test the effectiveness of FASHION’s online extension discussed in Section 4.2. We split our discussion into updates of new required traffic and unknown vulnerabilities.

Additional Demand. To test the effectiveness of the online extension, a series of instance pairs were created for Fat-tree pod size 4,6, and 8 networks. Each pair consisted of a normally generated, or original instance, and another instance which augmented the original with a new flow demand.

FASHION was first run on the original instances to generate the current network configuration, ConfigA. After this FASHION was run twice on the augmented instances, once without the online extension and once with the extension. This process generated network configurations ConfigB and ConfigC, respectively. Additionally, when generating ConfigC the solver was warm started with the solution found in ConfigA. ConfigB is FASHION’s solution for the overall demand if consistency with the prior solution is not considered.

In all of our tests (100 randomly generated configuration pairs per pod size), ConfigB and ConfigC yielded the same objective score (though usually with very different variable assignments due to Fat-tree’s redundancy), but ConfigC had no differences from ConfigA besides the nascent variables related to the new flows. That is, optimizing for similarity to ConfigA caused no degradation to the objective value and FASHION was able to produce updates for an SDN controller that only specified how to deal with the change.

Therefore, the online extension was able to generate updated network configurations that both minimally differed from the current network state and achieved the same functionality and security that would be found in running the framework from scratch. Lastly, when using a warm start, FASHION’s solve time was reduced by a factor of two.

Additional Exploits. When a new exploit is found and added to FASHION’s input data, the severity of the exploit and its exploitability within the current network configuration determines how much change is required to sufficiently reduce risk. In many tests, the exploit generated and added to the network input was not exploitable in terms of the current configuration, requiring no change from FASHION.

However, when the new exploit changes the attack graph, the resulting configuration should change. To exercise this capability, we generate exploits that are likely to be harmful in the current configuration. In these cases, FASHION mitigated risk by strategically placing firewalls while minimizing the impact to any benign flows through small-scale rerouting. Typically the altered flows have a common prefix and suffix compared to the original routes, so the alteration would require updates to few SDN devices.

To illustrate, consider one pod 4 configuration. A severe privilege escalation exploit was added (with respect to the initial configuration). FASHION was able to cutoff all external reachability to the affected device by placing a single firewall. Interestingly, the firewall was placed in a core router rather than in an edge router adjacent to the exploitable device. To deal with this new firewall, 10 out of 95 benign flows were rerouted.

There were two additional internal flows destined for the vulnerable device (which the attacker could have used to move laterally). The security layer made the decision to firewall these flows to limit the attacker’s ability to pivot. One of the blocked flows took a very long route through the network before eventually reaching the firewall. This odd-looking, circuitous route was chosen to maintain a common routing prefix/suffix and result in fewer overall rule changes pushed to SDN devices.

While these choices may be unintuitive for a network engineer, FASHION was able to analyze all of impacts of the firewall placement and made the best decision in order to both reduce risk and prevent massive routing upheaval. One could remove the similarity portion of the objective which would cause more traditional, short routes to firewalls to be chosen for the terminated flows (at the expense of more changes to SDN devices!).

Online Extension Summary. These results show that, within Fat-tree’s highly redundant structure, FASHION is able to update current network configurations to accommodate new demands/exploits with very little overhead. The overhead comes from the model solve time (which is significantly reduced due to warm starting) and editing old/pushing new rules to the SDN devices. In many cases optimal solutions when considering similarity had the same solution quality as those that did not consider similarity. This means there would not be a need to edit existing rules within the routing tables of network devices. One would only need to push a few new rules to the relevant devices. At the same time, FASHION’s online extension does effectively respond when the change impacts the overall risk to the network.

6 Conclusion
There are three shortcomings to making attack graphs an actionable tool in a network administrator’s toolbox. These are 1) fast evaluation, 2) balancing risk with functionality, and 3) quick deployment of changes. SDNs provide the promise for quick integration. The goal of FASHION is to address quick evaluation while considering functionality.

a) Evaluating attack graphs quickly: To underscore the need for faster evaluation of attack graphs, we benchmark the prior Bayesian attack graph benchmark of Frigault et al.
As a reminder, Frigault et al.’s metric is the baseline when assessing the security quality of solutions in Fig. 4.

We now ask if the algorithm of Frigault et al. [16] could be directly used in place of Reach and Path. We created a Python implementation of this algorithm [12], analyzing instances of 128 hosts, with 12 to 250 vulnerabilities. Fig. 5 shows the time required to compute the actual Risk, with $a = 0.7$ using our Python implementation of the algorithm by Frigault et al. [16] of one network configuration output by FASHION. Over this set of benchmarks, the computation time for the risk values of a single fixed configuration can reach 100 seconds for 250 exploits. FASHION inspects thousands of configurations during its search. The time to evaluate the risk seems correlated to the number of exploits, and the evaluation algorithms start to struggle even with a relatively small number (e.g., 50) exploits.

The search space associated with this kind of problem is generally huge. Directly specifying Risk would yield a highly non-linear, and thus likely intractable, formulation. Enumerating configurations and computing the risk a posteriori would be equally intractable. Linearization is therefore essential in a responsive and practical framework.

b) Incorporating Functionality: The paper demonstrates that FASHION can explore the trade-off between functionality and risk.

As stated, FASHION optimizes over both objectives but the model can easily be converted into one where either security or functionality is a constraint and the other objective is optimized. The average of Path and Reach is an effective linearizable stand in for a risk calculation that is prohibitively expensive to compute on the scale needed for a configuration search problem. Interestingly, the novel hybrid risk model enables FASHION to overcome their respective weaknesses and produce better solutions. Practically, FASHION runs in matter of minutes on networks of reasonable size (613 devices) and demonstrates potential for scalability. Finally, the empirical results indicate that the approximation adopted by FASHION does not jeopardize key properties such as monotonicity of functionality versus risk.

The FASHION framework is a first step towards handling both functionality and risk for short-term response while producing consistent results with natural interpretations. Future directions include improving handling scalability of the model size that currently depends on the number of network links as well as the number of data flows and supporting a more varied set of controls beyond routing and blocking. Additional future work is understanding if there are network settings that require a different weighting of the two measures of Path and Reach. Lastly, evaluation of FASHION configurations should continue using real data and real SDNs to understand emergent artifacts.

c) Other settings: FASHION’s primary application is quick response to new security information in an SDN. However, attack graph analyses are notoriously complex. FASHION’s security layer is useful for network planning as well. FASHION allows an organization to consider “what-if” queries for proposed changes in the network. One could consider the deployment of a new webservice on either Apache or Nginx (along with introduction of corresponding vulnerabilities) and understand how this would affect the overall risk posture of the network. Importantly, these analyses would consider this risk while maintaining network functional requirements. Once a small set of possible solutions has been identified, one can then validate FASHION’s output as described in the Introduction.
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