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SUMMARY

The design of adaptive structures is one method to improve sustainability of buildings. Adaptive structures are able to adapt to different loading and environmental conditions or to changing requirements by either small or large shape changes. In the latter case, also the mechanics and properties of the deformation process play a role for the structure’s energy efficiency. The method of variational motion design, previously developed in the group of the authors, allows to identify deformation paths between two given geometrical configurations that are optimal with respect to a defined quality function. In a preliminary, academic setting this method assumes that every single degree of freedom is accessible to arbitrary external actuation forces that realize the optimized motion. These (nodal) forces can be recovered a posteriori. The present contribution deals with an extension of the method of motion design by the constraint that the motion is to be realized by a predefined set of actuation forces. These can be either external forces or prescribed length changes of discrete, internal actuator elements. As an additional constraint, static stability of each intermediate configuration during the motion is taken into account. It can be accomplished by enforcing a positive determinant of the stiffness matrix.
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1. INTRODUCTION

Construction industry is responsible for a substantial part of global energy consumption and requirement of material resources. Therefore, the improvement of energy efficiency and sustainability in this field represents a major challenge for architects and engineers, who are determined to design extremely efficient structures. Adaptive structures are one technology to improve structural efficiency by adapting to changing circumstances.

Two types of adaptive structures can be distinguished. The first type, sometimes denoted as smart structure, adapts its internal forces or deformation to varying loads. With the use of sensors and actuators, a light weight design can be accomplished while maintaining structural performance. In doing so, forces and deformations counteracted by actuation [9, 27, 28, 13]. Various types of actuation are used, e.g., piezoelectric elements [12] or discrete actuator elements in truss systems, which are able to adjust their length. The question of where to place these actuators as efficiently as possible is answered by methods for actuator placement [1, 8, 18, 22]. In this type of adaptive structures, actuation typically induces only small displacements, such that linear structural analyses suffices.

The second type of adaptive structures adapts to environmental changes or to varying service demands through major shape changes. Here, the individual geometric configurations vary significantly. Examples are retractable roofs of stadiums (e.g. the Commerzbank-Arena in Frankfurt, Germany [6]) or closing and opening of facade elements (e.g. the biomimetic facade element Flectofin [15]), which contribute to energy efficiency of a building. But also in aviation, shape changes by morphing wings to improve efficiency of airplanes are investigated [20, 3, 30, 32, 2]. The design of flexible or morphing structures that allow
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for such large geometry changes poses a major challenge. Classically, mechanisms such as folding or sliding with the help of joints are used. For discrete structural typologies, technologies that use length-varying actuator elements have been developed, for instance for truss structures \[11, 25\] and tensegrity structures \[7, 33, 29\]. In the case of continuous structures, such as shells, optimization procedures can be used to increase compliance \[26, 14, 16, 4, 21, 18\], thus facilitating continuous bending deformation instead of discrete hinges.

However, not only the geometry of the morphing structure is important for its efficiency. The deformation process has to meet certain requirements and the actuators that control it consume energy. The task of efficient actuation is tackled in control theory, especially in optimal control and robotics. However, pertinent methods mostly focus on rigid systems with discrete kinematics or flexible multibody systems. This is different in the field of continuum robots and hyper-redundant manipulation \[23\], but the continuity and thus a large number of degrees of freedom still poses a challenge. Nevertheless, mechanics and structural analysis have already been combined with optimal control procedures \[10, 19, 31\].

The topic of the present study is the design of deformation processes between an initial geometry and a prescribed target geometry that are optimal with respect to a chosen objective function. In a previous work by the authors \[23\], the method of variational motion design has been presented. It is based on a variational formulation and was developed using an exemplary objective function, namely the internal energy integrated along the deformation path. In robotics, the quantity “cost of transport” allows to quantitatively compare different types of transport between two locations, e.g. flying or floating. This quantity can be reinterpreted for deformable structures in motion design to a “cost of deformation”, which represents a measure for the required energy to deform the structure into the desired target geometry. The method was verified and validated by means of some numerical benchmarks and experiments. A focus was laid on studies of rigid body motions, kinematic structures and inextensional deformations of shells. A brief description of the method is given in Section \[2\].

The method of motion design provides an optimized deformation trajectory that minimizes a certain cost function (e.g. the integrated internal energy). A major hypothesis in this context is that all degree of freedom are accessible to actuation by prescribed forces. These can be computed a posteriori from equilibrium, but of course technical realization of such an omnipotent actuation is rather academic. It is one of the objectives of the present study to remove this limitation. The restriction to a given set of potential actuator forces represents a constraint within the variational framework to compute the resulting motion.

The constraint that the motion is to be enabled with a prescribed set of actuation forces is enforced by an extended functional with constraints using the Lagrange multiplier method, as explained in Section \[3\]. Also length changes of discrete actuator elements can be considered as actuation modes. For this purpose, Section \[4\] first introduces an actuator element formulation that is suitable for implementation into the framework of motion design. Furthermore, also other constraints may be introduced in this manner. In particular, static stability of every intermediate state during deformation can be guaranteed by enforcing a positive determinant of the stiffness matrix. This overall procedure as well as a combination of both types of constraints (actuation and stability) are presented in Section \[5\].

2. MOTION DESIGN OF STRUCTURES

The bases of variational motion design is the functional \( J \). As objective function it represents the property that is to be assigned to the motion. The procedure is described in detail in Sachse and Bischoff \[24\] and only the most important basics are repeated herein. Geometrically non-linear, quasi-static structural behavior is assumed. Following \[23\], the internal energy, integrated along the motion path \( s \) is considered. With the Green-Lagrange strain \( E \) and a linear elastic St. Venant-Kirchhoff material law this leads to

\[
J = \int_s \Pi_{\text{int}} \, ds = \int_s \int_\Omega \frac{1}{2} E^T C E \, d\Omega \, ds = \min .
\]  

Alternative objective functions can be used.

A normalized arc length \( \bar{s} \) for a clear specification of the path integration bounds and a mapping parameter \( s_u = \frac{ds}{d\bar{s}} \) are introduced. The first variation of \( J \) is then

\[
\delta J = \int_0^1 \left[ \int_\Omega \delta E^T C E \, d\Omega s_u + \int_\Omega \frac{1}{2} E^T C E \, d\Omega \delta s_u \right] d\bar{s} = 0 .
\]  

With the usual spatial discretization of the domain \( \Omega \) with finite elements, the variation can be rewritten as

\[
\delta J = \int_0^1 \left[ (\delta d_s)^T F_{\text{int}} s_u^s + (\delta d_s^a)^T s_u^a \Pi_{\text{int}} \right] d\bar{s} = 0 ,
\]
where the internal energy $\Pi_{\text{int}}^s$ as well as the global vector of internal forces $\mathbf{F}_{\text{int}}^s$ can be identified. Both quantities are still continuous with respect to the path parameter $s$, which is indicated by the superscript $(\cdot)^s$. In order to solve this equation, a second discretization, namely a discretization of the motion path from the initial configuration to a prescribed deformed target configuration with $n_{\text{ele}}$ elements is introduced

$$\int_0^1 (\ldots) \, ds = \sum_{e=1}^{n_{\text{ele}}} \int_{s^e} (\ldots) \, ds^e. \quad (4)$$

There is a formal analogy to space-time finite elements. However, the corresponding variable $s$ does not comply with time and the underlying functional $J$ is not obtained from the equations of motion. Successive linearization and discretization of the motion path yields a linearized algebraic system of equations for motion design problems

$$\mathbf{K}_{\text{md}} \Delta \mathbf{D} = - \mathbf{R}_{\text{md}}, \quad (5)$$

with the definitions

$$\mathbf{K}_{\text{md}} = \sum_{e=1}^{n_{\text{ele}}} \int_{s^e} \left( \mathbf{N}^T \mathbf{K} \mathbf{n} \mathbf{N} + \mathbf{N}^T \mathbf{F}_{\text{int}} \mathbf{n} \mathbf{N} + \mathbf{N}^T \mathbf{F}_{\text{ext}} \mathbf{n} + \mathbf{N}^T \mathbf{F}_{\text{int}} \mathbf{n} \mathbf{N}_{\text{int}} \right) \, ds^e, \quad (6)$$

$$\mathbf{R}_{\text{md}} = \sum_{e=1}^{n_{\text{ele}}} \int_{s^e} \left( \mathbf{N}^T \mathbf{F}_{\text{int}} \mathbf{n} + \mathbf{N}^T \mathbf{F}_{\text{int}} \mathbf{n} \mathbf{N}_{\text{int}} \right) \, ds^e. \quad (7)$$

$\mathbf{N}$ represents the matrix of shape functions for path discretization and can contain any type of function, i.e., Lagrange polynomials as well as spline functions. The vector of the total displacements

$$\mathbf{D} = \begin{bmatrix} \mathbf{D}^1 \\ \mathbf{D}^2 \\ \vdots \\ \mathbf{D}^k \\ \vdots \\ \mathbf{D}^{n_{\text{node}}} \end{bmatrix} \quad (8)$$

consists of $n_{\text{node}}$ subvectors $\mathbf{D}^s$ and gathers the displacements of every degree of freedom in every single configuration throughout the deformation process, where $n_{\text{node}}$ denotes the number of nodes in the path discretization. Every intermediate configuration corresponds to one node $k$ of the path discretization. Thus,
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Figure 1. Motion design on the example of a two bar truss and a snap-through problem.
the shape functions in \( \phi \) serve as interpolation between the configurations. The total number of degrees of freedom is therefore

\[
\hat{n}_{\text{dof}} = \hat{n}_{\text{mode}} \cdot n_{\text{dof}}.
\]  

(9)

The entire problem is solved monolithically by an iterative solution of the linearized system of equations \( \mathbf{S} \). However, the problem might become ill-posed, as particular displacement trajectories may be representable by various different solution vectors. A simple example for this is a straight line, which can be represented by any sequence of straight steps with different size. To guarantee uniqueness of the solution, the evolution of at least one displacement degree of freedom has to be controlled throughout the entire deformation process. The entire derivation and further explanations are given in \cite{24}.

The following example briefly demonstrates the application of motion design. The initial geometry is a shallow, discrete two-bar truss, shown in black in Figure 1a. It ought to be deformed to the target configuration shown in blue. The deformation path between the two configurations is supposed to minimize the integrated internal energy, defined as cost of deformation. During the deformation process, the point \( P \) follows a yet unknown trajectory (generically shown in red) until it arrives at its end position \( P' \). This trajectory and the corresponding internal energy can be identified on the diagram in Figure 1b. The area of the spanned surface represents the value of the functional and is to be minimized by the resulting trajectory from motion design. The principle of path discretization is illustrated by four linear path elements in Figure 1b.

In our numerical experiment, however, actually 14 linear elements are used to achieve a better approximation. Iterative solution of the system of equations in eq. \( \mathbf{5} \) provides the entire deformation path in one go. The result is shown in Figure 1b. It turns out that, for the given objective function \( \mathcal{J} \), it is optimal to first enforce a vertical snap through, followed by a horizontal movement towards the location of \( P' \).

In order to technically realize the obtained deformation, forces are required. These external forces are obtained in a post-processing step after solving the motion design problem. From the displacement vectors \( \mathbf{D}^* \) of the optimized motion, the discrete internal forces can be computed for every configuration. The required external (actuation) forces are then obtained from equilibrium.

3. CONSTRAINTS FOR PRESCRIBED SETS OF ACTUATION FORCES

3.1. General concept

The motion design method from \cite{24} relies on the hypothesis that discrete actuation forces can potentially be applied to every degree of freedom. This is illustrated in the simple truss system in Figure 2. The initial configuration is shown in black. In this example, the target configuration is not fully prescribed, but only the vertical displacement \( D_2 \) of the second node is supposed to take a specific value. In an unconstrained motion design, a motion path is found on the basis that all forces \( F_1, F_2 \) and \( F_3 \) are potentially non-zero and thus available for actuation, as indicated in Figure 2a.

In constrained motion design, these forces are subject to conditions, which can be quite general. Practically, these conditions emanate from considerations concerning technical feasibility. In the simplest case, such a condition can be that a certain force is zero, i.e., there is no external actuator available to apply a force in the corresponding direction. In Figure 2b, this is represented by a system, in which only two forces \( F_1' \) and \( F_2' \) can be applied to the structure. \( F_3 \) has to be zero during the entire motion. This also affects the end geometry, which is further discussed in the following.

\[ a) \text{ Initial and end configuration} \quad b) \text{ Unconstrained motion design} \quad c) \text{ Constrained motion design} \]

![Figure 2. Illustrating example for unconstrained and constrained motion design.](image-url)
3.2. Equality constraints for uncontrolled degrees of freedom

The fact that the desired motion has to be realized with a limited set of actuation forces represents a constraint within the motion design problem. The main functional and objective remain the same. Generally, the task of motion design with equality constraints can be formulated as: Minimize the functional $J$ subject to constraints $g = 0$.

The constraints are enforced by an extension of the functional. Here, the Lagrange multiplier method is applied. However, other methods can be used, e.g., the penalty method or the Augmented Lagrange method. Within the Lagrange multiplier method, additional variables, the Lagrange multipliers $\lambda$, are introduced for each constraint. It then follows for the extended functional

$$\bar{J} = J + \lambda^T g.$$  \hspace{1cm} (10)

According to the constraint, external actuation forces can only act in the direction of specific degrees of freedom. For all other degrees of freedom, the corresponding internal forces have to be zero due to equilibrium. This condition can be expressed as a set of equality constraints on the motion.

As the described constraints must hold for the entire motion, they are introduced for each configuration during the deformation process. They therefore represent pointwise constraints, which are not included in the integral of the main functional and can be formally expressed as

$$g = \begin{bmatrix} F_1^1 \\
F_2^2 \\
\vdots \\
F_k^k \\
\vdots \\
F_n^{load} \end{bmatrix} = 0.$$  \hspace{1cm} (11)

Here, the vectors $F_k^k$ gather the internal forces of only those degrees of freedom that are not subject to actuation forces.†

For the system presented in Figure 2 and a motion path discretization with linear path elements, the internal force at degree of freedom number 3 must be zero in every and five path increment. Consequently, the vector of constraints can be written as

$$g = \begin{bmatrix} F_3^2 \\
F_3^3 \\
F_3^4 \\
F_3^5 \end{bmatrix}^T,$$  \hspace{1cm} (12)

i.e., the internal force at degree of freedom number 3 must be zero in every path increment. The internal force $F_3^3$ of the initial configuration is omitted as the initial configuration is always assumed to be load-free.

If distributed line loads or surface loads are applied as actuation forces, the discrete forces of the individual degrees of freedom share the same scaling factor. In such cases, a master degree of freedom is selected and the associated forces are coupled to this load value via an equality constraint.

After linearization, the algebraic system of equations of the constrained problem reads

$$\begin{bmatrix} K_{mdl} + \lambda_i H_i & G^T \\
G & 0 \end{bmatrix} \begin{bmatrix} \Delta \bar{D} \\
\Delta \lambda \end{bmatrix} = - \begin{bmatrix} R_{mdl} + \lambda^T G \\
g \end{bmatrix}.$$  \hspace{1cm} (13)

Here, the matrix $G$ contains the first derivatives of all constraints with respect to the degrees of freedom $\bar{D}$,

$$G = \frac{\partial g}{\partial \bar{D}},$$  \hspace{1cm} (14)

the Hessian $H_i$ contains the second derivatives of the $i^{th}$ constraint,

$$H_i = \frac{\partial^2 g_i}{\partial \bar{D} \partial \bar{D}}.$$  \hspace{1cm} (15)

This means that the constraints and thus the corresponding internal forces $F_k^k$, need to be differentiated twice with respect to all degrees of freedom. The internal force at a degree of freedom $j$ in the load configuration $k$.

†When using a path discretization with an approximation by B-spline shape functions, these constraints should not be imposed on the control points but on the deformation path itself. For this reason, the constraints are enforced at collocation points, which are located on the path. In this case, Greville points are used.
only depends on the degrees of freedom at the associated path node. Moreover, the tangent stiffness matrix \( K_k^i \) at this path node \( k \) already incorporates the first derivative of the internal forces with respect to the relevant degrees of freedom. Accordingly, the derivative of one component \( F_j^k \) of the total internal force vector \( F^k \) is provided by the associated column \( K_j^k \) of the stiffness matrix. Consequently, the vector \( G_i \) of first derivatives of the \( i \)-th constraint \( g_i \) follows as

\[
G_i = \frac{\partial g_i}{\partial D^k} = \frac{\partial F_j^k}{\partial D^k} = K_j^k,
\]

where \( j \) is the degree of freedom that corresponds to the constraint \( g_i \). Additionally, the second derivative of the \( i \)-th constraint is required for the Hessian matrix \( H_i \). In this case, this represents the derivative of the associated column of the stiffness matrix. Usually, the relevant column of the stiffness matrix \( K_j^i \) has to be differentiated with respect to each degree of freedom. This yields for the Hessian matrix of the \( i \)-th constraint

\[
H_i = \frac{\partial K_j^k}{\partial D^k}.
\]

However, the analytical derivative of the tangent stiffness matrix can only be computed in special cases, such that numerical differentiation has to be applied. For classical forward, backward or central difference schemes the choice of the perturbation in order to minimize both the truncation error and the elimination error is not trivial. Therefore, here complex step differentiation, as presented in [17] is used. It allows for arbitrarily small perturbations because there is no elimination error and thus accuracy up to machine precision is always guaranteed.

Nevertheless, numerical differentiation with respect to each individual degree of freedom is numerically expensive, as it involves repeated computation of the stiffness matrix for each direction of differentiation. However, because derivatives commute and the tangent stiffness matrix is already calculated through displacement derivatives, the derivative of the \( j \)-th column with respect to the \( m \)-th degree of freedom equals the derivative of the \( m \)-th column with respect to the \( j \)-th degree of freedom, i.e., \( \frac{\partial K_j^k}{\partial I^m} = \frac{\partial K_m^j}{\partial I^m} \). Therefore, the required differentiation with respect to column \( j \) of the stiffness matrix can be extracted from the derivative of the total stiffness matrix by a scalar product with a unit vector \( I_j \) in direction of \( j \)

\[
H_i = \frac{\partial K_j^k}{\partial D^k} = \frac{\partial K_j^k}{\partial D^k} \cdot I_j.
\]

Thus, the derivative in eq. (17) is transformed to a directional derivative in eq. (18) and the advantage of using numerical differentiation regarding numerical efficiency becomes apparent. Instead of differentiating a single column of the stiffness matrix with respect to all degrees of freedom and consequently evaluating it as many times for numerical differentiation, the whole stiffness matrix now only has to be calculated one additional time in the direction of \( I_j \). This approach also has major advantages regarding implementation into existing finite element software, as usually the stiffness matrix is calculated in an entirety and not only distinct columns.

The derivatives of the system in Figure 2 for the first \( (i = 1) \) constraint \( F_3^2 \) are exemplarily presented in the following. In this case, there is only one relevant degree of freedom, namely \( j = 3 \). The first derivative can be extracted from the total stiffness matrix of the current load configuration \( k = 2 \), where it represents the third column

\[
G_1 = \frac{\partial F_3^2}{\partial D^3} = K_3^2.
\]

The Hessian matrix contains the whole stiffness matrix of the second configuration and can be calculated with the help of a directional derivative

\[
H_1 = \frac{\partial K_3^2}{\partial D^3} \cdot I_3.
\]

With these derivatives, the extended system of equations from eq. (13) can be generated and solved. Thus, an optimized motion can be found that is realized exclusively by the defined actuation forces. The result is the deformation path and the development of the actuation force amplitudes during the motion.
3.3. Restrictions for the prescribed target geometry

In the basic motion design method, either the entire target geometry or only parts of it have to be prescribed. This is similar for constrained motion design, but with one important restriction: As equilibrium has to be fulfilled using only the available actuation forces throughout the entire motion, this must also be the case for the prescribed target geometry. Otherwise, the problem is not well-posed.

Two different cases have to be distinguished, depending on the number of prescribed target displacement values:

- If the entire target geometry is prescribed, an optimization is carried out prior to the motion design process. The objective function to be minimized is the difference between the target geometry and the current geometry with the constraint that the internal forces in direction of non-actuated degrees of freedom must be equal to zero.
- If only a subset of degrees of freedom is prescribed, the rest of the geometry can adjust freely to meet the condition of equilibrium with the available actuation forces. The maximum number of prescribed values of displacement degrees of freedom depends on the number of independent actuation forces. It is not possible to prescribe more displacement values than this value, whereas fewer are generally possible. In cases, where it is not obvious, whether an equilibrium configuration is possible, the same optimization procedure as described above can be applied.

3.4. Solution and interpretation of the results

Taking into account the described restrictions for the target geometry, the extended system of equations \( J = 607 \) can be solved. In doing so, an optimized motion path is obtained that considers the given constraints of enforcing an equilibrium state with only the available actuation forces. The results for the example in Figure 2 with a varying number of actuation forces are summarized in Figure 3.

If forces can be applied on every degree of freedom, no constraints are enforced and the solution is identical to the result from an unconstrained motion design. This is illustrated in Figure 3a. It can be seen in the force-displacement curves that all the three actuation forces take non-zero values during the deformation process to realize the calculated optimal deformation path. This motion yields a minimized functional value of \( J = 600 \).

If one load is suspended (Figure 3b), this optimal deformation path cannot be followed anymore since all three possible point loads are required for keeping an equilibrium state in the deformed configurations. Therefore, a different motion is found that is enabled with the remaining forces. Moreover, as only the vertical displacement of the target geometry is prescribed, the horizontal displacement adapts such that the additional constraint is met, eventually resulting in a different final configuration. The minimum of the functional increases to \( J = 607 \). If only one force, or one dependent couple of forces \( F_1 = F_2 \) (see Figure 3c/d) is allowed for actuation, the result is identical to an equilibrium path obtained by a non-linear analysis with either the arc length method or a displacement controlled algorithm. The motion does not represent a “design” in this case because there is no other possible equilibrium path (neglecting here the theoretical possibility of bifurcation points and corresponding secondary paths).

Figure 3. Solutions of the illustrating example with different numbers and types of load cases.
In order to verify the applicability of the presented method, numerical experiments are presented in the next section. Among others, problems from the [24] are reused to demonstrate the correlation between unconstrained and constrained motion design with restrictions concerning the actuation forces.

3.5. Numerical experiments for motion design with constrained actuation

3.5.1. Motion design with multiple snap-through processes

First, an example is presented that was already previously studied in [24], in order to demonstrate the difference between unconstrained and constrained motion design. Three two-bar trusses are combined into one truss structure. The members of the upper two-bar truss have a larger cross-sectional area and therefore higher stiffness than the lower ones, by which it is supported (see Figure 4a). The vertical displacement of the upper node is prescribed in the target configuration. The result of an unconstrained motion design procedure with a path discretization with 16 linear elements is shown in Figure 4b. As already described in [24], a naive linear interpolation of all displacement values between the initial and target values as “predictor motion” yields a high value of $J = 440$ for the quality functional. With unconstrained motion design this reduces to $J = 11.1$. Figure 4d visualizes the corresponding motion along with the required actuation forces. To realize this optimal motion, actuation forces need to be applied on all six degrees of freedom, which can be seen in the load-displacement curves (green) in Figure 4d.

For a constrained motion design, only two actuation forces, namely a vertical and a horizontal one at the upper node are allowed. This results in four constraints per load configuration, which enforce the remaining internal forces at the uncontrolled degrees of freedom to be zero. Solving the extended system of equations leads to the modified motion illustrated in Figure 4c. The end geometries of the unconstrained and constrained motion design variants differ slightly from each other and from the mirrored geometry, but the vertical displacement of the upper node coincides in both cases, as this represents the prescribed target value. Furthermore, it can be seen that retaining the last equilibrium state requires lower forces in constrained motion design. Since the members of the upper two-bar truss has a much larger cross-sectional area than those of the two lower two-bar trusses, the small deviation from the mirrored geometry has a significant influence on the magnitude of the forces, recovered from the displacements for the case of unconstrained motion design. In the constrained motion, however, forces are allowed to only act on one single node. This reduces the described effect on the loads attributable to the not perfectly matched mirrored end geometry. Due to the additional constraints, the value of the functional increases to $J = 12.5$. The two resulting motions from unconstrained and constrained motion design resemble each other, especially regarding the overall motion pattern with the consecutive lateral snap-through processes. However, the magnitude of the required forces differ significantly; the forces required to follow the constrained motion are much lower (see Figure 4d).

3.5.2. Snap-through of a shallow arc

The next problem is a two-dimensional plane stress problem in the shape of a shallow circular arc. It is discretized with displacement-based quadrilateral finite elements. The target geometry, shown in blue in Figure 5a, is defined to be a circular arc that resembles – but is not – an equilibrium configuration after snap-through. Only three vertical actuation forces are applied, shown in red.

Since the target geometry is not in equilibrium, point forces have to be applied at every degree of freedom for its realization, see Figure 5b. This contradicts the constraint that the motion ought to be realized with only three actuation forces. Therefore, the target geometry has to be modified as explained in Section 3.3.

**Figure 4.** Combination of multiple snap-throughs with unconstrained and constrained motion design.
An optimization procedure is carried out, in which the target displacements are the design variables and the displacement difference between the prescribed and the current geometry is minimized. The optimization problem is subject to the constraint that equilibrium is obtained with the three available point forces only. Figure 5 illustrates that the resulting geometry differs noticeably from the initially prescribed geometry.

This newly obtained geometry is the target configuration for the motion design problems solved next. The deformation path is discretized by 24 linear elements. An unconstrained motion design yields the motion in Figure 5d with a functional value of $J = 7.14$. It turns out that a non-symmetric snap-through of the arc is beneficial for a low value of $J$. Although the target geometry can be equilibrated with the three prescribed forces only, non-zero forces are applied at the other degrees of freedom throughout the motion to realize the optimal deformation path in unconstrained motion design.

This result is obviously different than the one from constrained motion design, which is shown in Figure 5e. Here, only the three admissible actuation forces are applied during the entire deformation process. Due to this constraint, the functional value increases slightly to $J = 7.20$. This resulting optimal motion could not be followed within a non-linear analysis, in which the relation between the three different actuation forces is locked. Thus, even though the constraints increase the cost of deformation, it is still lower than for the conventional approach of a non-linear analysis. This is the consequence of enabling an independent evolution of the different actuation forces throughout the deformation process.

4. DISCRETE ACTUATOR ELEMENTS FOR INTERNAL ACTUATION

4.1. Actuator element formulation

As an alternative to applying external forces, actuation of structures can also be accomplished via actuator elements. Simple, linear actuators in truss structures can contract or expand and thus enforce a deformation of the entire structure or parts of it. To include such elements into the motion design method, a new actuator element formulation is introduced. The basis of the actuator element is a standard truss element with a vertical and horizontal displacement degree of freedom at each node (cf. Figure 6 (left)). The actuator element, however, also allows for a pure and independent elongation or contraction. This is mapped by an additional parameter $\alpha$, which represents a factor for the targeted actuator element elongation, as can be seen in Figure 6 (right).
In an actuator element, the total strain $E_d$ consists of two parts: the elastic strain $E_{el}$ and the strain from the actuation $E_{\alpha}$

$$E_d = E_{el} + E_{\alpha}. \quad (21)$$

The actuation strain $E_{\alpha}$ is determined with the additional elongation parameter $\alpha$ and the total strain $E_d$ is obtained from the nodal degrees of freedom via the kinematic equations. This allows evaluation of the elastic strain and eventually the normal stress from the material law. Applying the linear elastic St. Venant-Kirchhoff material law, the internal energy is obtained as

$$\Pi_{int,el} = \int_{\Omega} E_{el}^T C E_{el} d\Omega = \int_{\Omega} (E_d - E_{\alpha})^T C (E_d - E_{\alpha}) d\Omega. \quad (22)$$

From this, the internal forces can be derived, yielding for a single actuator element

$$f_{int} = \int_{\Omega_e} B^T C (E_d - E_{\alpha}) d\Omega. \quad (23)$$

The strain-displacement matrix $B$ is defined as the derivative of the elastic strain with respect to the unknown parameters and is divided into two parts: the derivative with respect to the local displacement degrees of freedom $d$ and the derivative with respect to the elongation parameter $\alpha$. This results in

$$B = \begin{bmatrix} B_d \\ B_{\alpha} \end{bmatrix} \quad \text{with} \quad B_d = \frac{\partial E_d}{\partial d} \quad \text{and} \quad B_{\alpha} = -\frac{\partial E_{\alpha}}{\partial \alpha}. \quad (24)$$

Consistent linearization of the global residual equation for equilibrium $R = F_{int} - F_{ext}$ with the global vector of internal forces $F_{int}$ and external forces $F_{ext}$ yields the stiffness matrix. The local stiffness matrix for the actuator element follows as

$$k_{act} = \begin{bmatrix} B_d^T C E_{el} + B_{\alpha}^T C B_{\alpha} \\ B_d^T C B_{\alpha} \\ B_{\alpha}^T C E_{el} + B_{\alpha}^T C B_{\alpha} \end{bmatrix} B_{\alpha} = \begin{bmatrix} k_{dd} & k_{d\alpha} \\ k_{d\alpha}^T & k_{\alpha\alpha} \end{bmatrix}. \quad (25)$$

It includes the usual tangent stiffness matrix $k_{dd}$ of a truss element in the upper left corner. The global stiffness matrix can be obtained by standard assembly operations for $n_{ele}$ elements. These operations can be applied separately for the different stiffness components

$$K_{dd} = \bigcup_{e=1}^{n_{ele}} k_{dd} \quad K_{d\alpha} = \bigcup_{e=1}^{n_{ele}} k_{d\alpha} \quad K_{\alpha\alpha} = \bigcup_{e=1}^{n_{ele}} k_{\alpha\alpha}, \quad (26)$$

which results in the global linearized system of equations for equilibrium

$$\begin{bmatrix} K_{dd} & K_{d\alpha} \\ K_{d\alpha}^T & K_{\alpha\alpha} \end{bmatrix} \begin{bmatrix} \Delta d \\ \Delta \alpha \end{bmatrix} = F_{int} - F_{ext}. \quad (27)$$

A prescribed elongation or contraction of an actuator can be treated as inhomogeneous Dirichlet boundary condition. The procedure can also be interpreted as an actuation with external forces, extracted from eq. [23] as

$$f_{int,act} = -\int_{\Omega_e} B^T C E_{\alpha} d\Omega. \quad (28)$$
The procedure is demonstrated in the following example, a statically determinate structure, which was already introduced in the previous section. Figure 7 shows the actuator element in red. A shortening by 50\% is prescribed. With the system of equations in eq. (27) and a load-controlled geometrically non-linear analysis, the resulting nodal displacements can be computed. The solution is shown in Figure 7. Because the structure is statically determinate, a stress-free, purely kinematic motion is obtained.

Figure 7 shows the same system with an additional bar, such that it is now statically indeterminate by degree \( n_s = 1 \). The same actuator element and the same target length change as before are used. The static indeterminacy of the structure in combination with the position of the single actuator obstructs a constraint-free motion. Stresses are implied to the other truss elements and the actuator does not reach the targeted length change of 50\% when specifying \( \alpha = -0.5 \). The resulting deformed structure is shown in Figure 7.

When a second actuator element replaces a regular truss element, a constraint-free length change as well as a kinematic motion are potentially possible. However, it is not possible with the given actuator combination and the prescribed elongation parameters of both \( \alpha = -0.5 \) as displayed in Figure 7. The truss elements still perform nearly the kinematic motion. However, the length changes of both actuators do not exactly match this specific motion, creating constraints in the actuators and leading to different length changes than prescribed. This brief study shows that the number and location of actuators and the degree of static indeterminacy are crucial for the feasibility of a constraint-free kinematic motion.

### 4.2. Motion design with actuator elements

The introduced actuator element formulation allows an easy implementation into the motion design method. For this purpose, the elongation parameters \( \alpha_i \) for every actuator element \( i \) are discretized along the motion path, as it has been done with the displacement degrees of freedom. Thus, the elongation parameters \( \alpha_i \), as part of the solution vector, are directly solved for while optimizing the motion. Again, this is the same process as for the displacement degrees of freedom. Therefore, the elongation parameters vary according to the optimized motion and their evolution throughout the deformation process represents an output of the motion design method.

This is again illustrated with the truss example from Figure 2, prescribing the same vertical displacement \( D_2 \) of the second node, using a path discretization with twenty linear path elements. With the presented actuator element formulation, the basic motion design method already includes the actuation load case, i.e., without applying any external forces. In order to ensure that only the actuator is used to realize the optimized motion without any discrete point loads, external forces are constrained to be zero for every degree of freedom (see Chapter 5).

First, the statically determinate structure with one actuator element is investigated, cf. Figure 8a. Here, a purely kinematic motion of the rest of the structure is obtained, which can be identified by the functional value being \( J = 0.0 \). The most important output of motion design is the evolution of the elongation parameter throughout the deformation process. The actuator adapts to the optimized motion, as can be seen in the plot of the elongation parameter versus the displacement \( D_2 \) in Figure 8b (bottom). This can also be observed in the statically indeterminate structure (degree \( n_s = 1 \)) with two actuator elements in Figure 8c. In this case, a suitable combination of the elongation parameters of both actuator elements is found by the motion design method, such that a purely kinematic motion is obtained. Again, this results in a functional value of \( J = 0.0 \). The motion is different from the one in Figure 7 because now the elongation parameters of both actuators may evolve independently.

Finally, a structure with a second additional truss element is studied (cf. Figure 8d). This modification raises the degree of static indeterminacy to \( n_s = 2 \) and leads to a slightly different motion with different evolutions of both elongation parameters. A significant difference, however, results from the fact the other bars cannot perform a pure rigid body motion anymore, but build up internal stresses throughout the motion.
This is the main difference compared to the two previous motion designs and leads to a functional value of $J = 379$.

4.3. Bridge structure with a traveling load

To demonstrate the potential of motion design with actuator elements, a more complex example is presented in the following. A bridge is modeled as a truss structure, as shown in Figure 9. Actuator elements are installed in the entire lower chord, thus resulting in a total of ten actuators. In this example, a parallel actuation mechanism is employed. This means that in addition to the actuator element, a regular, passive truss element is installed at the same place. As a result, this passive element is automatically stressed when the actuator changes its length. This is supposed to penalize the actuator extension in order to approximately represent the corresponding actuation costs. The top chord and the vertical struts have a cross sectional area of $A_1 = 0.1$, while the diagonals as well as the actuator elements and the passive truss elements in the lower chord are built of elements with half the cross section area, i.e., $A_2 = 0.05$.

The bridge is exposed to a load $F$ traveling from left to right. The idea is that the point of load application remains at the same height throughout the entire travel, as indicated by the horizontal line in Figure 9. In order to realize this, the structure has to adapt and undergo large deformations. The required motion should be solely enabled by the actuators in the lower chord.

The initial configuration of the bridge is the symmetric, unloaded state. To find a suitable motion for the traveling load and to make the deformation process as efficient as possible, motion design is carried out in

![Figure 8. Motion design with actuator elements.](image)

![Figure 9. Bridge structure and deformation due to static loading.](image)
two stages. The two motion stages are not solved separately, but by one single motion design procedure. However, they differ in the controlled and prescribed displacement values, as described in the following.

Stage 1 of the motion represents the procedure of “picking up” of the point load on the left side. Therefore, the structure needs to deform sideways until the fourth node of the top chord (marked in blue) arrives at the starting point of the traveling load. For motion design, the vertical and horizontal target position of this node are prescribed and its horizontal displacement value is controlled throughout the motion of the first stage (Configuration 0 to Configuration 5 in Figure 10).

In Stage 2, the load travels from the left side to the central node of the top chord. To guarantee that it always remains at the same vertical position, the vertical displacements of the nodes of the top chord are prescribed in a sequential way throughout the configuration: First, the vertical displacement of the fourth node is prescribed, then the vertical displacement of the fourth and fifth node are prescribed, then the vertical displacement of the fifth node is prescribed and so forth (cf. Figure 10, marked in blue). In the motion design problems described up to now, at least one target displacement value is prescribed for the motion and one degree of freedom is controlled throughout the entire motion. This is not the case in Stage 2, but the nodes with specified vertical displacement values change in every configuration. However, these specifications still lead to a stable motion design procedure with a unique result. Furthermore, the traveling load is applied to every node reaching this specific vertical position. If two nodes are placed at the same height, the load is split and distributed on both nodes. The application of these point loads is also included as a constraint on the motion as described in Section 3.

An alternative approach to design a motion is to find the geometry for every single configuration separately with the specific constraints, i.e., displacement values and loading, by an optimization that minimizes the internal energy. These optimized configurations can then be connected, thus generating an entire motion. These connected optimized geometries are then used as predictor motion for motion design. Figure 10a and Figure 10b show the optimized motion that results from the solution of the motion design problem including Stage 1 and Stage 2. Because of the applied constraints on the admissible point loads, the deformation is solely realized by the actuators. Furthermore, potential displacements due to the loading are compensated such that the point load can be kept at exactly the same height during the entire travel. The motions required to maneuver the load to the right side of the bridge is obtained by symmetry. Using the motion design method, the functional value reduces from $J = 72.8$ in the predictor (connection of energy-minimal configurations) to $J = 51.6$, i.e., by 29%. This is due to the fact that the entire motion is considered in the objective function and not only separate configurations.

An output of the method are the targeted actuator length changes in the form of the elongation parameters, required to realize the optimal motion. Their evolution is exemplarily illustrated in Figure 10c for the first actuator (Actuator 1) and the fourth actuator (Actuator 2) of the lower chord (marked in Configuration 0). It can be seen that the elongation parameters do not increase monotonously, but develop independently and can
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also decrease during the process. This confirms that the method of motion design allows to design efficient motions that are realized solely by actuator elements.

5. MOTION STABILIZATION

5.1. Detection of critical points

In addition to the presented constraints regarding admissible actuation forces for the optimized motion, other constraints can be applied to motion design problems. One possibility is to enforce a stabilized motion, where no structural instabilities occur during the deformation. Instability phenomena, such as bifurcation or snap-through, are usually initiated at critical points, namely bifurcation points and limit points. Often, but not always, reaching a critical point is followed by entering an unstable equilibrium path. In quasi-static problems, the determinant of the tangent stiffness matrix is zero when a critical point is reached. This simple criterion is used in the following for identification of critical points.

5.2. Inequality constraint for the stiffness determinant

The basic method for motion design again marks the starting point for constrained motion design, however, now with different constraint types. To avoid that the structure enters an unstable equilibrium path, an inequality constraint can be introduced within the framework indicated in eq. (10). In particular, an inequality constraint can be applied onto the determinant of the tangent stiffness matrix $K_T$. The constraints are summarized in a vector for all load configurations $k$

$$g = \begin{bmatrix} \text{det } K^2 & \text{det } K^3 & \ldots & \text{det } K^k & \ldots & \text{det } K^{n_{\text{nodes}}} \end{bmatrix}^T.$$ (29)

Thus, each entry $i$ of the vector $g$, i.e., each constraint $g_i$, needs to fulfill the inequality

$$g_i = \text{det } K_i \geq 0.$$ (30)

Applying inequality constraints is realized by activating a corresponding equality constrained, once the inequality constraint is violated. Hence, an active set strategy must be used. This is done by the Karush-Kuhn-Tucker conditions

$$g_i \geq 0, \quad \lambda_i \geq 0, \quad g_i \lambda_i = 0$$ (31)

with the Lagrange multipliers $\lambda_i$. These conditions can also be expressed in a semi-smooth way in the complementarity function for every constraint $i$

$$C_i = \lambda_i - \max(0, \lambda_i - c g_i) = 0.$$ (32)

The complementarity parameter $c$ has to be positive and stabilizes the system of equations.

Like in Section 3, the derivatives of the constraints have to be computed to set up the extended system of equations. Clearly, this is a non-trivial task, but it can also be accomplished numerically. Also here, the complex step differentiation from [17] is used to get the exact derivatives. However, only the first derivative can be calculated exactly in this way. A possibility to numerically compute second derivatives is to make use of hyper-dual numbers, as proposed by Fike and Alonso [5]. Even though these numbers enable the computation of exact second derivatives, they also suffer from the drawback that they are not included in the standard C++ library and are therefore not accessible for a variety of finite element research software. As an alternative, the calculation of the Hessian and the associated second derivatives of the determinant can simple be omitted. This leads to a not consistently linearized problem and the Newton-Raphson method is transformed into a modified Newton-Raphson solution scheme. It follows for the resulting system of equations

$$\begin{bmatrix} K_{\text{md}} + \lambda T \mathbf{H}_T & \mathbf{G}^T \\ \mathbf{G} & 0 \end{bmatrix} \begin{bmatrix} \Delta \mathbf{D} \\ \Delta \lambda \end{bmatrix} = - \begin{bmatrix} R_{\text{md}} + \lambda T \mathbf{G} \\ \mathbf{g} \end{bmatrix}. \? (33)$$

\footnote{For a B-spline discretization, the nodes, where the constraints are enforced, are again the Greville collocation points on the deformation path itself.}
The incomplete linearization may affect the convergence behavior of the non-linear problem. It is expected to have an inferior, no longer quadratic convergence behavior, compared with the complete system of equations including the Hessian matrix. Nevertheless, the convergence behavior is expected to remain acceptable, since $K_{mod}$ is still updated in each iteration. Due to the correct residual, the solution still converges to the correct minimal solution, but usually with an increased number of iterations.

To demonstrate the stabilization of motions, two simple two-bar structures, incorporating snap-through phenomena as well as bifurcation points are presented in the following.

5.3. Snap-through problem in a shallow two-bar truss

The method of stabilized motion design is first investigated on the example of an unsymmetric two-bar truss, as shown in Figure 11. Here, no constraints are enforced regarding the actuation forces. Thus, a horizontal and a vertical force can be applied onto the free node. This corresponds to an unconstrained motion design, the result of which is shown in Figure 11 for a path discretization with ten elements and the vertical displacement of the central node being controlled. The sign of $\det K_T$ is indicated in the background of the illustrated motion, where the red shaded zone marks a region in which $\det K_T < 0$. In the unconstrained motion design solution, the node traverses this unstable region. This is also visible in the plot of the determinant of the stiffness matrix versus the displacement $D_2$ in Figure 11b. Between vertical displacement values of approximately $D_2 \approx 2$ and $D_2 \approx 8$, the determinant takes a negative value. For the given load-controlled process, this would practically mean that an uncontrollable dynamic snap-through occurs instead of the desired (designed) motion.

Applying constrained motion design, a stabilized motion is obtained (see Figure 11c). The trajectory of the central node only touches the zone where the determinant would become negative. In practical applications, one would probably avoid exactly reaching this critical region, but keep a safe distance by enforcing a (small) positive value $\det K_T > 0$ in the inequality constraint.

It can also be seen that the magnitude of the forces, especially the horizontal point load at the midnode, changes in order to follow the alternative deformation path. The motion design functional itself, i.e., the minimum of the cost of deformation, stays the same, but its value increases drastically from $J = 1492$ to $J = 6211$ due to the necessary detour. However, a stabilization and a positive determinant are ensured throughout the entire motion.

5.4. Stabilization of a two-bar truss with bifurcation

In order to also investigate the stabilization in bifurcation problems, a high two-bar truss is studied next (see Figure 12). When the free node of a shallow two-bar truss is moved downwards, the first critical point reached is a limit point, initiating a snap-through process. However, in this case, an additional bifurcation point occurs before the limit point is reached. This happens when the height to span ratio exceeds a value of $\sqrt{2}/2$. The objective of motion design is again to reach a “mirrored” configuration.

This problem is already described in [24], where different solutions and equilibrium paths are compared. Figure 12b shows the solution from unconstrained motion design (with twenty linear path elements and the

![Figure 11. Unsymmetric two bar truss with an unconstrained and constrained stabilized motion design.](image)
vertical displacement controlled). Again, the red zone indicates a negative sign of the determinant of the tangent stiffness matrix $\det K_T$. Again, the unstable region is traversed by the deformation path, which can also be seen in the progress of the stiffness determinant in the corresponding diagram underneath. Thus, this result would be practically infeasible.

Applying the inequality constraint $\det K_T \geq 0$ results in the motion that can be seen in Figure 12, where the red zone is again only touched by the free node, but not traversed. The constraint of enforcing a positive stiffness determinant can therefore also be successfully applied to problems where bifurcation phenomena can occur.

5.5. Stabilization of a motion with restricted actuation

So far, the two constraint types of enabling an optimized motion by a restricted set of actuation forces (equality constraints) and of stabilizing the motion by enforcing a positive stiffness determinant (inequality constraints) were treated separately. However, they can also be combined. The vector $g$ that gathers all constraints then contains entries with the internal forces $g_F$ as well as entries with the determinant of the stiffness matrix $g_{\det}$.

$$g = \begin{bmatrix} g_F \\ g_{\det} \end{bmatrix}. \quad (34)$$

As a consequence, the resulting system of equations is further expanded. This is shown in the following with the system from Figure 2. The deformation path is discretized by 16 linear elements (only eight are illustrated in Figure 3) and the vertical displacement is controlled. It is already known at this point that unconstrained motion design yields the functional value $J = 600$, as shown in Figure 3. This represents the reference value for the following modifications.

First, the horizontal force at the free node is suspended and a constrained motion design is carried out. This leads to the motion in Figure 13a. Due to the constraint, the value of the functional increases to $J = 616$. Secondly, all possible forces may again be applied, but a positive determinant of the stiffness matrix is enforced to find a stabilized motion. Again, a different motion is found, shown in Figure 13b, and the functional value increases significantly to $J = 1542$. In this structure, the horizontal bar is activated much more in the form of a high compressive force to reduce the snap-through effect of the two other bars. Finally, both constraints can be combined. The result is a stable motion that always keeps a positive determinant of the stiffness matrix, but is also realizable with only two point forces, as illustrated in Figure 13c.
6. CONCLUSIONS

In this paper, the work presented in Sachse and Bischoff [24] is continued and extended to a more practical approach. While in the previous study, only unconstrained motions were investigated, this work presents the introduction of constraints into the motion design process. This allows finding an optimal motion between two prescribed geometries that is either realized by only a specific number of load cases, actuator elements, or is stabilized by enforcing a positive structure’s stiffness determinant.

After the basics of the unconstrained motion design method were summarized, first, the introduction of load cases to motion design was presented. This was introduced by enforcing a zero internal force at every unloaded degree of freedom and can exemplarily be conducted with the Lagrange multiplier method. Here, the second derivatives of the constraints need to be calculated to build the resulting extended system of equations. The first derivative is represented by the stiffness matrix, whereas the second derivative, the derivative of the stiffness, can be obtained by a directional derivative. Due to the particular (symmetric) character of the stiffness matrix, this directional derivative allows for using only one more evaluation of the function when applying numerical differentiation, increasing the numerical efficiency of the calculation. Furthermore, additional considerations have to be made for the definition of the desired end geometry. This approach is further demonstrated in some numerical experiments with different types of finite elements. They showed that the functional value of constrained optimized motions increases compared to unconstrained optimized motions. However, the constraints can be satisfied.

The length change of incorporated actuator elements in the structure can also be regarded as a load case. Therefore, a new actuator element formulation with an additional parameter, the targeted actuator length change $\alpha$, was developed. This element formulation allows a straightforward implementation into the presented motion design method because it is simply solved for this additional parameter as well. By application of the actuator element, kinematic motion of the remaining passive structure and the corresponding actuator length changes can be determined. In addition, the potential of this method with actuator elements is shown on the example of a bridge structure with a traveling load.

Next, the constraint of a stabilized motion is introduced. In this case, the fact that the determinant of the stiffness matrix of the structure becomes negative when passing a critical point is utilized. The inequality condition of always keeping a positive determinant is also enforced with the Lagrange multiplier method while following an active set strategy. However, the required derivatives are difficult to obtain. This is why, again, numerical differentiation is used. To improve efficiency, only the first derivatives of the constraints are calculated in this way leading to a modified Newton scheme. Due to the type of constraint, where a determinant needs to be calculated and differentiated, the solution process might be inefficient in terms

---

**Figure 13.** Constrained motion design on an exemplary system with different types of constraints as well as their combination.
of the calculation time for large structures. Furthermore, the solution of the resulting extended system of equations might exhibit numerical instabilities as the entries are characterized by a significant difference in magnitude, which is caused by the determinant’s value. However, in this study, only the principle of the introduction of such a constraint is shown and its functionality proven with simple structures. When the presented approach is applied in the presented numerical examples, unstable deformation states are avoided in snap-through problems as well as bifurcation problems. The described numerical problems still need to be tackled in further research if following this idea.

Finally, both type of constraints, enabling the designed motion only by a prescribed number of loads as well as the motion stabilization, is combined and presented in an exemplary structure. Similarly, other inequality constraints on stress measures are thinkable. This way, it can be ensured that they do not exceed any strength values or limits regarding local instability behavior, i.e., buckling of single truss elements, during the entire deformation process. For such constraints, usually only existing quantities in a nonlinear finite element code, such as the first and second derivatives of the stress tensor, are required and analytical sensitivities without the need for numerical differentiation can be obtained.

The basic concept and structure of unconstrained and constrained motion design is presented with an exemplary functional, the integrated internal energy over the deformation path, and exemplary constraints in the previous publication by the authors [24] as well as in this paper. The herein described constraints should represent an approach for technical implementation and application of the motion design method for real structures. However, also other functionals and constraints may be introduced to adapt the method for the specific requirements of the underlying task.

Besides, the type and number of loads were always defined prior to motion design. One possibility for further research is to include an optimization procedure also to find the optimal loads to trace the optimized deformation path by motion design. This resembles actor placement procedures or, in this case, load case placement procedures, that already exist as described in the introductory section [1]. Furthermore, the focus was laid on the application of point forces up to now, but also other types of actuation are thinkable such as discrete actuator elements or piezoelectric structural parts and may be implemented.
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