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ABSTRACT

The two most popular loss functions for streaming end-to-end automatic speech recognition (ASR) are RNN-Transducer (RNN-T) and connectionist temporal classification (CTC). Between these two loss types we can classify the monotonic RNN-T (MonoRNN-T) and the recently proposed CTC-like Transducer (CTC-T). Monotonic transducers have a few advantages. First, RNN-T can suffer from runaway hallucination, where a model keeps emitting non-blank symbols without advancing in time. Secondly, monotonic transducers consume exactly one model score per time step and are therefore more compatible with traditional FST-based ASR decoders. However, the MonoRNN-T so far has been found to have worse accuracy than RNN-T. It does not have to be that way: By regularizing the training via joint LAS training or parameter initialization from RNN-T, both MonoRNN-T and CTC-T perform as well or better than RNN-T. This is demonstrated for LibriSpeech and for a large-scale in-house data set.

Index Terms—speech recognition, monotonic transducer, GTC-T, RNN-T

1. INTRODUCTION

In recent years, the recurrent neural network-transducer (RNN-T) [1] has become one of the most important training criterion in automatic speech recognition (ASR) [2–4]. Note that we loosely refer to RNN-T as the loss function in this work, which does not imply that any kind of RNN must be used for the model architecture. Other popular and related training criteria are the connectionist temporal classifications (CTC) loss [5], the cross-entropy (CE) loss for encoder-decoder, traditional hybrid DNN/HMM ASR systems, and discriminative objectives such as MMI [6–8].

RNN-T is preferred over other ASR paradigms for three reasons: (1) RNN-T models demonstrate better or competitive performance even without the use of an external language model [9]; (2) streaming recognition can naturally be accomplished with RNN-T based systems [10, 11]; and (3) inference for RNN-T based ASR can be very efficient, making on-device large-vocabulary ASR possible [12, 13].

One special property of RNN-T is that it does not enforce strictly monotonic alignments between input frames and output labels. This can result in a particular behaviour where during inference the model can decide to output blanks (nothing) for a long period of time, followed by an emission of multiple labels in a single time step [14]. This is contrary to traditional ASR systems and to the strictly monotonic alignment of speech sounds. To mitigate this, the monotonic RNN-T (MonoRNN-T) loss has been proposed [14]. It modifies the RNN-T loss as to restrict the summation of probabilities in the forward-backward pass to strictly monotonic alignments.

Recently, the graph temporal classification-transducer (GTC-T) loss function has been proposed [16]. GTC-T generalizes the RNN-T loss to arbitrary monotonic alignment topologies by specifying the label transition rules as a graph, instead of as hard-coded rules as part of the definition. GTC-T has enabled the exploration of alternative alignments, including a transducer model with CTC-like transition rules named CTC-T. Other graph-based full-sum loss functions, such as GTC [18] and GTN [19], are closely related to GTC-T. However, those cannot be used for training transducer-based ASR models that have an internal decoder (predictor) for modeling conditional dependencies of output labels.

In [16], promising results are demonstrated for monotonic transducers with a CTC-like lattice as well as for MonoRNN-T, especially when decoding with an external language model (LM). However, experiments were conducted only on academic data sets (LibriSpeech and HKUST [20, 21]), leaving it unclear whether monotonic transducers can compete with RNN-T on larger real-life data sets. [16] also showed the importance of initializing model parameters for monotonic transducer training in order to obtain robust results.

In this work, we are investigating GTC-T with a CTC-like and a MonoRNN-T graph using a large-scale data set of 145K hours. Different training strategies are proposed and evaluated. Furthermore, we discuss the reasons why better training strategies are required for monotonic transducers in Section 7.

2. TRANSDUCER-BASED ASR

The transducer model is an end-to-end ASR architecture that is composed of an encoder, a prediction network, and
a joiner network. Its task is to generate a label sequence 
\( Y = (y_1, \ldots, y_L) \) of length \( L \), e.g., a sequence of words or 
word-pieces, from an input sequence \( X = (x_1, \ldots, x_N) \) of 
length \( N \), commonly a sequence of acoustic features such as 
Mel-spectral energies. The encoder neural network processes 
the input sequence \( X \) to produce a sequence of acoustic rep-
resentations \( H^{\text{enc}} = (h_1^{\text{enc}}, \ldots, h_T^{\text{enc}}) \) of length \( T \), which can 
differ from \( N \) due to sub-sampling. The prediction neural 
act as an internal language model or decoder to 
produce a representation \( h_u \), where \( u \) denotes the decoder state. 
Typically, \( u \) depends on the previous output labels 
\( y_{0:t-1} = (y_0, \ldots, y_{t-1}) \), where \( y_0 \) corresponds to a start-of-
sentence symbol and \( t \) to the label index. Lastly, the joiner 
network receives as input the output representations from 
the encoder and prediction network to form the joint rep-
 resentation \( h_{t,u}^{\text{joint}} \), where \( t \) denotes the encoder frame index. 
A probability distribution \( v_{t,u} \) over the set of output labels 
\( U \cup \{\emptyset\} \), including the blank symbol \( \emptyset \), is derived for each 
\((t, u)\) point by applying a softmax layer to \( h_{t,u}^{\text{joint}} \). The obser-
vation probability of label \( k \in U \cup \{\emptyset\} \) for the \((t, u)\) point is denoted by \( v_{t,u}^k \).

### 2.1. RNN-T

The RNN-T objective minimizes the loss function \( \mathcal{L}_{\text{mnt}} = -\ln p(Y|X) \) with

\[
p(Y|X) = \sum_{\pi \in \mathcal{B}^{-1}(Y)} p(\pi|X),
\]

which corresponds to maximizing the sum of alignment prob-
abilities \( p(\pi|X) \) for a set of possible alignments that can be 
generated from the label sequence \( Y \). \( \mathcal{B} \) denotes a mapping 
function that removes all blank symbols from the alignment 
sequence \( \pi \) such that \( \mathcal{B}(\pi) = Y \). The \( p(Y|X) \) for all \( 1 \leq t \leq T \) and \( 0 \leq u \leq U \) can be computed efficiently with 
the forward-backward algorithm. The forward and backward 
variables, \( \alpha \) and \( \beta \), are computed by

\[
\alpha(t, u) = \alpha(t - 1, u) \phi(t - 1, u) + \alpha(t, u - 1) y(t, u - 1),
\]

and

\[
\beta(t, u) = \beta(t + 1, u) \phi(t, u) + \beta(t, u + 1) y(t, u),
\]

with the initial conditions \( \alpha(1, 0) = 1 \) and \( \beta(T, U) = 0 \).

From this definition follows that RNN-T has a "square-like" lattice, since it is allowing label emissions without an advance-
ment in time [1]. The forward and backward variables also allow us to compute \( p(Y|X) = \alpha(t, u) \beta(t, u) \) for any 
\((t, u)\) point. Gradients are derived by computing the deriva-
tive of \( \mathcal{L}_{\text{mnt}} \) with respect to the joiner network output \( h_{t,u}^{\text{joint}}(k) \) before the softmax is applied [1].

### 2.2. Alignment restricted RNN-T

The alignment restricted RNN-T (AR-RNN-T) loss utilizes 
several alignment information, e.g., forced alignment information 
from a traditional hybrid acoustic model, to restrict the 
set of alignments in (1) to a set of valid alignments. An align-
ment is considered valid when the time position of each label 
in the alignment path is within a predefined time range,
which for example is determined from the forced alignment information. The usage of the AR-RNN-T loss allows pruning the joiner output, which significantly improves memory usage and training speed [15].

2.3. GTC-Transducer

The GTC-Transducer (GTC-T) loss function is a generalization of the RNNT loss, defined by \( \mathcal{L}_{\text{gtct}} = -\ln p(\mathcal{G}|X) \) with

\[
p(\mathcal{G}|X) = \sum_{\pi \in \mathcal{S}(\mathcal{G}, T)} p(\pi|X),
\]

where \( \mathcal{S}(\mathcal{G}, T) \) denotes a search function that expands graph \( \mathcal{G} \) to all possible alignment paths \( \pi \) of length \( T \), which here correspond to a sequence of nodes. Thus, the difference to RNNT is that possible alignments are not pre-defined by the loss function, but instead are determined through the graph \( \mathcal{G} \).

Let’s assume that nodes are topologically sorted in a breadth-first search manner and indexed with \( g = 0, \ldots, G+1 \) and \( G+1 \) denote the non-emitting start and end nodes. In GTC-T, the forward variable \( \alpha \) for \( 1 \leq t \leq T \) and all \( 1 \leq g \leq G \) is computed as

\[
\alpha(t, g) = \sum_{\pi \in \mathcal{S}(\mathcal{G}, T); \pi_0 = g} \prod_{\tau=1}^{t} v^\Lambda(\pi_{\tau}),
\]

where \( \mathcal{G}_{0,g} \) denotes the sub-graph of \( \mathcal{G} \) containing all paths from node 0 to node \( g \); \( \Lambda(\pi_{\tau}) \) denotes the output label observed at node \( \pi_{\tau} \) of alignment sequence \( \pi \) and time index \( \tau \); and \( \Upsilon(\pi_{\tau-1}, \pi_{\tau}) \) represents the decoder state \( u \) for the transition from node \( \pi_{\tau-1} \) to \( \pi_{\tau} \). To compute \( \alpha \), the sum is taken over all possible \( \pi \) whose sub-sequence up to time index \( t \) can be generated in \( t \) steps from the sub-graph \( \mathcal{G}_{0,g} \), with the initial condition \( \alpha(0, g) = 1 \) for \( g = 0 \).

Likewise, the backward variable \( \beta \) is computed by

\[
\beta(t, g) = \sum_{\pi \in \mathcal{S}(\mathcal{G}, T); \pi_{T+1} = g} \prod_{\tau=T}^{t} v^\Lambda(\pi_{\tau+1}),
\]

where \( \mathcal{G}_{g,G+1} \) denotes the sub-graph of \( \mathcal{G} \) containing all paths from node \( g \) to node \( G+1 \). \( \beta \) is initialized with \( \beta(T+1, g) = 1 \) for \( g = G+1 \) and \( 0 \) otherwise. The probability function \( p(\mathcal{G}|X) \) can be computed as

\[
p(\mathcal{G}|X) = \sum_{(g,g') \in \mathcal{G}} \alpha(t-1, g) v^\Lambda(g') \beta(t, g'),
\]

where \((g,g')\) denotes an edge in graph \( \mathcal{G} \) with the start and destination nodes \( g \) and \( g' \). Differentiation of \( \mathcal{L}_{\text{gtct}} \) with respect to \( h^\text{mnt}_{k,u}(k) \), the joiner network output for label \( k \) and \( (t, u) \) before the softmax layer, leads to the neural network gradients [16].

In this work, two graph topologies are considered that correspond to a CTC-like transducer (CTC-T) lattice and to the MonoRNN-T lattice. They are visualized in Figure 1. One of the main differences is that CTC-T allows label repetitions by using self-transitions for nodes where an ASR token is emitted, which is not the case for MonoRNN-T. For ASR models that do not include a prediction network such as CTC, it can be shown that that a topology which allows label repetitions has better convergence and leads to better results—we do not present results for this experiment in this work but we did test this in the past. Therefore, the comparison of different label topologies is of high importance also for transducer models in order to find an optimal solution.

3. EXPERIMENTAL SETUP

The public LibriSpeech ASR corpus and our in-house training and test sets are described in the datasets section. Training settings and model architectures are described in the model setup section.

3.1. Datasets

**LibriSpeech** is collected from recordings of read English audio books with 960 hours of training data plus two development and two test sets, named clean and other [20]. In this work, however, we’re only reporting results for the test-clean and test-other conditions with about 5 hours of data each.

Our **in-house training data** combines two sources. The first consists of 20K hours of English Facebook video data that is completely de-identified before transcription. The second contains 20K hours of manually transcribed de-identified English voice-assistant data with no user-identifiable information (UII). All utterances are morphed when researchers manually access them to further de-identify the speaker. Note that the data is not morphed during training. We further augment the data with speed perturbation, simulated room impulse responses, and background noise, resulting in 83M utterances (145K hours). For evaluation, we consider the following three in-house test sets:

**VA1** – 10.2K hand-transcribed de-identified short-form utterances (less than five words on average) in the voice-assistant domain, collected from internal volunteer participants. The participants consist of households that have agreed to have their Portal voice activity reviewed and analyzed.

**VA2** – 44.2K hand-transcribed de-identified short-form utterances in the voice-assistant domain, collected by a third-party data vendor via Oculus devices.
Table 1. Word error rate [%] comparison of different training strategies for the CTC-like Transducer (CTC-T) using the LibriSpeech ASR benchmark and an offline Conformer-based model architecture.

| Training Strategy            | dev clean | dev other | test clean | test other |
|------------------------------|-----------|-----------|------------|------------|
| baseline                     | 3.2       | 8.3       | 3.4        | 8.5        |
| joint training w/ CTC        | 2.9       | 7.6       | 3.1        | 7.6        |
| joint training w/ LAS        | 2.4       | 6.6       | 2.8        | 6.8        |
| init encoder from CTC        | 2.7       | 7.2       | 2.9        | 7.2        |
| init from RNN-T              | 2.5       | 6.7       | 2.7        | 6.7        |
| AR-RNN-T + init from AR-RNN-T| 3.49      | 8.39      | 2.98       | 7.32       |
| MonoRNN-T + init from AR-RNN-T| 3.19      | 7.66      | 2.69       | 6.53       |
| MonoRNN-T                    | 3.15      | 7.67      | 2.77       | 6.74       |
| RNN-T                        | 3.25      | 7.97      | 2.86       | 6.90       |
| RNN-T + init from RNN-T      | 3.40      | 8.39      | 2.98       | 7.32       |
| joint training w/ CTC        | 3.27      | 7.96      | 2.87       | 6.90       |
| joint training w/ LAS        | 3.41      | 8.39      | 2.77       | 6.89       |
| init encoder from CTC        | 3.19      | 7.66      | 2.69       | 6.53       |
| init from RNN-T              | 3.65      | 8.77      | 2.90       | 7.05       |
| MonoRNN-T                    | 3.21      | 7.78      | 2.76       | 6.63       |

Q&A – 5.7K hand-transcribed de-identified medium-length utterances (more than 13 words on average) collected by crowd-sourced workers via mobile devices. The utterances consist of free-form questions directed toward a voice assistant.

3.2. Model setup

Two different ASR frameworks are used: ESPnet [22] and an internal toolkit based on fairseq and PyTorch [23]. ESPnet is employed to evaluate different training strategies using a full-sequence model architecture and optimizer settings similar to the LibriSpeech setup of [16], except with 14 Conformer blocks instead of 12. The fairseq-based framework is used for the streaming and large-scale ASR experiments.

The streaming ASR system of this work uses the “Emformer” encoder architecture [24]. Input to the encoder are 4 stacked 80-dimensional spectral-energy feature vectors, which reduces the frame rate to 40 ms. The predictor consists of 3 LSTM layers with 512 hidden units and layer normalization. Both the encoder and predictor outputs are projected to 1024 dimensional embeddings that are fed to the joiner network, which consist of a projection layer and a softmax layer for a word-piece vocabulary of size 4096.

In the fairseq-based toolkit, an Adam optimizer with a tri-stage learning-rate scheduler is used. For LibriSpeech, models are trained for 120 epochs with a base learning rate of 0.001, a warmup of 10K iterations, and forced annealing after 60 epochs. Experiments on the large-scale in-house data train for 15 epochs using similar model architecture and training hyper-parameters.

Inference uses a time-synchronous beam search algorithm that is adjusted to the transducer model types. The decoding procedure of the CTC-like transducer (CTC-T) is described in [16]. The MonoRNN-T beam search is based on a modification of this algorithm. RNN-T decoding is similar to the time-synchronous beam search algorithm described in [25, 26]. In all experiments, the beam size is 10.

4. TRAINING STRATEGIES

Prior work indicated that monotonic transducer losses may require more careful training to reach good performance [16]. For example, encoder parameters were initialized by CTC pre-training in order to obtain robust results. Here we are comparing different training strategies such as pre-training with CTC or RNN-T, and joint training with an LAS decoder [27] or CTC. Note that joint training with an LAS decoder or CTC is solely for regularizing the training process—we did not use the auxiliary outputs for joint scoring purposes.

Table 1 presents a comparison of the proposed training strategies using the CTC-T loss function and a Conformer-based offline ASR system implemented in ESPnet [22]. The baseline results are obtained by training the model from scratch and without using any joint training strategy. It is demonstrated that all four training strategies lead to an substantial WER improvement. Results show that LAS-based joint training is more effective than CTC-based joint training, where the latter is also a popular training strategy for RNN-T models [26]. Another popular training strategy for transducer models is to initialize encoder parameters by CTC pre-training [10, 28]. Here it is compared to RNN-T pre-training, which also initializes the prediction network and the joint network. Results show that RNN-T pre-training is more effective than CTC pre-training, with results similar to the aforementioned joint training with an auxiliary LAS decoder. The two most effective training strategies are joint training with an LAS decoder and parameter initialization from RNN-T pre-training, which both contribute to achieve about similar WERs. In the further reading we will settle on parameter initialization from RNN-T pre-training as the default training strategy, because this method is easier to implement and does not require any additional model parameters that must be trained.

5. COMPARING TRANSDUCER MODELS

ASR results for the RNN-T, alignment-restricted RNN-T (AR-RNN-T), CTC-T, and MonoRNN-T models with and
without RNN-T pre-training are shown in Table 2. For the results presented here, an Emformer-based streaming ASR model architecture is used that is implemented using an internal fairseq-based ASR framework [23, 24]. The center block size and the look-ahead of the Emformer encoder neural network amount to 1.28s and 240ms, respectively [24].

Earlier results discussed in Section 4 demonstrated the effectiveness of various training-enhancement strategies for the CTC-T ASR model, where we found that RNN-T parameter initialization followed by 10 epochs of fine-tuning leads to promising results. However, it is unclear whether the 10 epochs of extra training is part of the reason for the improved WERs, and whether the same additional training would also lead to improved RNN-T results. Therefore, in Table 2 results are presented for initializing extra RNN-T training from RNN-T pre-training, which results in deteriorated WERs. For this extra training, the Adam optimizer uses special learning-rate scheduling, where the learning rate is quickly warmed up for 400 iterations and decayed over 10 epochs of extra training using cosine annealing. This is the same setup as is used for CTC-T and MonoRNN-T in this work. We can conclude that the extra training does not explain the improved results for CTC-T and MonoRNN-T when using parameter initializing from RNN-T/AR-RNN-T, which can be seen from the results in Table 2. Note that we also tested a few different optimizer settings for this experiments, which did not change the fact that this pre-training was not beneficial for RNN-T training.

Table 2 also shows results for the AR-RNN-T loss [15], which outperforms the RNN-T baseline. However, both monotonic transducer ASR models—CTC-T and MonoRNN-T—obtain similar or better ASR results than the AR-RNN-T when model parameters are pre-trained using AR-RNN-T. Without pre-training, the CTC-T system also obtains similar or improved WERs compared to RNN-T when using an external LM for inference. However, the RNN-T model achieves lower WERs when no LM is used for decoding, which shows that CTC-T may be more susceptible to external LM information as it was observed in [16].

The best ASR results for LibriSpeech are obtained by the CTC-T system with WERs of 2.69% and 6.53%—also outperforming MonoRNN-T for all training and test conditions. Note that the presented LibriSpeech WERs correspond to state-of-the-art results for a streaming transducer-based ASR system [24, 29–32].

6. LARGE-SCALE ASR RESULTS

Lastly, Table 3 shows ASR results for our in-house large-scale data set with about 145K hours of training data. Here, the alignment restricted RNN-T (AR-RNN-T) loss, which has been shown to perform better than RNN-T, is compared against both monotonic transducer loss types. Furthermore, the MonoRNN-T and CTC-T models are derived by one epoch of extra training similar to Section 5 (but not the AR-RNN-T, for which it does not help per Table 2).

For the VA1 test condition, which are short-form utterances in the voice-assistant domain collected through Portal, both CTC-T and MonoRNN-T achieve an absolute WER reduction of 0.57% and 0.46%, respectively. For the VA2 and Q&A test conditions, which are short-form and medium-length voice-assistant queries collected through Oculus and mobile phones respectively, AR-RNN-T, CTC-T, and MonoRNN-T obtain about similar ASR results. The use of an external language model (LM) is also evaluated for the VA2 test condition. All three transducer models benefit about equally from shallow fusion. This means that for the large-scale data set we cannot confirm earlier findings of an improved language model susceptibility of monotonic transducer models, as shown in Table 2 and in [16].

7. DISCUSSION

In Section 5 as well as in [16] it is demonstrated that monotonic transducer models may be more susceptible to external LM information. The same is true for CTC models that typically show much larger relative improvements compared to RNN-T when using an LM via shallow fusion. One possible explanation for this observation is that monotonic transducers are less dependent on the prediction network as compared to RNN-T and the prediction network is often identified as a culprit for this behaviour [33, 34]. For example, the CTC-like alignments of the CTC-T model can be achieved even without the presence of the prediction network. In fact, if the prediction network output in CTC-T would be constant, e.g., equal to zero, we would exactly derive CTC. This is not the case for RNN-T. An RNN-T alignment allows multiple predictions per time step that are obtained by changing the state of the prediction network, which cannot be achieved when the prediction network would be removed or set to a constant output. This observation could possibly also explain why monotonic transducer models are more difficult to train to achieve optimal results, because the prediction network is in principle not required for the ASR task but can be exploited by the model to further improve results. This relationship may be harder to learn, which is why the presented training strategies help to

| Test condition | ext. | LM | AR-RNN-T | CTC-T | MonoRNN-T |
|----------------|------|-----|---------|-------|-----------|
| VA1            | ✗    |     | 4.99    | 4.42  | 4.53      |
| VA2            | ✗    |     | 12.01   | 12.09 | 12.03     |
| VA2            | ✓     |     | 10.18   | 10.15 | 10.09     |
| Q&A            | ✗    |     | 6.89    | 6.91  | 6.96      |
further improve the results.

8. CONCLUSIONS

This paper presents a detailed investigation of monotonic transducer models using the MonoRNN-T loss as well as a transducer loss with a CTC-like topology, named CTC-T. Both were compared to RNN-T and its sibling, the alignment restricted RNN-T (AR-RNN-T) loss. Experiments were conducted on LibriSpeech as well as on a large-scale in-house data set with about 145K hours of training data.

We demonstrate that advanced training strategies are important for obtaining robust and competitive results with monotonic transducers. We conjecture that optimal model parameters are more difficult to learn with strictly monotonic outputs since the prediction network can also be neglected, which is not the case for RNN-T. RNN-T and CTC-based pre-training were compared, where RNN-T based parameter initialization was found to be more effective. In addition, joint training with an auxiliary CTC or LAS decoder was investigated, where the latter was found to be more effective. RNN-T pre-training and joint training with an auxiliary LAS decoder are found to lead to similar ASR results. Note that the auxiliary decoder is only used to regularize training—we did not evaluate joint scoring during inference.

Overall, ASR results demonstrate that monotonic transducer models, such as CTC-T or MonoRNN-T, perform as well as or better than RNN-T-based models thanks to the training strategies. This is contrary to prior studies where MonoRNN-T was generally found to perform somewhat worse.

State-of-the-art transducer model results for streaming ASR are reported for the LibriSpeech data set, and we provide evidence for the usability of monotonic transducers for ASR systems at production scale. This opens the door to more simplified FST-based decoders. An analysis of improved emission delays for streaming ASR remains to future work.
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