Article

Synthesis of L-Band SAR and Forest Heights Derived from TanDEM-X DEM and 3 Digital Terrain Models for Biomass Mapping

Ai Hojo 1,*, Kentaro Takagi 2, Ram Avtar 3, Takeo Tadono 4 and Futoshi Nakamura 1

1 Graduate School of Agriculture, Hokkaido University, Sapporo 060-8589, Japan; naka@for.agr.hokudai.ac.jp
2 Field Science Center for Northern Biosphere, Hokkaido University, Sapporo 060-0809, Japan; kentt@fsc.hokudai.ac.jp
3 Graduate School of Environmental Science, Hokkaido University, Sapporo 060-0810, Japan; ram@ees.hokudai.ac.jp
4 The Earth Observation Research Center, Japan Aerospace Exploration Agency (JAXA), Tsukuba 305-8505, Japan; tadono.takeo@jaxa.jp
* Correspondence: ai-h3857@for.agr.hokudai.ac.jp; Tel.: +81-11-706-3343

Received: 29 October 2019; Accepted: 13 January 2020; Published: 21 January 2020

Abstract: In this study, we compared the accuracies of above-ground biomass (AGB) estimated by integrating ALOS (Advanced Land Observing Satellite) PALSAR (Phased-Array-Type L-Band Synthetic Aperture Radar) data and TanDEM-X-derived forest heights (TDX heights) at four scales from 1/4 to 25 ha in a hemi-boreal forest in Japan. The TDX heights developed in this study included nine canopy height models (CHMs) and three model-based forest heights (ModelHs); the nine CHMs were derived from the three digital surface models (DSMs) of (I) TDX 12 m DEM (digital elevation model) product, (II) TDX 90 m DEM product and (III) TDX 5 m DSM, which we developed from two TDX–TSX (TerraSAR-X) image pairs for reference, and the three digital terrain models (DTMs) of (i) an airborne Light Detection and Ranging (LiDAR)-based DTM (LiDAR DTM), (ii) a topography-based DTM and (iii) the Shuttle Radar Topography Mission (SRTM) DEM; the three ModelHs were developed from the two TDX-TSX image pairs used in (III) and the three DTMs (i to iii) with the Sinc inversion model. In total, 12 AGB estimation models were developed for comparison. In this study, we included the C-band SRTM DEM as one of the DTMs. According to Walker et al. (2007), the SRTM DEM serves as a DTM for most of the Earth’s surface, except for the areas with extensive tree and/or shrub coverage, e.g., the boreal and Amazon regions. As our test site is located in a hemi-boreal zone with medium forest cover, we tested the ability of the SRTM DEM to serve as a DTM in our test site. This study especially aimed to analyze the capability of the two TDX DEM products (I and II) to estimate AGB in practice in the hemi-boreal region, and to examine how the different forest height creation methods (the simple DSM and DTM subtraction for the nine CHMs and the Sinc inversion model-based approach for the three ModelHs) and the different spatial resolutions of the three DSMs and three DTMs affected the AGB estimation results. We also conducted the slope-class analysis to see how the varying slopes influenced the AGB estimation accuracies. The results show that the combined use of the PALSAR data and the CHM derived from (I) TDX 12 m DEM and (i) LiDAR DTM achieved the highest AGB estimation accuracies across the scales ($R^2$ ranged from 0.82 to 0.97), but the CHMs derived from (I) TDX 12 m DEM and another two DTMs, (ii) and (iii), showed low $R^2$ values at any scales. In contrast, the two CHMs derived from (II) TDX 90 m DEM and both (i) LiDAR DTM and (ii) SRTM DEM showed high $R^2$ values > 0.87 and 0.78, respectively, at the scales > 9.0 ha, but they yielded much lower $R^2$ values at smaller scales. The three ModelHs gave the lowest $R^2$ values across the scales ($R^2$ ranged from 0.39 to 0.60). Analyzed by slope class at the 1.0 ha scale, however, all the 12 AGB estimation models yielded high $R^2$ values > 0.66 at the lowest slope class (0° to 9.9°), including the three ModelHs ($R^2$ ranged between 0.68 to 0.69). The two CHMs derived from (II) TDX 90 m DEM and both (i) LiDAR DTM and (ii) SRTM DEM showed $R^2$ values of
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0.80 and 0.71, respectively, at the lowest slope class, while the CHM derived from (I) TDX 12 m DEM and (i) LiDAR DTM showed high $R^2$ values across the slope classes ($R^2 > 0.82$). The results show that (I) TDX 12 m DEM had a high capability to estimate AGB, with a high accuracy across the scales and the slope classes in the form of CHM, but the use of (i) LiDAR DTM was required. On the other hand, (II) TDX 90 m DEM was able to achieve high AGB estimation accuracies not only with (i) LiDAR DTM, but also with (iii) SRTM DEM in the form of CHM, but it was limited to large scales > 9.0 ha; however, all the models developed in this study have the possibility to achieve higher AGB estimation accuracies at the 1.0 ha scale in flat terrains with slope $< 10^\circ$. The analysis showed the strengths and limitations of each model, and it also indicates that the data creation methods, the spatial resolutions of datasets and topographic features affects the effective spatial scales for AGB mapping, and the optimal combinations of these features should be chosen to obtain high AGB estimation accuracies.
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1. Introduction

The accurate estimation of forest above-ground biomass (AGB) has become an imperative task for us in a time of the increasing global temperature [1], as it directly relates to the carbon amounts stored in terrestrial ecosystems [2,3]. Among several techniques for estimating AGB (e.g., destructive field sampling, stereo aerial photogrammetry, and airborne laser scanning (ALS) surveys), satellite-based remote sensing is expected to produce a large-scale AGB estimation map for its wide-spatial and continuous-time coverage and its increasing data availability [4,5]. In particular, microwave synthetic aperture radar (SAR) satellites have high potential, due to their all-weather, day and night observation capabilities and their intrinsic ability to penetrate through tree canopies [6–8]. With biomass-focused SAR satellites awaiting launch in the coming years (e.g., ALOS-4, NISAR and BIOMASS), it is important to assess the capabilities of the currently available SAR satellites to estimate AGB in preparation for the next-generation SAR satellites.

There have been many studies on the characteristics of remote-sensing data that can be used to effectively estimate forest AGB. The most common characteristic is SAR backscatter, which shows high sensitivity to forest AGB. Longer wavelengths, such as the L-band (15–30 cm) and the P-band (30–100 cm), have a better correlation with forest AGB, as they interact with trunks and large branches, in which most of the AGB resides [9,10]. Currently, the P-band SAR data have been provided by airborne platforms only, such as E-SAR [11], BIOSAR [12] and TropiSAR [13], and therefore, the data coverage is limited. On the other hand, the L-band SAR data have been offered by not only airborne (UAVSAR [14]), but also spaceborne platforms, including the ALOS (the Advanced Land Observing Satellite), the ALOS-2 (the Advanced Land Observing Satellite 2) and the SMOS (the Soil Moisture and Ocean Salinity Mission). In particular, the global backscattering data of the ALOS PALSAR (the Phased-Array-Type L-Band SAR) and the ALOS-2 PALSAR-2 (the Phased-Array-Type L-band SAR-2) have been well archived annually and provided in a mosaic form by the Japan Aerospace Exploration Agency (JAXA) since 2007, with an interval of no data between 2011 and 2014, which have been widely used for remote sensing-based AGB estimation studies [15–18]. However, it is also known that the SAR radar sensitivity to forest AGB reduces at higher AGB ranges and it is difficult for the SAR radar to predict high AGB values (known as saturation); this occurs for the L-band at around 100–150 Mg/ha and for the P-band at around 200 Mg/ha [19,20].

To solve this saturation issue, forest vertical information (the forest height) has recently been focused on as a parameter to estimate AGB, as techniques, such as SAR interferometry (InSAR) [21,22], polarimetric SAR interferometry (POLInSAR) [23,24] and radargrammetry [25–27], have matured. In case of SAR data, the most common technique to retrieve a forest height is InSAR [28], in which
two SAR images of the same area acquired at different times are interfered to produce maps called interferograms. The interferogram contains a phase difference of the two images, which is used to generate a digital elevation model (DEM) [29]. The DEM represents the elevation of the Earth, which is categorized into two models of a digital surface model (DSM) and a digital terrain model (DTM); a DSM represents the elevation of the Earth’s surface, including the heights of trees, buildings and other features on the Earth, while a DTM represents the elevation of the bare Earth with these features on the Earth removed digitally. Through the InSAR process, a DSM is produced. The shorter the wavelengths of the SAR band, e.g., X-band (2.4 to 3.7 cm), the closer the elevation of the DSM to the canopy top. A DTM is also developed with several methodologies, including the InSAR, ALS and aerial photograph analysis; among them, an ALS-based DTM is the most frequently used in AGB estimation studies, due to its high quality and precision. Using the DSM and the DTM, the forest height is obtained by subtracting the DTM from the DSM and the resultant forest height is called a canopy height model (CHM). The CHM is the simplest method to obtain the forest height.

It has already been shown that the combined use of the ALOS PALSAR backscatter and an InSAR-derived CHM (a forest height) improved the estimation accuracy of forest AGB and significantly reduced the saturation issue; the combined use of ALOS PALSAR backscatter and the InSAR-derived phase-center height developed from Shuttle Radar Topography Mission (SRTM) DEM and ALS-derived DTM, and ALS-derived height indices [15]; the combined use of ALOS PALSAR backscatter and the penetration depths obtained by the subtraction of the InSAR-derived ALOS height from the canopy top height derived from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global DEM (GDEM) [30]. This combined use of multiple datasets is called a data synergy or fusion approach, which integrates data from different sources to obtain the target information with better accuracy. This approach has also been used for a variety of remote sensing datasets to enhance the AGB estimation accuracies; e.g., the combined use of ALOS PALSAR backscatter, Satellite Pour l’Observation de la Terre (SPOT)-5 vegetation indices and ALS-derived height [16], the combined use of spaceborne Light Detection and Ranging (LiDAR) and airborne LiDAR [31], the combined use of airborne LiDAR and Landsat Enhanced Thematic Mapper Plus (ETM+) data [32], and the combined use of airborne LiDAR and digital stereo imagery [33].

TanDEM-X (TDX) is a SAR satellite launched as a TerraSAR-X (TSX) add-on in June 2010 by the German Aerospace Center (DLR). It is the only single-pass spaceborne SAR interferometer currently available [34,35], after SRTM. With its outstanding feature of a single-pass bistatic mode, the TDX provides simultaneous InSAR data without negative influence from temporal decorrelation. This ensures the development of a DEM of higher precision, compared to a DEM produced by widely used repeat-pass satellites (e.g., Sentinel-1A and 1B). Besides providing high-quality TDX–TSX image pairs by scenes or tiles, its primary mission is to generate a global high-precision DEM product with 12 m horizontal resolution [36]. Now, the mission has been accomplished and the TDX DEM product is provided with the nominal pixel spacing of 0.4 arcsecond (12 m), and a larger pixel spacing of 1 arcsecond (30 m), and 3 arcseconds (90 m) [37,38]. As the TDX DEM represents a DSM, we hereinafter refer to it as TDX DSM. The TDX DSM is a global product derived from multiple TDX acquisitions. The TDX 12 m DSM has the absolute horizontal and vertical accuracy of 2 m and the relative vertical accuracy of 2 m to 4 m [37], and its high accuracy has also been demonstrated in studies [39–41]. The products with larger pixel spacing have an improved relative vertical accuracy at the expense of detail, and the TDX 90 m DSM covers all of the Earth’s landmasses from pole to pole [37]. So far, a good correlation between forest AGB and the TDX CHM derived from the TDX DSM and an ALS-based DTM have been reported in boreal or less dense forest environments [42–45]. Also, a good correlation between forest AGB and TDX-derived phase height time series or TDX-derived InSAR coherence have been reported in dense forest environments [46,47]. Thus, the TDX DSM has a high potential to yield high-accuracy AGB estimates.

When creating a CHM, the use of a high-quality DTM is also inevitable, as it determines the accuracy of the AGB estimates. Although an ALS-based DTM is frequently used for AGB estimation.
studies, in reality a topography-based DTM still remains the only choice for AGB estimation in most countries, due to the high cost and small survey area of the ALS. Karila et al. [42] said that, regarding the wide-area AGB mapping, the main obstacle is the availability of ALS-based terrain models. Although the area coverage of the ALS survey has increased at a country level (e.g., Finland [44], Norway [45], U.S. [15]), it is still small. Therefore, it is also important to test not only the high-quality ALS-based DTM, but also the topography-based and other possible DTMs for AGB estimation and compare the AGB estimation results derived from these different types of DTMs, and find the best DTM for the areas where an ALS-based DTM is not available. It is also important to analyze the data scales and topographic features necessary to improve the AGB estimation accuracies for them. As one of the possible DTMs, the near-global C-band SRTM DEM has the potential to serve as a DTM. It is known that the SRTM DEM serves as a DTM for most of the Earth’s surface, except for the areas with extensive tree and/or shrub coverage, e.g., the boreal and Amazon regions [48], and that, compared to the X-band, the scattering phase center of C-band is deeper within the canopy and, therefore, relatively closer to the terrain surface [49]. However, it is also known that the penetration of the C-band SAR signal through the canopy depends on the height and density of the forest [49]. It indicates the possibility of the SRTM DEM to serve as a DTM in less dense forested areas. Our test site is located in a hemi-boreal zone with medium forest cover. Although most studies have treated the SRTM DEM as a DSM [50–52], it is necessary to examine the possibility for the SRTM DEM to serve as a DTM in the hemi-boreal region. If the SRTM DEM was found to serve as a DTM in our test site, it enhances the opportunity of producing a large-scale AGB map with a global TDX DSM.

To obtain a forest height, model-based schemes have also been proposed [53]. One of the characteristics of the model-based approach lies in its sophisticated modeling, which can improve the accuracy of the forest height estimates with the use of POLInSAR data. The most frequently used model is the Random Volume over Ground (RVoG) model [54,55], in which the decorrelation induced by the volume scattering in the interferometric coherence and the physical properties of the forest layers are related [56]. However, the RVoG model, which can itself be considered as a simplified version of the Interferometric Water Cloud Model (IWCM) [53,57–59], is still too complicated, and simpler models have been developed for practical use [56]. The Sinc inversion model is one of them; it assumes that the relationship between canopy height and the volumetric coherence amplitude follows a Sinc function [56,60–62]. The Sinc inversion model employs a simple methodology and retrieves forest properties well using TDX–TSX image pairs [60]. However, there are still few studies. The accumulation of studies using the Sinc inversion model and comparisons of their outcomes to those derived from the non Sinc inversion model-based approach is necessary. The forest height derived from the Sinc inversion model is referred to as ModelH in this study.

With its capability to provide a high-precision DSM, TDX has become a platform which is highly suitable for forest AGB estimation. So far, the combined use of ALOS PALSAR backscatter and forest heights derived from several platforms including ALOS [30] and SRTM [15] were tested for AGB estimation (see above), there have as yet been no studies to examine if the combined use of the ALOS PALSAR backscatter and the TDX-derived forest heights can produce accurate AGB estimation results, compared to the single use of either the ALOS PALSAR backscatter or the TDX-derived forest height. As a TDX-derived forest height, two forest height creation methods of CHM and ModelH (Sinc inversion model-based forest height) should also be compared. In addition, the global product of TDX DSM has a high potential to yield high-accuracy AGB estimates, but there are still few studies examining if this ready-made DSM is suitable for AGB estimation in practice and if it is capable of producing accurate AGB estimations. If it is shown to be capable of this, a large-area AGB mapping using the global TDX DSM will become highly promising.

In this study, therefore, with an ultimate objective of finding the best AGB estimation method in our test site of the hemi-boreal region, we first developed the forest heights in the form of CHM and ModelH with varied combinations of multiple TDX DSMs and DTMs, and then integrated each of them with the ALOS PALSAR backscatter data to estimate AGB. The accuracies of the AGB estimation
derived from each of them were compared to find the best AGB estimation method in our test site. As the forest heights, nine CHMs and three ModelHs were developed in total. To obtain the nine CHMs, we used three DSMs of (I) TDX 12 m DSM product, (II) TDX 90 m DSM product, and (III) TDX 5 m DSM, which we developed from two TDX–TSX image pairs for reference. The TDX DSM at 30 m resolution was not used in this study, as it had no full data coverage of our test site. As for DTMs, (i) the ALS-based DTM, (ii) the topography-based DTM and (iii) the C-band SRTM DEM were used. Each of the three DTMs of (i), (ii) and (iii) were subtracted from the three DSMs of (I), (II) and (III) to obtain the nine CHMs. Three ModelHs were also developed from the two TDX–TSX image pairs used in (III) and the three DTMs of (i), (ii) and (iii) with the Sinc inversion model (see Section 3.3.3 for details). The TDX 12 m DSM and the two TDX–TSX image pairs were provided by DLR [63] and the TDX 90 m DSM was downloaded from EOC Geoservice [64].

To model AGB, a nonparametric random forest algorithm was applied, and the AGB estimation results derived from combining the ALOS PALSAR backscatter and each of the nine CHMs and three ModelHs were compared against LiDAR-derived AGB. The LiDAR-derived AGB was used as reference AGB throughout this study. Four data scales of 1/4 ha (50 m × 50 m), 1.0 ha (100 m × 100 m), 9.0 ha (300 m × 300 m) and 25 ha (500 m × 500 m) were used to derive the AGB estimations and to investigate the scale effects on the AGB estimation. The 1.0 and 9.0 ha scales were used as focal scales in this study, as they represent the average size of forest stands (2.6 to 15 ha), the minimum unit for forest management in Japan (see Section 5.6 for more details). A test site was chosen in a hilly area in a hemi-boreal region of northern Hokkaido, Japan. Taking into consideration the effects of the varying slopes on the AGB estimation, a slope-class analysis was also conducted.

This study especially aimed to (1) evaluate the data synergy effects of integrating the ALOS PALSAR backscatter and each of the nine CHMs and three ModelHs on the AGB estimation; (2) evaluate the ability of the two TDX DSM products (TDX 12 m DSM and TDX 90 m DSM) to estimate AGB in practice in the hemi-boreal region by comparing the AGB estimated by them against those estimated by the TDX 5 m DSM, which we developed for reference; (3) examine how the different forest height creation methods (the DSM and DTM subtraction for the nine CHMs and the Sinc inversion model-based approach for the three ModelHs) and the different spatial resolutions (three DSMs and three DTMs) affected the AGB estimation results.

2. Materials

2.1. Test Site

Our test site was located in the Teshio Experimental Forest of Hokkaido University, in the northern part of Japan (44°54′–45°06′N, 141°56′–142°10′E) (Figure 1). It is a part of the North Hokkaido Experimental Forests site, a Japan Long-term Ecological Research Network (JaLTER: [65]) core site.

The test site is in the hemi-boreal region, i.e., the transition between the temperate and subboreal biomes, and it covers 22,500 ha of forested area. The forest in the area consists of 90% naturally regenerated forests (approximately 36% deciduous broad-leaf forest, 20% coniferous forest, 40% mixed forest, and 4% other land types), and 10% man-made forests (conifer plantations and natural regeneration with artificial soil scarification). The dominant tree species include *Abies sachalinensis* (F. Schmidt) Mast., *Picea jezoensis* (Sieb. Et Zucc.) Carr., *Picea glehnii* (F. Schmidt) Mast., *Quercus crispula* Blume, and *Betula ermanii* Cham. The test site is hilly, with an elevation ranging from 13 to 580 m and a mean value of 160 m, and with a slope ranging from 0° to 56° and a mean of 17° (derived from a topography-based DTM at 10 m resolution). The annual mean temperature and annual total precipitation were 4.6 °C and 1179 mm, respectively, during the past 30 years from 1981 to 2010 [66]. The precipitation includes the snowfall, which occurred from November to April.
Three DTM datasets were used in this study. The LiDAR3 dataset was developed as a LiDAR-based DTM for airborne LiDAR-based AGB estimation. The DTM10 dataset was developed by the Geospatial Information Authority of Japan (GSI) and covers the entire country and has been used as the most reliable DTM nationwide. The SRTM30 dataset was provided with near-global coverage and has a 30 m resolution. The LiDAR3, DTM10, and SRTM30 datasets were used to evaluate the data synergy effects of integrating the ALOS PALSAR backscatter and each of the DTM datasets affected the AGB estimation results.
the last echoes, i.e., the nonground and the ground echoes, were generated by a survey company [67]. The rasterized LiDAR DSM and LiDAR DTM were created from the classified echoes using the natural neighbor interpolation method (Natural Neighbor tool on Spatial Analyst of ArcGIS version 10.4.1. (Esri)) with a grid cell size of 3 m × 3 m. The LiDAR CHM was obtained by subtracting the LiDAR DTM from the LiDAR DSM.

The field measurement data conducted between 2012 and 2014 on 11 forest stands were collected from Teshio Experimental Forest. Figure 1c shows the locations of the 11 forest stands. The size of the 11 forest stands ranged from 0.1 to 0.61 ha, with the mean of 0.42 ha. In the measurements, the DBH (diameter at breast height), tree height and species were recorded for all trees with DBH > 6 cm or height > 1.3 m. The tree height was measured with an ultrasonic hypsometer (VERTEX III, Haglof, Langsele, Sweden). The AGB of each tree was estimated using the allometric equations developed for tree species in north of Hokkaido, Japan (the equation for ‘DBH (cm) as X’ in Table 2, [73]), and it was aggregated to per-hectare AGB for each stand. The per-hectare AGB of the 11 forest stands ranged from 31.8 to 317.9 Mg/ha, with the mean of 176.8 Mg/ha. We then made the polygons of the 11 forest stands, each of which contained the per-hectare AGB value generated above. The 11 forest stand polygons were geographically overlaid on the rasterized LiDAR CHM at a 3 m resolution, and the mean values of the LiDAR CHM were extracted for each of the 11 forest stand polygons. We then developed a simple regression model between the mean LiDAR CHM values and the per-hectare AGB values of the 11 forest stands, and estimated the AGB for the whole test site (hereinafter referred to as ‘LiDAR AGB’). The simple regression showed a high linear correlation between the LiDAR CHM and the per-hectare AGB (R² = 0.86 with standard errors of 21.6 Mg/ha). The cells with negative values in the estimated LiDAR AGB were converted to zero. Figure 1c shows the LiDAR AGB map at the 1.0 ha scale. All the procedures were conducted using ArcGIS software, version 10.4.1. (Esri).

3.2. ALOS PALSAR Data Processing (HV (horizontal transmit/vertical receive) Backscatter)

We obtained five ALOS PALSAR images taken in the leaf opening period in 2010 by JAXA (Table 1). We used the 2010 PALSAR data in this study, because there was no data coverage of PALSAR (onboard the ALOS) and PALSAR-2 (onboard the ALOS-2) between 2011 and 2014 and only one PALSAR-2 image was available over our test site for 2015.

Table 1. Details of the five Advanced Land Observing Satellite (ALOS) Phased-Array-Type L-Band Synthetic Aperture Radar (PALSAR) images used in this study.

| #  | Scene ID            | Acquisition Date | Mode | Path      | Path # | Frame # |
|----|---------------------|------------------|------|-----------|--------|---------|
| 1  | ALPSRP230250880     | 21 May 2010      | FBD  | Ascending | 397    | 880     |
| 2  | ALPSRP232730880     | 7 June 2010      | FBD  | Ascending | 398    | 880     |
| 3  | ALPSRP239440880     | 23 July 2010     | FBD  | Ascending | 398    | 880     |
| 4  | ALPSRP250380880     | 6 October 2010   | FBD  | Ascending | 397    | 880     |
| 5  | ALPSRP252860880     | 23 October 2010  | FBD  | Ascending | 398    | 880     |

Among the 2010 PALSAR data, we chose the data taken in the leaf opening period to keep the environment for PALSAR images as equal as possible. It is known that the radar sensors are influenced by soil moisture and tree water content, which vary depending on seasons. The penetration rate of the radar signal may also be affected by leaf fall, if the leaves are larger than the SAR-band wavelength used. In Japan, tree leaves normally emerge in the months of March to April and fall in the months of October to November, and several species in our test site, such as Quercus crispula Blume, have leaves growing larger than the ALOS L-band wavelength (23.6 cm). Therefore, we used the data taken in the leaf opening period between the months of May and October. The 2010 ALOS PALSAR data were provided at the dual polarizations of HH (horizontal transmit/horizontal receive) and HV (horizontal transmit/vertical receive), at the resolution of 12.5 m. We tested both polarizations for their correlation.
with the LiDAR AGB, and decided to use the HV data, as the HV imagery showed a higher correlation to the LiDAR AGB, as shown in previous studies [74,75].

The digital numbers (DN) of the five PALSAR images in HV-polarization were converted to backscattering coefficients ($\sigma^0$) in units of decibel power (dB) using the Equation (1), developed for a level-1.5 product [76]:

$$\sigma^0_{1.5 \text{ product}} = 10 \cdot \log_{10}(\langle \text{DN}^2 \rangle) + CF$$

where $\text{DN}$ is the digital number of the PALSAR image, and the $CF$ is the calibration factor. A value of $-83.0$ dB was used for $CF$ [76]. We then overlaid the five backscattering coefficient layers in HV-polarization and took a simple arithmetic average (hereinafter referred to it as ‘HV backscatter’). The procedure was conducted using ArcGIS software, version 10.4.1. (Esri).

3.3. Development of the 12 TDX Heights

3.3.1. TDX 12 m CHMs and TDX 90 m CHMs

To obtain three TDX 12 m CHMs and three TDX 90 m CHMs, the TDX 12 m DSM data were provided by DLR [63], and the TDX 90 m DSM data were downloaded from EOC Geoservice [64]. The TDX 90 m DSM used in this study was an uncorrected DSM dataset. They were all offered in ellipsoidal heights. We first converted three DTMs (LiDAR3, DTM10 and SRTM30) to ellipsoidal heights, and then subtracted each DTM from the TDX 12 m DSM and the TDX 90 m DSM. When subtracting the DTM from the DSM, the finer resolution between the two datasets was used; the dataset in a lower resolution was resampled to the higher resolution before the subtraction. They were subsequently height-calibrated using 9 points selected from the areas with bare ground, if necessary. The cells with negative values in the resultant six CHMs were converted to zero and those above 30 m were set to null as abnormal values, as the maximum size of the trees in the site was below 30 m. All the procedures were conducted using ArcGIS software, version 10.4.1. (Esri).

The three TDX 12 m CHMs obtained were numbered and named as (1) CHM12-LiDAR3, (5) CHM12-DTM10 and (9) CHM12-SRTM30, and the three TDX 90 m CHMs obtained were also numbered and named as (2) CHM90-LiDAR3, (6) CHM90-DTM10 and (10) CHM90-SRTM30, as shown in Table 2. Table 2 shows the data numbers and names of the 9 CHMs (this Section and Section 3.3.2) and the 3 ModelHs (Section 3.3.3). Each data name consisted of two parts; the first part was to signify the type of the forest heights (CHM or ModelHs; see Introduction) followed by the spatial resolution of the DSM used (12 m, 90 m or 5 m; see ‘Datasets used as DSM’ column in Table 2). In case of ModelHs, their spatial resolution of 10 m was used. The second part was to signify the type of the DTM used (LiDAR3, DTM10 or SRTM30, see ‘Datasets used as DTM’ column in Table 2) followed by the spatial resolution of the DTM used (3 m, 10 m or 30 m; see also ‘Datasets used as DTM’ column in Table 2), and the two parts were hyphenated. The 9 CHMs and 3 ModelHs developed in Sections 3.3.1–3.3.3 were collectively called ‘12 TDX heights’ throughout this study. We also used the group name based on DTM used in the 12 TDX heights; the models using LiDAR3 for DTM (CHMs (1)–(3) and ModelH (4)) were referred to as LiDAR3 models, the models using DTM10 for DTM (CHMs (5)–(7) and ModelH (8)) were referred to as DTM10 models, and the models using SRTM30 for DTM (CHMs (9)–(11) and ModelH (12)) were referred to as SRTM30 models.
Table 2. The list of 12 TanDEM-X (TDX) heights including 9 CHMs and 3 ModelHs. They were named based on the digital surface model (DSM) and digital terrain model (DTM) used and numbered from (1) to (12). The TDX height No. from (1) to (12) are used to identify AGB estimation models.

| No. & Data Names of 9 CHMs & 3 ModelHs (12 TDX heights) | TDX height (m) | Datasets Used as DSM | Datasets Used as DTM | Model Group Name |
|---------------------------------------------------------|-----------------|----------------------|----------------------|-----------------|
|                                                         | Res. *          | Mean     | SD       | Range | TDX 12 m DSM product | LiDAR 3 m DTM (LiDAR3) | LiDAR3 models |
| (1) CHM12-LiDAR3                                        | 8.3             | 5.4      | 0–30     |       | TDX 90 m DSM product | Topography-based 10 m DTM (DTM10) | DTM10 models |
| (2) CHM90-LiDAR3                                        | 9.7             | 5.4      | 0–30     |       | TDX 5 m DSM | SRTM 30 m DEM (SRTM30) | SRTM30 models |
| (3) CHM5-LiDAR3                                        | 5.9             | 4.8      | 0–30     |       | (No creation of DSM) ** | (No creation of DSM) ** |               |

* Resolution; ** No creation of DSM in Sinc inversion model. Only coherence data derived from a TDX-TSX image pair was used for height development.
3.3.2. TDX 5 m CHMs

To develop the TDX 5 m CHMs, two single-pass TDX and TSX image pairs in StripMap (SM) mode were provided by DLR [63], which covered an area of approximately 30 km × 50 km. They were taken from an ascending and a descending orbit using a right-looking radar. They were both in the TDX coregistered single-look complex (CoSSC) format in HH polarization. The details are shown in Table 3. No rain was observed in the surrounding areas on the acquisition dates of the two images.

| # | Acquisition Date       | Pass    | Baseline (m) | HoA (m) | Incidence Angle (°) | Rain (mm) | Temperature (°C) | Wind (m/s) |
|---|------------------------|---------|--------------|---------|---------------------|-----------|------------------|------------|
| 1 | 26 September 2012      | Ascending | 192          | 34      | 39                  | 0         | 14.6             | 3.2        |
| 2 | 21 September 2013      | Descending | 104          | -65     | 41                  | 0         | 14.8             | 2.4        |

Table 3. Details of two TDX–TSX (TerraSAR-X) image pairs used in this study.

To develop the TDX 5 m DSMs, we followed the procedure described in Avtar et al. [40]. We first performed a 2 x 2 multilooking to reduce the speckle and generated the interferogram. We then subtracted the interferometric bistatic phase simulated from each DTM (LiDAR3, DTM10 and SRTM30) and got the differential interferogram. Since the three DTMs gave the orthometric heights, the geoidal height was removed to obtain the phase corresponding to the height with reference to the WGS84 ellipsoid. The Goldstein filter [77] was applied to filter the interferometric phase, and subsequent phase unwrapping was conducted using the Minimum Cost Flow (MCF) [78] method. The unwrapped phase was combined back with the unwrapped synthetic phase of each DTM and was converted to height. Finally, we geocoded the images using the Range-Doppler approach. To obtain the TDX 5 m CHMs, we subtracted each of the three DTMs (LiDAR3, DTM10 and SRTM30) in ellipsoidal heights from the geocoded TDX 5 m DSMs. When subtracting the DTM from the DSM, the higher resolution between the two datasets was used; the dataset in the lower resolution was resampled to the higher resolution before the subtraction. They were subsequently height-calibrated using 9 points selected from the areas with bare ground. The cells with negative values in the resultant six TDX 5 m CHMs (2 TDX-TSX image pairs × 3 DTMs) were converted to zero and those above 30 m were regarded as abnormal values and set to null. The six TDX 5 m CHMs had a resolution of 5 m. The CHMs developed from the same DTM were averaged by following Equation (2) [45] to obtain the final three TDX 5 m CHMs:

\[
CHM_{\text{mean}} = \frac{(\gamma_1 \cdot CHM_1 + \gamma_2 \cdot CHM_2)}{(\gamma_1 + \gamma_2)}
\] (2)

where \(CHM_{\text{mean}}\) is the mean height of the combined CHMs, \(CHM_1\) and \(CHM_2\) are the CHMs derived from the TDX-TSX image pairs # 1 and 2, and \(\gamma_1\) and \(\gamma_2\) are the corresponding coherence values.

The three TDX 5 m CHMs developed were numbered and named as (3) CHM5-LiDAR3, (7) CHM5-DTM10 and (11) CHM5-SRTM30, as shown in Table 2. The AGB estimation results derived from the three TDX 5 m CHMs were used as reference data to evaluate the AGB estimation results derived from TDX 12 m CHMs and TDX 90 m CHMs (Section 3.3.1). All the procedures were conducted using the SARscape 5.4 module of the ENVI software, version 5.4 (Esri) and ArcGIS software, version 10.4.1. (Esri).

3.3.3. ModelHs (Sinc Inversion Model-Based Forest Heights)

We used the two single-pass TDX and TSX image pairs (Table 3), the three DTMs (LiDAR3, DTM10 and SRTM30) and the Sinc inversion model to obtain three ModelHs. In the Sinc inversion model, it was assumed that the vertical backscattering profile = 1, i.e., there were equal ground and canopy backscattering coefficients. This assumption reduced the number of variables used for the forest height inversion to two, which was an effective wavenumber \((k_z)\) and coherence \((\gamma)\) [79]. The key scaling factor was the local wavenumber \((k_z)\), accounting for the local angle of incidence on the sloped terrain. With the local wavenumber \((k_z)\), the height inversion reflecting the local topographical features
became possible. The model details can be found in other studies [23,24,56,62,80]. The development of the ModelHs consisted of two steps: the InSAR process and the forest height \( h_v \) calculation. First, we generated an interferogram by subtracting the flat-earth phase, followed by the coherence estimation with a window size of \( 10 \times 12 \). We then geocoded coherence \( (\gamma) \) using each of the three DTMs with a pixel spacing of 10 m and obtained a local incidence angle \( (\theta_{loc}) \) and the angle of incidence center \( (\theta_0) \). We then calculated the local wavenumber \( (k_z) \) using Equation (3) (modified for single-pol imageries based on the equation on page 31 in [79]):

\[
k_z = \frac{4\pi \Delta \theta}{\lambda \sin(\theta_{loc})} = \frac{2\pi \sin(\theta_0)}{hoa \cdot \sin(\theta_{loc})}
\]

(3)

where \( k_z \) is a local wavenumber, \( \lambda \) is the radar wave length in meters, \( \theta_{loc} \) is the local incidence angle, \( \Delta \theta \) is the difference in the incidence angle between the master and slave tracks, \( hoa \) is the height of ambiguity from the TDX metadata file, and \( \theta_0 \) is the angle of incidence center. The forest height \( (h_v) \) was then estimated using coherence \( (\gamma) \) and local wavenumber \( (k_z) \) with Equation (4) (the equation on page 34 in [79]):

\[
h_v = 2\pi (1 - 2 \sin(\gamma_0)/\pi)k_z
\]

(4)

where \( h_v \) is the forest height, and \( \gamma \) is the volumetric coherence amplitude. From this process, six ModelHs (2 TDX–TSX image pairs \( \times 3 \) DTMs) were obtained at the resolution of 10 m. They were subsequently height-calibrated using 9 points selected from the areas with bare ground. The cells with negative values in the resultant six ModelHs were converted to zero and those above 30 m were regarded as abnormal values and set to null. The ModelHs derived from the same DTM were then averaged by following Equation (2) to obtain the final three ModelHs. The three ModelHs obtained were numbered and named as (4) Model10-LiDAR3, (8) Model10-DTM10 and (12) Model10-SRTM30, as shown in Table 2. All the procedures were conducted using the SNAP (Sentinel Application Platform) software, version 6.0. (The European Space Agency, Paris, France), and ArcGIS software, version 10.4.1. (Esri).

3.4. AGB Estimation: Non-Parametric Random Forests

A nonparametric random forest (RF) regression algorithm [81] was used to construct the AGB estimation models. In a pre-study, we tested the multiple linear regression (LM) and RF. For RF, the three RF packages of (1) randomForest in version 4.6-14 [82], (2) ranger in version 0.11.2 [83] and (3) Rborist in version 0.2-3 [84] were tested. We decided to use the (2) ranger package of RF in this study, as it gave the lowest root mean square error (RMSE) among the four models (1 LM and 3 RF models). The RMSE was calculated by Equation (5) as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}
\]

(5)

where \( Y_i \) is the LiDAR AGB value for the cell \( i \), and \( \hat{Y}_i \) is the estimated AGB value for the cell \( i \), and \( n \) is the number of cells.

In RF regression, multiple regression trees are grown and merged together to obtain prediction. Each regression tree is constructed using a different sample set (a training set) from the original data. As each training set is selected randomly with replacement through bootstrap sampling, it consists of approximately two third of the entire datasets. The final result is obtained by running all the datasets down each regression tree and averaging the outputs of the entire trees. As we set the number of regression trees to the default 500, the 500 regression trees were grown using different training sets for each tree, and the final results were obtained by averaging the results of the 500 trees. In this study, the caret package was used to streamline the model building and evaluation process [85]; the package can evaluate the effect of the model-tuning parameters on performance through resampling, choose
the optimal model across these parameters and estimate model performance from a training set. The predicted AGB was calculated by applying the optimal model to the entire dataset.

When growing each regression tree, one third of the datasets are not used for tree construction and remain untouched, due to sampling with replacement. These left-out samples are called the out-of-bag (OOB) samples and are used as test data to validate the model. This is the random forest cross-validation method, and in this way, there is no need to prepare test data separately. Each OOB sample is run down the tree, of which construction the OOB sample is not used, to obtain a result. This is repeated for all the OOB samples to obtain the results for each case, and the results are averaged to be used as model validation results. In the case of RF regression, the squared correlation coefficient ($R^2$) and mean squared error (MSE) are generated using the OOB samples. In this study, the OOB-derived $R^2$ and the relative RMSE (%) calculated from the MSE were used to evaluate the model performance and accuracies. The relative RMSE (%) was calculated by first taking the square root of the MSE and subsequently following Equation (6), as follows:

$$\text{RMSE} \% = \frac{\text{RMSE}}{\overline{Y}} \times 100$$

where $\overline{Y}$ is the arithmetic mean of the LiDAR AGB values.

3.5. Extraction of LiDAR AGB, HV Backscatter and 12 TDX Heights

To model AGB, we first created four vector layers to cover our test site with setting a cell size width and a cell size height to 50 m × 50 m (1/4 ha), 100 m × 100 m (1.0 ha), 300 m × 300 m (9.0 ha) and 500 m × 500 m (25 ha), respectively. The number of cells in each layer was 90,000 (1/4 ha), 22,500 (1.0 ha), 2,500 (9.0 ha) and 900 (25 ha), respectively. We then geographically stacked the rasterized datasets of the LiDAR AGB (Mg/ha) (developed in Section 3.1), the HV backscatter ($\sigma^0$) (developed in Section 3.2) and the 12 TDX heights (m) (9 CHMs and 3 ModelHs, developed in Section 3.3), and overlaid each vector layer to these stacked images. We then extracted the mean values of the stacked images for each of the 90,000 cells at 1/4 ha scale, the 22,500 cells at 1.0 ha scale, the 2,500 cells at 9.0 ha scale and the 900 cells at 25 ha scale. To construct the AGB estimation models at four data scales, the mean LiDAR AGB values prescribed to each cell of the four vector layers were used as a response variable, and the mean values of the HV backscatter and the 12 TDX heights (9 CHMs and 3 ModelHs) prescribed to each cell of the same layers were used as predictors. In total, 12 AGB estimation models (× 4 scales) were constructed, and each model was identified by the TDX height No. from (1) to (12) in Table 2. These AGB estimation models were hereinafter collectively called, 12 ‘HV-TDX models’. The $R^2$ and RMSE values of the 12 HV-TDX models were obtained from the OOB samples following the procedure in Section 3.4.

We also developed a model using the mean HV backscatter values prescribed to each cell of the four vector layers described above as a single predictor (hereinafter referred to as ‘HV model’) and models using each of the 12 mean values of the 12 TDX heights (9 CHMs and 3 ModelHs) prescribed to each cell of the same layers described above as a single predictor (hereinafter referred to as 12 ‘TDX models’), both using the mean values of the LiDAR AGB prescribed to each cell of the same layers described above as a response variable. The $R^2$ and RMSE values of the HV model and 12 TDX models were obtained from the OOB samples following the procedure in Section 3.4 and were compared against those of the 12 HV-TDX models. To identify the 12 TDX models, the TDX height No. from (1) to (12) in Table 2 were also used.

In order to analyze the reproduction of the spatial variability by the 12 HV-TDX models, we also used SD and max values. As the OOB samples do not generate these values, we randomly chose 2/3 of the cells at each data scale as training data to develop the 12 HV-TDX models (× 4 scales) with the ranger package (Section 3.4). We used the same mean values of the LiDAR AGB, the HV backscatter and each of the 12 TDX heights prescribed to each cell of the four vector layers described above to develop the 12 HV-TDX models (× 4 scales). The developed models were applied to the remaining 1/3
of the cells (test data) at each data scale to obtain the AGB estimates. From the obtained AGB estimates, the SD and max values were derived. All the procedures and the analyses were conducted using ArcGIS software, version 10.4.1. (Esri) and R version 3.5.1 (The R Project).

In this study, the four data scales—1/4, 1.0, 9.0 and 25 ha—were used for AGB estimation and we treated the scales of 1.0 and 9.0 ha as focal scales (see Introduction and Section 5.6 for more details). We used these focal scales for further analyses, including the analyses on the TDX model (Section 4.3), the AGB retrieval at a higher AGB range (Section 4.5), the estimated AGB maps (Section 4.6), the slope-class (Section 4.8), the multiple TDX heights (Section 4.9) and the SRTM30 used as DSM (Section 4.10). We also used the 1/4 ha scale exclusively to show the estimated AGB maps in closeup (Section 4.7).

3.6. Slope-Class Analysis

It is known that topographic features have a strong effect on SAR data, because of SAR’s side-looking system [45,86]. As our test site was hilly, with slopes ranging from 0° to 56° (derived from the DTM10 at 10 m resolution), we conducted a slope-class analysis at a 1.0 ha scale for the 12 HV-TDX models to see how the varying slopes influenced the accuracy of the AGB estimation.

In this analysis, we first derived the rasterized slope data from the DTM10 (the topography-based DTM) at 10 m resolution using the Slope tool on Spatial Analyst, ArcGIS version 10.4.1. (Esri). The vector layer with the cell size of 100 m × 100 m (1.0 ha) (Section 3.5) was overlaid to the rasterized slope image to extract the mean slope values for each of the 22,500 cells. The mean slope values prescribed to each cell ranged from 0° to 40.7°. We then divided the vector layer into three sublayers based on the mean slope values prescribed to each cell; the first sublayer contained the cells with the mean slope values ranging from 0° to 9.9°, the second sublayer from 10° to 19.9°, and the third sublayer from 20° to 40.7°. The three vector sublayers had 3632, 10,499 and 8369 cells, respectively. We then followed the procedure of Section 3.5 to obtain the mean values of LiDAR AGB (Mg/ha), the HV backscatter (σ0) and the 12 TDX heights (m) (9 CHMs and 3 ModelHs) for each cell of the three sublayers, and develop the 12 HV-TDX models for each sublayer (12 HV-TDX models × 3 slope-class sublayers × 1.0 ha scale). The R² and RMSE values of the models developed were obtained from the OOB samples following the procedure in Section 3.4. These values were used to compare the AGB estimation results among the three slope classes (0° to 9.9°, 10° to 19.9° and 20° to 40.7°). We also created new models by adding the mean slope values (°) prescribed to each cell as a new variable to the HV-TDX models and analyzed how the inclusion of the mean slope values in the initial HV-TDX models (12 HV-TDX models × 3 slope-class sublayers × 1.0 ha scale) improved the entire model performance. The models which included the slope as a variable were referred to as ‘slope models’.

3.7. Multiple TDX Heights

As we had the 12 TDX heights (9 CHMs and 3 ModelHs), we also tested a model including not one but two TDX heights to see if adding another TDX height (the 2nd TDX height) to the initial HV-TDX model was able to improve the entire model performance. This analysis was conducted at 1.0 ha scale. We refer to the TDX height in the initial HV-TDX model as the 1st TDX height. When adding the 2nd TDX height, two cases were considered; the case (i) adding the 2nd TDX height derived from the same DTM used in the 1st TDX height (e.g., CHM90-DTM10 in Table 4); the case (ii) adding the 2nd TDX height derived from the different DTM used in the 1st TDX height (e.g., CHM90-SRTM30 in Table 4).
Table 4. Example of the multiple TDX heights analysis. In this example, either CHM90-DTM10 or CHM90-SRTM30 was added as the 2nd TDX height to the initial HV-TDX model of (5) HV + CHM12-DTM10 to derive AGB estimation results.

| Pair # | Three Variables |
|--------|-----------------|
| 1      | (HV-TDX model)  |
|        | HV + The 1st TDX height + The 2nd TDX height |
| 1      | A                |
| a      | (5) HV + CHM12-DTM10 + Case (i) CHM90-DTM10 |
|        | + Case (ii) CHM90-SRTM30 |

This analysis was to find a way to improve the AGB estimation accuracies without using the LiDAR-based DTM (LiDAR3). Therefore, the LiDAR3 models were excluded from this analysis. In total, we tested 6 pairs at the 1.0 ha scale. To develop AGB estimation models, we followed the procedure described in Section 3.5 to obtain the mean values of the LiDAR AGB (Mg/ha), the HV backscatter ($\sigma^0$), the 1st TDX height (m) and the 2nd TDX height (m) for each of the 22,500 cells (100 m × 100 m vector layer). The mean values of the LiDAR AGB prescribed to each cell were used as a response variable, and the mean values of the HV backscatter and the 1st TDX heights and 2nd TDX heights prescribed to each cell were used as predictors. The $R^2$ and RMSE values were derived from the OOB samples (Section 3.4).

4. Results

4.1. TDX Height Images

Figure 2 shows the closeup of our test site in (i) Landsat-7 ETM+ image and four TDX heights. The four TDX heights are all at 3 m resolution. In Figure 2(i), the light green color indicates grassland area, while the dark green shows forested area. In Figure 2(1)–(4), the grassland area is shown in the white color with the height of 0 m, while the forested area is shown in the black with the heights up to 30 m. The images of (1) CHM12-LiDAR3 and (3) CHM5-LiDAR3 reflect the forest height gradient from 0 to 30 m very well, while the image of (2) CHM90-LiDAR3 shows stronger color contrast in white (lower heights) and black (higher heights). The image of (4) Model10-LiDAR3 shows less black color (higher heights) than the other three images, but reflects the forest height gradient relatively well.
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Figure 2. The closeup of our test site in (i) pan-sharpened true color Landsat-7 ETM+ image and four TDX heights: (1) CHM12-LiDAR3, (2) CHM90-LiDAR3, (3) CHM5-LiDAR3, and (4) Model10-LiDAR3, all at 3 m resolution. The images of (1)–(4) show the spatial distribution of forest heights.

4.2. Effects of Adding 12 TDX Heights to HV Model

The data synergy effects of adding each of the 12 TDX heights to the HV backscatter were evaluated in terms of the $R^2$ increase and the RMSE decrease over the HV model (Figure 3). In the 12 HV-TDX models, the mean LiDAR AGB values prescribed to each cell of the 1/4, 1.0, 9.0 and 25 ha scale layers (90,000, 22,500, 2500 and 900 cells, respectively) were used as a response variable and the mean values of the HV backscatter and each of the 12 TDX heights prescribed to each cell of the same layers were used as predictors to derive the $R^2$ and RMSE values from OOB samples.
Compared to the HV model (Figure 3: blue line for $R^2$ and blue bar for RMSE), all the 12 HV-TDX models yielded higher $R^2$ (Figure 3: red line) and lower RMSE (Figure 3: red bar) across the scales. It shows a simple fact that adding any of the 12 TDX heights to the HV model improved the entire model performance. Seen by the DTM groups (LiDAR3 models, DTM10 models and SRTM30 models), the models in the same DTM group showed similar trends of $R^2$ values; for all the DTM10 models, the $R^2$ values leveled off at the 9.0 ha scale, while for all the SRTM30 models except the model (12), the $R^2$ values jumped at the 9.0 ha scale; the LiDAR3 models of (1) and (3) showed almost the same $R^2$ values across the scales.

The $R^2$ of the model (1) ranged from 0.82 to 0.97 and the largest $R^2$ increase of the model (1) was achieved at the 1/4 ha scale from 0.20 to 0.82, or by 306%. The $R^2$ of the model (3) ranged from 0.83 to 0.94 and the largest $R^2$ increase of the model (3) was also achieved at the 1/4 ha scale, from 0.20 to 0.83, or by 307%. The model (1) HV + CHM12-LiDAR3 slightly outperformed the model (3) HV + CHM5-LiDAR3 which we developed for reference, indicating the high capability of the TDX 12 m DSM to yield high accuracy AGB estimates.

On the other hand, the 3rd, the 4th and the 5th best models, (2) HV + CHM90-LiDAR3, (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30, started with low $R^2$ values at the 1/4 ha scale, but at 9.0 ha the $R^2$ jumped to 0.87, 0.78 and 0.77, respectively. Compared to the model (3) HV + CHM5-LiDAR3 which we developed for reference, the model (2) performed less well, especially at smaller scales, indicating that the TDX 90 m DSM was not able to produce AGB estimates as high an accuracy as the TDX 5 m DSM. On the other hand, the model (10) shows the $R^2$ values almost equivalent to

Figure 3. The RMSE (%) and $R^2$ of the HV model (blue) and the 12 HV-TDX models (red) shown at the 1/4, 1.0, 9.0 and 25 ha scales with the 4-scale average. The $R^2$ and RMSE values were derived from the out-of-bag (OOB) validation results. Graphs are grouped by DTM used in the model: (A) DTM = LiDAR3, (B) DTM = DTM10 and (C) DTM = SRTM30. The HV-TDX models are numbered from (1) to (12) based on the TDX height No. (Table 2).

Now, the top six models were ranked based on the average $R^2$ values over four scales, which were in the following order: (1) HV + CHM12-LiDAR3 ($R^2 = 0.91$) > (3) HV + CHM5-LiDAR3 ($R^2 = 0.90$) > (2) HV + CHM90-LiDAR3 ($R^2 = 0.73$) > (10) HV + CHM90-SRTM30 ($R^2 = 0.66$) and (11) HV + CHM5-SRTM30 ($R^2 = 0.66$) > (7) HV + CHM5-DTM10 ($R^2 = 0.64$). The models (10) and (11) showed
the same average $R^2$ values. The top six models consisted of the three LiDAR3 models, two SRTM30 models and one DTM10 model. The best model (1) HV + CHM12-LiDAR3 and the 2nd best model (3) HV + CHM5-LiDAR3 both generated very high $R^2 > 0.82$ and $R^2 > 0.83$, respectively, across the scales. The $R^2$ of the model (1) ranged from 0.82 to 0.97 and the largest $R^2$ increase of the model (1) was achieved at the 1/4 ha scale from 0.20 to 0.82, or by 306%. The $R^2$ of the model (3) ranged from 0.83 to 0.94 and the largest $R^2$ increase of the model (3) was also achieved at the 1/4 ha scale, from 0.20 to 0.83, or by 307%. The model (1) HV + CHM12-LiDAR3 slightly outperformed the model (3) HV + CHM5-LiDAR3 which we developed for reference, indicating the high capability of the TDX 12 m DSM to yield high accuracy AGB estimates.

On the other hand, the 3rd and the two 4th best models, (2) HV + CHM90-LiDAR3, (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30, started with low $R^2$ values at the 1/4 ha scale, but at 9.0 ha the $R^2$ jumped to 0.87, 0.78, and 0.77, respectively. Compared to the model (3) HV + CHM5-LiDAR3 which we developed for reference, the model (2) performed less well, especially at smaller scales, indicating that the TDX 90 m DSM was not able to produce AGB estimates as high an accuracy as the TDX 5 m DSM. On the other hand, the model (10) shows the $R^2$ values almost equivalent to those of the model (11) across the scales which we developed for reference, indicating that the TDX 90 m DSM was capable of delivering AGB estimation accuracy equivalent to that of TDX 5 m DSM, when SRTM30 was used as DTM.

In contrast, the 6th best model (7) HV + CHM5-DTM10 started with an $R^2$ of 0.57, which was higher than any other models at the 1/4 ha scale except for the LiDAR3 models of (1) and (3), but gave only a minor $R^2$ increase afterwards; the $R^2$ merely increased up to 0.68 at the 25 ha scale. The model (7) is a reference model for the models (5) HV + CHM12-DTM10 and (6) HV + CHM90-DTM10. This indicates that both TDX 12 m DSM and TDX 90 m DSM failed to produce AGB estimation accuracies as high as the reference model (7), when the DTM10 was used as DTM.

The bottom 3 models were the three ModelHs; (4) HV + Model10-LiDAR3, (8) HV + Model10-DTM10 and (12) HV + Model10-SRTM30. The $R^2$ values of these 3 models were quite similar; on the average of the four scales, they were 0.52, 0.52, and 0.50, respectively. This indicates that the model performance of the 3 ModelHs were not influenced by the DTM used.

With the LiDAR AGB as a reference AGB, we also derived the SD and max values of the AGB estimates by the top 6 models over the test site, to see if the top 6 models were able to reproduce the spatial variability of the AGB properly. In this analysis, the SD and max values were used to represent the spatial variability of the AGB. First of all, by adding each of the six TDX heights (Figure 4: blue bars for SD and green bars for Max and Table 5) to the HV model (Figure 4: orange line for SD and Max and Table 5), the SD and max values became closer to those of the LiDAR AGB (Figure 4: blue line for SD and Max and Table 5) across the scales. This indicates that the six HV-TDX models better reproduced the spatial variability of the LiDAR AGB than the HV model. However, looking closer at the SD values at each scale, the SD values of all the six models except (1) and (3) were much lower than that of the LiDAR AGB, by the range of 20% to 28% at the 1/4 ha scale (Table 5). This large SD deviation of the models (2), (7), (10) and (11) from LiDAR AGB was reduced to the range of 15% to 18% at the 1.0 ha scale, to the range of 6% to 16% at the 9.0 ha scale and to the range of 0% to 12% at the 25 ha scale. This indicates that the four models reproduced SD more accurately at the larger scales, due to the reduced SD values of the LiDAR AGB at the same scales. It is also notable that the model (7) showed the SD value the closest to that of LiDAR AGB except (1) and (3) at 1/4 ha scale. On the other hand, the SD values of the models (1) and (3) were only slightly lower than those of the LiDAR AGB (8% and 7% at 1/4 ha, 4% and 4% at 1.0 ha, 2% and 4% at 9.0 ha, and 0% and 2% at 25 ha scales, for (1) and (3), respectively). The results indicate that the models (1) and (3) reproduced the spatial variability very well across the scales, while the other four models require larger scales, at least the 1.0 ha scale, to reproduce the spatial variability properly (see Section 5.6 for more details). The max values showed almost the same trend as the SD values, although the scale of the deviations were slightly larger for max values than for SD values for most models (Table 5).
The SD and max values of LiDAR AGB, HV AGB, and the top six HV-TDX models at four scales from 1/4 ha to 25 ha. The SD and max values were derived from the test data.

Table 5. The SD and max values of LiDAR AGB, HV AGB, and the top six HV-TDX models at four scales from 1/4 to 25 ha. The mark ▼ shows the decrease (%) in SD and max values from the values of LiDAR AGB. The SD and max values were derived from the test data.

| SD (Mg/ha) | 1/4 ha | 1.0 ha | 9.0 ha | 25 ha |
|------------|--------|--------|--------|-------|
| LiDAR AGB  | 93.9   | 84.9   | 74.0   | 69.0  |
| HV AGB     | 62.1 ▼ | 63.9 ▼ | 59.9 ▼ | 62.3 ▼ |
| Model (1)  | 86.5 ▼ | 81.3 ▼ | 72.2 ▼ | 68.7  |
| Model (2)  | 70.8 ▼ | 72.3 ▼ | 69.8 ▼ | 69.0  |
| Model (3)  | 87.0 ▼ | 81.5 ▼ | 71.0 ▼ | 67.3  |
| Model (7)  | 75.4 ▼ | 71.5 ▼ | 62.1 ▼ | 61.1  |
| Model (10) | 68.0 ▼ | 70.4 ▼ | 67.2 ▼ | 65.8  |
| Model (11) | 69.6 ▼ | 69.7 ▼ | 65.1 ▼ | 66.5 |

| Max (Mg/ha) | 1/4 ha | 1.0 ha | 9.0 ha | 25 ha |
|-------------|--------|--------|--------|-------|
| LiDAR AGB   | 507.0  | 458.0  | 389.4  | 351.0 |
| HV AGB      | 355.9 ▼ | 361.8 ▼ | 315.7 ▼ | 291.2 ▼ |
| Model (1)   | 448.6 ▼ | 408.8 ▼ | 367.0 ▼ | 351.8 |
| Model (2)   | 369.1 ▼ | 381.3 ▼ | 337.1 ▼ | 331.4 |
| Model (3)   | 456.8 ▼ | 429.7 ▼ | 365.1 ▼ | 343.8 |
| Model (7)   | 374.9 ▼ | 362.6 ▼ | 316.1 ▼ | 291.6 |
| Model (10)  | 391.9 ▼ | 360.0 ▼ | 336.7 ▼ | 330.0 |
| Model (11)  | 385.7 ▼ | 363.7 ▼ | 329.4 ▼ | 331.6 |

4.3. Effects of Adding HV Backscatter to TDX Models

In Section 4.2, we analyzed the data synergy effects in terms of the HV model, while in this section, we analyzed them in terms of the 12 TDX models. Although the final R² and RMSE are the same between the two cases, as the R² values of the 12 TDX models varied from low to high, it allows us to analyze the data synergy effects in more detail. Figure 5A shows the comparison between the 3 TDX models of (1), (2) and (3) (green color) and the 3 HV-TDX models of (1), (2) and (3) (red color). The two models (1) CHM12-LiDAR3 and (3) CHM5-LiDAR3 exhibited high model performance across the scales, with R² values of > 0.80 and > 0.79, respectively, and the model (2) CHM90-LiDAR3 showed high R² values of > 0.87 at large scales > 9.0 ha. In these three TDX models, the effect of adding the variable of HV backscatter is minute, as they predicted AGB with very high accuracies without the HV backscatter.
We investigated how the spatial scales influenced the AGB estimation accuracies. Figure 3 shows the R² of TDX models vs. the R² values (i.e., at 1, 1.0, 5.0, and 25 ha) of the 3 TDX models (green) of (1) CHM12-LiDAR3, (2) CHM90-LiDAR3, and (3) CHM5-LiDAR3, shown at 1/4, 1.0, 5.0, and 25 ha scales with the 4-scale average. The R² and RMSE values were derived from the OOB validation results. (B) The R² of TDX models vs. the R² increase (%) derived from adding the HV backscatter to the TDX models. The R² values had a larger R² increase and RMSE decrease at larger scales from 1/4 to 25 ha.

Figure 5. (A) The RMSE (%) and R² of the 3 TDX models (green) of (1) CHM12-LiDAR3, (2) CHM90-LiDAR3 and (3) CHM5-LiDAR3, and the 3 HV-TDX models (red) of (1) HV + CHM12-LiDAR3, (2) HV + CHM90-LiDAR3 and (3) HV + CHM5-LiDAR3, shown at 1/4, 1.0, 9.0 and 25 ha scales with the 4-scale average. The R² and RMSE values were derived from the OOB validation results. (B) The R² of TDX models vs. the R² increase (%) derived from adding the HV backscatter to the TDX models.

On the other hand, other TDX models showed low AGB estimation accuracies across the scales, with R² values < 0.50. This indicates that those TDX models require the HV backscatter to predict AGB with high accuracy. To analyze the data synergy effects more closely, the R² increases (%), which were derived from adding the HV backscatter to the 12 TDX models, were plotted against the R² values of the TDX models at the 1.0 ha scale (Figure 5B). The R² of the HV model (HV backscatter used as a single predictor) at 1.0 ha scale was 0.35. Figure 5B showed that the largest R² increase (%) was recorded by the TDX model (4) Model10-LiDAR3 from 0.17 to 0.51 (by 209%), while the smaller R² increase (%) was registered by (5) CHM12-DTM10 from 0.30 to 0.56 (by 85%) or by (7) CHM5-DTM10 from 0.49 to 0.63 (by 28%). It shows that the TDX models with lower R² values had a larger R² increase in relative terms, indicating that the data synergy effects were greater for the TDX models with lower model performance. The similar trend was also shown in the HV model (Figure 3); the HV model with lower R² values (i.e., at 1/4 ha scale) had larger R² increase in relative terms, when each of the 12 TDX heights was added to the HV model. Considering that the R² increase was not linear but exponential (Figure 5B), the TDX models with low R² values can benefit from the data synergy effects more than...
TDX models with high $R^2$ values. It indicates that the data synergy approach is better used for models with low performance to improve AGB estimation accuracies.

4.4. Scale Effect Analysis

We investigated how the spatial scales influenced the AGB estimation accuracies. Figure 3 shows that both $R^2$ and RMSE improved for all the HV-TDX models as the scale grew from 1/4 to 25 ha. In particular, the models (2), (9), (10) and (11) showed a large $R^2$ increase and RMSE decrease at the 9.0 ha scale. The HV model (Figure 3: blue line and blue bar), which used only HV backscatter as a predictor, also showed the same trend.

We selected the model (1) HV + CHM12-LiDAR3, the best model among the 12 HV-TDX models, to further analyze the scale effects on the AGB estimation. We made AGB difference maps on a cell-by-cell basis by subtracting the AGB values estimated by the model (1) from the LiDAR AGB at four scales from 1/4 to 25 ha (Figure 6). The statistics of the resultant four AGB difference maps, including the mean, SD, the min and max values, were calculated to examine how the AGB difference between the LiDAR AGB and the AGB values estimated by the model (1) narrowed, as the data scale grew larger. The results show that as the scale grew larger, from 1/4 to 25 ha, the SD, the min and the max values of the AGB difference maps reduced. In particular, the SD values of the AGB difference maps reduced significantly at the 1.0 and 9.0 ha scale, from 24.1 (1/4 ha scale) to 16.1 Mg/ha (1.0 ha scale) and to 9.4 Mg/ha (9.0 ha scale). This indicates that the AGB values estimated by (1) became closer to the LiDAR AGB values at large scales > 9.0 ha. The AGB difference maps (Figure 6) also show that the cells with large AGB difference, which were colored in blue (AGB difference < −30 Mg/ha) and red (AGB difference > 30 Mg/ha), reduced in number significantly, both for the 9.0 and the 25 ha scales. In these maps, the cells in red indicate where the LiDAR AGB (mean values prescribed to each cell) is more than 30 Mg/ha above the AGB estimated by the model (1) at the same resolution, while the cells in blue indicate where the LiDAR AGB is more than 30 Mg/ha below the AGB estimated by the model (1) at the same resolution. The cells in white indicate that there is no difference between the LiDAR AGB and the AGB estimated by the model (1) at the same resolution.

![Figure 6](image)

**Figure 6.** The AGB difference maps between the LiDAR AGB and the predicted AGB by the best model (1) HV + CHM12-LiDAR3, shown at four scales of 1/4, 1.0, 9.0 and 25 ha. The blue color shows the AGB difference < −30 Mg/ha, while the red shows the AGB difference > 30 Mg/ha. The statistics of the mean, SD, min and max values are also shown under each map.

4.5. AGB Retrieval at Higher AGB Ranges

To analyze the AGB retrieval at higher AGB ranges, the AGB values estimated by the 12 HV-TDX models were compared against those of the LiDAR AGB at the 9.0 ha scale in a scatterplot (Figure 7). We used the 9.0 ha scale as it shows the correlation between the LiDAR AGB and the predicted AGB more clearly than the 1.0 ha scale.

The (a) HV AGB showed that the fitted curve (red line) had a large deviation from the 1 to 1 line (dashed line). In addition, the AGB values were clustered between 150 and 300 Mg/ha, and the higher AGB values > 300 Mg/ha were not retrieved. It thus showed an obvious saturation. However, by
adding each of the 12 TDX heights (9 CHMs and 3 ModelHs) to the HV model (Figure 7(1)–(12)), the AGB values were distributed more evenly and the relationship between the LiDAR AGB and the estimated AGB became more linear, showing the reduced saturation issue. In particular, the three models of (1) HV + CHM12-LiDAR3, (2) HV + CHM90-LiDAR3 and (3) HV + CHM5-LiDAR3 showed very high correlations with the LiDAR AGB ($R^2 = 0.96$, 0.87 and 0.94, respectively). The models of (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30 also showed high correlations ($R^2 = 0.78$ and $R^2 = 0.77$, respectively). On the other hand, the DTM10 models (5) to (7) and the ModelHs (4), (8) and (12) failed to retrieve higher AGB values > 300 Mg/ha, although the $R^2$ and RMSE values improved.

Figure 7. LiDAR AGB vs. predicted AGB plot at the 9.0 ha scale. The $R^2$ and RMSE values were derived from the OOB validation results. The AGB estimated by the HV model ((a) HV AGB) was also plotted against the LiDAR AGB for comparison.
4.6. Estimated TDX AGB Maps

Figures 8 and 9 show the wall-to-wall maps of (A) LiDAR AGB, (B) HV AGB and the estimated AGB by the top six models with their histograms at the 1.0 ha and 9.0 ha scales, respectively. Compared to the (B) HV AGB, all the top six HV-TDX models more accurately reproduced the spatial distribution of the (A) LiDAR AGB at both scales, as the maps and the histograms showed.

Figure 8. The maps and the histograms of (A) LiDAR AGB, (B) HV AGB and the AGB estimated by the top six HV-TDX models of (1)–(3), (7), (10) and (11) at 1.0 ha scale. A black circle in model (7) indicates the area of large AGB deviation, compared to (A) LiDAR AGB. The mean, SD, max, min, skewness and kurtosis values are also shown on the histograms. The JGD2000 zone 12 coordinate system was used to map the AGB.
Figure 9. The maps and the histograms of (A) LiDAR AGB, (B) HV AGB and the AGB estimated by the top six HV-TDX models of (1)–(3), (7), (10) and (11) at 9.0 ha scale. The mean, SD, max, min, skewness and kurtosis values are also shown on the histograms. The JGD2000 zone 12 coordinate system was used to map the AGB.

Focusing on the high AGB values > 300 Mg/ha at the 1.0 ha scale (Figure 8), which are shown in dark red, the five models (1) HV + CHM12-LiDAR3, (2) HV + CHM90-LiDAR3, (3) HV + CHM5-LiDAR3, (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30 reproduced them well; in particular, the estimated AGB maps of (1) and (3) were almost identical to the (A) LiDAR AGB map, and so were the histograms. On the other hand, the model (7) HV + CHM5-DTM10 showed a weak reproduction of the high AGB values, and there was also the area in the south (shown in a circle) where the AGB value was much lower than the (A) LiDAR AGB. This indicates that the model (7) was unable to reproduce
some of the lower AGB values < 300 Mg/ha as well. Looking at statistics, compared to the (A) LiDAR AGB, the mean values of the top six models were almost identical, but the SD, max and skewness values showed differences; especially in (B), (7), (10) and (11), the SD values were smaller than that of the (A) LiDAR AGB at the 1.0 ha scale, indicating that these models retrieved AGB in the narrower AGB ranges. At the 9.0 ha scale (Figure 9), all the models reproduced (A) LiDAR AGB values better than at the 1.0 ha scale; the statistics showed that the SD, max, skewness and kurtosis values of all the models were closer to those of the LiDAR AGB.

4.7. Closeup of Estimated TDX AGB

Figure 10 shows a closeup of the estimated AGB at the 1/4 ha scale. The high AGB values > 300 Mg/ha, which are shown in dark red, were well reproduced by (1) HV + CHM12-LiDAR3 ($R^2 = 0.82$) and (3) HV + CHM5-LiDAR3 ($R^2 = 0.83$), followed by (7) HV + CHM5-DTM10 ($R^2 = 0.57$). At the 1/4 ha scale, the $R^2$ of the model (7) was higher than (2) HV + CHM90-LiDAR3 ($R^2 = 0.49$), (10) HV + CHM90-SRTM30 ($R^2 = 0.43$) and (11) HV + CHM5-SRTM30 ($R^2 = 0.46$), leading to more accurate reproduction of the spatial distribution of AGB by the model (7). The roads shown in (i) Landsat-7 ETM+ image were well reproduced in all the images in blue.

Figure 10. The closeup of our test site in (i) pan-sharpened true color Landsat-7 ETM+ image, (A) LiDAR AGB, (B) HV AGB and the AGB estimated by the top 6 HV-TDX models of (1) HV + CHM12-LiDAR3, (2) HV + CHM90-LiDAR3, (3) HV + CHM5-LiDAR3, (7) HV + CHM5-DTM10, (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30, at 1/4 ha scale.

4.8. Slope-Class Analysis

As our test site was hilly, we further analyzed how the varying slopes affected the AGB estimation accuracies. Figure 11A shows the slope map of our test site at the 1.0 ha scale by three slope classes ($0^\circ$ to $9.9^\circ$, $10^\circ$ to $19.9^\circ$, $20^\circ$ to $40.7^\circ$). It shows that the most areas with the highest slope class ($20^\circ$ to $40.7^\circ$, colored in blue) are located in the west, while the most areas with the lowest slope class ($0^\circ$ to $9.9^\circ$, colored in red) are located in the east. The areas with the second lowest slope class ($10^\circ$ to $19.9^\circ$, colored in yellow) are scattered around the test site. Figure 11B shows the histogram of the slope at the 1.0 ha scale, showing the mean value of $17.6^\circ$ with the SD of $7.4^\circ$. 
Table 6 shows the summary of statistics for each slope class, and the R² values of the 12 HV-TDX models by the three slope classes. It shows that all the models produced high R² values, ranging from 0.66 to 0.96, at the lowest slope class (0° to 9.9°). The three ModelHs of (4), (8) and (12), which showed the lowest R² values in the ‘All’ class that integrated the three slope classes, also showed high R² values at the lowest slope class (R² ranged from 0.68 to 0.69). However, R² values decreased as the slope moved to the higher class, and for all the models, the R² values were the lowest at the highest slope class (20° to 40.7°); among the 12 HV-TDX models, the largest R² decrease from the lowest to the largest slope classes was recorded by the ModelH, (12) HV + Model10-SRTM30, from 0.69 to 0.29 or by ▼59%. Other two ModelHs (4) HV + Model10-LiDAR3 and (8) HV + Model10-DTM10 also showed similarly large R² decrease of ▼54% and ▼55%, respectively. The R² decreases of the three ModelHs were larger than other models. This indicates that these large R² decrease of the 3 ModelHs may have led to the low model performance of the same models at ‘All’ class. On the other hand, the two models (1) and (3) showed high R² values across the slope classes (R² > 0.82 and R² > 0.83, respectively) and registered a minor R² decrease from the lowest to the highest slope classes (▼14% for the models (1) and (3)).

Among the DTM10 and SRTM30 models, the model (7) HV + CHM5-DTM10 showed the highest model performance across the slope classes; the R² ranged from 0.52 to 0.76 and the R² decrease from the lowest to the highest slope classes was the smallest (▼31%) except for the models (1) and (3), followed by the model (10) HV + CHM90-SRTM30 (▼37%). Other DTM10 and SRTM30 models showed much larger R² decrease, which ranged from ▼45% to ▼59%.

Table 7 shows the results of the slope models; we added the slope value (°) prescribed to each of the 22,500 cells (100 m × 100 m vector layer) as a new variable to the initial 12 HV-TDX models and derived the R² values by slope class. The ΔR² indicates the R² increase from the initial 12 HV-TDX models to the slope models. The results show that the R² increase (ΔR²) ranged from 1% to 15% for the ‘All’ class, and for all the models, the R² increase (ΔR²) was the largest at the highest slope class and the smallest at the lowest slope class. The largest R² increase of 16% was achieved at the highest slope class by the model (12) HV + Model10-SRTM30, while the lowest R² increase of 0% was recorded by the models (1) and (3) at the lowest and the second lowest slope classes.
Table 6. On the left, the statistics, including the slope average, AGB average, and the number of cells for each slope class and ‘All’ class, are shown. On the right, the R² values of the 12 HV-TDX models by the three slope classes and ‘All’ class are shown. The mark ▼ shows the R² decrease in percent with regard to the R² values of the lowest slope class (0°–9.9°). The row ‘All’ combines all the slope classes. The R² values were derived from the OOB validation results.

| Slope Class (°) | Slope ave. (°) | AGB ave. (Mg/ha) | No. of Cells |
|-----------------|----------------|------------------|--------------|
| LiDAR3 models   |                |                  |              |
| 0–9.9           | 6.6            | 148.5            | 3632         |
| 10–19.9         | 15.2           | 180.7            | 10,499       |
| 20–40.7         | 25.4           | 225.2            | 8369         |
| All             | 17.6           | 192.1            | 22500        |

| Slope class (°) | (1) HV + CHM12-LiDAR3 | (2) HV + CHM90-LiDAR3 | (3) HV + CHM5-LiDAR3 | (4) HV + Model10-LiDAR3 |
|-----------------|------------------------|------------------------|-----------------------|-------------------------|
| 0–9.9           | 0.96                   | 0.80                   | 0.96                  | 0.68                    |
|                  | ▼5%                    | ▼20%                  | ▼6%                  | ▼24%                    |
| 10–19.9         | 0.82                   | 0.64                   | 0.90                  | 0.52                    |
|                  | ▼14%                   | ▼40%                  | ▼14%                 | ▼54%                    |
| 20–40.7         |                      |                      |                      |                         |
| All             | 0.90                   | 0.64                   | 0.89                  | 0.51                    |

| Slope class (°) | (5) HV + CHM12-DTM10 | (6) HV + CHM90-DTM10 | (7) HV + CHM5-DTM10 | (8) HV + Model10-DTM10 |
|-----------------|-----------------------|-----------------------|----------------------|------------------------|
| 0–9.9           | 0.70                  | 0.70                  | 0.76                 | 0.69                   |
|                  | ▼22%                 | ▼26%                 | ▼18%                | ▼27%                  |
| 10–19.9         | 0.55                  | 0.52                  | 0.62                 | 0.50                   |
|                  | ▼45%                 | ▼50%                 | ▼31%                | ▼55%                  |
| 20–40.7         | 0.39                  | 0.35                  | 0.52                 | 0.31                   |
| All             | 0.56                  | 0.53                  | 0.63                 | 0.50                   |

| Slope class (°) | (9) HV + CHM12-SRTM30 | (10) HV + CHM90-SRTM30 | (11) HV + CHM5-SRTM30 | (12) HV + Model10-SRTM30 |
|-----------------|-----------------------|------------------------|-----------------------|-------------------------|
| 0–9.9           | 0.66                  | 0.71                   | 0.75                  | 0.69                    |
|                  | ▼25%                 | ▼14%                 | ▼18%                 | ▼28%                   |
| 10–19.9         | 0.49                  | 0.61                   | 0.62                 | 0.50                   |
|                  | ▼50%                 | ▼37%                 | ▼46%                 | ▼59%                  |
| 20–40.7         |                      |                      |                      |                         |
| All             | 0.47                  | 0.59                  | 0.59                 | 0.49                   |
Table 7. The $R^2$ values of the slope models by three slope classes and ‘All’ class. The same slope classes of Table 6 were used. The $\Delta R^2$ shows the $R^2$ increase from the initial 12 HV-TDX models to the slope models, which added the slope values as a new variable to the initial 12 HV-TDX models. The $R^2$ values were derived from the OOB validation results.

| Slope class (°) | LiDAR3 models | DTM10 models | SRTM30 models |
|----------------|---------------|--------------|---------------|
|                | (1) HV + CHM12-LiDAR3 | (2) HV + CHM90-LiDAR3 | (3) HV + CHM5-LiDAR3 | (4) HV + Model10-LiDAR3 |
|                | (5) HV + CHM12-DTM10 | (6) HV + CHM90-DTM10 | (7) HV + CHM5-DTM10 | (8) HV + Model10-DTM10 |
|                | (9) HV + CHM12-SRTM30 | (10) HV + CHM90-SRTM30 | (11) HV + CHM5-SRTM30 | (12) HV + Model10-SRTM30 |
| 0–9.9          | Initial | Slope | $\Delta R^2$ | Initial | Slope | $\Delta R^2$ | Initial | Slope | $\Delta R^2$ | Initial | Slope | $\Delta R^2$ | Initial | Slope | $\Delta R^2$ |
| 10–19.9        | 0.96   | 0.97 | $\Delta 0\%$ | 0.80   | 0.82 | $\Delta 2\%$ | 0.96   | 0.96 | $\Delta 0\%$ | 0.68   | 0.71 | $\Delta 4\%$ | 0.90   | 0.91 | $\Delta 1\%$ |
| 20–40.7        | 0.82   | 0.84 | $\Delta 1\%$ | 0.48   | 0.51 | $\Delta 6\%$ | 0.83   | 0.84 | $\Delta 2\%$ | 0.32   | 0.36 | $\Delta 13\%$ | 0.58   | 0.59 | $\Delta 7\%$ |
| All            | 0.90   | 0.91 | $\Delta 1\%$ | 0.64   | 0.67 | $\Delta 4\%$ | 0.89   | 0.90 | $\Delta 1\%$ | 0.51   | 0.55 | $\Delta 8\%$ | 0.68   | 0.71 | $\Delta 4\%$ |

$\Delta R^2$: The $R^2$ increase from the initial 12 HV-TDX models to the slope models.
4.9. Multiple TDX Heights

Table 8 shows the $R^2$ increase (%) derived from adding the 2nd TDX height to the initial HV-TDX models (HV + 1st TDX height). This analysis sought to find a way to improve the AGB estimation accuracy without using LiDAR-based DTM (LiDAR3). In this analysis, the ModelHs were excluded, as their $R^2$ values and spatial distributions of predicted AGB were almost identical to each other.

The $R^2$ increase (%) was calculated from ‘$R^2$ (1): two variables’ to ‘$R^2$ (2): three variables’. The ‘$R^2$ (1): two variables’ consisted of ‘HV + 1st TDX height’ and ‘HV + 2nd TDX height’. When calculating the $R^2$ increase (%), ‘$R^2$ (1): two variables’ with higher $R^2$ values was used as a starting value; e.g., in the case of 1A, the $R^2$ increase (%) was calculated from ‘HV+1st TDX height’ ($R^2 = 0.56$) in ‘$R^2$ (1): two variables’ to ‘HV + 1st TDX height + 2nd TDX height’ ($R^2 = 0.59$) in ‘$R^2$ (2): three variables’, while in case of 1a, the $R^2$ increase (%) was calculated from ‘HV + 2nd TDX height’ ($R^2 = 0.59$) in ‘$R^2$ (1): two variables’ to ‘HV + 1st TDX height + 2nd TDX height’ ($R^2 = 0.70$) in ‘$R^2$ (2): three variables’.

The results show that, in all the pairs, case (ii) produced larger $R^2$ increases (%) than case (i), e.g., in case of pair #1, HV + CHM12-DTM10 produced larger $R^2$ increase (%) with the 2nd TDX height of CHM90-SRTM30 (1a: $R^2$ increase of 18%) than with CHM90-DTM10 (1A: $R^2$ increase of 6%). The $R^2$ increase (%) for case (ii) ranged from 4% to 25%, with the mean of 18%, while those for case (i) ranged from 4% to 14%, with the mean of 7%. Although the pairs # 4 and 6 showed small differences between the cases (i) and (ii), the result indicates that case (ii), in which the 2nd TDX height derived from the different DTM used in the 1st TDX height was added to the initial HV-TDX model, has the possibility to improve the AGB estimation accuracy in the areas where a LiDAR-based DTM is not available.
Table 8. List of six pairs to evaluate the effects of multiple TDX heights on AGB estimation. The models designated by the capital letters (A to F) refer to case (i), in which the 2nd TDX height derived from the same DTM used in the 1st TDX height (HV-TDX model) was added to the initial HV-TDX model. The models designated by the lower-case letters (a to f) refer to case (ii), in which the 2nd TDX height derived from the different DTM used in the 1st TDX height (HV-TDX model) was added to the initial HV-TDX model. The $R^2$ values were derived from the OOB validation results.

| Pair # | A | B | C | D | E | F |
|-------|---|---|---|---|---|---|
|       | (5) HV | (5) HV | (9) HV | (9) HV | (6) HV | (10) HV |
|       | CHM12-DTM10 | CHM12-DTM10 | CHM12-SRTM30 | CHM12-SRTM30 | CHM90-DTM10 | CHM90-SRTM30 |
|       | + | + | + | + | + | + |
| Three Variables | | | | | | |
| (HV-TDX Model) | | | | | | |
| HV | + | + | + | + | + | + |
| 1st TDX height | + | + | + | + | + | + |
| 2nd TDX height | + | + | + | + | + | + |
| $R^2$ (1): Two Variables | | | | | | |
| $R^2$ (2): Three Variables | | | | | | |
| $R^2$ Increase from (1) to (2) | | | | | | |
4.10. Possibility of SRTM30 to Serve as DSM

In this section, we analyzed the possibility of SRTM30 (SRTM 30 m DEM) to serve as a DSM. We used the SRTM30 as a DTM throughout this study for the AGB estimation, which produced relatively good AGB estimation results at larger scales. However, there is still a possibility that the SRTM30 can produce better AGB estimation results if treated as a DSM.

In this attempt, we developed two CHMs using the SRTM30 as a DSM and both LiDAR3 and DTM10 as a DTM; i.e., the CHM (i): SRTM30-LiDAR3 and the CHM (ii): SRTM30-DTM10. We then developed two AGB estimation test models (A) and (B) at 1.0 ha scale using each of the two CHMs as a predictor and the LiDAR AGB of 2014 as a response variable (Table 9). In the two test models (A) and (B), we used the LiDAR AGB of 2014 (Section 3.1.) as a response variable, although the SRTM30 was the DEM product derived from the data of 2000. However, as our forest was 90% naturally regenerated forests with ages over 100 years old, the tree growth is less than 1 m$^3$ per year [87]. Therefore, we considered the AGB growth between 2000 and 2014 was very small. The 100 m $\times$ 100 m (1.0 ha) vector layer described in Section 3.5 was used to extract the mean values of the LiDAR AGB and the two CHMs for each of the 22,500 cells (100 m $\times$ 100 m vector layer). No HV backscattering data were used for this analysis. The $R^2$ and RMSE values of each test model were derived from the OOB samples by following the procedure described in Section 3.4.

Table 9. The list of a response variable and predictors used for two AGB estimation test models (A) and (B). Predictor (i) was derived from SRTM30 as DSM and LiDAR3 as DTM, and predictor (ii) was derived from SRTM30 as DSM and DTM10 as DTM.

| Models         | Response Variable | Predictors     |
|----------------|-------------------|----------------|
| Test model (A) | 2014 LiDAR AGB    | (i) SRTM30-LiDAR3 |
| Test model (B) |                   | (ii) SRTM30-DTM10 |

Firstly, the results of the test model (A), which used the CHM (i) SRTM30-LiDAR3 as a predictor, were compared against those of the LiDAR3 models from (1) to (4) in Table 10, and next, the results of the test model (B), which used the CHM (ii) SRTM30-DTM10 as a predictor, were compared against those of DTM10 models from (5) to (8) also in Table 10, and finally, the results of the test models (A) and (B) were compared against the SRTM30 models from (9) to (12) in Table 10, which were derived using the SRTM30 as DTM (see Materials and Methods). The models from (1) to (12), which we used as reference here, were derived without HV backscattering data following the procedure described in the TDX model of Section 3.5.

Table 10 shows that, compared to the LiDAR3 models (1)–(4), the performance of the test model (A) ($R^2 = 0.14$, RMSE = 41.1%) was close to that of the model (4) HV + Model10-LiDAR3 ($R^2 = 0.17$, RMSE = 41.6%), but much lower than other three LiDAR3 models. On the other hand, compared to the DTM10 models (5)–(8), the test model (B) showed much lower $R^2$ and higher RMSE values ($R^2 = -0.07$, RMSE = 45.8%). Lastly, compared to the SRTM30 models (9)–(12), the $R^2$ and RMSE values of the test model (A) were slightly worse than those of the SRTM30 models, while the $R^2$ and RMSE values of the test model (B) were much worse than the SRTM30 models. The results showed that the model (A) had a possibility to produce reasonable AGB estimation results, but the model (B) had no possibility. This is fatal, because in a large-scale AGB estimation, it is inevitable to use the DTM10 (the topography-based DTM) to obtain CHM, as it is the only DTM prepared nationwide in Japan.
Table 10. $R^2$ and RMSE values of two AGB estimation test models (A) and (B), in which the CHMs (i) and (ii) were used as a predictor, respectively, and LiDAR AGB as a response variable for both models. The $R^2$ and RMSE values of the 12 TDX models, which were derived with LiDAR AGB as a response variable and each of 12 TDX heights as a predictor (see Section 3.5), are also shown. All the $R^2$ and RMSE values were derived from the OOB validation results.

| Models          | No. | Predictors      | $R^2$ | RMSE% |
|-----------------|-----|-----------------|-------|-------|
| Test model      |     |                 |       |       |
| Test model (A)  | (i) | SRTM30-LiDAR3   | 0.14  | 41.1  |
| Test model (B)  | (ii)| SRTM30-DTM10    | −0.07 | 45.8  |
| LiDAR3 models   |     |                 |       |       |
| (1) CHM12-LiDAR3|     | 0.89            | 15.1  |       |
| (2) CHM90-LiDAR3|     | 0.47            | 32.9  |       |
| (3) CHM5-LiDAR3 |     | 0.86            | 16.5  |       |
| (4) Model10-LiDAR3|   | 0.17            | 41.6  |       |
| DTM10 models    | (5) | CHM12-DTM10     | 0.30  | 37.5  |       |
| (6) CHM90-DTM10 |     | 0.18            | 40.9  |       |
| (7) CHM5-DTM10  |     | 0.49            | 32.6  |       |
| (8) Model10-DTM10|    | 0.21            | 40.7  |       |
| SRTM30 models   | (9) | CHM12-SRTM30    | 0.18  | 41.4  |       |
| (10) CHM90-SRTM30|   | 0.22            | 40.1  |       |
| (11) CHM5-SRTM30|    | 0.29            | 39.6  |       |
| (12) Model10-SRTM30|  | 0.18            | 41.2  |       |

The analysis showed that all the 12 TDX models served well as forest vertical information to estimate AGB in our test site than the CHMs (i) and (ii). This indicates the possibility that the penetration of C-band SAR signal of the SRTM30 through the canopy is deep in our test site, leading to the scattering phase center of the SRTM30 too low to serve as a DSM. In Ni et al. [30], the penetration depth was derived by subtracting the ALOS InSAR height from the canopy top height derived from the ASTER GDEM, and used the penetration depth as forest vertical information to predict AGB. Although the ALOS InSAR height is not a DTM, but the scattering phase center of the ALOS PALSAR data is well below the canopy top due to the long wavelength of the PALSAR, creating the penetration depth which served as forest vertical information to predict AGB well. In our case, the SRTM30 is not completely a DTM either, but the scattering phase center of the SRTM30 is also low below the canopy top in our test site with medium forest cover. By subtracting the SRTM30 (C-band) from the TDX DSM (X-band), it was also able to produce the penetration depth, which may have served as forest vertical information and predicted AGB well in our test site. It is difficult to determine if the SRTM30 should be used as DTM based on these results only, but it was inferred that in our test site, the models which used SRTM30 as a DTM were capable of producing better AGB predictions overall, rather than using it as a DSM.

5. Discussion

5.1. High AGB Estimation Accuracies of LiDAR3 Models

The results of our study showed that adding each of the 12 TDX heights (nine CHMs and three ModelHs) to the HV backscatter improved the $R^2$ values in all the models, regardless of the forest height creation method (either the CHMs or ModelHs), the spatial scales or the types of DSMs and DTM used. This means that the data synergy approach worked well in this study. The size of the model improvement, however, depended most strongly on the forest height creation method (either the CHMs or ModelHs), shown by the fact that, compared to the models using nine CHMs, all the three ModelHs yielded much lower AGB estimation accuracies across the scales (Figure 3). Although the slope-class analysis showed that the three ModelHs produced high $R^2$ values (0.68 to 0.69 at 1.0 ha scale) for the lowest slope class, their $R^2$ values were still lower than those of the nine CHMs (Table 6) (for more details on AGB estimation accuracies of ModelHs, see Section 5.4). The size of the model
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improvement subsequently depended on both the DSMs and DTMs used in the models; it was shown that for models using a high-accuracy DTM, i.e., LiDAR3, the accuracy of the DSMs influenced the AGB estimation results a lot, as shown by the fact that among the three LiDAR3 models of (1), (2) and (3), two models (1) and (3), which were derived from the high-resolution DSMs of TDX 12 m DSM and TDX 5 m DSM, respectively, produced high $R^2$, while the model (2), which was derived from the low-resolution DSM of TDX 90 m DSM, yielded much lower $R^2$ at smaller scales < 1.0 ha. On the contrary, for models using a low-accuracy DTM, i.e., DTM10 and SRTM30, the accuracy of the DTMs (DTM10 and SRTM30) have stronger influence than the DSMs on the AGB estimation results, as shown by the fact that among the three SRTM30 models of (9), (10) and (11), very similar $R^2$ and RMSE values were obtained across the scales, even though the high-resolution DSMs were used for the models (9) and (11). It explains why the two models of (10) and (11) were both ranked as the top six models with the same average $R^2$ value.

Among the 12 HV-TDX models, $R^2$ increase was the largest in two LiDAR3 models of (1) HV + CHM12-LiDAR3 and (3) HV + CHM5-LiDAR3. Previous studies have also shown that a CHM obtained from InSAR data and an ALS-derived DTM retrieved forest properties well [51,52]. Our three LiDAR3 models, (1), (2), and (3), retrieved higher AGB values > 300 Mg/ha effectively. In previous studies, Saatchi et al. [88] estimated AGB in the tropical forest of Costa Rica with an elevation ranging from 35 to 135 m a.s.l., and showed that by adding the InSAR height to the fully polarized backscatter coefficients that were both derived from AIRSAR, an RMSE was reduced from 25.0% to 20.3% at the 1/4 ha scale and from 28.3% to 17.1% at the 1.0 ha scale (the related RMSE values (%) were calculated by us based on the RMSE values and the mean AGB values in the paper [88]). Zhang et al. [89] also estimated AGB in a transition forest between the boreal and temperate biomes in the U.S. with a topography of flat to gently rolling with a maximum elevation change of < 135 m, and reported that the combined use of the fully polarized L-band Uninhabited Aerial Vehicle SAR (UAVSAR) backscatter and a canopy height made from the stereo-imagery of the Panchromatic Remote Sensing Instrument for Stereo Mapping (PRISM) on-board the ALOS reduced the RMSE from 37.0% to 28.2% at the 1/4 ha scale and from 27.0% to 20.2% at the 1.0 ha scale. Both studies used the ALS-based DTM for height development. In our case, the combined use of the HV backscatter and the forest height derived from TDX 12 m DSM and LiDAR DTM ((1) HV + CHM12-LiDAR3) reduced the RMSE from 43.5% to 20.5% at the 1/4 ha scale and from 35.8% to 14.3% at the 1.0 ha scale, and also, the combined use of the HV backscatter and the forest height derived from TDX 5 m DSM and LiDAR DTM ((3) HV + CHM5-LiDAR3) reduced the RMSE from 43.5% to 20.3% at the 1/4 ha scale and from 35.8% to 14.6% at the 1.0 ha scale. Compared to the previous studies [88,89], the RMSE of our models (1) and (3) were very close to and lower than those of Saatchi et al. [88] at the 1/4 and 1.0 ha scales, respectively, and much lower than those of Zhang et al. [89] at both scales. Additionally, the combined use of the HV backscatter and the forest height derived from TDX 90 m DSM and LiDAR DTM ((2) HV + CHM90-LiDAR3) reduced the RMSE from 43.5% to 34.8% at the 1/4 ha scale and from 35.8% to 26.6% at the 1.0 ha scale, which were approximately 6% higher than those of Zhang et al. [89]. Considering that the previous studies [88,89] employed airborne datasets for either one or both of the variables and full polarimetry data (HH, HV and VV) for the SAR backscatter, our models (1) to (3), which used spaceborne datasets for both variables and single-polarization HV data for the SAR backscatter, performed very well.

The three TDX models (1) CHM12-LiDAR3, (2) CHM90-LiDAR3 and (3) CHM5-LiDAR3 also showed high model performance without the variable of HV backscatter at all the scales for (1) and (3) and at large scales > 9.0 ha for (2). The TDX models of (1) CHM12-LiDAR3 and (3) CHM5-LiDAR3 achieved the RMSE of 15.0% and 16.3% at the 1.0 ha scale, respectively. In earlier studies, Solberg et al. [43] analyzed the accuracy of the AGB estimated from the TDX InSAR heights and the ALS-based DTM in Norway, and reported an RMSE of 19% at the stand level (the stand size being 1.0 to 2.9 ha); in addition, Rahlf et al. [45] analyzed the accuracy of the forest volume estimated from the TDX InSAR heights and the ALS-based DTM also in Norway with hilly terrain with altitudes ranging from 50 to 650 m a.s.l., showing an RMSE of 18.1% at stand level (the stand
size being 1.0 to 3.0 ha). Compared to these studies, our models of (1) and (3) achieved lower RMSE values, although a smaller cell size was used in our study. In Yu et al. [44], five different remote sensing datasets (ALS, TDX InSAR, TSX SAR radargrammetry, World-View2 and aerial stereo imagery) were compared for their ability to predict forest attributes including the forest AGB in a boreal forest in Finland. They found that the RMSE of the TDX InSAR-derived AGB predictions was 20.69% (the plot size of 32 m × 32 m). As their study area was located in a flat area (elev. 125 m to 185 m) with the forest consisting of 75% conifers, we also used the RMSE of the predicted AGB at the lowest slope class of 0° to 9.9° for comparison; the RMSE of our two models (1) CHM12-LiDAR3 and (3) CHM5-LiDAR3 at the lowest slope class (0° to 9.9°) and at the 1/4 ha scale were 16.6% and 17.1%, respectively. Although the previous study used a smaller plot size than ours, the results showed that our models of (1) and (3) worked very well, considering that our test site was located in a hemi-boreal forest with mixed forest structures (36% broadleaf, 20% conifer and 40% mixed forest).

These results show that the (1) HV + CHM12-LiDAR3 and (3) HV + CHM5-LiDAR3 models generated highly accurate AGB estimation results, outperforming not only other models in our study, but also the models of the previous studies. The slope-class analysis also showed that the models (1) and (3) yielded high R² values across the slope classes. In addition, both models reproduced the spatial variability of the LiDAR AGB very well across the scales, and predicted AGB without the variable of HV backscatter, with an accuracy as high as the corresponding HV-TDX models. These analyses verified that in our test site in the hemi-boreal region, the TDX 12 m DSM had a high capability to estimate AGB with very high accuracy in the form of CHM with the LiDAR-based DTM (LiDAR3) across the scales and the slope classes. As for the (2) HV + CHM90-LiDAR3 model, high model performance, which was very close to those of the models (1) and (3), was achieved at large scales > 9.0 ha, both with and without the variable of HV backscatter. The slope-class analysis also showed that the model (2) yielded high model performance at the lowest slope class < 10°, even at the 1.0 ha scale. It indicates that the TDX 90 m DSM was also able to yield high AGB estimation accuracies in the form of CHM with the LiDAR-based DTM (LiDAR3) at large scales > 9.0 ha and also at the 1.0 ha scale for flat terrains.

One thing we need to mention here is a possibility that the LiDAR3 models performed well because our LiDAR AGB, which was used as a response variable in the 12 HV-TDX models, was also derived from the LiDAR DTM (LiDAR3) and LiDAR DSM. However, the accuracy of LiDAR data is normally very high, reflecting the surface features correctly. Therefore, we consider this effect to be minor. However, as LiDAR data is not necessarily available in most countries, the LiDAR3 model results may be used as reference data to evaluate the AGB estimation results derived from non-LiDAR-based DTMs, e.g., SRTM30 and DTM10 in our case, to find the optimal models among them (see Sections 5.2 and 5.3).

5.2. High Usability of TDX 90 m CHM and Multiple TDX Heights

Among the models using DTM10 and SRTM30, the two best models were (10) HV + CHM90-SRTM30 and (11) HV + CHM5-SRTM30. They delivered high model performance at large scales > 9.0 ha (R² = 0.78 and 0.82 for (10) and R² = 0.77 and 0.82 for (11) at 9.0 and 25 ha, respectively), which were only slightly lower than those of the LiDAR3 model, (2) HV + CHM90-LiDAR3 (R² = 0.87 and 0.93 at 9.0 and 25 ha, respectively). The models (10) and (11) also reproduced the SD values well at large scales > 9.0 ha (Table 5 and Figure 9). This finding verifies that the TDX 90 m DSM was able to generate high AGB estimation accuracies at large scales > 9.0 ha not only with LiDAR3, but also with SRTM30. Considering that the TDX 12 m DSM did not show any good AGB estimation results, either with DTM10 or SRTM30 across the scales, and that (10) HV + CHM90-SRTM30 achieved almost the same model performance as (11) HV + CHM5-SRTM30, which we developed for reference, the model (10) HV + CHM90-SRTM30 has high potential for producing accurate AGB estimations at large scales in the areas where LiDAR-based DTM is not available. As the datasets of TDX 90 m DSM and SRTM 30 m DEM (SRTM30) are freely available worldwide, the model (10) is highly useful for large-scale
AGB estimation in the hemi-boreal forest. In addition, the slope-class analysis showed that, on the areas with low slopes below 10°, the model (10) can provide higher AGB estimation accuracies, even at the 1.0 ha scale, indicating that this model has a possibility to produce high AGB estimation accuracies at 1.0 ha scale, if applied to flat terrains.

One previous study that used SRTM30 as the DTM for AGB estimation was that of Sadeghia et al. [49], which estimated the AGB in forests north of Quebec City, Canada, using 14 variables, including the CHM derived from the TDX InSAR DSM and the height-calibrated SRTM30 as a DTM. They used a random forest regression algorithm and obtained an \( R^2 \) of 0.62 and an RMSE of 34% at the stand level (0.5 ha to 4 ha). The RMSE of our model (10) \( HV + CHM90\text{-SRTM30} \) was 28.4% at the 1.0 ha scale and we did not add calibration to the SRTM30. As the parameters used in the previous study and ours were considerably different and could not be compared directly, but considering that the previous study employed 14 variables and used a larger stand size, our model (10) yielded very good results.

Additionally, it has been demonstrated in our study (Table 8) that the use of two TDX heights derived from two different DTMs has a possibility to improve the model performance further at the 1.0 ha scale. Taking up the model (10), for example, by adding the 2nd TDX height of CHM12-DTM10 to (10) \( HV + CHM90\text{-SRTM30} \) model, \( R^2 \) increased from 0.59 to 0.70 and the RMSE decreased from 28.4% to 24.3% at the 1.0 ha scale. This large model improvement may be because the spatial distribution of heights of DTM10 and SRTM30 differed somewhat from each other, which allowed the 2nd TDX height to serve as a new parameter and improve the entire model performance. This shows the possibility of using multiple forest heights in non-LiDAR3 models to improve AGB estimation accuracies at the 1.0 ha scale.

5.3. Low AGB Estimation Accuracies of DTM10 Models and Height Deviations

Among the DTM10 models, the best model was (7) \( HV + CHM5\text{-DTM10} \). Motohka et al. [90] used the CHMs developed from the five ALOS PRISM DSMs and DTM10 (the same topography-based DTM as used in this study) to estimate the AGB at the 1/4 ha scale. The study area of this previous study was geographically very close to ours. The previous study showed that RMSE ranged from 22.1% to 32.6% at the 1/4 ha scale, while that of our model (7) CHM5-DTM10 (without the HV backscatter) was 36.1% at the same scale. The RMSE of our model (7) was higher than that of the previous study. One possible reason for this is that we used the LiDAR data covering varied terrains from flat to hilly for AGB estimation, leading to a higher RMSE than the previous study, which studied plot-based AGB estimates. Another possible reason, which is also related to the wide area coverage of the LiDAR data, is a height deviation of DTM10 from LiDAR3 in some parts of our test site. The details are described below.

The DTM10 models of (5), (6) and (7) showed a considerably lower model performance at all scales, except for the 1/4 ha, than the other HV-TDX models. Compared by the accuracy of the DTM datasets, however, the DTM10 has better data accuracy of ±5 m [69] than SRTM30, and therefore, the DTM10 models should have yielded higher AGB estimation accuracies than the SRTM30 models. To determine a possible cause, we compared the LiDAR AGB and the AGB estimated by (7) \( HV + CHM5\text{-DTM10} \) model. Figure 12a is a AGB difference map on a cell-by-cell basis obtained by subtracting the AGB estimated by the model (7) from the LiDAR AGB at the 9.0 ha scale, and Figure 12b is a height difference map on a cell-by-cell basis obtained by subtracting the DTM10 from LiDAR3 at the same scale. We examined if there were any areas of unusual AGB and height difference. In Figure 12a, the areas with AGB difference > 30 Mg/ha are shown in red, which correspond well to the areas of the height difference < -5 m in Figure 12b. This large AGB deviation was also shown in Figure 8(7). We also drew an AGB difference map between the LiDAR AGB and the AGB estimated by (10) \( HV + CHM90\text{-SRTM30} \) model, the best model among the SRTM30 models (Figure 12c), and a height difference map between the LiDAR3 and SRTM30 (Figure 12d) for comparison. Figure 12c,d showed no signs of unusual AGB or height differences in a particular area, although the heights of SRTM30 are higher than those of LiDAR3 by approximately 3 to 4 m across the test site (Figure 12d).
We removed the cells with height difference $< -5$ m in Figure 12b, and derived the AGB estimations again for the three DTM10 models of (5) HV + CHM12-DTM10, (6) HV + CHM90-DTM10, and (7) HV + CHM5-DTM10. The $R^2$ values increased from 0.62 to 0.71 for (5), 0.63 to 0.71 for (6), and 0.68 to 0.76 for (7) at the 9.0 ha scale. We repeated the procedure at the 1.0 ha scale; the $R^2$ increased from 0.56 to 0.66 for (5), from 0.53 to 0.60 for (6) and from 0.63 to 0.73 for (7). Non-DTM10 models did not show any large model improvement at either the 1.0 or 9.0 ha scale. The analysis showed that the performance of the DTM10 models can be improved by 18% and by 15% at the most at the 1.0 and 9.0 ha scales, respectively, indicating that the DTM10 models have the potential to outperform the SRTM30 models at the 1.0 ha scale. All the $R^2$ values used here were derived from the OOB validation results.
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**Figure 12.** The AGB difference map (a) between LiDAR AGB and the estimated AGB by (7) HV + CHM5-DTM10 model, the height difference map (b) between LiDAR3 and DTM10, the AGB difference map (c) between the LiDAR AGB and the estimated AGB by (10) HV + CHM90-SRTM30 model, and the height difference map (d) between LiDAR3 and SRTM30, all at the 9.0 ha scale.

It was confirmed that the height deviation of DTM10 from LiDAR3 in some parts of our test site led to the low AGB estimation accuracies of the DTM10 models. The areas of the height deviation were located in relatively high AGB areas on the high slopes. In the study of Motohka et al. [90], there were also the AGB estimation errors in high mountainous regions. They ascribed this to the errors in the DSM or DTM in regions of steep topography. The DTM10 was made from contour lines based on aerial photographs (AP). In the case of AP, it is known that the solar elevation during image acquisition influences the accuracy of heights [91], while the SRTM30 was developed from SAR data, which is also strongly influenced by the slope and aspect because of its side-looking system [86]. There is a possibility that the radar has an advantage over the AP for elevation measurements in forests with not dense but moderate canopy cover, like at our test site. On the other hand, the fact that both the LiDAR3 and SRTM30 employed pulse-based systems may have produced the consistency in the height distributions between the LiDAR3 and SRTM30. This indicates the possibility that the LiDAR3 and SRTM30, not DTM10, have height errors.

To further analyze the underlying cause for the deviation of DTM10 from LiDAR3, we examined the height difference between LiDAR3 and DTM10 on a cell-by-cell basis in terms of slope and aspect. We used the factors of slope and aspect in this analysis, as the results of our study and a previous study [90] showed large AGB estimation errors in regions of steep topography, and also the AP technique which was used to develop DTM10 can be negatively influenced by shadows when solar elevation is low [91].

We first derived the slope and aspect from the topography-based DTM (DTM10) at 10 m resolution using the Slope and Aspect tools on the Spatial Analysis of ArcGIS software, 10.4.1. (Esri). The aspect data obtained in degrees from 0 (due north) to 360 (again due north) was categorized into eight classes with numbers from 1 to 8; the number 1 for east, 2 for southeast, 3 for south, 4 for southwest, 5 for west, 6 for northwest, 7 for north and 8 for northeast. The three cells with the value $-1$, which showed a flat area, were removed. The vector layer with the cell size of 100 m x 100 m (1.0 ha scale) described in
Section 3.5 was used to extract the mean slope and the majority aspect values for each of the 22,500 cells (the 100 m × 100 m vector layer). We obtained the mean slope values ranging from 0° to 40.7° and the aspect values ranging from 1 to 8. The slope vector layer was then divided into seven slope sublayers by 5° (Table 11) and the aspect vector layer was then divided into eight aspect sublayers by aspect (Table 12). Through this process, we obtained the seven slope sublayers with each cell containing its own slope value (°), and the eight aspect sublayers with each cell containing aspect values from 1 to 8. Each vector sublayer was used to extract the mean height difference between LiDAR3 and DTM10 for each cell.

Table 11 shows the summary of statistics regarding the height difference by the seven slope classes. It shows that the SD, min and max values increased gradually as the slope moved up to the higher class, although the mean values were not so different; e.g., the SD values increased from 2.8 (the lowest slope class; 0°–4.9°) to 5.1 (the highest slope class; 30°–40.7°), and the min and max values also increased from −8.9 and 9.3 (the lowest slope class; 0°–4.9°) to -16.1 and 13.5 (the highest slope class; 30°–40.7°), respectively. This indicates that the magnitude of the height deviations was larger at higher slope classes.

Table 12 shows the summary of height difference by the eight aspect classes. It shows that the values of the mean height difference were negative for the cells facing east, southeast, south, southwest and west, meaning that the LiDAR3 is lower than DTM10 in those cells, while the values of the height difference were positive in the cells facing northwest, north and northeast, indicating that the LiDAR3 is higher than DTM10 in those cells.
It is difficult to determine the cause from this analysis only, but it indicates that the height deviations between LiDAR3 and DTM10 have some relation to slope and aspect. Considering that the cells with particular aspects have the particular mean height tendencies (the negative or positive mean values), it may be related to the tilt of the airborne LiDAR system itself. There is also a possibility that it is related to the shadow effects. A previous study [91] showed that in the case of the AP analysis, the probability of measuring the correct terrain surface decreased in shadows, due to the reduced spectral signatures and image dynamics. Further studies on the slope, aspect and other possible factors are necessary to specify the cause of these height deviations, because the DTM10 is indispensable for a country-level AGB estimation, especially at smaller scales.

5.4. Low AGB Estimation Accuracies of ModelHs

The three ModelHs had the lowest model performance among the 12 HV-TDX models across the scales. This result showed that, regarding the AGB estimations in our test site, the forest height creation method of the CHM (subtracting a DTM from a DSM) worked better than the ModelH (the Sinc inversion model-based approach). However, it was also shown that at the lowest slope class (0° to 9.9°), the three ModelHs were able to produce high AGB estimation accuracies ($R^2 = 0.68$ to 0.69) at the 1.0 ha scale (Table 6). This indicates that this Sinc inversion model-based methodology may be better suited for flat terrains.

In a previous study, Askne et al. [58] used 18 TDX InSAR pairs (VV-pol) and the RVoG model to estimate the AGB for 201 forest stands (the stand size being 1.0 to 12.0 ha) and reported that the RMSE varied between 17% and 40%. This previous study used a test site which was fairly flat, with elevations ranging from 120 to 145 m a.s.l. To compare the AGB estimation results of our three ModelHs against those of Askne et al. [58], we used the RMSE values at the lowest slope class; the RMSE of our three ModelHs, of (4) Model10-LiDAR3, (8) Model10-DTM10 and (12) Model10-SRTM30 (without the variable of HV backscatter), at the lowest slope class at the 1.0 ha scale ranged from 38.0% to 40.3%. Another previous study by Soja et al. [80], which used a two-level model inversion scheme and single-pass TDX InSAR data (VV-pol) for AGB estimation, showed that the RMSE ranged from 12% to 19% at a plot level (32 circular 40-m radius plots). Soja et al. [80] also used the same test site as Askne et al. [58], but added another test site with a strongly undulating topography with ground slopes on stand level up to 19°. For comparison against the AGB estimation accuracies of Soja et al. [80], we used the RMSE of ‘All’ class of the three models, which ranged from 39.5% to 40.5% at the 1.0 ha scale. Both previous studies used ALS-based DTMs to derive InSAR data. Considering that Askne et al. [58] used a larger stand size (1.0 to 12.0 ha) than ours (1.0 ha), the RMSE of our three ModelHs were well within the RMSE range of Askne et al. [58], but were much higher than those of Soja et al. [80]. The high RMSE values of the ModelHs may be attributed to other factors. We used single-pass TDX InSAR data, as used in these two previous studies [58,80], but in HH polarization, due to the data unavailability. It is known that the HH data have a stronger contribution from the ground than the VV data [92], which has a high possibility of affecting the accuracy of the developed ModelHs and lowering the model performance. Additionally, in the Sinc inversion model, it is assumed that the ground and canopy backscatter coefficients are equal. According to Soja et al. [80], this assumption is not well applied to dense forests or forests with multilayer structures. The forest at our test site is neither dense nor uniform, but mixed. It is possible that this Sinc inversion model did not work well in our forest structure. Further studies in the areas available with VV-pol data and with similar forest structures to ours are required for more appropriate analysis of the Sinc inversion model.

5.5. Slope-Class Analysis

The slope-class analysis showed that all the 12 HV-TDX models yielded high $R^2$ values (0.66 to 0.96) at the lowest slope class (0° to 9.9°), indicating the possibility for them to yield high-accuracy AGB estimations in a flat area. Among the DTM10 and SRTM30 models, the model (7) HV + CHM5-DTM10 showed the highest $R^2$ values across three slope classes at the 1.0 ha scale (Table 6), and the smallest
R² decrease of −31% from the lowest to the highest slope classes. Considering that other DTM10 models, (5) HV + CHM12-DTM10, (6) HV + CHM90-DTM10 and (8) HV + Model10-DTM10, showed much lower R² and larger R² decrease, the model (7) performed very well. The models (5) and (6) were derived from the TDX 12 m DSM and TDX 90 m DSM respectively, which were developed using multiple TDX images [37]. However, they showed a lower model performance across the slope classes than the model (7), which was derived from the DSM we developed from two TDX–TSX image pairs for reference (Table 3). This may be because the TDX-TSX image pairs we chose were better suited for the DSM creation, as we chose the images carefully based on the parameters, including coherence, height of ambiguity, baseline information and precipitation. We need to analyze the cause for the low R² values of the models (5) and (6)—e.g., slope, forest type and climatic factors—to find a suitable environment for the models derived from these TDX DSM products, as the number of AGB estimation applications using these TDX DSM products is expected to increase in the future. In addition, considering that all the models performed well at the lowest slope class and that the model performance decreased as the slope got higher, the accuracies of the datasets used in the models, including the HV backscatter, three DSMs and three DTMs, might be strongly influenced by slope in the data production process. This analysis showed that the topographic features including slope should be carefully taken into consideration in AGB estimation, especially when using SAR data in a hilly terrain.

In the slope models in which a variable slope was added to the initial HV-TDX models, we found that the R² increase was largest at the highest slope class (20° to 40.7°). Rahlf et al. [45] used four different remote sensing datasets, including the ALS, stereo aerial photogrammetry, InSAR and radagrammetry, to retrieve AGB with a stand size of 1 to 3 ha. The stands were located in southern Norway with slopes ranging from 1° to 30°, with the mean of 9°. They incorporated the parameters of slope and aspect in the models derived from the four different remote sensing datasets, and found that the InSAR data were the most topographically affected among the four, but RMSE decrease derived from incorporating slope and aspect to the InSAR model were less than 1%. They ascribed this to the data generation method; they combined ascending and descending TDX imageries to generate a DSM, which moderated the effects of slope and aspect. They used an ALS-derived DTM for InSAR data development. We also derived an RMSE decrease by adding the slope variable to the TDX model (3) CHM5-LiDAR3 at 1.0 ha scale and the RMSE decrease was 5%. We cannot directly compare our results to those of this previous study, as we only used the slope as an additional parameter. However, the RMSE decrease was larger for our slope model (3) CHM5-LiDAR3 + Slope, although we also combined the ascending and descending TDX images to generate the TDX 5 m DSM. This larger RMSE decrease may be because our test site covers varied terrains, from flat to hilly, with the slope ranging from 0° to 56° (calculated from the DTM10 at 10 m resolution). Considering that the terrain of the previous study was less hilly than ours and it was shown in our study that R² increases derived by adding slope variable to the HV-TDX models were largest at the highest slope class, our complex terrain may have led to the slightly larger model improvement by the slope model (3) CHM5-LiDAR3 + Slope. It showed the necessity of incorporating the parameter of topographic features in AGB estimation models in hilly terrains.

### 5.6. Suitable Scales for AGB Estimation

In our study, increasing spatial scales have led to the improved performance of all the HV-TDX models. This scale effect is also shown in other studies; Zhang et al. [89] estimated AGB using UAVSAR backscatter and ALOS PRISM height and showed that the accuracy of AGB estimation was higher, when a 1.0-ha plot size, rather than a 1/4-ha plot size, was used; Saatchi et al. [88] also predicted AGB using AIRSAR data and reported better AGB estimation results at the 1.0 ha scale, compared to 1/4 or 1/2 ha scales.

When using the spatial data derived from satellites or airborne platforms for AGB estimation, however, it is important not only to improve the AGB estimation accuracy but also to reproduce the spatial variability of forest AGB appropriately, as this information is inevitable for timber production,
disaster management and ecosystem service evaluation, including CO₂ monitoring. According to Saatchi et al. [88], in the case of SAR data, the spatial variability of forest structures is maintained well in datasets at higher resolutions, as radar sensors with a high performance capture them. However, the high-performance sensors also produce errors associated with the datasets such as radar speckle noise and the orthorectification errors involved in data stacking [88,89], which leads to decreased AGB estimation accuracy. Up-scaling reduces these errors and the spatial variability of forest structure and biomass, and improves the AGB estimation accuracy. At the same time, however, up-scaling homogenizes the spatial variability to some extent. In our study, all the 12 HV-TDX models yielded a better model performance as the scales grew larger, from 1/4 to 25 ha (Figure 3), but the SD values of the LiDAR AGB (a reference AGB) also reduced from 93.9 Mg/ha at 1/4 ha to 69.0 Mg/ha at 25 ha scale (Table 5: validation results on test data) and so did the predicted AGB of the six models (Table 5: validation results on test data). The reduced SD indicates the poor reproduction of the spatial variability. Therefore, it is important to keep the balance between maintaining the spatial variability for spatial analysis of the forest AGB and improving the AGB estimation accuracies for correct AGB monitoring, and to find a suitable scale to achieve this balance.

To find a suitable scale for AGB estimation, we firstly analyzed the SD values of the LiDAR AGB and secondly considered the size of the AGB change that needs to be monitored. Firstly, we analyzed the SD change in the LiDAR AGB from the scales of 3 (the original LiDAR AGB data size) to 500 m (25 ha scale) (Figure 13 and Table 13). To derive the SD, max, mean, min, skewness and kurtosis values (statistical values) of the LiDAR AGB at nine scales from 3 to 500 m, we first created eight vector layers (except the 3 m scale) at the scales shown in Table 13 (for 50, 100, 300 and 500 m, we used the same vector layers described in Section 3.5). The eight vector layers were overlaid on the rasterized LiDAR AGB data at 3 m resolution to extract the mean LiDAR AGB values for each cell at each vector scale, from which the statistical values were derived. The statistical values were also derived from the LiDAR AGB data at the original 3 m resolution. The procedure details are also described in Section 3.5.

Figure 13. The shift in SD values of the LiDAR AGB at scales from 3 (the original LiDAR AGB data resolution) to 500 m (25 ha).
Table 13. The values of SD, max, mean, min, skewness and kurtosis of the LiDAR AGB at scales from 3 (the original LiDAR AGB data resolution) to 500 m (25 ha). The mark ▼ shows the decrease (%) in SD and max values from the corresponding values of LiDAR AGB in 3 m resolution. The decrease (%) was not calculated for mean, min, skewness and kurtosis values, as they are observable from the values.

| Scale (m) | SD (Mg/ha) | ▼ | Max (Mg/ha) | ▼ | Mean (Mg/ha) | Min (Mg/ha) | Skewness | Kurtosis |
|-----------|------------|----|-------------|----|--------------|-------------|----------|----------|
| 3         | 132.4      | -  | 570.4       | -  | 188.6        | 0.0         | 0.1      | 2.3      |
| 10        | 118.5      | ~10% | 570.0       | 0% | 192.3        | 0.0         | 0.1      | 2.2      |
| 25        | 103.3      | ~22% | 541.8       | ~5% | 192.2        | 0.0         | 0.0      | 2.4      |
| 50 (1/4 ha) | 93.5      | ~29% | 507.0       | ~11% | 192.2       | 0.0         | ~0.1     | 2.5      |
| 100 (1.0 ha) | 85.2      | ~36% | 459.8       | ~19% | 192.1       | 0.0         | ~0.2     | 2.7      |
| 200       | 77.7      | ~41% | 409.3       | ~28% | 191.8       | 0.2         | ~0.3     | 2.8      |
| 300 (9.0 ha) | 73.4      | ~45% | 389.4       | ~32% | 191.6       | 1.5         | ~0.4     | 2.9      |
| 400       | 70.5      | ~47% | 396.0       | ~31% | 191.6       | 2.6         | ~0.4     | 2.9      |
| 500 (25 ha) | 67.9      | ~49% | 362.0       | ~37% | 191.1       | 5.4         | ~0.4     | 3.0      |

Figure 13 and Table 13 show that the large SD decrease (~10% to ~12%) occurred at small scales below 25 m, followed by a moderate SD decrease (~7%) at medium scales between 50 and 100 m and by a slight SD decrease (~2% to ~5%) at large scales above 200 m. By up-scaling the original LiDAR AGB data at the 3 m scale to 25 m, approximately one fourth of the SD decrease (~22%) occurred (Table 13). The reduction of the SD values became stable at the medium scales of 50 m (1/4 ha) and 100 m (1.0 ha). The stability of the SD values is inevitable to achieve high AGB estimation accuracy. Saatchi et al. [88] estimated AGB at the tropical forest of Costa Rica using plot sizes of 1/4, 1/2 and 1.0 ha. Their analysis showed that the large variability of forest structure and biomass started to be more stable at plot sizes > 1/4 ha, and they determined the 1.0 ha scale as a suitable scale for estimating AGB in the area, as the distribution of the AGB at 1.0 ha scale does not deviate strongly from normality or stationarity (mean and variance do not vary significantly in space). As indicators for the normality, the symmetric probability distribution and small skewness and kurtosis were used. In our case, the skewness values of the LiDAR AGB were close to 0 at all the scales, but the kurtosis values were below 2.5 at scales below 50 m (the kurtosis value of 3.0 represents a normal distribution), indicating that the LiDAR AGB has a low degree of peakedness for the scales below 50 m and that it deviates from the normal distribution. In addition, the histograms of the LiDAR AGB at the scales below 50 m did not show symmetric probability distributions either. Considering that the SD values were stabilized at scales > 50 m (1/4 ha) and the LiDAR AGB values were normally distributed at scales > 100 m (1.0 ha), the minimum scale for AGB estimation should also be 100 m (1.0 ha) in our case.

Secondly, we considered a suitable AGB estimation scale from the standpoint of the size of AGB change that needs to be monitored. The AGB change occurs from several causes which also vary in scale, e.g., tree logging for timber production, a natural disaster and deforestation for construction. In our test site, the 1/4 ha scale should reflect the in-situ AGB the most among the four data scales, as the plot size of our field survey ranged from 0.1 to 0.61 ha, with the mean of 0.42 ha. However, in practice, timber production activities, such as clear-cutting and thinning, are carried out at scales larger than 1/4 ha, considering the economic efficiency of the activities. In Japan, a clear cutting up to 20 ha is allowed for each logging case in a standard practice [93], and the average size of forest stands, the minimum unit for forest management, ranges from 2.6 to 12.9 ha in Hokkaido prefecture, depending on the forest ownership (private, prefectural and national forests) in the years from 2014 to 2016. Given the average size of the forest stands and the forest management practice, estimating AGB at the 1.0 ha scale is suitable for monitoring the AGB change caused by timber production. A large-scale AGB change also occurs as a result of natural disasters and deforestation by construction. In recent years, typhoons with an increased intensity have hit Japan more frequently, which topple trees across several tens of hectares, and also, the construction of forestry roads has been partially promoted for timber production in Japan and the deforestation spans several hundreds of hectares. In these cases, estimating AGB at
9.0 ha will suffice to monitor the AGB change. On top of that, AGB estimation accuracy significantly improves at the 9.0 ha scale (Figure 3), and a high AGB estimation accuracy is achievable by using the datasets of not only higher resolutions but also lower ones which are freely available worldwide (e.g., TDX 90 m DSM and SRTM 30 m DEM). Although up-scaling the original LiDAR AGB data at a 3 m resolution to the 9.0 ha scale reduces the spatial variability by 45%, the availability of the global data and its high AGB estimation accuracy have a high potential to contribute to the large-scale AGB monitoring and disaster management.

With all the analyses combined, the 1.0 ha scale is suitable for monitoring a local-scale AGB change caused by e.g., timber production, while the 9.0 ha scale is appropriate for monitoring a large-scale AGB change caused by e.g., natural disaster and human-induced large-scale deforestation in our test site. Focusing on the AGB estimation accuracies and the reproduction of SD values at 1.0 ha and 9.0 ha scales (Figures 3 and 4), the models (1), (2) and (3) performed very well; the two models of (1) and (3) can be used for AGB monitoring at both scales, and the model (2) can be used at 9.0 ha scale, when the LiDAR-based DTM is available. On the other hand, two models of (10) and (11) performed very well at large scales > 9.0 ha; these models are better suited to estimating AGB at the 9.0 ha scale, in the areas where LiDAR-based DTM is not available. However, our analysis also showed the possible ways to improve the AGB estimation accuracies at the 1.0 ha scale for the models using non-LiDAR-based DTMs including (10) and (11); to focus on the flat terrains with slopes < 10° (see Section 4.8) and to use two TDX heights derived from two different DTMs (see Section 4.9). These measures may also be considered when models derived from non-LiDAR-based DTMs are used for AGB estimation. There is also a future possibility that DTM10 models produce higher AGB estimation accuracies at both scales, if the DTM10 deviations from the LiDAR3 are adequately fixed.

5.7. Future Analysis for Time Series

In this study, we used five ALOS PALSAR images taken during the leaf opening period from May to October, and two pairs of TDX–TSX images taken in September, by carefully choosing the datasets based on the factors including coherence, baseline information, precipitation and seasons (see Sections 3.2 and 3.3). However, to properly monitor the AGB change, it is also important to consider if the methodology developed in this study can be applied to a different time period and is capable of producing the AGB estimation with the same accuracy as shown in this study.

It is known that a SAR satellite has a strong sensitivity to moisture and therefore, SAR images taken during a rainy season or in areas with high soil moisture tend to be affected due to varied dielectric constant. Pulliainen et al. [94] used InSAR coherence observations of 14 C-band SAR image pairs to retrieve stem volume in Finland. They used both the snow-free summertime and snow-covered wintertime images taken under various weather conditions. They showed that in multiple stem-volume retrieval attempts, each using the SAR images taken under heavy precipitation, strong wind, low temperature and melting snow, the level of coherence of all the attempts became low, resulting in a low correlation to stem volume. The same holds true for SAR backscatter and AGB. Lucas et al. [95] showed that for the ALOS PALSAR data acquired during wet period, increases in $\sigma_0$ were most significant at L-band HH ($\sigma_0$: units of topographically normalized backscattering intensities) and they observed that the data acquired during minimal surface moisture and rainfall allowed better estimation of AGB over Queensland, Australia.

In Japan, the wet season normally starts in September and ends in November. There is a high possibility that the reduced SAR sensitivity to AGB caused by high levels of moisture would produce less accurate AGB estimation results in the rainy season. However, focusing on our test site, which is located in the north of Hokkaido, the place does not suffer from heavy rain during the wet season, but snow falls heavily in winter. It was also shown by Pulliainen et al. [94] that the snow-covered terrain works positively for SAR sensitivity to forest AGB; the snow-covered winter images are superior to images obtained under summer conditions, yielding the highest stem volume retrieval performance, as the interferometric images obtained under snow-covered conditions show very high coherence
values. There is a high possibility that our AGB estimation method can be applied to a dry winter time. Although a seasonal AGB change between summer and winter may be difficult to detect, because the tree growth between the two seasons is minor in our study forest, but it clearly enhances the opportunity to monitor AGB in two seasons over the years, which helps to better understand the forest AGB change in the hemi-boreal region.

6. Conclusions

In this study, we compared the accuracies of AGB values estimated by integrating the PALSAR backscatter and each of the 12 TDX heights at four scales from 1/4 to 25 ha in the hemi-boreal forest in Japan. The 12 TDX heights developed in this study included the nine CHMs and the three ModelHs; the nine CHMs were derived from the three DSMs of the TDX 12 m DSM, TDX 90 m DSM and TDX 5 m DSM that we developed from two TDX–TSX image pairs for reference, and the three DTMs of an airborne LiDAR-based DTM, a topography-based DTM and the SRTM 30 m DEM; the three ModelHs were developed from the two TDX–TSX image pairs and the three DTMs with the Sinc inversion model. The major findings were as follows: (i) the combined use of the HV backscatter and each of the 12 TDX heights improved the $R^2$ and RMSE values of all the models, showing that the data synergy approach worked well in this study; (ii) the TDX 12 m DSM had a high capability to estimate AGB with very high accuracy in the form of CHM, but the use of the LiDAR-based DTM was required; (iii) the TDX 90 m DSM was able to achieve high AGB estimation accuracies not only with the LiDAR-based DTM but with SRTM DEM in the form of CHM, but it was limited to large scales $>9.0$ ha; (iv) the ModelHs performed less well than the CHMs, and the ModelHs were more suitable for AGB estimation in flat terrains where they produced high AGB estimation accuracy; (v) all the models achieved higher model performance at the lowest slope class below $10^\circ$, showing that the slope is one of the largest factors to influence the AGB estimation results; (vi) the multiple forest heights derived from two different DTMs had a potential for improving AGB estimation accuracies of the models derived from non-LiDAR-based DTM at 1.0 ha scale; and (vii) SRTM 30 m DEM (SRTM30) showed a high possibility to serve as a DTM in the hemi-boreal forest in AGB estimation. These findings clarified the strengths and the limitations of the 12 HV-TDX heights, and more attention needs to be paid not only to the spatial resolutions of datasets and the data creation methods, but also to the topographic features of the area to produce AGB estimation with higher accuracy.

With a global AGB mapping becoming an imminent task, we found that the TDX 90 m DSM and SRTM 30 m DEM (as DTM), which are both freely available worldwide, have a high potential to contribute to it at large scales of $>9.0$ ha and even at the 1.0 ha scale using multiple forest heights or focusing on flat terrains. On the other hand, regional or national deforestation management requires AGB mapping at even smaller scales, and the TDX 12 m DSM and a nationwide DTM should play a major role in this. However, we also found that there was height deviations between a topography-based DTM (DTM10) available in Japan and the LiDAR-based DTM in some areas of our test site. Removing the areas of the height deviations increased the AGB estimation accuracies by 18% at the 1.0 ha scale. It indicates that the TDX 12 m DSM and DTM10 could yield better AGB estimation results, if the height deviations were adequately fixed. For future deforestation management, the verification of the data accuracy of DTM10 and LiDAR-based DTM are urgently needed.
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