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Abstract

Noncommutative phase space of an arbitrary dimension is considered. The both of operators coordinates and momenta in noncommutative phase space may be noncommutative. In this paper, we introduce momentum-momentum noncommutativity in addition to coordinate-coordinate noncommutativity. We find an exact form for the linear coordinate transformation which relates a noncommutative phase space to the corresponding ordinary one. As an example, the Hamiltonian of a three-dimensional harmonic oscillator is examined.
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1 Introduction

Noncommutativity has become a vital field of research owing to its development in string theories, quantum field theories and quantum mechanics [1]. The open string end points are noncommutative in the presence of the background NS-NS B-field which indicates that the coordinates of D-branes are noncommutative [2]. There has been a lot of works based on perturbative and non-perturbative field theories in noncommutative space [3]. An extensive research has also been done on noncommutative quantum mechanical systems [4, 5, 6, 7].

Quantum mechanics in the noncommutative configuration space has attracted much attention. The noncommutative configuration space is characterized by the commutation relations between $N$-dimensional coordinates $q_i$ and momenta $p_i$ as

$$[q_i, q_j] = i \theta_{ij}, \quad [q_i, p_j] = i \delta_{ij}, \quad [p_i, p_j] = 0,$$

where, $\theta$ is an $N \times N$ antisymmetric matrix. The noncommutative quantities $q_i$ and $p_i$ are known to be expressed by the use of the commutative phase space variables $Q_i$ and $P_i$ as follows [9, 10, 11, 12]

$$\begin{cases} q_i = Q_i - \sum_{j=1}^{N} \frac{1}{2} \theta_{ij} P_j, \quad i = 1, \ldots, N \\
 p_i = P_i, \end{cases}$$

with

$$[Q_i, Q_j] = 0, \quad [Q_i, P_j] = i \delta_{ij}, \quad [P_i, P_j] = 0.$$

Therefore, the Hamiltonian in the noncommutative phase space is rewritten as

$$H(q, p) = H(Q_i - \sum_{j=1}^{N} \frac{1}{2} \theta_{ij} P_j, P_i).$$

The noncommutative classical Lagrangian can be written in terms of the commutative coordinates and momenta as $P \dot{Q} - H(Q - P/2\theta, P)$. And by using the inverse transformation of (2), we can obtain the noncommutative classical Lagrangian with the noncommutative variables [12]. Then the noncommutative commutation relations are given as the Dirac brackets. In the analysis of the noncommutative phase space, the momentum variables are
usually regarded as commutative ones. In our opinion, however, it is not natural to introduce only coordinate-coordinate noncommutativity. Because in the Hamiltonian treatment the momenta \( p \) are variables independent of and on an equal footing with the coordinates \( q \).

In this paper, we introduce not only coordinate-coordinate noncommutativity, but also momentum-momentum noncommutativity. Then, we have a following commutation relations:

\[
[q_i, q_j] = i\theta_{ij}, \quad [q_i, p_j] = i\delta_{ij}, \quad [p_i, p_j] = i\eta_{ij},
\]  

(5)

where \( \theta \) and \( \eta \) are \( N \times N \) antisymmetric matrices. An exact representation of the noncommutative phase space variables (5) by the commutative ones (2) is presented. Similar transformations have been proposed by several authors\cite{13, 14, 15, 16}. For general antisymmetric matrices \( \theta \) and \( \eta \), however, those proposed forms make \([q_i, p_j]\) non-diagonal which may destroy the canonical commutation relations.

In \$2\$, first, we study transformation from the commutative phase space coordinates to the noncommutative ones, for \( \theta = \eta \). And we show that the isotropic case (\( \theta = \eta \)) can be related to anisotropic case (\( \theta \neq \eta \)), by using an regular matrix. As an example, the energy levels of the three-dimensional harmonic oscillator are examined in \$3\$. The last section is devoted to conclusion.

### 2 Transformation

First, we consider the isotropic noncommutative phase space in which \( \theta = \eta = \alpha \)

\[
[q_i, q_j] = i\alpha_c \epsilon_{ij}, \quad [q_i, p_j] = i\delta_{ij}, \quad [p_i, p_j] = \alpha_c \epsilon_{ij}, \quad (i, j = 1, 2, \ldots, N).
\]  

(6)

Here, \( \alpha_c \) is a constant, and \( \epsilon_{ij} \) is the Levi-Civita symbol. The \( N \times N \) antisymmetric matrix \( \alpha \) is written as \( \alpha \equiv \alpha_c \epsilon_{ij} \). To obtain the representations of the noncommutative \( q_i \) and \( p_i \) in term of the corresponding commutative coordinate \( Q_i \) and momentum \( P_i \), we assume

\[
\begin{align*}
q_i &= \sum_{j=1}^{N} (a_{ij}Q_j + b_{ij}P_j), \\
p_i &= \sum_{j=1}^{N} (c_{ij}Q_j + d_{ij}P_j),
\end{align*}
\]  

(7)
or, equivalently in the matrix notation,

\[
\begin{align*}
q &= aQ + bP, \\
p &= cQ + dP.
\end{align*}
\] (8)

Substituting (8) into (5) and using (3), we obtain conditions

\[
\begin{align*}
ab^T - ba^T &= \alpha, \\
ad^T - bc^T &= 1, \\
cd^T - dc^T &= \alpha,
\end{align*}
\] (9)

where 1 is the identity matrix, the superscript T denotes the matrix transposition. In order to find the forms of the coefficient matrices \(a, b, c\) and \(d\), let us impose the following ansatz:

\[
\begin{align*}
a &= A(\alpha^2), & b &= B(\alpha^2)\alpha, \\
c &= C(\alpha^2)\alpha, & d &= D(\alpha^2).
\end{align*}
\] (10)

Here \(A\) and \(B\) (\(C\) and \(D\)) are analytic functions of \(\alpha^2\), whose forms are to be fixed. For arbitrary functions \(f(\alpha^2)\), we have

\[
f(\alpha^2)\alpha = \alpha f(\alpha).
\] (11)

These relations can easily be seen by noting that a function regular at \(\alpha_c = 0\) is a power series of the variable.\(^1\) By using the relations (11) and noting \([f(\alpha^2)\alpha]^T = -f(\alpha^2)\alpha\), the conditions (9) reduce to

\[
\begin{align*}
-A(\alpha^2)B(\alpha^2) + B(\alpha^2)A(\alpha^2) &= \alpha, \\
A(\alpha^2)D(\alpha^2) + B(\alpha^2)C(\alpha^2)\alpha^2 &= 1, \\
\alpha[C(\alpha^2)D(\alpha^2) + D(\alpha^2)C(\alpha^2)] &= \alpha.
\end{align*}
\] (12)

Hence, we have

\[
\begin{align*}
A(\alpha^2)B(\alpha^2) &= -\frac{1}{2}, \\
A(\alpha^2)D(\alpha^2) + B(\alpha^2)C(\alpha^2)\alpha^2 &= 1, \\
C(\alpha^2)D(\alpha^2) &= \frac{1}{2}.
\end{align*}
\] (13)

\(^1\)The noncommutativity parameter \(\alpha_c\) is assumed to be small\(^{15}\). Therefore, we suppose the functions \(A, B, C\) and \(D\) are regular at zero.
Consequently, we obtain

\[ A(\alpha^2)B(\alpha^2) = -\frac{1}{2}, \]  
\[ A(\alpha^2)D(\alpha^2) = \frac{1 \pm \sqrt{1 + \alpha^2}}{2}, \]  
\[ C(\alpha^2)D(\alpha^2) = \frac{1}{2}, \]  
\[ B(\alpha^2)C(\alpha^2)\alpha^2 = \frac{1 \pm \sqrt{1 + \alpha^2}}{2}. \]  

Note that \((1 + \sqrt{1 + \alpha^2})/2\) is the analytic function of the matrix \(\alpha^2\). When \(\alpha^2 = -1\), we can easily find that this transformation has no inverse transformation. Thus, we find that the transformation should be of the following form:

\[
\begin{align*}
q &= A(\alpha^2)Q - \frac{1}{2}(A(\alpha^2))^{-1}\alpha P, \\
p &= D(\alpha^2)P + \frac{1}{2}(D(\alpha^2))^{-1}\alpha Q, \\
A(\alpha^2)D(\alpha^2) &= \frac{1 + \sqrt{1 + \alpha^2}}{2}.
\end{align*}
\]

The inverse transformation can be easily obtained as

\[
\begin{align*}
Q &= \frac{1}{\sqrt{1 + \alpha^2}} \left( D(\alpha^2)q + \frac{1}{2}(A(\alpha^2))^{-1}\alpha p \right), \\
P &= \frac{1}{\sqrt{1 + \alpha^2}} \left( A(\alpha^2)p - \frac{1}{2}(D(\alpha^2))^{-1}\alpha q \right).
\end{align*}
\]

In this case, we can consider the commutative limit \(\alpha_c \to 0\).

In addition, we consider the following transformation

\[
\tilde{q} \equiv sq, \quad \tilde{p} \equiv (s^{-1})^T p.
\]

Here \(s\) is an arbitrary regular matrix which does not satisfy \(s^\dagger s = 1\). The variables \(\tilde{q}\) and \(\tilde{p}\) satisfy the commutation relations,

\[
[\tilde{q}_i, \; \tilde{q}_j] = i\theta_{ij}, \quad [\tilde{q}_i, \; \tilde{p}_j] = i\delta_{ij}, \quad [\tilde{p}_i, \; \tilde{p}_j] = i\eta_{ij}.
\]

Here \(\theta \equiv s o s^T\) and \(\eta \equiv (s^{-1})^T\alpha s^{-1}\) are antisymmetric matrices. Thus \((\tilde{q}, \; \tilde{p})\) also has the noncommutative commutation relations. Then the variables \(Q\) and \(P\) transform as follows:

\[
\tilde{Q} \equiv sQ, \quad \tilde{P} \equiv (s^{-1})^T P.
\]
And the transformation (20) can be rewritten in terms of $\bar{q}$, $\bar{p}$, $\bar{Q}$, $\bar{P}$, $\theta$ and $\eta$ as follows:

\[
\begin{align*}
\bar{q} &= A(\theta\eta)\bar{Q} - \frac{1}{2}(A(\theta\eta))^{-1}\theta\bar{P}, \\
\bar{p} &= D(\theta\eta)\bar{P} + \frac{1}{2}(D(\theta\eta))^{-1}\eta\bar{Q}, \\
A(\theta\eta)D(\theta\eta) &= \frac{1 + \sqrt{1 + \alpha^2}}{2}. 
\end{align*}
\]

This expression tells us, we can choose any noncommutative parameters $\eta$ and $\theta$, by using the transformation (22). In other words, an anisotropic noncommutative phase space can be represented as a rescaling of an arbitrary isotropic noncommutative phase space. The transformation (20) and (25) are linear, and we can also easily find matrix form of the transformation which corresponds to (20) and (25) by using the regular matrix $s$. The antisymmetric matrix $\alpha$ can be block-diagonalized as $\alpha_{BD}$, by using an orthogonal matrix $R$. When $R$ is taken as $s$, $A(\alpha_{2BD})$ and $D(\alpha_{2BD})$ should be diagonal matrices. By $R$, the coordinates and momenta are converted into $q_{BD}$ and $p_{BD}$. Thus, in the noncommutative phase space ($q_{BD}$, $p_{BD}$), transformation (25) can be written an exact matrix form. For the noncommutative phase space ($q_{BD}$, $p_{BD}$), we take the regular matrix $s$ as a product of a diagonal matrix and the orthogonal matrix $R^T$, then one can find an exact matrix form of (25).

For example, we take the matrix $s$ as diag($\frac{\beta_{1}}{\sqrt{\alpha_{c}}}$, $\frac{\beta_{2}}{\sqrt{\alpha_{c}}}$, ..., $\frac{\beta_{N}}{\sqrt{\alpha_{c}}}$). Here $\alpha_{c}$ and $\beta_{i}$ are constants. Then the variables $\bar{q}$ and $\bar{p}$ satisfy the commutation relations (23). And the noncommutative parameters are defined as $\theta_{ij} \equiv \epsilon_{ij}\beta_{i}\beta_{j}$ and $\eta_{ij} \equiv \epsilon_{ij}\frac{\alpha_{c}}{\beta_{i}\beta_{j}}$ (repeated indices are not summation convention), (20) can be rewritten as follows:

\[
\begin{align*}
\bar{q} &= A(\alpha^2)\bar{Q} - \frac{1}{2}(A(\alpha^2))^{-1}\theta\bar{P}, \\
\bar{p} &= D(\alpha^2)\bar{P} + \frac{1}{2}(D(\alpha^2))^{-1}\eta\bar{Q}, \\
A(\alpha^2)D(\alpha^2) &= \frac{1 + \sqrt{1 + \alpha^2}}{2}. 
\end{align*}
\]

Thus, this phase space is anisotropically noncommutative. In the phase space $(\bar{q}, \bar{p})$, we can consider $\alpha_c \to 0$ limit. Then the commutation relations (23) turns to

\[
[q_i, q_j] = i\theta_{ij}, \quad [\bar{q}_i, \bar{q}_j] = i\delta_{ij}, \quad [\bar{p}_i, \bar{p}_j] = 0.
\]
Furthermore, when we choose \( \text{diag}^{-1}(\beta_1 \sqrt{\alpha c}, \beta_2 \sqrt{\alpha c}, \ldots, \beta_N \sqrt{\alpha c}) \) as the regular matrix \( s \), then \( \theta_{ij} \) and \( \eta_{ij} \) are defined as \( \epsilon_{ij} \frac{\alpha^2}{\beta_i \beta_j} \) and \( \epsilon_{ij} \beta_i \beta_j \). And we can consider \( \alpha_c \to 0 \) limit in the phase space \((\bar{q}, \bar{p})\), then the commutation relations (23) can be rewritten as follows:

\[
\begin{align*}
[\bar{q}_i, \bar{q}_j] &= 0, \\
[\bar{q}_i, \bar{p}_j] &= i\delta_{ij}, \\
[\bar{p}_i, \bar{p}_j] &= i\eta_{ij}.
\end{align*}
\] (28)

Note that, in above two cases, the commutative limit should be taken \( \beta_i \beta_j \to 0 \) after the limit \( \alpha_c \to 0 \).

Through these results, while keeping the commutation relation between coordinate and momentum, increasing of coordinate and decreasing of momentum (or conversely decreasing coordinate and increasing momentun) is changing the noncommutative parameter \( \alpha \). In other words, an arbitrary noncommutative phase space can be transformed into the other noncommutative phase space by rescaling the noncommutative variables keeping the commutation relation between the coordinates and the momenta. Thus, we can regard an isotropic noncommutative quantum mechanics which has the commutation relation (13) as a basis.

### 3 Three-dimensional Harmonic oscillator

In this section, we consider the three-dimensional harmonic oscillator in the noncommutative phase space. Under the condition \( A(\alpha^2) = D(\alpha^2) \), the transformation (20) is rewritten as

\[
\begin{align*}
q &= x_+ (\alpha^2) Q - \frac{1}{2} (x_+ (\alpha^2))^{-1} \alpha P, \\
p &= x_+ (\alpha^2) P + \frac{1}{2} (x_+ (\alpha^2))^{-1} \alpha Q, \\
x_+ (\alpha^2) &= \sqrt{1 + \sqrt{1 + \alpha^2}}.
\end{align*}
\] (29)

In the following, we adopt this expression instead of (20), and we apply it to the three-dimensional harmonic oscillator in the noncommutative phase space.

The Hamiltonian for the three-dimensional harmonic oscillator is given by

\[
\mathcal{H} = \frac{1}{2M} \sum_{i=1}^{3} (p_i p_i + M^2 \omega^2 q_i q_i).
\] (30)
First, we consider the isotropic noncommutative phase space which has the commutation relation

\[
[q_i, q_j] = i\alpha\epsilon_{ij}, \quad [q_i, p_j] = i\delta_{ij}, \quad [p_i, p_j] = i\alpha\epsilon_{ij} \quad (i = 1, 2, 3).
\]

The antisymmetric matrix \(\alpha\) can be block-diagonalized by using the orthogonal matrix \(R\). After block-diagonalization of \(\alpha\),

\[
[q_a, q_b] = i\bar{\alpha}\epsilon_{ab}, \quad [q_a, p_b] = i\delta_{ab}, \quad [p_a, q_b] = i\bar{\alpha}\epsilon_{ab}, \quad (a, b = 1, 2).
\]

And we take the regular matrix \(s\) as

\[
s \equiv \text{diag} \left( \sqrt{\frac{M\omega\beta}{\bar{\alpha}}}, \sqrt{\frac{M\omega\beta}{\bar{\alpha}}}, \sqrt{\frac{M\omega\beta}{\bar{\alpha}}} \right) R,
\]

here \(\bar{\alpha}\) and \(\beta\) are constants. This case corresponds to that \(\theta\) and \(\eta\) are simultaneously diagonalizable. Then the Hamiltonian (30) is rewritten as

\[
\mathcal{H} = \frac{1}{2M} \sum_i (\bar{p}_i\bar{p}_i + M^2\omega^2\bar{q}_i\bar{q}_i) \quad (i = 1, 2, 3),
\]

\[
= \frac{M\omega}{2} \chi \left( A_+^\dagger A_+ + A_-^\dagger A_- + \frac{1}{2} \Theta (A_+^\dagger A_+ - A_-^\dagger A_-) + 1 \right)
\]

\[
+ \frac{M\omega}{2} (2A_3^\dagger A_3 + 1),
\]

where

\[
\chi \equiv \frac{\sqrt{(\beta^2M^2\omega^2 + x_+^4)}(\bar{\alpha}^2 + x_+^4\beta^2M^2\omega^2)}{2\beta M x_+^2 \omega},
\]

\[
\Theta \equiv \frac{x_+^2 (\bar{\alpha}^2 + \beta^2M^2\omega^2)}{\sqrt{(\beta^2M^2\omega^2 + x_+^4)(\bar{\alpha}^2 + \beta^2M^2x_+^2\omega^2)}},
\]

and the creation and annihilation operators \(A_\rho^\dagger, A_\rho\) are defined as

\[
A_\pm^\dagger \equiv \frac{1}{\sqrt{2}} (a_1^\dagger \pm ia_2^\dagger), \quad A_3^\dagger \equiv a_3^\dagger,
\]

\[
A_\pm \equiv \frac{1}{\sqrt{2}} (a_1 \mp ia_2), \quad A_3 \equiv a_3.
\]
Here $a_i^\dagger$ and $a_i$ are also creation and annihilation operators respectively. They can be written in terms of $\bar{Q}$ and $\bar{P}$ as

\[ a_i^\dagger \equiv \frac{1}{\sqrt{2}} \left( \frac{1}{\xi_i} \bar{Q}_i - i \xi_i \bar{P}_i \right), \]
\[ a_i \equiv \frac{1}{\sqrt{2}} \left( \frac{1}{\xi_i} \bar{Q}_i + i \xi_i \bar{P}_i \right), \]

where $\xi_i$ have following forms:

\[ \xi_1 = \xi_2 \equiv \sqrt{\beta M \omega} \frac{1}{\sqrt{\alpha^4 + \beta^2 M^2 x_1^4 \omega^2}}, \]
\[ \xi_3 \equiv \sqrt{\lambda M \omega}. \]

$A_\rho$ and $a_i$ satisfy the commutator algebra

\[ [a_i, a_j] = 0, \quad [a_i, a_j^\dagger] = \delta_{ij}, \quad [a_i^\dagger, a_j^\dagger] = \delta_{ij}, \quad (i, j = 1, 2, 3) \]
\[ [A_\rho, A_\sigma] = 0, \quad [A_\rho, A_\sigma^\dagger] = \delta_{\rho\sigma}, \quad [A_\rho^\dagger, A_\sigma^\dagger] = 0. \quad (\rho, \sigma = \pm, 3) \]

In the sequel, we obtain the Schrödinger equation in the noncommutative phase space in terms of the commutative variables

\[ H|n_\pm, n_3\rangle = \frac{M\omega}{2} \left[ \chi \left( N_+ + N_- + \frac{1}{2} \Theta(N_+ - N_-) + 1 \right) + (2N_3 + 1) \right]|n_\pm, n_3\rangle, \]

where $N_\pm \equiv A_\pm^\dagger A_\pm$ and $N_3 \equiv A_3^\dagger A_3$. Since $[N_\rho, N_\sigma] = 0$, the eigenvector $|n_\pm, n_3\rangle$ is given by

\[ |n_\pm, n_3\rangle = \frac{1}{\sqrt{N_+! N_-! N_3!}} \left( A_+^\dagger \right)^{n_+} \left( A_-^\dagger \right)^{n_-} \left( A_3^\dagger \right)^{n_3} |0, 0, 0\rangle. \]

Furthermore, it is useful to recognize that the system under consideration possesses, its commutative counterpart as well as, the $SU(2)$ symmetry whose generators ($J_1$, $J_2$, $J_3$) and the Casimir operator ($J^2$) are

\[ J_1 = \frac{1}{2}(a_1^\dagger a_2 + a_1 a_2^\dagger), \]
\[ J_2 = \frac{i}{2}(a_1^\dagger a_2 - a_1 a_2^\dagger), \]
\[ J_3 = \frac{1}{2}(a_1^\dagger a_1 - a_2^\dagger a_2), \]
\[ J^2 = \sum_k J_k J_k = \frac{N}{2} \left( \frac{N}{2} + 1 \right), \]
where \( N = a_1^1 a_1 + a_2^1 a_2 \). We can easily find \( N = N_+ + N_- \) and \( J_2 = \frac{1}{2} (N_+ - N_-) \). It is straightforward to verify that (43)-(46) implies \([J_k, J_l] = i \epsilon_{klim} J_m \) and \([J^2, J_k] = 0\), as it must be. Since \([N, J_k] = 0\), it follows from (41) that the energy eigenvalue problem leads

\[
H |j, m, n_3\rangle = \frac{M \omega}{2} \left[ \chi (N + 2 \Theta J_2 + 1) + (2N_3 + 1) \right] |j, m, n_3\rangle
\]

where \(|j, m\rangle\) is the common eigenvector of \(J^2\) and \(J_2\), and \(|j, m, n_3\rangle = |n_\pm, n_3\rangle\). They are labeled by the eigenvalues of \(J^2\) and \(J_2\), named \(j\) and \(m\), respectively. As is well known,

\[
j = 0, 1/2, 1, 3/2, ..., \quad -j \leq m \leq j,
\]

while \(n = 2j\). \(\Theta\) is not equal to zero for any real number \(\theta\) and \(\eta\). Thus the angular momentum term \(J_2\) is always appear in the noncommutative harmonic oscillator, and it can have the half integer eigenvalue. It is easy to find that this term \(J_2\) is also appear in a pair of harmonic oscillators \(A_+^1 A_+\) and \(A_-^1 A_-\). Certainly, this angular momentum term also appears when we treat the noncommutative harmonic oscillator which has only coordinate noncommutativity in the Moyal product method\[17, 18\]. Naturally, this angular momentum term which is appear in the pair of harmonic oscillator is canceled in the commutative limit\[4, 5, 6, 7\].

Next, we comment on that \(\theta = s \alpha s^T\) and \(\eta = (s^{-1})^T \alpha s^{-1}\) aren’t simultaneously block-diagonalizable. Then the regular matrix \(s\) can be given

\[
s \equiv \text{diag} \left( \sqrt{\frac{M \omega \beta}{\alpha_1} (1 + \varepsilon_1)}, \sqrt{\frac{M \omega \beta}{\alpha_2} (1 + \varepsilon_2)}, \sqrt{\frac{M \omega \beta}{\alpha_3} (1 + \varepsilon_3)} \right) R,
\]

where \(\alpha, \beta\) and \(\varepsilon_i\) are constants. \(\varepsilon_i\) are shifts of the noncommutative parameters from the antisymmetric matrices \(\theta\) and \(\eta\) are simultaneously diagonalizable case. The noncommutative parameter is considered very small, so \(\varepsilon_i\) is also very small. The Hamiltonian is

\[
\mathcal{H} = H + H',
\]

where \(H\) is (41), and \(H'\) is defined as

\[
H' = \mathcal{O}_1(\varepsilon_i)A_+^1 A_+ + \mathcal{O}_2(\varepsilon_i)A_+^1 A_- + \mathcal{O}_3(\varepsilon_i)A_3^1 A_+ + \mathcal{O}_4(\varepsilon_i)A_3^1 A_3 + \mathcal{O}_5(\varepsilon_i)A_3^1 A_- + \mathcal{O}_6(\varepsilon_i)A_- A_3 + \mathcal{O}_7(\varepsilon_i)A_+ A_- + \mathcal{O}_8(\varepsilon_i)A_+ A_3 + \mathcal{O}_9(\varepsilon_i)A_- A_+ + \mathcal{O}_{10}(\varepsilon_i)A_- A_3 + \mathcal{O}_{11}(\varepsilon_i)A_3 A_+ + \mathcal{O}_{12}(\varepsilon_i)A_3 A_3 + \mathcal{O}_{13}(\varepsilon_i)A_3 A_- + \mathcal{O}_{14}(\varepsilon_i)A_3 A_3.
\]

(51)
In this case, the second term $H'$ may be treated as a perturbation. We give that the three dimensional harmonic oscillator in the noncommutative phase space which the coordinate and momentum satisfy the commutation relation ($3$) may calculate as a pertabative method for the arbitrary noncommutative parameter $\theta$ and $\eta$.

4 Conclusion

We have obtained the exact linear transformation in the phase space which relates an arbitrary noncommutative phase space to a commutative one. Using a regular matrix, an arbitrary isotropic noncommutative parameter is converted into any anisotropic noncommutative parameter (or conversely an arbitrary anisotropic noncommutative parameter is converted into the isotropic noncommutative parameter). And we can obtain an exact matrix form of transformation by using suitable regular matrix. Thus, we can consider (20) as a basis of the transformation. It is a special case that either coordinates or momenta are noncommutative and the other are commutative.

The energy of the three-dimensional harmonic oscillator described by the noncommutative coordinate and momentum variables was calculated as an example. When the noncommutative parameter $\theta$ and $\eta$ are simultaneously diagonalizable, the three dimensional harmonic oscillator is described by the one-dimensional harmonic oscillator and the two-dimensional noncommutative harmonic oscillator. Except for the commutative limit, a pair of harmonic oscillators with the angular momentum terms always appear. The angular momentum terms with opposite sign each other, which can have a half integer eigenvalue, and those are canceled as a result of the commutative limit. In the case of that $\theta$ and $\eta$ aren’t simultaneously diagonalizable, interaction term of the two-dimensional noncommutative harmonic oscillator and the commutative oscillator appears in the Hamiltonian as a perturbation.

We expect that the $N$-dimensional harmonic oscillator in the noncommutative phase space represents in a spinor framework, because the angular momentum term has the half integer eigenvalue.
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