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Abstract

Background: Safe deployment of deep learning systems in critical real world applications requires models to make very few mistakes, and only under predictable circumstances. In this work, we address this problem using an abstaining classifier that is tuned to have >95% accuracy, and then identify the determinants of abstention using LIME (the Local Interpretable Model-agnostic Explanations method). Essentially, we are training our model to learn the attributes of pathology reports that are likely to lead to incorrect classifications, albeit at the cost of reduced sensitivity.

Results: We demonstrate an abstaining classifier in a multitask setting for classifying cancer pathology reports from the NCI SEER cancer registries on six tasks of interest. For these tasks, we reduce the classification error rate by factors of 2–5 by abstaining on 25–45% of the reports. For the specific task of classifying cancer site, we are able to identify metastasis, reports involving lymph nodes, and discussion of multiple cancer sites as responsible for many of the classification mistakes, and observe that the extent and types of mistakes vary systematically with cancer site (e.g., breast, lung, and prostate). When combining across three of the tasks, our model classifies 50% of the reports with an accuracy greater than 95% for three of the six tasks, and greater than 85% for all six tasks on the retained samples. Furthermore, we show that LIME provides a better determinant of classification than measures of word occurrence alone.

Conclusion: By combining a deep abstaining classifier with feature identification using LIME, we are able to identify concepts responsible for both correctness and abstention when classifying cancer sites from pathology reports. The improvement of LIME over keyword searches is statistically significant, presumably because words are assessed in context and have been identified as a local determinant of classification.

1 Background

Machine learning systems deployed for real world applications often encounter unforeseen situations that are not thoroughly explored during the model training. Such situations include data noise, variation in class composition, data quality, site-specific and time-dependent definitions and processes, systematic and random label noise, and low-quality or inappropriate inclusion of data. The medical sector is...
a case in point, with numerous unknowns, and new concepts arising over time. It also exemplifies another typical constraint—a very high cost for mistaken classification. A sensible way to tackle these situations is to build a model that flags confusing or unusual data samples requiring human intervention, while classifying acceptable data samples [1]. While this process is intuitively obvious to humans, neural networks behave abnormally in many cases, making overconfident mistakes when encountering confusing or unknown inputs [2, 3].

In this work, we build a multitask abstaining classifier for classifying the text pathology reports from the US National Cancer Institute SEER (Surveillance, Epidemiology, and End Results) registries [4]. For a given report, the classifier simultaneously makes predictions on six tasks of interest to the registries: primary site (70 classes), histological type (547 classes), primary subsite (314 classes), laterality (7 classes), behavior (4 classes), and histological grade (9 classes). We use an extra class, called the abstention class, for each task and train the model to learn the features for each class including the abstention class. Unlike existing approaches for abstention that are typically based on softmax thresholding methods [5, 6], our method learns features that lead to abstention [7], thus allowing us to understand the reasons causing the confusion. We use an interpretability technique, LIME [8], to understand the reasons for both predictions and abstentions made by our models.

We demonstrate how an abstaining classifier in a multitask setting can be used on real-world data to solve a complex problem and partially automate a human workflow, abstaining, i.e., refusing to classify confusing samples, and hence requiring human intervention on the abstained samples while making predictions on regular samples without a problem. We show that this is an intuitively simple yet very effective way of tackling inevitable errors when deploying machine learning models. Using LIME, we demonstrate the trustworthiness and utility of our deep abstaining classifier (DAC) by visualizing the reasons for correct classifications as well as those for abstention.

2 Results

Table 1 shows the accuracy scores when two different models are trained on the data from the Louisiana and Kentucky registries, first without and then with the ‘abstain’ class but the same design otherwise. For each task of interest, we report the following: the accuracy of the baseline classifier (when abstention is not applied) on all the test data, the rate of abstention after applying abstention and tuning its $\alpha$ value (parameter that determines the penalty for abstention described in Section 5.2), the accuracy of the baseline classifier on the retained fraction, and the accuracy of the abstaining classifier on the retained fraction of reports. These metrics are calculated for two different sets of data from different cancer registries. These two sets, described in detail in Sections 5.1 and 5.3, include four different cancer registries with one set having Louisiana and Kentucky registries (untouched test set different from train data), and another set having Utah and New Jersey registries. We observe that the accuracy scores and the rates of abstention for Louisiana-Kentucky on the test set are consistent with the ones on the train data across all tasks. However, on the Utah-New Jersey data, the accuracy scores are comparable but the abstention is slightly higher. This shows that the model generalizes well across different registries,
although at the cost slightly increased abstention when the input data looks different than what the model was trained on. The model achieves the desired accuracy of over 95% for the individual tasks of predicting behavior, site, and laterality when abstention is constrained to be less than 50% on the holdout test data. However, it fails to achieve the desired accuracy for the grade, histology, and subsite, possibly because these are more complex problems with overlapping and changing definitions, and have higher noise in the training data. However the accuracy on the retained samples for the abstaining classifier is statistically identical to that of the baseline classifier, suggesting that the main utility of the abstention class is to identify the confusing samples.

Table 1 Accuracy of baseline classifier with no abstention on the entire test set, and abstention rate, accuracy of baseline classifier and accuracy of abstaining classifier on retained samples for individual tasks on data from four registries.

| Task   | Base Acc (no abs) | Abst. rate | Base Acc (retained) | Accuracy (retained) | Abst. rate | Accuracy (retained) |
|--------|-------------------|------------|---------------------|---------------------|------------|---------------------|
| Behavior | 97.91%          | 0.00%      | 97.91%              | 97.85%              | 0.00%      | 96.63%              |
| Grade   | 76.71%          | 24.09%     | 83.21%              | 83.35%              | 29.70%     | 78.20%              |
| Histology | 77.57%       | 38.75%     | 90.23%              | 90.27%              | 47.36%     | 87.88%              |
| Laterality | 91.34%      | 43.94%     | 98.75%              | 98.45%              | 48.19%     | 97.36%              |
| Site    | 91.98%          | 24.46%     | 98.75%              | 98.80%              | 28.90%     | 98.05%              |
| Subsite | 65.11%          | 20.41%     | 73.92%              | 73.72%              | 21.72%     | 71.40%              |

Likewise, Table 2 shows the accuracy of the baseline model, abstention rates, and the accuracy of the abstaining model on the retained samples for different combinations of the tasks. This facilitates evaluation of the model based on the priority of the desired combination of tasks. For any combination of tasks, a naïve guess for the accuracy and abstention rate would be the smallest of the individual accuracy and largest of the individual abstention rates, for example, for site-histology combination for LA-KY registries, the guess would be 90.27% accuracy with 38.75% abstention rate. However, this is possible only if the reports abstained by the model for the task with the largest abstention rate is the super set of the reports abstained by the model for the other tasks in the combination. Based on the results from Table 2, we see that the model abstains on different sets of reports for different tasks, making the combined accuracy lower and the combined abstention higher than the naïve guess.

Table 2 Accuracy of baseline classifier with no abstention on the entire test set, and abstention rate and accuracy of abstaining classifier on retained samples for different combination of tasks on data from four registries. S: site, B: behavior, H: histology, L: laterality, G: grade

| Task | Louisiana-Kentucky | United-New Jersey |
|------|---------------------|-------------------|
| S,B  | 76.71%              | 24.46%            |
| S,H  | 90.06%              | 24.46%            |
| S,B,H| 83.78%              | 50.81%            |
| S,B,L| 70.09%              | 40.77%            |
| S,B,H,L| 67.14%           | 66.83%            |
| S,B,H,L,G| 53.19%         | 72.24%            |

Figure 1 shows typical output from LIME for four specific reports. We can see from the correctly classified cancer types that the results returned by LIME are
logical: ‘prostate’ is important when reports are correctly classified as prostate cancer, ‘lung’ for lung cancer, and ‘breast’ for breast cancer. Additionally, LIME provides other words one might not have anticipated, but that make sense after examining the context. For example, the subsite of breast tumors are often identified by analogy to a clock which is unique to breast cancers. The top word for breast cancer (‘ductal’), refers to a histology type (‘ductal carcinoma’) that is distinct to breast and pancreatic cancers. Similarly, ‘lobes’ and ‘lobectomies’ are distinct to lung cancers, and ‘Gleason scores’ to prostate cancer. Also, it is frequently the case that reports correctly assigned to a cancer type have mostly positive contributors to the classification.

With the abstaining classifier, it is possible to identify those attributes of a report that suggest judgment should be withheld and the report be placed in the ‘abstain’ class. In the example shown, the word stem ‘metast’, ‘lymph’, and ‘node’ are seen to be indicative of the abstention class, while words indicative of specific cancers weigh against the abstention class. In the case shown, the abstained report was associated with a breast cancer, and we can see that LIME is weighing the decision to abstain vs. choosing the breast cancer class. Also evident are several words that the DAC has evidently associated with abstention because of their association with metastasis: ‘metastatic’ and ‘primary’. The ground truth available for training the DAC utilizes the annotations done by the SEER cancer registries, which assign reports to the original site of the cancer, so reports associated with metastasis are often difficult to correctly assign, and abstention is called for.

Our DAC was trained, validated, and tested on about 320,000 pathology reports. This makes it difficult to assess general trends by hand. By using both LIME and the abstention class, it is possible to understand more about how various concepts impact classification decisions. In Table 3, we provide statistical metrics to characterize the importance of eight distinct words in classifying three highly prevalent types of cancers, breast, lung, and prostate. The words examined in the table were chosen from the list of 20 most common words picked up by LIME for each category such that they facilitate the distinction between correct and abstained reports from the perspective of a domain expert. For example, the most common LIME
explanations for correctly classified breast cancer reports were "breast", "ductal", "left", "o’clock", "primary", "sentinel", "metastatic", and "carcinoma". Similarly, the most common LIME explanations for abstained breast cancer reports were: "breast", "metastatic", "primary", "carcinoma", "right", "lymphoma", "node", and "axillary". The keywords in the table are suggested from the qualitative analysis described above, and include the cancer site (breast, lung, and prostate), three words associated with metastasis (the word stem metast, primary, and origin), two words associated with spread to lymph nodes (lymph and node), and two cancer-related words not specific to the site, (cancer and malignant). For each of these words and cancer sites, we report in Table 3 the number of reports in which the word occurs, is ascribed importance by LIME, and whether the most important occurrence for each word is for or against classification choice. This is done for 320 correctly classified reports and 320 reports for which the classifier abstained on site classification, and is indicated, together with corresponding percentages in columns 3-8 of Table 3.

Table 3: Association of words with class choices of our DAC. For the cancer type in column 1 and the word in column 2, we provide in columns 3 and 4 the number and percentage of reports with a given word when the report is correctly classified and when the report is assigned the abstention class. In columns 5-6 and 7-8, we provide the number and percentage of the reports with the words where LIME picked up the word and when the coefficient for the word was positive for correctly classified and abstained reports. Column 9 is the p-value for word occurrence distinguishing abstraining abstraining correct site class using 2x2 Fischer’s exact test. Column 10 is the p-value for LIME identifying, and sign of LIME coefficient in distinguishing abstaining class from correct site identification with a 3x2 Fischer’s exact test. Columns 11 and 12 are p-values from binomial tests of whether the sign of the coefficients are associated with correctness and abstention. Significance symbols used in Columns 9-12: ⋆ (p-value close to but below 0.05/24), ‡ (p-value less than 0.01/24), and † (p-value less than 0.001 divided by the number) indicate significance range.

Not surprisingly, the cancer site is in all 320 breast and prostate cancer reports, and 93% of the lung cancer reports, when the report is correctly classified. The difficulty of relying on such key words in identifying the cancer site becomes evident, however, when one notices that between 46% and 75% of the abstained reports also contain these keywords. This means that it is not simply lack of information, but other concepts, leading our DAC to abstain on reports. LIME provides further insight. In all except one report for prostate cancer, the cancer site is present in the report and counts in favor of the correct assignment, consistent with expectation from simple keyword searchers. For abstained reports, we see that the most important
instance of the words breast, lung, and prostate appear in a context counting against abstention, although for lung cancer, one third of the instances of lung appear in a context in favor of abstention.

In contrast, the word stem metast is in less than half of the correctly classified, and more than half of the abstained, reports, consistent with it being an important source of confusion in understanding the primary site of cancer described. With LIME, we see that, for the correctly identified reports, metast is only important 40% to 72% of the time, and always counting against the correct classification. For abstained reports, metast is important 63% to 90% of the time, and counts in favor of abstention 31% to 70% of the time. It is difficult to tell without further work whether LIME is successfully identifying those reports where the concept of metastasis is actually irrelevant to abstention. We also see that the metastasis-related keywords primary and origin are less frequent, but convey similar information.

Discussion of lymph and node appear in approximately half of the reports, but are rarely identified as important by LIME, especially in breast and prostate cancers. The word node counts in favor of correct classification of lung and prostate cancers 100% of the time, and 94% of the time for breast cancers. It nearly always counts against abstentions. It may be that this is because the specific lymph nodes examined are characteristic of the cancer type.

The last four columns of Table 3 (columns 9-12) assign statistical significance to the association of keywords and LIME output to these assignments. While occurrence is typically associated with correct classification or abstention by Fischer’s 2x2 test, we see that for every word except one, the importance and sign of LIME identification has a stronger association, by Fischer’s 3x2 test, with associations typically around $10^{-30}$ for LIME, compared to $10^{-3}$ for keyword occurrence. Furthermore, with the last two columns of Table 3, we present the statistical significance by which the LIME coefficient associates each word as in favor or against correct identification or abstention.

Examination of the counter-intuitive case in which lung, breast, or prostate counts in favor of abstention shows that they are cases where multiple anatomical sites are discussed in the report. It appears that our DAC is weighing the context of multiple sites being mentioned in the choice between abstention or classification; LIME appears to be able to identify which instances of word occurrences are motivating the DAC in its choice to guess or abstain.

We observe that breast, lung, and prostate, when considering the most important instance of each word, together with the context surrounding, are much more associated with correctly classified reports of their respective type and have positive weights when picked up by LIME compared to the abstained reports. Column 9 of Table 3 provides the significance of association of each word with the abstention class. Examination of the LIME results provides two more metrics of importance of keywords when they occur, as we can see from column 10 of Table 3. Cancer-specific terms are, not surprisingly, associated with reports correctly classified by site, rather than assigned to the abstention class.

3 Discussion

Modern machine learning techniques have revolutionized our ability to solve and automate problems such as image detection and classification [9, 10], speech recogni-
tion [11], language translation [12], and natural language processing [13]. Typically, successful areas of application are data-rich and not amenable to mechanistic modeling or simple statistical techniques. Another attribute of practical usage of machine learning techniques, however, is that they are used in error-tolerant environments. There are a variety of reasons for this, with many of them reviewed by [14], and revolve around the difficulty of understanding the reasons the algorithm has used in making its prediction.

In this work, we have examined the use case of cancer pathology report classification for the purpose of automating work flows for the SEER cancer registries. Our results build a strong case for the utility of the seemingly obvious concept of abstention, that refrains from making predictions on confusing samples while significantly improving the accuracy on the retained samples. This is particularly useful in high-consequence fields like medicine where expert intervention can be requested in case of doubt, while automating a significant fraction of the workflow. We demonstrate the ability to successfully identify confusing samples, although at the loss of some normal samples, and provide a significant increase in accuracy across all the tasks on the retained samples. This is more likely to be acceptable for automation compared to the lower accuracy on all the samples. Nevertheless, it is important to note that the desired accuracy is sometimes achievable only at a very high cost, causing abstention on a majority or even all of the samples. Likewise, even with a fixed value of the parameter $\alpha$ (described in Section 5.2) that determines the penalty for abstention, using the model on data from a different registry may lead to different abstention rates, as shown in Table 1 and 2. Our previous work [7] shows that this is a property of the DAC. A fixed $\alpha$ is not equivalent to a fixed abstention rate, but rather fixes the penalization coefficient that determines the abstention rate, which may be different for different sets of data depending on the level of noise and uncertainty present. Moreover, in a multi-task setting like ours, getting multiple tasks correct simultaneously incorporates additional constraints and thus further reduces the coverage (% retained). For instance, Table 2 shows that we can achieve 90% accuracy on 33% of the retained samples when requiring site, behavior, histology, and laterality to be correct simultaneously. On adding grade to this requirement, the accuracy drops to 76% and achieves only 28% retention. We were able to reach the desired 97% accuracy on 3 of the 6 tasks through a combination of a sophisticated DL model trained on a large (320K reports) data set and the use of an abstention category.

Machine learning systems, while being able to achieve very high accuracy scores, are notorious for making mistakes on the most obvious predictions. Ribeiro et al. [8] demonstrated how machine learning models are prone to picking up the artifacts in the data, questioning their trustworthiness, and highlighting the importance of understanding the reasons of prediction. Sculley et al. [15] also highlighted the long term burden machine learning models can cause, and the importance of a mechanistic understanding for predictions by discussing how the lack of strict abstraction rule to describe data, model, and predictions in machine learning causes huge technical over a long term due to instability in data, changing system configurations, entangling features making isolation of improvements impossible, and so on. Our use case of automating the classification pathology reports in a medical research database, that
influences decisions in the medical sector as well as future research, requires the model to be both trustworthy as well as practical to maintain over a long time without a huge burden. Hence, to establish trust and have a mechanistic understanding of the model, we were still left with the problem of understanding why the remaining errors were occurring and the circumstances leading to the abstention decision. The gold standard for assessing performance is hand curation, and indeed, we leveraged the hand-curated database to train our model. Unfortunately, no such database exists for the question of why our classifier was incorrect or chose to abstain, and we lacked sufficient resources to design and implement such a large-scale undertaking. Furthermore, we wanted a system that could be transitioned into the cancer registries' workflow for providing evidence for classification decisions.

A variety of methods exist to provide evidence for the choices made by DL classifiers, such as saliency maps [16–18], SHAP [19], and attention schemes [20]. In general, these models have difficulty distinguishing complexity residing in the neural network layers from relationships distinct to a particular sample, as explained in [17, 21, 22]. LIME addresses this problem by providing a separate explanation for each individual report in its own context. It does that by systematically masking random sets of words from particular reports and examining which provide the greatest impact on a particular classification decision, possibly including the abstention class. While this technique was effective in providing the results shown here, it did require extensive sampling (> 100,000 sample perturbations) before results were stable enough to draw conclusions for a particular report.

We chose to use LIME because text processing was an original use-case, our initial attempts with saliency maps were often difficult to interpret, perhaps for reasons described in [21], and it was readily adaptable to our DAC. The original LIME use-case [8] centered around movie reviews, and its evaluation involved much less complexity than our pathology report example. We were able to develop a set of keywords that highlighted relevant concepts for both correctness and abstention, and show that LIME’s ability to evaluate words in context provided more significant associations with both correctness and abstention than simple keyword searches. With the help of LIME explanations, we were able to manually observe three different kinds of noise in our data (text reports): no information, conflicting information, or incorrect information about the true label. Quantifying this, however, would also require significant hand curation so we deemed it to be out of the scope of this paper.

4 Conclusion

We used a deep abstaining classifier to identify six attributes of cancers, by processing associated pathology reports. By including an explicit abstention class and an appropriate associated loss function, we were able to greatly increase the accuracy of classification on the non-abstained reports.

Regardless of whether or not we use abstention, it is always important to understand the reasons for a prediction and assess its credibility in real world. However, characterizing the reasons for correctness and abstention in a statistically significant manner manually, by reading individual pathology reports, is highly labor intensive given the fact that we have about 320K reports. In addition, a lot of the reports are
ambiguous, causing disagreements even among human expert reviewers regarding their correct classes. A simple keyword search of important class-related words for quantifying reasons of prediction, while sounds reasonable, does not take into account negations or contextual mentions. Through the use of LIME, we obtain the reasons of prediction of a significant fraction of reports automatically. The advantage of LIME over keyword search is that it takes into account the context of the words that are present in the reports and thus provides a basis for quantifying the reasons of correctness and abstention.

We showed, quite plausibly, through the use of LIME, that reports were abstained when concepts such as metastasis or lymph nodes, or multiple cancer sites were positively associated with the abstention class. Identification of the determinants of abstention should facilitate our ability to use the DAC in a real-world setting. Hence, with the application of abstention and LIME, we were able to build a model that can be used partially automate a real-world workflow of classifying cancer pathology reports in the SEER registries. While this work is far from perfect in terms of achieving the ideal goal, we believe it definitely serves as a milestone in the application of machine learning in real world problems.

5 Methods

5.1 Dataset Description

The study was done on a corpus of text cancer pathology reports from the Louisiana and Kentucky Tumor Registries and also tested on reports from the Utah and New Jersey registries. Each case of cancer (individual tumor), given by the case ID, was identified by a combination of a patient ID and a tumor ID. Ground truth was obtained for each case (tumor) of cancer from the manually abstracted and consolidated records in the cancer registries as there may be multiple reports for each tumor. Since the ground truth was consolidated for each individual tumor, all the reports pertaining to a particular tumor had the same ground truth regardless of the content of the text pathology report. The length of the reports were variable, but for the purpose of training the model, we use the commonly existing practice of making it a fixed length of 1500 word tokens by trimming the longer reports and appending zeros to the shorter ones.

5.2 Abstaining Classifier in a Multitask Setting

A deep abstaining classifier [7] or DAC, introduced first for combating label noise, is basically a regular deep neural network classifier (DNN) [23–25] but with an extra (abstain) class and a custom loss function that permits abstention during training. This allows the DNN to identify and abstain on (or decline to classify) confusing samples, without the need for manually labeling these cases, while continuing to learn and improve classification performance on the non-abstained samples.

For a given input $x$, denote $y$ to be the predicted class output by the DNN. We define $p_i = p_w(y = i|x)$ (the probability of the $i$th class given $x$) as the $i$th output of the DNN that implements the probability model $p_w(y = i|x)$ (using a softmax function as its final layer ) with $w$ being the set of weight matrices of the DNN. For notational brevity, we use $p_i$ in place of $p_w(y = i|x)$ when the input context $x$ is clear.
The standard cross-entropy training loss for DNNs then takes the form $L_{\text{standard}} = -\sum_{i=1}^{k} t_i \log p_i$ where $t_i \in 0, 1$ is the target for the current sample. The DAC has an additional $k + 1^{\text{st}}$ output $p_{k+1}$ which is meant to indicate the probability of abstention. We train the DAC with the following modified version of the $k$-class cross-entropy per-sample loss:

$$L(x) = (1 - p_{k+1})(-\sum_{i=1}^{k} t_i \log \frac{p_i}{1 - p_{k+1}}) + \alpha \log \frac{1}{1 - p_{k+1}}$$

(1)

where $k$ is the number of classes excluding the abstention class, $t_i$ is the true label of training data for class $i$: it is one when $i$ is the true label, zero otherwise, $k + 1$ is the abstention class, $p_{k+1}$ is the probability of the abstention class and $\alpha$ is the penalty term for abstention.

This loss function behaves like a regular cross-entropy loss on the original classes and adds an additional loss term, scaled by a tuning parameter $\alpha$ that controls the propensity for abstention. This parameter is tuned during training to guarantee an upper bound on the abstention rate while optimizing the accuracy. A very high value of $\alpha$ means a high penalty for abstaining, driving the model towards no abstention. Conversely, a very low value of $\alpha$ may drive the model to abstain on everything. The target abstention level is a function of the performance of the base classifier on the current dataset. For example, if the base classifier can obtain e.g., 70% accuracy on a given dataset, then the naive expectation might be that the DAC could then achieve perfect accuracy while abstaining on 30% of the samples, but this tends to be practically impossible because of the inherent noise in real world data.

At the start of training, $\alpha$ is initialized to a small value to encourage abstention on all but the easiest of examples learned so far. As the training progresses on the true classes, the value for $\alpha$ is tuned with the goal of minimizing abstention and maximizing accuracy, with an upper bound on abstention rate. The trade-off between accuracy and abstention rates is explored by re-optimizing the network for varying abstention rates. It is important to note that $\alpha$ is not the same as the abstention rate but a penalty that determines the abstention rate for the data in hand; one can get different abstention rates for the same $\alpha$ value with different subsets of the data.

Thulasidasan et al. [7] reported that a DAC can learn unlabeled features in the data which may be correlated with label noise. In practice, the label noise is a mix of both uncorrelated (e.g., labeling inconsistent with the report being classified) and correlated (e.g., ‘metastasis’ may indicate site labels are unreliable) so that perfect empirical identification of misclassified items can not be achieved.

We modify the multitask convolutional neural network (MTCNN) model by Alawad et al. [26] to include abstention for each task. Their model uses a word-level CNN [27–30] in a multi-task learning setting [31–35] for automatic extraction of cancer information from unstructured text pathology reports to make predictions on 5 tasks: primary site (65 classes), laterality (4 classes), behavior (3 classes), histological type (63 classes), and histological grade (5 classes). Our model is an extension of their hard parameter sharing MTCNN where we train a model of similar architecture for six tasks (sub-site, in addition to the five previously listed) with a much higher number of classes per task.
The model diagram is shown in Figure 2 where we can see an extra ‘abstain’ class for each of the tasks. The model has an embedding layer which represents each word token as a 300 dimensional word embedding [36, 37]. These vectors are fed to three independent convolutional layers followed by one-dimensional max pooling layers, each with 300 filters (or feature maps) and filter sizes of 3, 4, and 5 respectively. The outputs of these max pooling layers are then concatenated and fed to six independent fully connected layers with softmax output (one for each task) which return the predictions for each individual task.

5.3 Experimental Setup
We train our abstaining classifier to achieve the following two goals that are desired by NCI and the cancer registries: i) a minimum of 95% accuracy for each task on the retained samples, ii) a maximum of 50% abstention, where abstention on one task implies abstention on all tasks. In case the model cannot achieve both, we prioritize retention over accuracy and report the achieved accuracy on the retained samples. The model is trained on the pathology reports from Louisiana and Kentucky SEER registries (approximately 320K reports) with training-validation-test split of 60-20-20%. After the training is done, using the validation set for setting the tuning parameters, we freeze all the parameters including $\alpha$ and evaluate the model on the test data and report the scores on these data alone. We report the model accuracy and abstention rates on the 20% of the hold out test reports (untouched during training) from Louisiana and Kentucky registries. We further test the generalizability of the model across registries by reporting the accuracy and abstention of model prediction on pathology reports from Utah and New Jersey registries.

5.4 Determinants of classification with LIME
We use the Local Interpretable Model-agnostic Explanations (LIME) tool [8] to identify which words (in context) were most important (pro or con) in determining
the final class assigned to each pathology report. LIME is provided with a trained DAC model and raw pathology reports. We use the text version of LIME, requesting the top 40 words-in-context relevant to identifying the winning class, using 100,000 perturbations, as described in the LIME documentation. These parameters resulted in a stable output, when comparing multiple runs on a sub-sample of the reports.

List of Abbreviations

SEER: Surveillance, Epidemiology, and End Results
NCI: National Cancer Institute
NLP: Natural language processing
DAC: Deep Abstaining Classifier
LIME: Local Interpretable Model-Agnostic Explanations
CNN/CNNs: Convolutional neural networks
DL: Deep learning
LA: Louisiana Tumor Registry
KY: Kentucky Cancer Registry
UT: Utah Cancer Registry
NJ: New Jersey State Cancer Registry

Author details
1 Los Alamos National Laboratory, Los Alamos, NM, 87545 USA
2 Louisiana Tumor Registry, New Orleans, LA, 70122 USA
3 Kentucky Cancer Registry, Lexington, KY, 40504 USA
4 Utah Cancer Registry, Salt Lake City, UT, 84112 USA
5 New Jersey State Cancer Registry, New Brunswick, NJ, 08903 USA
6 Oak Ridge National Laboratory, Oak Ridge, TN, 37831 USA
7 Information Management Services Inc., Calverton, MD, 20705 USA
8 National Cancer Institute, Division of Cancer Control and Population Sciences, Bethesda, MD, 20850 USA

References
1. Hengartner, N., Cuellar, L., Wu, X.-C., Tourassi, G., Qiu, J., Christian, B., Bhattacharya, T.: Cat: computer aided triage improving upon the bayes risk through ε-refusal triage rules. BMC bioinformatics 19, 485 (2018). doi:10.1186/s12859-018-2503-9
2. Thulasidasan, S., Chennupati, G., Bilmes, J.A., Bhattacharya, T., Michalak, S.: On mixup training: Improved calibration and predictive uncertainty for deep neural networks. In: Wallach, H., Larochelle, H., Beygelzimer, A., d’Alché-Buc, F., Fox, E., Garnett, R. (eds.) Advances in Neural Information Processing Systems. vol. 32 (2019).
3. Nguyen, A., Yosinski, J., Clune, J.: Deep neural networks are easily fooled: High confidence predictions for unrecognizable images. In: 2015 Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). pp. 427–436 (2015). doi:10.1109/CVPR.2015.7298640
4. at National Institutes of Health, N.C.I.: What is SEER? https://www.cancer.gov/research/areas/public-health/what-is-seer-infographic
5. Hendrycks, D., Gimpel, K.: A baseline for detecting misclassified and out-of-distribution examples in neural networks. In: 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings (2017). https://openreview.net/forum?id=Hkg4TI9zl
6. Bendale, A., Boult, T.: Towards open set deep networks. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 1563–1572 (2016). doi:10.1109/CVPR.2016.173
7. Thulasidasan, S., Bhattacharya, T., Bilmes, J., Chennupati, G., Mohd-Yusof, J.: Combating label noise in deep learning using abstention. In: Chaudhuri, K., Salakhutdinov, R. (eds.) Proceedings of the 36th International Conference on Machine Learning, vol. 97, pp. 6234–6243 (2019). http://proceedings.mlr.press/v97/thulasidasan19a.html
8. Ribeiro, M.T., Singh, S., Guestrin, C.: “why should i trust you?”: Explaining the predictions of any classifier. KDD ’16, pp. 1135–1144. Association for Computing Machinery, New York, NY, USA (2016). doi:10.1145/2939672.2939778. https://doi.org/10.1145/2939672.2939778
9. Pham, H., Dai, Z., Xie, Q., Luong, M.-T., Le, Q.V.: Meta Pseudo Labels (2020). 2003.10580
10. Liu, Z., Lin, Y., Cao, Y., Hu, H., Wei, Y., Zhang, Z., Lin, S., Guo, B.: Swin Transformer: Hierarchical Vision Transformer using Shifted Windows (2021). 2103.14030
11. Zhang, Y., Qin, J., Park, D.S., Han, W., Chiu, C.-C., Pang, R., Le, Q.V., Wu, Y.: Pushing the Limits of Semi-Supervised Learning for Automatic Speech Recognition (2020). 2010.10504
12. Popel, M., Tomkova, M., Tomek, J., Kaiser, L., Uzlakoretz, J., Bojar, O., Zabokrtsky, Z.: Transforming machine translation: a deep learning system reaches news translation quality comparable to human professionals. Nature Communications 61, 4381 (2020). doi:10.1038/s41467-020-18073-9
13. Wolf, T., Debut, L., Sanh, V., Chaumond, J., Delangue, C., Moi, A., Cistac, P., Rault, T., Louf, R., Funtowicz, M., Davison, J., Shleifer, S., von Platen, P., Ma, C., Jernite, Y., Plu, J., Xu, C., Le Scao, T., Gugger, S., Drame, M., Lhoest, Q., Rush, A.: Transformers: State-of-the-art natural language processing. In: Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: System Demonstrations,
38–45. Association for Computational Linguistics. Online (2020). doi:10.18653/v1/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6

14. Marcus, G.: Deep Learning: A Critical Appraisal (2018). 1801.00631

15. Sculley, D., Holt, G., Golovin, D., Davydov, E., Phillips, T., Ebner, D., Chaudhary, V., Young, M., Crespo, J.-F., Dennison, D.: Hidden technical debt in machine learning systems. In: Cortes, C., Lawrence, N., Lee, D., Sugiyama, M., Garnett, R. (eds.) Advances in Neural Information Processing Systems, vol. 28. Curran Associates, Inc., ?? (2015).
https://proceedings.neurips.cc/paper/2015/file/864f74dc4896fcfa2674f757a2a636eaa-Paper.pdf

16. Simonyan, K., Vedaldi, A., Zisserman, A.: Deep inside convolutional networks:Visualizing image classification models and saliency maps. In: In Workshop at International Conference on Learning Representations (2014)

17. Li, J., Chen, X., Hovy, E., Jurafsky, D.: Visualizing and understanding neural models in NLP. In: Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pp. 681–691. Association for Computational Linguistics, San Diego, California (2016). doi:10.18653/v1/N16-1082. https://www.aclweb.org/anthology/N16-1082

18. Yuan, H., Chen, Y., Hu, X., Ji, S.: Interpreting deep models for text analysis via optimization and regularization methods. Proceedings of the AAAI Conference on Artificial Intelligence 33, 5717–5724 (2019).
doi:10.1609/aaai.v33i01.33015717

19. Lundberg, S.M., Lee, S.-I.: A unified approach to interpreting model predictions. In: Guyon, I., Luxburg, U.V., Bengio, S., Fergus, R., Vishwanathan, S., Garnett, R. (eds.) Advances in Neural Information Processing Systems, vol. 30. Curran Associates, Inc., ?? (2017). https://proceedings.neurips.cc/paper/2017/file/8a20a8621978632d76c43fd28be7767-Paper.pdf

20. Choi, E., Bahadori, M.T., Sun, J., Kulas, J., Schuetz, A., Stewart, W.: Retain: An interpretable predictive model for healthcare using reverse time attention mechanism. In: Lee, D., Sugiyama, M., Luxburg, U., Guyon, I., Garnett, R. (eds.) Advances in Neural Information Processing Systems, vol. 29. Curran Associates, Inc., ?? (2016)
https://proceedings.neurips.cc/paper/2016/file/231141b34c82a95e48810a9d1b33a7-Paper.pdf

21. Adebayo, J., Gilmer, J., Muelly, M., Goodfellow, I., Hardt, M., Kim, B.: Sanity checks for saliency maps. In: In Proceedings of the 32nd International Conference on Neural Information Processing Systems. NIPS’18, pp. 9525–9536. Curran Associates Inc., Red Hook, NY, USA (2018)

22. Serrano, S., Smith, N.A.: Is attention interpretable? In: Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pp. 2931–2951. Association for Computational Linguistics, Florence, Italy (2019). doi:10.18653/v1/P19-1282. https://www.aclweb.org/anthology/P19-1282

23. Bengio, Y., Courville, A., Vincent, P.: Representation learning: a review and new perspectives. IEEE transactions on pattern analysis and machine intelligence 35(8), 1798–823 (2013). doi:10.1109/TPAMI.2013.50

24. Schmidhuber, J.: Deep learning in neural networks: An overview. Neural Networks 61, 85–117 (2015).
doi:10.1016/j.neunet.2014.09.003

25. LeCun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521, 436–444 (2015). doi:10.1038/nature14539

26. Alawad, M., Gao, S., Qiu, J.X., Yoon, H.J., Blair Christian, J., Penberthy, L., Mumphrey, B., Wu, X.-C., Coyle, L., Tournasi, G.: Automatic extraction of cancer registry reportable information from free-text pathology reports using multitask convolutional neural networks. Journal of the American Medical Informatics Association 27(1), 89–98 (2019). doi:10.1093/jamia/ocz153. https://academic.oup.com/jamia/article-pdf/27/1/89/34152435/ocz153.pdf

27. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional neural networks. In: Pereira, F., Burges, C.J.C., Bottou, L., Weinberger, K.Q. (eds.) Advances in Neural Information Processing Systems, vol. 25, pp. 1097–1105 (2012). https://proceedings.neurips.cc/paper/2012/file/c3998623db9467b6c8436e924a68c5b-Paper.pdf

28. Chatfield, K., Simonyan, K., Vedaldi, A., Zisserman, A.: Return of the devil in the details: Delving deep into convolutional nets. In: Proceedings of the British Machine Vision Conference (2014). doi:10.5224/9.28.6

29. Kim, Y.: Convolutional neural networks for sentence classification. In: Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 1746–1751. Association for Computational Linguistics, Doha, Qatar (2014). doi:10.3115/v1/D14-1181. https://www.aclweb.org/anthology/D14-1181

30. Szegedy, C., Wei Liu, Yangqing Jia, Sermanet, P., Reed, S., Anguelov, D., Erhan, D., Vanhoucke, V., Rabinovich, A.: Going deeper with convolutions. In: 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 1–9 (2015). doi:10.1109/CVPR.2015.7298594

31. Collobert, R., Weston, J.: A unified architecture for natural language processing: Deep neural networks with multitask word learning. In: Proceedings of the 25th International Conference on Machine Learning. ICML ’08, pp. 160–167. Association for Computing Machinery, New York, NY, USA (2008). doi:10.1145/1390156.1390177. https://doi.org/10.1145/1390156.1390177

32. Lee, C., Jung, S., Kim, K., Lee, G.G.: Hybrid approach to robust dialog management using agenda and dialog examples. Computer Speech & Language 24(4), 609–631 (2010). doi:10.1016/j.csl.2009.08.003

33. Deng, L., Hinton, G., Kingsbury, B.: New types of deep neural network learning for speech recognition and related applications: an overview. In: 2013 IEEE International Conference on Acoustics, Speech and Signal Processing, pp. 8599–8603 (2013). doi:10.1109/ICASSP.2013.6639344

34. Zhang, Y., Yang, Q.: A Survey on Multi-Task Learning. arXiv:1707.08114 [cs.LG] (2017). https://arXiv.org/abs/1707.08114

35. Zhang, Y., Wei, Y., Yang, Q.: Learning to multitask. In: Proceedings of the 32nd International Conference on Neural Information Processing Systems. NIPS’18, pp. 5776–5787. Curran Associates Inc., Red Hook, NY, USA (2018). doi:10.5555/3327348.3327479

36. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed representations of words and phrases and their compositionality. In: Burges, C.J.C., Bottou, L., Weinberger, K.Q. (eds.) Advances in Neural Information Processing Systems, vol. 26 (2013). https://proceedings.neurips.cc/paper/2013/file/9aa42b31b82ecc039965f3c4923ce901b-Paper.pdf
Declarations:

Ethics approval and consent to participate
No ethics approval was required for the study.

Consent for publication
Not applicable.

Availability of data and materials
The data used in the analyses are health information legally protected against disclosure, and the property of the Louisiana, Kentucky, Utah, and New Jersey SEER cancer registries. Their use in the research has been approved by the appropriate authorities at the registries, the central DOE IRB, and the IRBs of the participating institutions.

Competing interests
The authors declare that they have no competing interests.

Funding
This work has been supported in part by the Joint Design of Advanced Computing Solutions for Cancer (JDACS4C) program established by the U.S. Department of Energy (DOE) and the National Cancer Institute (NCI) of the National Institutes of Health. This work was performed under the auspices of the U.S. Department of Energy by Argonne National Laboratory under Contract DE-AC02-06-CH11357, Lawrence Livermore National Laboratory under Contract DEAC52-07NA27344, Los Alamos National Laboratory under Contract DE-AC5206NA25396, and Oak Ridge National Laboratory under Contract DE-AC05-00OR22725. This research was supported by the Exascale Computing Project (17-SC-20-SC), a collaborative effort of the US Department of Energy Office of Science and the National Nuclear Security Administration.

Authors’ contributions
Sayera Dhaubhadel, Jamaludin Mohd-Yusof, and Benjamin H. Mcmahon did the bulk of the coding and writing of the manuscript. Brent J. Mumphrey, Eric B. Durbin, Jennifer A. Doherty, and Mireille Lemieux curated the data. Kumkum Ganguly annotated the data and helped with the writing. Noah Schaefferkoetter and Georgia Tourassi made the baseline DL model available to this effort. Gopinath Chennupati, Sunil Thulasidasan, Nicolas Hengartner, and Noah Schaefferkoetter helped with the model validation and writing. Georgia Tourassi, Sayera Dhaubhadel, Linda Coyle, Lynne Penberthy, Benjamin H. Mcmahon, and Tanmoy Bhattacharya contributed to the study design and provided guidance and ideas throughout the project.

Acknowledgements
We would like to acknowledge Elisabeth Moore for the initial suggestion to utilize LIME to provide interpretability of DL models for this effort.

37. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in vector space. In: Bengio, Y., LeCun, Y. (eds.) 1st International Conference on Learning Representations, ICLR 2013, Scottsdale, Arizona, USA, May 2-4, 2013, Workshop Track Proceedings (2013). http://arxiv.org/abs/1301.3781