Generative adversarial network based data augmentation to improve cervical cell classification model
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Abstract: The survival rate of cervical cancer can be improved by the early screening. However, the screening is a heavy task for pathologists. Thus, automatic cervical cell classification model is proposed to assist pathologists in screening. In cervical cell classification, the number of abnormal cells is small, meanwhile, the ratio between the number of abnormal cells and the number of normal cells is small too. In order to deal with the small sample and class imbalance problem, a generative adversarial network (GAN) trained by images of abnormal cells is proposed to obtain the generated images of abnormal cells. Using both generated images and real images, a convolutional neural network (CNN) is trained. We design four experiments, including 1) training the CNN by under-sampled images of normal cells and the real images of abnormal cells, 2) pre-training the CNN by other dataset and fine-tuning it by real images of cells, 3) training the CNN by generated images of abnormal cells and the real images, 4) pre-training the CNN by generated images of abnormal cells and fine-tuning it by real images of cells. Comparing these experimental results, we find that 1) GAN generated images of abnormal cells can effectively solve the problem of small sample and class imbalance.
imbalance in cervical cell classification; 2) CNN model pre-trained by generated images and fine-tuned by real images achieves the best performance whose AUC value is 0.984.
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1. **Introduction**

Cervical cancer, in which the cells of the cervix become abnormal, is the fourth most common cancer for women in the worldwide [1]. However, cervical cancer can be prevented by the early screening. In a Pap test, pathologist checks the cells of the cervix to judge if they look abnormal under a microscope. It's time-consuming and even error prone. Hence computer assisted cervical cancer screening has been widely studied [2–12]. An automatic screening system includes image segmentation model, which is used to extract cells from the background, and cell classification model, which is applied to distinguish abnormal cells from normal cells.

In order to build automatic cell classification model, traditional machine learning methods and deep learning methods are proposed. In traditional machine learning methods, features are extracted from the cell images [13], and these features are fed to classify the normal and abnormal cells. In deep learning methods, the cell images are directly fed into the model to distinguish abnormal cells from normal cells [4]. Compared with the traditional machine learning model, the performance of the deep learning based classification model has been greatly improved.

The deep learning method learns multi-level features of cervical cells for the classification task. A large amount of data is required to support the learning process, and performance of the model can be improved as the scale of data increases. In the cervical cell classification, most of the cells are normal, therefore, the classification data of cervical cells is essentially unbalanced data in which the number of abnormal cells is much less than the number of normal cells. In machine learning community, it is called the class imbalance problem that the number of one class is far less than the number of another class. The classification model learned from the imbalanced data tends to classify abnormal cells as normal cells. This kind of model is useless in practical application. Hence most machine learning algorithms should work on the balanced training set in which the number of samples of each class is roughly equal.

In order to get the balanced training set, sampling based approaches are usually applied, including the under-sampling method [14–18], the over-sampling method [19–24] and the hybrid method [25]. The under-sampling method removes some samples with the majority class, the over-sampling method add some samples with the minority class, and the hybrid method combines the under-sampling method and the over-sampling method together. The basic algorithms of sampling are random undersampling [14] and random oversampling [19], however, these two strategies are not stable, and always not good enough. In [15], two popular undersampling algorithms, EasyEnsemble and BalanceCascade, were proposed. In these two algorithms, the performances of models were improved with less time consuming. In [16], NearMiss algorithm was proposed, which chose some of the representative data to build the model. In [17,18], Tomek et.al removed the similar data in different classes to improve the result. Some oversampling algorithms such as Generative Oversampling, Synthetic Minority Oversampling Technique (SMOTE), KM-SMOTE and Random
Forest, Borderline-SMOTE, Adaptive Synthetic Sampling (ADASYN) were proposed in [20–24]. The generated new data increased the number of minority class. In [25], Batista et al. proposed the combination of undersampling algorithms and oversampling algorithms. Besides sampling techniques, cost-sensitive learning is also a good way to deal with the class-imbalance problem. By changing the weight of learning process of different class, the results are improved. Fan et al. stated an algorithm named AdaCost [26], which can automatically adjust the cost of learning process.

In the cervical cell classification, the number of abnormal cells is small. In deep learning community, it is called the small sample problem. One of the important factors in building a deep learning model with high performance is to collect the amount of data. However, it is difficult to collect large amounts of data in medical diagnosis, for example, the abnormal cells in cervical cell classification. To deal with small sample problem, data augmentation strategy is proposed, including basic image manipulation strategy [27–31], for example, image flipping, image cropping, image rotation, and noise injection; image generation strategy [32], for example, GAN based data augmentation; pretraining strategy with the help of existing image dataset, for example, deep learning model can be pre-trained on existing large dataset, and then, finetuning on specific small data. To increase the number of data, geometric transformation is a basic algorithm. It includes rotation, flipping, filtering, color adjustment and so on. Besides these, some algorithms such as Grid Mask, CutMix, Mixup, Pairing Samples, Smart Augmentation are also proposed to augment data [27–31]. Li et al. augmented data on feature space [33]. GAN [32] is a famous generative deep learning model. It has many variations, such as DCGAN, CGAN, CycleGAN, CoGAN, ProGAN and so on. It can generate synthesized data as real as possible to compensate short of training data. Cubuk et al. presented an Autoaugment algorithm [34], automatically choosing the best data augmentation algorithm; however, it costs too much time and resource. In recent years, deep learning methods were widely applied to build cytological classification model. On the one hand, they provided data augmentation strategies; on the other hand, they built classification models. In [2], Chen et al. used RCGAN to generate data, improving the test accuracy from 84.25 to 95.18%. In [7], Shanthi et al. used 5 different ways of data augmentation to improve model performance.

Motivated by the sampling based approach for class imbalance problem and the data augmentation strategy for small sample problem, we propose to apply GAN to generate images of abnormal cells. The generated images of abnormal cells are merged into the real data to form a new dataset with balanced samples. Based on this new dataset, a deep learning model is built for the cervical cell classification.

The key contribution of this paper is that GAN based data augmentation strategy and pre-trained strategy are combined for the first time to deal with class imbalance problem and small sample problem in cervical cell classification model.

The structure of this paper is as follows. The modeling methods are specified in Section 2. The experimental results and comparisons are shown in Section 3. Finally, the discussions and the conclusions are given in Sections 4 and 5, respectively.

2. Methods

2.1. Dataset

The dataset, collected from the fourth central hospital of Baoding city, China, consists of 22,124
cell samples including 1202 abnormal samples and 20,922 normal samples. The pathologists manually cut out the single cells from the whole images of thin prep cytologic test by the digital camera with microscope, and then partition the single cells into normal or abnormal category. All the cells are double checked by pathologists. The dataset is randomly divided into training set and testing set. The resolution of sample image is 0.2 μm per pixel. In our dataset, image size is from 482 × 577 to 34 × 68 pixels. We revise all images into 227 × 227 pixels for the inputs of our model.

2.2. Proposed method

The aim of this work is to use GAN augmented data to improve classification of deep learning models, specifically, distinguishing abnormal cells from normal cells in this work.

We apply convolutional neural networks (CNN) to learn cervical cell classification model from the provided data. CNN is most popular for image processing tasks. It consists of convolutional (conv), non-linearity and pooling (pool) layers, followed by more conv and fully connected (FC) layers. Figure 1 shows a general structure of CNN.

![Figure 1. The structure of CNN.](image)

CNN extracts the features of input images by many convolutional layers. The convolutional layer can include several filters. The input images will be processed by every filter. The result is the inner product of two matrixes, one is a part of input images and the other is the filter. Pooling layers compress the information of input images. Max pooling is usually used. The result is the maximum of each matrix. It can remove some redundant information and prevent overfitting. Fully connected layers integrate the features formal layers extracted. The final output layer can be used for classification.

Here, Alex-net is selected to build the cervical cell classification model. It is a famous deep learning model that has achieved 2012 ImageNet champion [35]. It uses tricks such as ReLU, Dropout, and Local Response Normalization (LRN). ReLU is a kind of activation function that can strongly increase the speed of training. Dropout is a strategy that the network will randomly delete some neurons. It can avoid overfitting. And the LRN is a kind of normalization method. It enlarges the neurons which are more active (the values are bigger). It can improve the generalization ability of models.

Since the numbers of normal samples and abnormal samples are imbalanced, we generate some abnormal samples by Generative Adversarial Networks (GAN). GAN is a kind of deep learning...
models [33]. It has at least 2 modules: Generative Model (G-model) and Discriminative Model (D-model). The G-model accepts a random noise \((z)\) and generate an image \(G(z)\). The D-model accepts an image and outputs its probability of being a real image. By training the GAN with real images, these two models will affect each other.

\[
\min_G \max_D V(D, G) = E_{X \sim p_{data}(x)}[\log D(x)] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]  

(1)

Equation (1) shows the process that optimizer finds the Nash equilibrium between G-model and D-model. \(p_z(z)\) means the distribution of the noise \(z\). \(E(\cdot)\) means the empirical estimation of the joint probability distribution. \(x\) means real samples received by discriminator. In the training process, the generator and discriminator are optimized in an alternative way. \(D\) is optimized by maximizing \(E_{X \sim p_{data}(x)}[\log D(x)] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))]\) and \(G\) is optimized by minimizing \(E_{z \sim p_z(z)}[\log(1 - D(G(z)))]\). Finally, after many iterations, the G-model will create images that the D-model cannot determine whether it is real or not.

**Figure 2.** Our GAN model.

**Figure 3.** Some generated data from GAN.
Figure 2 illustrates our employed GAN model, where 5-layers CNN model is used for composing both generator and discriminator. The real data includes 1202 abnormal samples. We train the model until the discriminator is confused by generated image and real image, reaching a balance of zero-sum game, satisfactory result. Then, employing the generator, we generate augmented images for our concerned cervical cell classification task. Some examples of generated images are shown in Figure 3.

3. Experimental results

We implement the algorithm in Python and perform all the experiments using NVIDIA GeForce RTX 2070 8G, Windows operating system, Intel(R) Core(TM) i7-9700K CPU @ 3.60 GHz and 16 GB RAM.

3.1. Evaluation metrics

In this study, we summarize the performance of our model with respect to precision, sensitivity, specificity, accuracy, F1 score, and Area Under Curve (AUC) which are defined as follows.

\[
\text{precision} = \frac{TP}{TP+FP} \tag{2}
\]

\[
\text{sensitivity} = \frac{TP}{TP+FN} \tag{3}
\]

\[
\text{specificity} = \frac{TN}{TN+FP} \tag{4}
\]

\[
\text{accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \tag{5}
\]

\[
F1_{\text{score}} = \frac{2\times TP}{2\times TP+FP+FN} \tag{6}
\]

\[
H_{\text{mean}} = \frac{2\times \text{sensitivity}\times \text{specificity}}{\text{sensitivity}+\text{specificity}} \tag{7}
\]

Precision represents the exactness of classifiers, whereas sensitivity shows the completeness of classifiers. Specificity shows that a classifier can correctly classify normal data as normal. Using both recall and precision, the F1 score is used to evaluate the detection results. Accuracy shows that a classifier can correctly categorize the two-class task. And the AUC is a figure to compare different models.

3.2. Training

There are 4 different strategies of using real data, GAN augmented data and other data (ImageNet) in our experiments, including 1) only real data, 2) pretraining over other data, 3) mixed real data and GAN augmented data, and 4) pretraining over GAN augmented data. The whole process of our concerned task is shown in Figure 4.
We firstly divide the 1202 abnormal samples into training set and testing set with the ratio of 4:1. Then, we adjust the number of normal samples in each strategy for class balance. In Task 1, real data only strategy, we train the Alex-net by a small number of balanced real samples. Since we have only 961 real abnormal samples for training, the number of normal samples should be around 961. In this task, we evaluate the ability of Alex-net trained by a small real dataset. In Task 2, the Alex-net model is firstly pretrained over ImageNet, and then finetuned by the same balanced real samples as in the Task 1. In Task 3, mixing real data and GAN augmented data, we train the Alex-net on a larger dataset mixed with GAN augmented data and real data. The number of abnormal samples and normal samples are both 16,961 (16,000 generated data and 961 real data). In this task, the generated data and real data are mixed together and randomly shuffled. In Task 4, pretraining on GAN augmented data strategy, we pretrain the Alex-net by 16,000 generated data as abnormal samples and 16,000 real normal samples. And then, we finetune the best model by 961 real abnormal samples and 961 real normal samples as Task 1. Since our generated data are not perfect, we only use them for pretrain. And, the real data will improve the model in the finetuning process.

![Diagram](image.png)

**Figure 4.** The process of our concerned task of cervical cell classification.

3.3. Testing

The testing set includes 241 real abnormal samples and 3961 real normal samples. The unbalanced testing set is more likely to the real situation (even the proportion of normal samples should be larger). In task 1, we train the models for 160 epochs using a learning momentum of 0.9, a learning rate of 0.0001, batch size of 1. Task 2 for 40 epochs, Task 3 for 50 epochs and Task 4 for 38
epochs using same parameters. Figure 5 shows the train accuracy and train loss of Tasks 1–4.

Figure 6 shows the ROC of Model in Tasks 1–4. In Task 1, the AUC is unsatisfied. And the AUC of Tasks 3 and 4 are bigger than Task 2. It means GAN augmented data really makes sense.

Table 1 lists the detail statistics of all evaluation metrics over the 4 tasks on testing set. The Task 1 yields a precision score of 28.9%, which is markedly inferior to Tasks 3 and 4 with GAN augmented data strategy. The same conclusions are to the other two popular metrics, accuracy and AUC. Comparing Task 1 and 2, achievement of precision and accuracy is significant, indicating that a small sample problem can be improved a bit by pretraining over other large dataset. Comparing Task 1 with Tasks 3 and 4, achievement of precision and accuracy is more remarkable, which proving the big success of our designed GAN based data augmentation strategy. Comparing Tasks 3 and 4, the former is more competitive relative to precision and accuracy metrics. It indicates that mixed synthesized and real data together may achieve more than only synthesized data during training process.

In Task 1, all of the measure values are quite low. It performs very unsatisfied in precision, sensitivity. It means the Alex-net cannot deal with the imbalanced dataset directly. Although the accuracy achieves 88.1% which seems not too bad, it is not enough to represent the true performance. In Task 2, we use transfer learning to improve the model. The sensitivity is much better than Task 1, however, the precision is still not good enough. In Tasks 3 and 4, we apply the generated data by

Figure 5. The train accuracy and train loss of Tasks 1–4.

In Task 1, all of the measure values are quite low. It performs very unsatisfied in precision, sensitivity. It means the Alex-net cannot deal with the imbalanced dataset directly. Although the accuracy achieves 88.1% which seems not too bad, it is not enough to represent the true performance. In Task 2, we use transfer learning to improve the model. The sensitivity is much better than Task 1, however, the precision is still not good enough. In Tasks 3 and 4, we apply the generated data by
GAN to deal with the imbalanced problem. The different uses of generated data both make sense. Pretrain with generated data and finetune with original data, or mix original data with generated data both works well. To find a better strategy, we consider more about the data imbalance [36–39].

Since the testing set is imbalanced, the AUC is the most powerful scores to measure the models. The Task 4 has the best AUC of all 4 tasks. And the Task 3’s AUC is only a little lower than it. It means training with GAN data improves the performance of the model.

Figure 6. The ROC of Tasks 1–4.

Table 1. Statistics of Model Performance over 4 Tasks.

| Task | precision (%) | sensitivity (%) | specificity (%) | accuracy (%) | F1 score (%) | H-mean (%) | AUC   |
|------|---------------|----------------|-----------------|--------------|--------------|------------|-------|
| 1    | 28.9          | 73.4           | 89.0            | 88.1         | 41.5         | 80.5       | 0.859 |
| 2    | 38.3          | 93.8           | 90.8            | 91.0         | 54.4         | 92.3       | 0.975 |
| 3    | 54.5          | 92.5           | 95.3            | 95.1         | 68.6         | 93.9       | 0.982 |
| 4    | 47.8          | 95.9           | 93.6            | 93.8         | 63.8         | 94.7       | 0.984 |

4. Discussion

Figure 7 shows the original image and some feature maps after the first convolutional layer of Tasks 2 and 4. As we can see, in Task 2, models focus more on the cell nucleus. Most of the features
extract the features of the cell nucleus and the edge of it. Besides this, the extracted features are discontinuous. Since this model is pretrained by ImageNet, a dataset of macroscopic objects, it may create some obstacles to get the features of microcosmic cell. Compared with Task 2, Task 4 can focus more purely on each part of cell in each feature map. It means that the model extracts the features from only part of the cell every time, such as cell nucleus, cytoplasm, the edge of cell nucleus and the edge of cytoplasm. These four parts are always the crucial parts in traditional method. Moreover, the features are more continuous, we can find the boundary of each part clearly. This model is pretrained by GAN samples, which are more likely to the real cell samples, may be more closed to the perfect pretrained model. Since the performance of Task 4 model are better, we guess in this classification, extracting features of each part of cell and getting continuous features are more helpful. The GAN samples make sense.

**Figure 7.** Original image and some feature maps of Tasks 2 and 4.

5. **Conclusions**

In this paper, a cell dataset of normal samples and abnormal samples is collected. Since the numbers of each samples is imbalanced, we generate a large number of abnormal samples by GAN. On the basis of this mixed dataset, Alex-net are trained by 4 different ways and tested. By comparing the performances of these tasks, the best training way is determined. Training the model with GAN data is an available way to improve the performance. Pretraining the model with the GAN data, then finetuning the model with the real data is better. Its AUC value is 0.984, which is the highest within the 4 Tasks. We draw the following main conclusions:
1) In cervical cell classification, the number of abnormal cells is limited, far less than the number of normal cells. This situation belongs to imbalanced class problem and small samples problem. And traditional undersampling strategies are not able to achieve a satisfactory result.

2) Generating abnormal samples by GAN is an effective way to solve imbalanced class problem and small samples problem simultaneously. The result of our experiment shows that training with samples generated by GAN improve the performance of our models.

3) Comparing the feature maps of models pretrained by GAN samples and other data (ImageNet), we find that pretraining model with GAN samples are more helpful to the classification. The model is more likely to extract the features of each part of cell, and the extracted features are more continuously.

4) Comparing the different training strategies of GAN samples, we find that pretraining by GAN samples and finetuning by real samples is the best training strategy.

In conclusion, the abnormal samples of medical data are always limited and hard to collect. It is an essential problem of medical classification. We can generate abnormal samples by GAN and pretrain models with them, then finetune the model by real samples.

In the future, we need to build a multi-classification model to classify the cells more carefully since abnormal samples of cervical cell still have many subclasses. In addition, since the abnormal samples can be divided into subclasses, generating samples by GAN should be update simultaneously.
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