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Summary. The paper contains the proofs of $L^p$, logarithmic and weak-type estimates for the second-order Riesz transforms arising in the context of multidimensional Bessel expansions. Using a novel probabilistic approach, which rests on martingale methods and the representation of Riesz transforms via associated Bessel-heat processes, we show that these estimates hold with constants independent of the dimension.

1. Introduction. One of the basic examples of Calderón–Zygmund singular integral operators in $\mathbb{R}^d$ are the so-called Riesz transforms, given by

$$R_j f(x) = \frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} \text{p.v.} \int_{\mathbb{R}^d} \frac{x_j - y_j}{|x - y|^{d+1}} f(y) \, dy, \quad j = 1, \ldots, d.$$ 

These operators and their second-order analogues (linear combinations of expressions of the form $R_j R_k, j, k = 1, \ldots, d$) play an important role in harmonic analysis and the theory of PDEs. In particular, it is well-known that tight information about the norms of these objects, considered as operators on various function spaces, can be used in the study of regularity of certain elliptic partial differential equations. The literature on the subject is extremely vast and exploits a variety of different techniques coming from analysis and probability theory.
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In the recent years, much effort has been made to extend the estimates for Riesz transforms to other contexts, in which $\mathbb{R}^d$, equipped with Lebesgue’s measure, classical laplacian and classical Fourier transform, is replaced with some other homogeneous space possessing an appropriate differential operator. This problem has been studied in various setups, and the typical approach rests on careful examination of the pointwise behavior of certain associated kernels.

The purpose of this paper is to introduce a novel, probabilistic approach to the study of second-order Riesz transforms arising in the multidimensional setting of Bessel expansions [3, 4, 5]. To formulate our results, we need to introduce the basic setup which will be used throughout the paper. Let $d \geq 1$ be a fixed dimension and let $\lambda \in \mathbb{R}^d_+$ be a fixed multiindex. Consider the space $X = \mathbb{R}^d_+$ equipped with its Borel subsets and the product measure

$$d\mu_\lambda(x) = \prod_{j=1}^d x_j^{2\lambda_j} \, dx_j.$$  

Then the Bessel differential operator, defined initially on $C^\infty_c(\mathbb{R}^d_+)$ by

$$\Delta^\lambda = -\Delta - \sum_{j=1}^d \frac{2\lambda_j}{x_j} \partial_{x_j},$$

has a symmetric and nonnegative extension to $L^2(\mathbb{R}^d_+, d\mu_\lambda)$. It is easy to check that $\Delta^\lambda$ admits the decomposition $\Delta^\lambda = \sum_{j=1}^d \delta^* \delta_j$, where $\delta_j = \partial_{x_j}$ and $\delta^*_j = -\partial_{x_j} - 2\lambda_j/x_j$ is the formal adjoint of $\delta_j$, $j = 1, \ldots, d$.

The following information on the spectral properties of $\Delta^\lambda$ will be needed later. For any $z \in \mathbb{R}^d_+$, consider the function

$$\varphi^\lambda_z(x) = \prod_{j=1}^d (z_j x_j)^{-\lambda_j + 1/2} J_{\lambda_j - 1/2}(z_j x_j), \quad x \in \mathbb{R}^d_+,$$

where $J_\nu$ stands for the oscillating Bessel function of the first kind and order $\nu$:

$$J_\nu(z) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(\nu + k + 1)} (z/2)^{2k + \nu}$$

(see [14] for more on Bessel functions). Then $\varphi^\lambda_z$ is an eigenfunction of the Bessel operator, corresponding to the eigenvalue $|z|^2$: $\Delta^\lambda \varphi^\lambda_z = |z|^2 \varphi^\lambda_z$. Furthermore, the family $(\varphi^\lambda_z)_z$ can be used to introduce another important object, the (modified) Hankel transform $\mathcal{H}^\lambda$. This operator, defined initially on $C^\infty_c(\mathbb{R}^d_+)$, acts by the formula

$$\mathcal{H}^\lambda f(x) = \int_{\mathbb{R}^d_+} \varphi^\lambda_x(y) f(y) \mu_\lambda(dy),$$
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and plays the role of the Fourier transform from the Euclidean setting. It can be extracted from the reasoning of Betancor and Stempak [5] that \( H_{\lambda} \) extends to an isometry on \( L^2(d\mu_{\lambda}) \) and satisfies \( H_{\lambda} = (H_{\lambda})^{-1} \). In addition, for any \( f \in C^\infty_c(\mathbb{R}^d_+) \) and any \( j = 1, \ldots, d \), we have the identity

\[
H_{\lambda}(\delta_j^* \delta_j f)(z) = |z_j|^2 H_{\lambda} f(z), \quad z \in \mathbb{R}^d_+.
\]

The Bessel heat semigroup \( W_t^{\lambda} = \exp(-t \Delta^{\lambda}) \), corresponding to the generator \( -\Delta^{\lambda} \), is given by

\[
W_t^{\lambda} f = H_{\lambda}(e^{-\frac{|\cdot|^2}{4t}} H_{\lambda} f)
\]

and admits the following representation. If \( f \in L^2(d\mu_{\lambda}) \) and \( x \in \mathbb{R}^d_+ \), then

\[
W_t^{\lambda} f(x) = \int_{\mathbb{R}^d_+} W_t^{\lambda}(x, y) f(y) d\mu_{\lambda}(y),
\]

where the kernel \( W_t^{\lambda}(\cdot, \cdot) \) is given by the formula

\[
W_t^{\lambda}(x, y) = \left( \frac{1}{2 \pi t} \right)^d \exp \left( -\frac{1}{4t} (|x|^2 + |y|^2) \right) \prod_{j=1}^d (x_j y_j)^{-\lambda_j + 1/2} I_{\lambda_j - 1/2} \left( \frac{x_j y_j}{2t} \right).
\]

Here \( x, y \in \mathbb{R}^d_+, t > 0 \) and

\[
I_\nu(z) = \sum_{k=0}^\infty \frac{(z/2)^{2k+\nu}}{k! \Gamma(\nu + k + 1)}
\]

stands for the non-oscillating modified Bessel function of the first kind and order \( \nu \) (see [14] for details).

We are ready to formulate the main results of this paper. In what follows, for any vector \( a = (a_1, \ldots, a_d) \in \mathbb{C}^d \), the operator \( T^{a, \lambda} \) is a Hankel multiplier with symbol \( |\xi|^{-2} \sum_{j=1}^d a_j |\xi_j|^2 \); that is, we have the identity

\[
H^{\lambda}(T^{a, \lambda} f)(\xi) = |\xi|^{-2} \sum_{j=1}^d a_j |\xi_j|^2 H^{\lambda} f(\xi), \quad \xi \in \mathbb{R}^d_+.
\]

It is easy to see (using (1.1), for example) that \( T^{a, \lambda} \) can be expressed as a linear combination of second-order Bessel–Riesz transforms:

\[
T^{a, \lambda} = \sum_{j=1}^d a_j (R_j^{\lambda})^* R_j^{\lambda}.
\]

Here \( R_j^{\lambda} \) stands for the first-order Riesz transform given by \( R_j^{\lambda} f(x) = \delta_j H^{\lambda}(| \cdot |^{-1} H^{\lambda} f)(x) \) and \( (R_j^{\lambda})^* \) is its formal adjoint, that is, \( (R_j^{\lambda})^* f(x) = H^{\lambda}(| \cdot |^{-1} H^{\lambda}(\delta_j^* f))(x) \).
The primary goal of this paper is to show, using probabilistic methods, that the operators $T^{a,\lambda}$ are bounded on various classical spaces. Let us start with $L^p$-estimates.

**Theorem 1.1.** Pick a sequence $a = (a_1, \ldots, a_d)$ such that $|a_j| \leq 1$, $j = 1, \ldots, d$. Then for any $1 < p < \infty$ we have

\begin{equation}
\|T^{a,\lambda}\|_{L^p(\mathbb{R}_+^d, d\mu_\lambda)} \leq p^* - 1,
\end{equation}

where $p^* = \max\{p, p/(p-1)\}$.

In the boundary cases $p = 1$ and $p = \infty$, we will establish the corresponding $L\log L$ and exponential inequalities. It will be convenient to use the functions $\Phi(t) = e^t - 1 - t$ and $\Psi(t) = (t+1) \log(t+1) - t$, defined for $t \geq 0$.

**Theorem 1.2.** Pick a sequence $a = (a_1, \ldots, a_d)$ such that $|a_j| \leq 1$, $j = 1, \ldots, d$. Then for any $K > 1$ and any Borel subset $A$ of $\mathbb{R}_+^d$ we have

\begin{equation}
\int_A |T^{a,\lambda} f(x)| \, d\mu_\lambda(x) \leq K \int_{\mathbb{R}_+^d} \Psi(|f(x)|) \, d\mu_\lambda(x) + \frac{\mu_\lambda(A)}{2(K-1)}.
\end{equation}

Furthermore, if $\|f\|_{L_\infty(\mathbb{R}_+^d, d\mu_\lambda)} \leq 1$, then

\begin{equation}
\int_{\mathbb{R}_+^d} \Phi(|T^{a,\lambda} f(x)|) \, d\mu_\lambda(x) \leq \frac{1}{2K(K-1)} \|f\|_{L^1(\mathbb{R}_+^d, d\mu_\lambda)}.
\end{equation}

We will also establish the corresponding weak-type bounds; for any $1 < p < \infty$, we will work with the norm

\[ \|f\|_{L^p,\infty(\mathbb{R}_+^d, d\mu_\lambda)} = \sup \left\{ \frac{1}{\mu_\lambda(A)^{1/p}} \int_A |f(x)| \, d\mu_\lambda(x) \right\}, \]

where the supremum is taken over all Borel subsets $A$ of $\mathbb{R}_+^d$ satisfying $\mu_\lambda(A) > 0$. We introduce the constants

\[ K_p = \begin{cases} \left[ \frac{1}{\mu_\lambda(A)^{1/p}} \int_A |f(x)| \, d\mu_\lambda(x) \right]^{(p-1)/p} & \text{if } 1 < p < 2, \\
\left( \frac{p-1/2}{p^{1/2}} \right)^{1/p} & \text{if } p \geq 2. \end{cases} \]

**Theorem 1.3.** Assume that $1 < p < \infty$ and let $a_1, \ldots, a_d$ be elements of the unit ball in $\mathbb{C}$. Then

\begin{equation}
\|T^{a,\lambda}\|_{L^p(\mathbb{R}_+^d, d\mu_\lambda)} \rightarrow L^p,\infty(\mathbb{R}_+^d, d\mu_\lambda) \leq K_p.
\end{equation}

A few comments on the method of proof are in order. A classical argument used to establish results of the above type studies various delicate properties of the kernel $W^\lambda$. Our approach will be completely different and will exploit probabilistic methods: the above estimates will be deduced from some deep
results from martingale theory. As a by-product, we obtain constants which
do not depend on the dimension $d$ or the parameter $\lambda$.

The paper is organized as follows. In the next section we present the
probabilistic facts which will be needed to establish the aforementioned in-
equalities. Section 3 links the probabilistic and analytic aspects of the paper,
and is devoted to a martingale representation of the operators $T^{a,\lambda}$. In the
final part we put all the facts together and establish Theorems 1.1–1.3.

2. Probabilistic background. As announced in the preceding section,
our arguments depend heavily on probabilistic techniques. Let us introduce
the necessary setup and notation.

Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, equipped with
$(\mathcal{F}_t)_{t \geq 0}$, a nondecreasing family of sub-$\sigma$-fields of $\mathcal{F}$, such that $\mathcal{F}_0$ contains
all the events of probability 0.

Assume further that $X, Y$ are two adapted martingales taking values in
a certain separable Hilbert space $(\mathcal{H}, |\cdot|)$; with no loss of generality, we may
put $\mathcal{H} = \ell^2$. As usual, we impose standard conditions on the trajectories of
these processes: we assume that they are right-continuous and have limits
from the left. Given $p \in [1, \infty]$, we will write $\|X\|_p$ for the $p$th moment
of $X$, given by $\|X\|_p = \sup_{t \geq 0} \|X_t\|_p$. The symbol $[X, Y]$ will stand for the
quadratic covariance process of $X$ and $Y$. See e.g. Dellacherie and Meyer [8]
for details in the case when the processes are real-valued, and extend the
definition to the vector setting by $[X, Y] = \sum_{k=0}^{\infty} [X^k, Y^k]$, where $X^k, Y^k$
are the $k$th coordinates of $X, Y$, respectively.

We will say that $Y$ is differentially subordinate to $X$ if the process
$([X,X]_t - [Y,Y]_t)_{t \geq 0}$ is nonnegative and nondecreasing as a function of $t$. This
notion appeared for the first time in the discrete-time setting in the works
of Burkholder [6, 7]; the above continuous-time extension was introduced
by Bañuelos and Wang [2] and Wang [13]. The differential subordination
implies many interesting inequalities between the martingales $X$ and $Y$; for
an overview of the results, methods and much more, see the monograph by
Osekiowski [9].

The inequalities (1.3)–(1.6) will be deduced from their probabilistic coun-
terparts. We start with the following $L^p$-estimate, proved by Burkholder [6]
in the discrete-time setting and extended to the general context by Wang [13].

**Theorem 2.1.** Suppose that $Y$ is differentially subordinate to $X$. Then
for any $1 < p < \infty$ we have

$$\|Y\|_p \leq (p^* - 1)\|X\|_p.$$ 

To show (1.5), we will need the following statement, established in [10].
Then (1.4) will be obtained with the use of a duality-type argument.
Theorem 2.2. Assume that $X$, $Y$ are $\mathcal{H}$-valued martingales such that $\|X\|_\infty \leq 1$ and $Y$ is differentially subordinate to $X$. Then for any $K > 1$,

$$\sup_{t \geq 0} \mathbb{E} \Phi(|Y_t|/K) \leq \frac{1}{2K(K-1)} \|X\|_1. \quad (2.1)$$

Finally, to prove (1.6), we will exploit the following fact from [11], which can be regarded as a dual to the weak-type inequalities between $X$ and $Y$.

Theorem 2.3. Assume that $X$, $Y$ are $\mathcal{H}$-valued martingales such that $Y$ is differentially subordinate to $X$. Then for any $1 < q < \infty$ and $p = q/(q-1)$,

$$\|Y\|_q \leq K^\frac{q}{p} \|X\|_1 \|X\|_q^{q-1}. \quad (2.2)$$

In the remainder of this section, we will provide some basic facts concerning Bessel processes. The interested reader is referred to [12, Chapter XI] for a systematic presentation of the subject.

Let $\beta = (\beta_t)_{t \geq 0}$ be a standard, one-dimensional Brownian motion. For every $\delta \geq 0$ and $x \geq 0$, the equation

$$Z_t = x + 2 \int_0^t \sqrt{Z_s} \, d\beta_s + \delta t$$

has a unique strong solution, which is called the square of a $\delta$-dimensional Bessel process started at $x$ (and denoted by $\text{BESQ}_\delta(x)$). For any $x \geq 0$, the square root of $\text{BESQ}_\delta(x^2)$ is called a Bessel process of dimension $\delta$ started at $x$, and is denoted by $\text{BES}_\delta(x)$. The family $(\text{BES}_\delta(x))_{x \geq 0}$ is a Markov family with density

$$p^\delta_t(x, y) = t^{-1} (y/x)^{\delta/2-1} y \exp \left( -\frac{x^2 + y^2}{2t} \right) I_{\delta/2-1} \left( \frac{xy}{t} \right), \quad x, y > 0. \quad (2.3)$$

Obviously, the function $W^\lambda_t(x, y)$ given by (1.2) is closely related to the product $\prod_{j=1}^d p_{2\lambda_j+1}(x_j, y_j)$; both functions are essentially equal (the slight difference in the formulas comes from the fact that $W^\lambda_t$ is the density of the semigroup with respect to the measure $d\mu_\lambda$, while (2.3) refers to Lebesgue measure).

3. Probabilistic representation of second-order Riesz transforms. Now we will explain how second-order Riesz transforms can be expressed in terms of stochastic integrals involving Bessel processes. Suppose that $f$ is a smooth, compactly supported, complex-valued function on $\mathbb{R}^d_+$ and let $U_f : \mathbb{R}^d_+ \times [0, \infty) \to \mathbb{C}$ denote the Bessel-heat extension of $f$: $U_f(\cdot, 0) = f$ and, for any $x \in \mathbb{R}^d_+$ and $t > 0$,

$$U_f(x, t) = W^\lambda_t f(x) = \int_{\mathbb{R}^d_+} W^\lambda_t(x, y) f(y) \, d\mu_\lambda(y),$$
where the kernel $W_t^\lambda(\cdot, \cdot)$ is given by \((1.2)\). This extension is a $C^\infty$ function on $\mathbb{R}_+^d \times \mathbb{R}^+$ and satisfies the PDE

\[
\Delta_x^\lambda U_f + \frac{\partial U_f}{\partial t} = 0,
\]

where $\Delta_x^\lambda$ is the Bessel differential operator applied to the $x$-coordinate. We will also need the following “square” regularity property of $U_f$. Note that $W_t^\lambda$ extends to a $C^\infty$ function on $\mathbb{R}^d \times \mathbb{R}^d$ with the use of the formula

\[
W_t^\lambda(x, y) = \frac{1}{(2t)^d} \exp\left(-\frac{1}{4t}(|x|^2 + |y|^2)\right) \prod_{j=1}^d \sum_{k=0}^\infty \frac{(x_jy_j)^{2k}}{(4t)^{2k} + \lambda_j - 1/2} k! \Gamma(k + \lambda + 1/2)
\]

and hence $W_t^\lambda(\cdot, y)$ is a smooth function of $x_1^2, \ldots, x_d^2$. Clearly, this property is inherited by the function $U_f(\cdot, t)$.

Now, for a fixed $x \in \mathbb{R}^d_+$, let $X^x = (X^{1,x_1}, X^{2,x_2}, \ldots, X^{d,x_d})$ be the collection of independent processes such that for each $j = 1, \ldots, d$, the coordinate $X^{j,x_j}$ is a Bessel process of dimension $2\lambda_j + 1$, started at $x_j$. For a given positive number $T$, we introduce the associated parabolic process $F = F(x; T; f)$ by

\[
F_t = U_f(X_{2t}^x, T - t), \quad t \in [0, T].
\]

The next step is to apply Itô’s formula to $F$. We have the SPDEs $d(X^{j,x_j})_t^2 = 2X^{j,x_j}_t dB^j_t + (2\lambda_j + 1) dt$, where $B = (B^1, \ldots, B^d)$ is a Brownian motion in $\mathbb{R}^d$. Let us rewrite $F$ in the form $F_t = U_f(\sqrt{(X_{2t}^x)^2}, T - t), \ t \in [0, T]$. Then Itô’s formula, combined with \((3.1)\), yields

\[
F_t(x; T; f) = U_f(x, T) + \int_0^t \nabla_x U_f(X_{2s}^x, T - s) dB_{2s}, \quad t \in [0, T].
\]

This in particular implies that the process $F$ is a continuous-path martingale. Note that $F$ is bounded, and hence square-integrable. It follows from classical facts from stochastic analysis that the quadratic variation of $F$ equals

\[
[F, F]_t = |U_f(x, T)|^2 + 2 \int_{0+}^t |\nabla_x U_f(X_{2s}^x, T - s)|^2 ds, \quad t \in [0, T].
\]

The next step of the construction is to apply a certain transformation to $F$. Suppose that $\mathcal{A}$ is a diagonal $d \times d$ matrix with each entry in the unit ball of $\mathbb{C}$. Consider the associated transform of $F$, given by

\[
G_t = G_t(x; T; f; \mathcal{A}) = \int_{0+}^t \mathcal{A} \nabla_x U_f(X_{2s}^x, T - s) dB_{2s}, \quad t \in [0, T].
\]
Then \( G \) is a square-integrable martingale, with quadratic covariance process equal to
\[
[G, G]_t = 2 \int_{0}^{t} \left| A \nabla_x U_f(X_{2s}^x, T - s) \right|^2 ds, \quad t \in [0, T].
\]

Since the operator norm of \( A \) does not exceed 1, we see that \( G \) is differentially subordinate to \( F \): the process
\[
[F, F]_t - [G, G]_t
\]
\[
= |U_f(x, T)|^2 + 2 \int_{0}^{t} \left( \left| \nabla_x U_f(X_{2s}^x, T - s) \right|^2 - |A \nabla_x U_f(X_{2s}^x, T - s)|^2 \right) ds
\]
is nonnegative and nondecreasing. We will show now that an appropriate projection of the process \( G \) leads to a Hankel multiplier. To this end, observe that for any \( h \in L^2(\mathbb{R}^d_+, d\mu_\lambda) \) we have, by the Schwarz inequality and Fubini's theorem (and the fact that \( \mu_\lambda \) is the invariant measure for the Bessel process \( X \)),
\[
\mathbb{E} \int_{\mathbb{R}^d_+} |G_T(x; T; f; A)h(X_{2T}^x)|^2 d\mu_\lambda(x)
\]
\[
\leq \left( \int_{\mathbb{R}^d_+} \mathbb{E}|G_T(x; T; f; A)|^2 d\mu_\lambda(x) \right)^{1/2} \left( \int_{\mathbb{R}^d_+} \mathbb{E}|h(X_{2T}^x)|^2 d\mu_\lambda(x) \right)^{1/2}
\]
\[
= \left( \int_{\mathbb{R}^d_+} \mathbb{E}[G(x; T; f; A), G(x; T; f; A)]T d\mu_\lambda(x) \right)^{1/2}
\]
\[
\times \left( \mathbb{E} \int_{\mathbb{R}^d_+} |h(X_{2T}^x)|^2 d\mu_\lambda(x) \right)^{1/2}
\]
\[
\leq \left( \int_{\mathbb{R}^d_+} \mathbb{E}|F(x; T; f), F(x; T; f)|T d\mu_\lambda(x) \right)^{1/2} \|h\|_{L^2(\mathbb{R}^d_+, d\mu_\lambda)}
\]
\[
= \left( \int_{\mathbb{R}^d_+} \mathbb{E}|f_T(x; T; f)|^2 d\mu_\lambda(x) \right)^{1/2} \|h\|_{L^2(\mathbb{R}^d_+, d\mu_\lambda)}
\]
\[
= \left( \int_{\mathbb{R}^d_+} \mathbb{E}|f(X_{2T}^x)|^2 d\mu_\lambda(x) \right)^{1/2} \|h\|_{L^2(\mathbb{R}^d_+, d\mu_\lambda)} = \|f\|_{L^2(\mathbb{R}^d_+, d\mu_\lambda)} \|h\|_{L^2(\mathbb{R}^d_+, d\mu_\lambda)}.
\]

Consequently, there is a unique function \( g = S^T A f \in L^2(\mathbb{R}^d_+, d\mu_\lambda) \) defined through the bilinear form.
for \( h \in L^2(\mathbb{R}^d_+, d\mu_\lambda) \). (Informally, we can treat \( g(x) \) as the projection, or rather the “conditional expectation” \( \mathbb{E}_{\mathcal{P}}[G_T(x; T; f; \mathcal{A}) \mid X^{x}_{2T} = x] \) with respect to the product, non-probability measure \( \mathcal{P} = \mathbb{P} \otimes \mu_\lambda \).

We will prove now that \( S^{T,A} \) is a Hankel multiplier and identify the associated symbol. Using basic properties of stochastic integrals, we note that for any \( x \in \mathbb{R}^d_+ \),

\[
\mathbb{E} G_T(x; T; f; \mathcal{A}) h(X^{x}_{2T})
\]

\[
= \mathbb{E} \int_0^T \mathcal{A} \nabla_x U_f(x^{x}_{2s}, T - s) dB_{2s} \int_0^T \nabla_x U_h(x^{x}_{2s}, T - s) dB_{2s}
\]

\[
= 2 \mathbb{E} \int_0^T \langle \mathcal{A} \nabla_x U_f(x, T - s), \nabla_x U_h(x, T - s) \rangle ds
\]

\[
= 2 \int_0^T \int_{\mathbb{R}^d_+} \langle \mathcal{A} \nabla_x U_f(y, T - s), \nabla_x U_h(y, T - s) \rangle p_{2s}(x, y) dy ds
\]

\[
= 2 \int_0^T \int_{\mathbb{R}^d_+} \langle \mathcal{A} \nabla_x U_f(y, T - s), \nabla_x U_h(y, T - s) \rangle W_\lambda^s(x, y) d\mu_\lambda(y) ds,
\]

where \( p_s(x, y) = \prod_{j=1}^d p_{2^{\lambda_j+1}}(x_j, y_j) \) is the transition density of \( X^x \). Therefore, by Fubini’s theorem and the fact that \( \int_{\mathbb{R}^d_+} W_\lambda^s(x, y) d\mu_\lambda(x) = 1 \) for each \( y \), we may write

\[
\int_{\mathbb{R}^d_+} S^{T,A} f(x) h(x) d\mu_\lambda(x)
\]

\[
= 2 \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d_+} \int_0^T \langle \mathcal{A} \nabla_x U_f(y, T - s), \nabla_x U_h(y, T - s) \rangle W_\lambda^s(x, y) d\mu_\lambda(x) ds d\mu_\lambda(y)
\]

\[
= 2 \int_{\mathbb{R}^d_+} \int_0^T \langle \mathcal{A} \nabla_x U_f(y, T - s), \nabla_x U_h(y, T - s) \rangle ds d\mu_\lambda(y)
\]

\[
= 2 \int_{\mathbb{R}^d_+} \sum_{j=1}^d a_{jj} U_f(y, T - s) \delta_j^* \delta_j U_h(y, T - s) ds d\mu_\lambda(y).
\]
In the last line we have used integration by parts. Now fix \( \xi \in \mathbb{R}_+^d \) and put

\[
h(x) = \varphi_\xi^\lambda(x) = \prod_{j=1}^d (\xi_j x_j)^{-\lambda_j + 1/2} J_{\lambda_j - 1/2}(\xi_j x_j),
\]

the eigenfunction of \( \Delta^\lambda \) corresponding to the eigenvalue \(|\xi|^2\). Then

\[
U_h(x, t) = \varphi_\xi^\lambda(x) \exp(-t|\xi|^2)
\]

and hence \( \delta_j^* \delta_j U_h(x, t) = |\xi_j|^2 \varphi_\xi^\lambda(x) \exp(-t|\xi|^2) \). Plugging this in the formula above, we get

\[
\mathcal{H}^\lambda(S^{T, A} f)(\xi) = \int_{\mathbb{R}_+^d} S^{T, A} f(x) h(x) \, dx
\]

\[
= 2 \sum_{j=1}^d a_{jj} |\xi_j|^2 \int_{\mathbb{R}_+^d} \int_0^T U_f(y, T - s) \varphi_\xi^\lambda(y) \exp(-(T - s)|\xi|^2) \, ds \, d\mu_\lambda(y)
\]

\[
= 2 \sum_{j=1}^d a_{jj} |\xi_j|^2 \int_0^T \exp(-(T - s)|\xi|^2) \mathcal{H}^\lambda(U_f(\cdot, T - s)) \, ds.
\]

We have \( \mathcal{H}^\lambda(U_f(\cdot, t))(\xi) = e^{-t|\xi|^2} \mathcal{H}^\lambda f(\xi) \), which implies

\[
\mathcal{H}^\lambda(S^{T, A} f)(\xi) = 2 \sum_{j=1}^d a_{jj} |\xi_j|^2 \mathcal{H}^\lambda f(\xi) \cdot \int_{0^+}^T e^{-2(T-s)|\xi|^2} \, ds
\]

\[
= \mathcal{H}^\lambda(f)(\xi) \frac{\langle A\xi, \xi \rangle}{|\xi|^2} [1 - e^{-2T|\xi|^2}].
\]

Thus, \( S^{T, A} \) is a Hankel multiplier with symbol \( \langle A\xi, \xi \rangle |\xi|^{-2} [1 - e^{-T|\xi|^2}] \).

**4. Proofs of Theorems 1.1–1.3.** Equipped with the representation of the preceding section, we are ready for the proofs of the results announced in the introduction.

**Proof of (1.3).** By a straightforward approximation argument, it is enough to show that

\[
\int_{\mathbb{R}_+^d} |T^{a, \lambda} f|^p \, d\mu_\lambda \leq (p^* - 1)^p \int_{\mathbb{R}_+^d} |f|^p \, d\mu_\lambda
\]

for any \( f \in C_c^\infty(\mathbb{R}_+^d) \). Let \( A \) be the diagonal matrix with \( a_1, \ldots, a_d \) on the main diagonal, and let \( F, G \) be the associated martingales introduced in the preceding section. We will combine the differential subordination of these processes with Theorem 2.1. To this end, recall that \( q = p/(p-1) \) is the conjugate to \( p \) and note that for any \( h \in L^2(\mathbb{R}_+^d, d\mu_\lambda) \),
\[ \mathbb{E} \int_{\mathbb{R}^d_+} |G_T(x; T; f; A)h(X_{2T}^x)| \, d\mu(x) \]
\[ \leq \left( \int_{\mathbb{R}^d_+} \mathbb{E}|G_T(x; T; f; A)|^p \, d\mu(x) \right)^{1/p} \left( \int_{\mathbb{R}^d_+} \mathbb{E}|h(X_{2T}^x)|^q \, d\mu(x) \right)^{1/q} \]
\[ \leq (p^* - 1) \left( \int_{\mathbb{R}^d_+} \mathbb{E}|F_T(x; T; f)|^p \, d\mu(x) \right)^{1/p} \left( \int_{\mathbb{R}^d_+} \mathbb{E}|h(X_{2T}^x)|^q \, d\mu(x) \right)^{1/q} \]
\[ = (p^* - 1) \|f\|_{L^p(\mathbb{R}^d_+, d\mu)} \|h\|_{L^q(\mathbb{R}^d_+, d\mu)}, \]

by Fubini’s theorem. This, by the very definition of \( S^{T,A} \), implies
\[ (4.1) \quad \|S^{T,A} f\|_{L^p(\mathbb{R}^d_+, d\mu)} \leq (p^* - 1) \|f\|_{L^p(\mathbb{R}^d_+, d\mu)}. \]

Now, let \( T \to \infty \). Since \( \mathcal{H}^{\lambda} \) is an isometry, we see that \( S^{T,A} f \) converges in \( L^2(\mathbb{R}^d_+, d\mu) \) to the function \( S^A f \), where \( S^A \) is the Hankel multiplier with symbol \( \langle A\xi, \xi \rangle / |\xi|^2 \). Hence we can pick a sequence \( T_n \) converging to infinity such that \( S^{T_n,A} f \) converges to \( S^A f \) \( \mu_\lambda \)-almost everywhere on \( \mathbb{R}^d_+ \). So, Fatou’s lemma combined with (4.1) gives
\[ \|S^A f\|_{L^p(\mathbb{R}^d_+, d\mu)} \leq (p^* - 1) \|f\|_{L^p(\mathbb{R}^d_+, d\mu)} \]
and it remains to note that \( S^A \) coincides with \( T^{a,\lambda} \). \( \blacksquare \)

Proof of (1.5). We may and do assume that \( \|f\|_{L^1(\mathbb{R}^d_+, d\mu)} < \infty \), since otherwise there is nothing to prove. We also know that \( f \) is bounded by 1, and hence, by the Hölder inequality, \( f \in L^2(\mathbb{R}^d_+, d\mu) \). Recall the functions \( \Phi(t) = e^t - 1 - t \) and \( \Psi(t) = (t + 1) \log(t + 1) - t \); one easily checks that \( \Psi' \) and \( \Phi' \) are inverse to each other, so
\[ (4.2) \quad ab \leq \Psi(a) + \Phi(b) \]
for any nonnegative \( a \) and \( b \). Now, \( f \) is bounded by 1, so the martingale \( F(x; T; f) \) also enjoys this property. Hence, by (4.2),
\[ \left| \int_{\mathbb{R}^d_+} S^{T,A} f(x) h(x) \, d\mu(x) \right| \leq \mathbb{E} \int_{\mathbb{R}^d_+} |G_T(x; T; f; A)h(X_{2T}^x)| \, d\mu(x) \]
\[ \leq K \int_{\mathbb{R}^d_+} \Psi(|h(X_{2T}^x)|) \, d\mu(x) + K \int_{\mathbb{R}^d_+} \mathbb{E}\Phi(|G_T(x; T; f; A)|/K) \, d\mu(x) \]
\[ \leq K \int_{\mathbb{R}^d_+} \Psi(|h(X_{2T}^x)|) \, d\mu(x) + \frac{1}{2(K - 1)} \int_{\mathbb{R}^d_+} \mathbb{E}|F_T(x; T; f)| \, d\mu(x) \]
\[ = K \int_{\mathbb{R}^d_+} \Psi(|h(X_{2T}^x)|) \, d\mu(x) + \frac{1}{2(K - 1)} \|f\|_{L^1(\mathbb{R}^d_+, d\mu)}. \]
Here in the second step we have exploited the inequality (2.1), and the last identity follows from Fubini’s theorem and the fact that \( \mu_\lambda \) is the invariant measure for \( X \). Now fix a positive number \( M \) and consider the function
\[
h(x) = \frac{S^T.A f(x)}{|S^T.A f(x)|} \left( \exp\left( \frac{|S^T.A f(x)|}{K} \right) - 1 \right) \chi_{\{|S^T.A f(x)| \leq M\}},
\]
with the convention \( h(x) = 0 \) if \( S^T.A f(x) = 0 \). This function belongs to \( L^2(\mathbb{R}_d^+, d\mu_\lambda) \), since
\[
|h(x)| \leq L |S^T.A f(x)|
\]
for some constant \( L \) (here we use the presence of the characteristic function in the definition of \( h \)) and \( S^T.A f \in L^2(\mathbb{R}_d^+, d\mu_\lambda) \) (which follows from (4.1) and \( f \in L^2(\mathbb{R}_d^+, d\mu_\lambda) \)). Plugging \( h \) into the above chain of inequalities, we get
\[
\int_{\mathbb{R}_d^+} |S^T.A f(x)| \left( \exp\left( \frac{|S^T.A f(x)|}{K} \right) - 1 \right) \chi_{\{|S^T.A f(x)| \leq M\}} d\mu_\lambda(x)
\]
\[
\leq K \int_{\mathbb{R}_d^+} \left[ \exp\left( \frac{|S^T.A f(x)|}{K} \right) \left( \frac{|S^T.A f(x)|}{K} - 1 \right) + 1 \right] \chi_{\{|S^T.A f(x)| \leq M\}} d\mu_\lambda(x)
\]
\[
+ \frac{1}{2(K - 1)} \|f\|_{L^1(\mathbb{R}_d^+, d\mu_\lambda)}.
\]
This is equivalent to
\[
\int_{\mathbb{R}_d^+} \Phi\left( \frac{|S^T.A f(x)|}{K} \right) \chi_{\{|S^T.A f(x)| \leq M\}} d\mu_\lambda(x) \leq \frac{1}{2K(K - 1)} \|f\|_{L^1(\mathbb{R}_d^+, d\mu_\lambda)},
\]
so letting \( M \to \infty \) and using Fatou’s lemma gives
\[
\int_{\mathbb{R}_d^+} \Phi\left( \frac{|S^T.A f(x)|}{K} \right) d\mu_\lambda(x) \leq \frac{1}{2K(K - 1)} \|f\|_{L^1(\mathbb{R}_d^+, d\mu_\lambda)}.
\]
It remains to let \( T \to \infty \) and repeat the argument used above in the proof of the \( L^p \) estimate.

**Proof of (1.4).** We will use duality. We have
\[
\int_A |T^{a,\lambda} f(x)| d\mu_\lambda(x) = \int_{\mathbb{R}_d^+} T^{a,\lambda} f(x) \eta(x) d\mu_\lambda(x),
\]
where \( \eta(x) = \chi_A(x) T^{a,\lambda} f(x) / |T^{a,\lambda} f(x)| \) (again with the convention \( \eta(x) = 0 \) when \( T^{a,\lambda} f(x) = 0 \)). Applying the Hankel transform, we see that the last integral equals
This yields (1.6), since

\[ \frac{\langle A\xi, \xi \rangle}{|\xi|^2} \mathcal{H}^\lambda f(x) \mathcal{H}^\lambda(\eta(x)) \, d\mu_\lambda(x) = \int_{\mathbb{R}^d_+} \mathcal{H}^\lambda(T^{a,\lambda} f)(\xi) \mathcal{H}^\lambda(\eta)(\xi) \, d\mu_\lambda(x) \]



where \( A \) is the diagonal matrix with \( a_1, \ldots, a_n \) on the main diagonal, and \( \bar{a} \) stands for the conjugate sequence \( \bar{a}_1, \ldots, \bar{a}_n \). Now we exploit the inequalities (1.5) and (4.2), together with the fact that \( \eta \) is bounded by 1. As a result, we get

\[
\int_{A} |T^{a,\lambda} f(x)| \, d\mu_\lambda(x) \leq K \int_{\mathbb{R}^d_+} \Psi(|f(x)|) \, d\mu_\lambda(x) + K \int_{\mathbb{R}^d_+} \Phi\left(\frac{|T^{\bar{a},\lambda} \eta(x)|}{K}\right) \, d\mu_\lambda(x)
\]

\[
\leq K \int_{\mathbb{R}^d_+} \Psi(|f(x)|) \, d\mu_\lambda(x) + \frac{1}{2(K-1)} \|\eta\|_{L^1(\mathbb{R}^d_+, d\mu_\lambda)}
\]

\[
= K \int_{\mathbb{R}^d_+} \Psi(|f(x)|) \, d\mu_\lambda(x) + \frac{\mu_\lambda(A)}{2(K-1)},
\]

which is the desired assertion. ■

**Proof of (1.6).** Arguing as in the proof of the \( L^p \) estimate (1.3), we deduce the inequality

\[ (4.3) \quad \|T^{a,\lambda} f\|^q_{L^q(\mathbb{R}^d_+, d\mu_\lambda)} \leq K_p^q \|f\|_{L^1(\mathbb{R}^d_+, d\mu_\lambda)} \|f\|^{q-1}_{L^{\infty}(\mathbb{R}^d_+, d\mu_\lambda)} \]

from (2.2). Now, fix an arbitrary \( f \in L^p(\mathbb{R}^d_+, d\mu_\lambda) \) and a Borel set \( A \subset \mathbb{R}^d_+ \). As in the proof of (1.4), we write

\[
\int_{A} |T^{a,\lambda} f(x)| \, d\mu_\lambda(x) = \int_{\mathbb{R}^d_+} T^{a,\lambda} f(x) \eta(x) \, d\mu_\lambda(x) = \int_{\mathbb{R}^d_+} f(x) \overline{T^{\bar{a},\lambda} \eta(x)} \, d\mu_\lambda(x),
\]

where \( \eta(x) = \chi_A(x) T^{a,\lambda} f(x)/|T^{a,\lambda} f(x)| \). This implies, by Hölder’s inequality and (4.3),

\[
\int_{A} |T^{a,\lambda} f(x)| \, d\mu_\lambda(x) \leq \|f\|_{L^p(\mathbb{R}^d_+, d\mu_\lambda)} \|T^{\bar{a},\lambda} \eta\|_{L^q(\mathbb{R}^d_+, d\mu_\lambda)}
\]

\[
\leq K_p \|f\|_{L^p(\mathbb{R}^d_+, d\mu_\lambda)} \|\eta\|^{1/q}_{L^1(\mathbb{R}^d_+, d\mu_\lambda)} \|\eta\|^{1-1/q}_{L^{\infty}(\mathbb{R}^d_+, d\mu_\lambda)}
\]

\[
\leq K_p \|f\|_{L^p(\mathbb{R}^d_+, d\mu_\lambda)} \mu_\lambda(A)^{1/q}.
\]

This yields (1.6), since \( A \) was arbitrary. ■
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