An Improved Decoupling Inequality for Random Interlacements
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Abstract
In this paper we obtain a decoupling feature of the random interlacements process \( I^u \subset \mathbb{Z}^d \), at level \( u \), \( d \geq 3 \). More precisely, we show that the trace of the random interlacements process on two disjoint finite sets, \( F \) and its translated \( F + x \), can be coupled with high probability of success, when \( \|x\| \) is large, with the trace of a process of independent excursions, which we call the noodles soup process. As a consequence, we obtain an upper bound on the covariance between two \([0, 1]\)-valued functions depending on the configuration of the random interlacements on \( F \) and \( F + x \), respectively. This improves a previous bound obtained by Sznitman (Ann Math 2(171):2039–2087, 2010).
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1 Introduction and Results
Let \( d \geq 3 \) and \( K_1 \subset \mathbb{Z}^d \) be a finite set. Without loss of generality, we assume that \( 0 \in K_1 \). We consider \( K_2 = K_1 + \hat{x} \), for \( \hat{x} \in \mathbb{Z}^d \) such that \( K_1 \cap K_2 = \emptyset \), and we denote by \( \text{dist}(K_1, K_2) \) the distance between \( K_1 \) and \( K_2 \),

\[
\text{dist}(K_1, K_2) = \min\{\|x - y\| : x \in K_1, y \in K_2\},
\]
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where \( \| \cdot \| \) is the Euclidean norm. Also, we denote by \( \text{diam}(K_1) \) the diameter of \( K_1 \)
\[
\text{diam}(K_1) = \max\{\|x - y\| : x, y \in K_1\}.
\]

For a positive real number \( \rho \), we denote by \( B_\rho(y) \) the open discrete ball in \( \mathbb{Z}^d \) centered at \( y \in \mathbb{Z}^d \), of radius \( \rho \), with respect to the Euclidean norm, i.e.,
\[
B_\rho(y) = \{x \in \mathbb{Z}^d : \|x - y\| < \rho\}.
\]

For \( R = \|x - y\| / 2 \), we consider \( B_R(0) \). We assume that \( \hat{x} \) is large enough such that \( B_R(0) \) and \( B_R(0) + \hat{x} \) are disjoint and \( K_1 \subset B_R(0) \). For the sake of brevity, we denote
\[
B^1_R := B_R(0) \quad \text{and} \quad B^2_R := B_R(0) + \hat{x}.
\]

In this paper, we will show that the trace of the random interlacements (RI) process at level \( u \) on the set \( K_1 \cup K_2 \), denoted by \( I^u_{K_1 \cup K_2} \), can be coupled with high probability of success (when \( \|\hat{x}\| \) is large) with the trace on \( K_1 \cup K_2 \), denoted by \( M^u_{K_1 \cup K_2} \), of a process of independent excursions called the noodle soup (NS) process, which can be described as follows. Let \( \lambda \) be the expected number of excursions performed by the trajectories of the random interlacements, at level \( u \), between the boundary of the set \( K_1 \cup K_2 \) and the (external boundary of the set \( B^1_R \cup B^2_R \). The noodle soup process can be described as a Poisson(\( \lambda \)) number of independent excursions of simple random walk (SRW) between the boundaries of the sets \( K_1 \cup K_2 \) and \( B^1_R \cup B^2_R \), with the SRW excursions starting at points chosen accordingly to the harmonic measure on \( K_1 \cup K_2 \). This will allow us to obtain an upper bound on the total variation distance between the two processes \( I^u_{K_1 \cup K_2} \) and \( M^u_{K_1 \cup K_2} \).

We recall that the total variation distance between two probability measures \( P \) and \( \tilde{P} \) defined on the same \( \sigma \)-field \( \mathcal{F} \) is defined by
\[
d_{TV}(P, \tilde{P}) := \sup_{A \in \mathcal{F}} |P[A] - \tilde{P}[A]|.
\]

When dealing with random elements \( X \) and \( Y \), we will write (with a slight abuse of notation) \( d_{TV}(X, Y) \) to denote the total variation distance between the laws of \( X \) and \( Y \).

We can now state the following theorem, which is the main result of our paper.

**Theorem 1.1** There exist positive constants \( C_1 \) and \( C_2 \), depending only on the dimension \( d \), such that, if \( \text{dist}(K_1, K_2) \geq C_1 \text{diam}(K_1) \), then
\[
d_{TV}(I^u_{K_1 \cup K_2}, M^u_{K_1 \cup K_2}) \leq C_2 \sqrt{u} \frac{\text{cap}(K_1)^{\frac{1}{2}}}{\text{dist}(K_1, K_2)^{d-\frac{1}{2}}}.
\]

The above result allows to quantify the asymptotic dependence between the configurations of the random interlacements on the sets \( K_1 \) and \( K_2 \).

**Corollary 1.2** Suppose that we are given two functions \( f_1 : [0, 1]^{K_1} \to [0, 1] \) and \( f_2 : [0, 1]^{K_2} \to [0, 1] \) that depend only on the configuration of the random interlacements inside the sets \( K_1 \) and \( K_2 \), respectively. There exists a positive constant \( C_3 \), depending only on the dimension \( d \), such that, if \( \text{dist}(K_1, K_2) \geq C_1 \text{diam}(K_1) \),
\[
|\text{Cov}(f_1(I^u_{K_1}), f_2(I^u_{K_2}))| \leq C_3 \sqrt{u} \frac{\text{cap}(K_1)^{\frac{1}{2}}}{\text{dist}(K_1, K_2)^{d-\frac{1}{2}}}.
\]
From Eq. (2.15) of [1], we can easily obtain that, for two functions $f_1 : \{0, 1\}^{K_1} \to [0, 1]$ and $f_2 : \{0, 1\}^{K_2} \to [0, 1]$, that depend only on the configuration of the random interlacements inside the sets $K_1$ and $K_2$, respectively,

$$\left| \text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u)) \right| \leq C_4u \frac{\text{cap}(K_1)^2}{\text{dist}(K_1, K_2)^{d-2}}, \quad (2)$$

where $C_4$ is a positive constant depending only on the dimension (see also Lemma 2.1 of [2]). Thus, observe that Corollary 1.2 improves the above bound with respect to the exponent of cap$(K_1)$. For example, when $K_1 = B_r(0)$ for some $r > 1$, since cap$(K_1) \approx r^{d-2}$, (1) leads to

$$\left| \text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u)) \right| \leq C_5 \sqrt{u} \left( \frac{r^3}{\| \hat{x} \|} \right)^{d-2},$$

while (2) gives

$$\left| \text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u)) \right| \leq C_6 u \left( \frac{r^2}{\| \hat{x} \|} \right)^{d-2}.$$
2 Notations and Definitions

Throughout the text, we use small $c_1, c_2, \ldots$ to denote global constants that appear in the results, and $\gamma_1, \gamma_2, \ldots$ to denote “local constants” that appear locally in the proofs, restarting the enumeration at each new proof.

For two functions $f$ and $g$, we write $f(x) \asymp g(x)$ to denote that there exist positive constants $c'$ and $c$ depending only on the dimension $d$ such that $c' g(x) \leq f(x) \leq c g(x)$. We will also use the convention that $\sum_{i=1}^{l} = 0$ if $i < k$.

In the rest of this paper, we will denote by $V_R$ and $K$ the sets $B_1^1 \cup B_2^2$ and $K_1 \cup K_2$, respectively.

For an arbitrary set $B \subset \mathbb{Z}^d$, we denote its internal boundary by $\partial B$, which is defined by

$$\partial B = \{x \in B : \|x - y\| = 1, \text{ for some } y \in B^c\},$$

and we also consider the external boundary $\partial_e B$ of $B$, defined by

$$\partial_e B = \{x \in B^c : \|x - y\| = 1, \text{ for some } y \in B\}.$$

We now recall the general definition of the random interlacements process in $\mathbb{Z}^d$, with $d \geq 3$, introduced in [1] (see also [7] and [8]). This process can be viewed as an infinite random cloud of doubly-infinite simple random walk trajectories modulo time-shift with attached non-negative labels.

Formally, the random interlacements process is defined through a particular Poisson point process on a properly defined space. To make this more precise, we begin by considering the following spaces of trajectories in $\mathbb{Z}^d$,

$$W = \left\{ w : \mathbb{Z} \to \mathbb{Z}^d; \|w(n+1) - w(n)\| = 1 \text{ for all } n \in \mathbb{Z}, \right.\$$

and the set $\{n : w(n) = y\}$ is finite for all $y \in \mathbb{Z}^d\},$

and

$$W_+ = \left\{ w : \mathbb{N} \to \mathbb{Z}^d; \|w(n+1) - w(n)\| = 1 \text{ for all } n \in \mathbb{N}, \right.\$$

and the set $\{n : w(n) = y\}$ is finite for all $y \in \mathbb{Z}^d\},$

respectively endowed with the $\sigma$-algebras $\mathcal{W}$ and $\mathcal{W}_+$ generated by their respective canonical coordinates, $(X_n)_{n \in \mathbb{Z}}$ and $(X_n)_{n \in \mathbb{N}}$, and then we consider the quotient space

$$W^* = W / \sim, \text{ where } w \sim w' \text{ if } w(\cdot) = w'(\cdot + k) \text{ for some } k \in \mathbb{Z},$$

endowed with the $\sigma$-algebra $\mathcal{W}^*$ given by

$$\mathcal{W}^* = \left\{ U \subset W^* : (\pi^*)^{-1}(U) \in \mathcal{W} \right\},$$

where $\pi^*$ denotes the canonical projection from $W$ to $W^*$.

Additionally, for a finite set $B \subset \mathbb{Z}^d$, we also introduce the set of trajectories in $W$ that visit $B$:

$$W_B = \left\{ w \in W : X_n(w) \in B \text{ for some } n \in \mathbb{Z} \right\}.\$$

Let $\tau_B$ be the hitting time of a finite set $B \subset \mathbb{Z}^d$,

$$\tau_B(w) = \inf\{n \geq 1 : X_n(w) \in B\}, \text{ for } w \in W_+.$$
and let $H_B$ be the entrance time of $B$,

$$H_B(w) = \inf\{n \geq 0 : X_n(w) \in B\}, \text{ for } w \in W_+.$$  

For finite $B \subset \mathbb{Z}^d$, we define the equilibrium measure of $B$,

$$e_B(x) = P_x[\tau_B = \infty]1_B(x), \text{ for } x \in \mathbb{Z}^d,$$

where $P_x$ is the law of a simple random walk starting at $x$ on $(W_+, \mathcal{W}_+)$, and $1_B$ is the indicator function on the set $B$. Then the capacity of $B$ is defined as

$$\text{cap}(B) = \sum_{x \in \mathbb{Z}^d} e_B(x),$$

and the harmonic measure on $B$ is just given by $\bar{e}_B(x) = e_B(x) / \text{cap}(B)$, for $x \in \mathbb{Z}^d$.

The random interlacements process comes as a Poisson point process on $(W^* \times \mathbb{R}_+, \mathcal{W}^* \otimes \mathcal{B}(\mathbb{R}_+))$ with intensity measure $\zeta \otimes dt$, where $dt$ is the Lebesgue measure on $\mathbb{R}_+$, $\mathcal{B}(\mathbb{R}_+)$ is the Borel $\sigma$-algebra on $\mathbb{R}_+$, and $\zeta$ is the unique $\sigma$-finite measure on $(W^*, \mathcal{W}^*)$ such that

$$\zeta(\cdot \cap W^*_B) = \pi^* \circ Q_B(\cdot), \text{ for any finite set } B \subset \mathbb{Z}^d,$$

where $W^*_B = \pi^*(W_B)$ and $Q_B$ (for finite $B \subset \mathbb{Z}^d$) is the finite measure on $(W, \mathcal{W})$ such that, for $A_1, A_2 \in \mathcal{W}_+$ and $x \in \mathbb{Z}^d$,

$$Q_B[x_{-n} \geq 0 \in A_1, x_0 = x, (X_n)_{n \geq 0} \in A_2] = P_x[A_1|\tau_B = \infty]e_B(x)P_x[A_2],$$

see [1], Theorem 1.1.

To conclude the description, consider also the space of point measures

$$\Omega^* = \left\{\omega = \sum_{i \geq 1} \delta_{(w^*_i, u_i)} : w^*_i \in W^*, u_i \in \mathbb{R}_+, \text{ and } \omega(W^*_B \times [0, u]) < \infty \right\},$$

for every finite set $B \subset \mathbb{Z}^d$ and $u \geq 0$.

endowed with the $\sigma$-algebra $\mathcal{A}^*$ generated by the evaluation maps $\omega \mapsto \omega(D)$ for $D \in \mathcal{W}^* \otimes \mathcal{B}(\mathbb{R}_+)$. It is on $(\Omega^*, \mathcal{A}^*)$ that the law of the above mentioned Poisson point process is usually considered.

Finally, for $\omega \in \Omega^*$, the random interlacements at level $u$ is defined to be the (random) set

$$I^u(\omega) = \bigcup_{i : u_i \leq u} \text{Range}(w^*_i),$$

so that the trace left on a finite set $B \subset \mathbb{Z}^d$ by the random interlacements at level $u$ is just $I^u(\omega) \cap B$. For the sake of brevity, in the rest of this paper we will denote this last random set by $I^u_B$.

### 3 Constructions Using Soft Local Times

The main purpose of this section is to show how the soft local times method can be used to construct the random interlacements (restricted to $K$) and the NS processes. Besides, these constructions will be useful in Sect. 4, where we construct a coupling between both processes. We refer to [4] for a presentation of the soft local times method.
Recall that we denote by $K$ the set $K_1 \cup K_2$, and by $V_R$ the set $B^1_R \cup B^2_R$. We suppose that $\|\hat{\mathbf{x}}\| \geq 4 \text{diam}(K_1) + 3$ and we take $R = \|\hat{\mathbf{x}}\| - 1$. Observe that, with this choice of $R$, the sets $\partial_e B^1_R$ and $\partial_e B^2_R$ are disjoint and $K_1 \subset B^1_R$ (see Fig. 1 for illustration).

3.1 Construction of Random Interlacements Restricted to $K$

The random interlacements (at level $u$) restricted to some finite subset of $\mathbb{Z}^d$, say $B$, can be obtained as the trace on $B$ of a Poisson number, with parameter $u \text{ cap}(B)$, of independent simple random walk trajectories starting at the internal boundary $\partial B$. The starting sites of each such trajectory are independently chosen according to the harmonic measure on $B$.

This description will allow us to construct the random interlacements restricted to $K$ from a soup of excursions between $\partial K$ and $\partial_e V_R$.

We denote by $\mathcal{I}^u$ the random multiple set of excursions (of the trajectories of the random interlacements process at level $u$) between $\partial K$ and $\partial_e V_R$. Thus, $I^u_K$ will be the trace left on $K$ by the elements of $\mathcal{I}^u$. Next we present a method to construct $\mathcal{I}^u$, in the same spirit as [9].

First, we introduce the set of simple random walk excursions between $\partial K$ and $\partial_e V_R$,

$$
\Sigma = \left\{ z = (x_0, x_1, \ldots, x_n) : n < \infty, \ |x_{i-1} - x_i| = 1, i = 1, 2, \ldots, n, \right. \\
\left. x_0 \in \partial K, \text{ and } x_j \in \partial_e V_R \text{ only for } j = n \right\}.
$$

That is, $\Sigma$ is the set of finite nearest neighbour paths on $\mathbb{Z}^d$, starting at $\partial K_1$ or $\partial K_2$ and ending at their first visit to $\partial_e B^1_R$ or $\partial_e B^2_R$. Note that $\partial_e V_R$ separates the sets $K_1$ and $K_2$, in the sense that any trajectory that goes from one of them to the other must cross $\partial_e V_R$.

Observe that, in the interlacements process restricted to $K$, each one of the simple random walk trajectories starting at $\partial K$ will visit $\partial_e V_R$ at a finite time, thus performing an excursion (which belongs to $\Sigma$), and from this moment it can return to one of the sets $K_1$ or $K_2$ and then perform another excursion, or it can never return to them. Moreover, any trajectory makes only a finite number of such excursions (see Figure 1).
Now, we consider the infimum of the probabilities of escaping the set $K$, starting at $\partial e V_R$, namely

$$q = q(R, \text{cap}(K)) := \inf_{y \in \partial e V_R} P_y[\tau_K = \infty].$$

Then we consider $N_1$ and $N_2$, independent Poisson random variables with parameters respectively equal to

$$(1 - q)u \text{cap}(K) \quad \text{and} \quad qu \text{cap}(K).$$

One way to construct the excursions performed by the simple random walks of the random interlacements process between $\partial K$ and $\partial e V_R$ is through the technique of soft local times, recently introduced in [4] (see also [10]).

For our purposes in this paper, we will use the soft local times to construct $\mathcal{I}_u$ in a slightly different way compared to the original approach of [4], by obtaining first $N_1$ “possibly returning” trajectories and then $N_2$ “non-returning” trajectories of the random interlacements process.

We consider a Poisson point process $\eta = \sum_{\lambda \in \Lambda} \delta_{(z_\lambda, t_\lambda)}$ on $\Sigma \times \mathbb{R}^+$ (here $\Lambda$ is a countable set) with intensity measure given by $\mu \otimes dt$, where $dt$ is the Lebesgue measure on $\mathbb{R}^+$ and $\mu$ is the measure on $\Sigma$ defined by

$$\mu(\mathcal{Y}) = \sum_{x \in \partial K} \tilde{e}_K(x) P_x[(X_0, X_1, \ldots, X_{H_{\partial e V_R}}) \in \mathcal{Y}], \quad \text{for } \mathcal{Y} \in \mathcal{S},$$

with $\mathcal{S}$ being the $\sigma$-algebra generated by the canonical coordinates.

Before proceeding, we need to introduce more notations. Let us define the map $S_0$ from the space of excursions to the boundary of the set $K$, $S_0 : \Sigma \to \partial K$, which selects the starting point of each excursion,

$$S_0(z) = x_0, \quad \text{for } z = (x_0, x_1, \ldots, x_n) \in \Sigma,$$

and also the map $S_f$ from the space of excursions to the external boundary of the balls $B_R^1$ and $B_R^2$, $S_f : \Sigma \to \partial e V_R$, which selects the last point of each excursion,

$$S_f(z) = x_n, \quad \text{for } z = (x_0, x_1, \ldots, x_n) \in \Sigma.$$

Further, we define

$$p_{S_f(z)} := P_{S_f(z)}[\tau_K = \infty],$$

for any excursion $z \in \Sigma$.

We start with the construction of the excursions of the first $N_1$ trajectories of the random interlacements process. For that, we consider a family $(\xi_1)_{\ell \geq 1}$ of independent $[0, 1]$-uniformly distributed random variables, which is also independent of all the other random elements. Then, using the point process $\eta$ described above and $N_1$, we proceed with the soft local times scheme as follows.

For the construction of the successive excursions of the first random walk trajectory, we start constructing its first excursion, which we call $z_1$, by defining

$$\xi_1 = \inf \left\{ \ell \geq 0 : \text{there exists } \lambda \text{ such that } \ell \geq t_{\lambda} \right\},$$

$$G^3_1(z) = \xi_1,$$

and $(z_1, t_1)$ to be the unique pair $(z_\lambda, t_\lambda)$ satisfying $G^3_1(z_\lambda) = t_\lambda$. 
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Then, once we have obtained the first excursion $z_1$ of the first trajectory, we decide whether the same trajectory will perform another excursion or not. For that, we consider the family $(\zeta_i)_{i \geq 1}$ and we use the following criterion:

- If $\zeta_1 \leq (p_{S_f(z_1)} - q) / (1 - q)$, which is equivalent to a uniform r.v. in $[q, 1]$ be smaller than $p_{S_f(z_1)}$, then we stop the construction of the excursions of this trajectory, and we proceed with the construction of the second trajectory (we interpret this situation by saying that this is a non-returning trajectory, which therefore makes only its first excursion and then escapes to infinity).
- Otherwise, we keep constructing the subsequent excursions of the same trajectory, as we describe below.

Define the transition density $g$ (with respect to the measure $\mu$)

$$g(z, z') = \frac{P_{S_f}(X_{\tau_k} = S_0(z') | \tau_k < \infty)}{\mathbb{E}_k(S_0(z'))},$$  \hspace{1cm} (3)

and for $n = 2, 3, \ldots$, define

$$\xi_n = \inf \left\{ \ell \geq 0 : \text{there exists } (z_\lambda, t_\lambda) \notin \{(z_k, t_k)\}_{k=1}^{n-1} \text{ such that} \right.$$

$$G_{n-1}^3(z_\lambda) + \ell g(z_{n-1}, z_\lambda) \geq t_\lambda \left. \right\},$$

$$G_n^3(z) = G_{n-1}^3(z) + \xi_n g(z_{n-1}, z),$$

and $(z_n, t_n)$ to be the unique pair $(z_\lambda, t_\lambda)$ out of the set $\{(z_k, t_k)\}_{k=1}^{n-1}$ satisfying $G_n^3(z_\lambda) = t_\lambda$.

For each value of $n$, at the end of the corresponding step we obtain the $n$-th excursion $z_n$ of the first trajectory, and we decide whether the trajectory will perform another excursion or not analogously to the first step, but now with a slightly different criterion involving the corresponding uniform random variable:

- If $\xi_n \leq p_{S_f(z_n)}$, then we stop the construction of the excursions of this trajectory, and we proceed to the construction of the second trajectory.
- Otherwise, we keep constructing the subsequent excursions of the same trajectory, iteratively in $n$.

Thus, we will conclude the construction of the first trajectory at the random time

$$T_1 = \inf\{n \geq 1 : \xi_n \leq \kappa_n\},$$

where

$$\kappa_1 = \frac{p_{S_f(z_1)} - q}{1 - q},$$

and $\kappa_n = p_{S_f(z_n)}$, for $n = 2, 3, \ldots, T_1$,

and at this moment we obtain the accumulated soft local time corresponding to this first trajectory,

$$G_{T_1}^3(z) = \sum_{j=1}^{T_1} \xi_j g(z_{j-1}, z),$$

for $z \in \Sigma$, with the convention that $g(z_0, z) = 1$.

Then we proceed with the construction of the remaining $N_1 - 1$ trajectories, just as we would do in the original soft local times procedure, using the same point process $\eta$.  
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but now imitating the above described iterative scheme to construct the excursions of each remaining trajectory. That is, we begin with the density $\mathbb{I}_\Sigma$ for the construction of the first excursion of a new trajectory and then we continue with the transition density $g$ for the construction of the next excursions, implementing the comparisons involving the uniform random variables $(\xi_i)_{i \geq 1}$ to decide when to finish the construction of each trajectory. More precisely, when dealing with the the $j$-th trajectory ($j \geq 2$), we use the random variables $\xi_k$ with

$$k = \Theta_{j-1} + 1, \Theta_{j-1} + 2, \ldots, \Theta_j, \text{ where } \Theta_j = \sum_{i=1}^{j \wedge N_1} T_i, \tag{4}$$

(using the convention that $\Theta_1 = T_1$) to decide when to finish the construction of this trajectory. This procedure generates the corresponding families $(\xi_k)_k, (G^2_k(\cdot))_k$ and $(z_k)_k$ for the values of $k$ as in (4), and lasts the corresponding random time

$$T_j = \inf \left\{ n \geq 1 : \xi_{\Theta_{j-1}+n} \leq \kappa_{\Theta_{j-1}+n} \right\},$$

where

$$\kappa_{\Theta_{j-1}+1} = \frac{p_{S_f(z_{\Theta_{j-1}+1})} - q}{1 - q},$$

and $\kappa_n = p_{S_f(z_n)}$, for $n = \Theta_{j-1} + 2, \Theta_{j-1} + 3, \ldots, \Theta_j$.

At the end of this procedure, we obtain the excursions of the first $N_1$ trajectories of the random interlacements at level $u$, $(z_k : 1 \leq k \leq \Theta_{N_1})$, and we also obtain the accumulated soft local time up to the $N_1$-th trajectory, that is, the accumulated soft local time corresponding to the possibly returning excursions,

$$G^3_{\Theta_{N_1}}(z) = \sum_{k=1}^{\Theta_{N_1}} \xi_k \tilde{g}(z_{k-1}, z), \text{ for } z \in \Sigma,$$

with the convention that $\Theta_0 = 0$ and

$$\tilde{g}(z_{k-1}, z) = \begin{cases} 1 & \text{for } k-1 = \Theta_j, j = 0, 1, 2, \ldots, N_1 - 1, \\ g(z_{k-1}, z) & \text{otherwise}. \end{cases}$$

Observe that, since the transition density $g(\cdot, z)$ depends on $z$ only through its initial point, the same happens to the accumulated soft local time $G^3_{\Theta_{N_1}}(z)$. Also, note that the random variables $(T_j)_{j \geq 1}$ are all independent and identically distributed.

Finally, we complete $\mathcal{J}^u$ by obtaining the remaining non-returning trajectories. We use $N_2$ and the points of the Poisson point process $\eta$ left above the curve $G^3_{\Theta_{N_1}}$ after the previously described construction. Then, for $n = \Theta_{N_1} + j, j = 1, 2, \ldots, N_2$, define

$$\xi_n = \inf \left\{ \ell \geq 0 : \exists (z_{\lambda}, t_{\lambda}) \notin \{ (z_k, t_k) \}_{k=1}^{n-1} \text{ such that } G^3_{n-1}(z_{\lambda}) + \ell \geq t_{\lambda} \right\},$$

$$G^3_n(z) = G^3_{n-1}(z) + \xi_n,$$

and $(z_n, t_n)$ to be the unique pair $(z_{\lambda}, t_{\lambda})$ out of the set $\{(z_k, t_k)\}_{k=1}^{n-1}$ satisfying $G^3_n(z_{\lambda}) = t_{\lambda}$. Thus, introducing $\mathcal{N} := \Theta_{N_1} + N_2$, at the end of these iterations we obtain the accumulated soft local time $G^3_{\mathcal{N}}$ corresponding to the process $\mathcal{J}^u$. 
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\[ G_N^J(z) = G_{\Theta t_1}^J(z) + \sum_{k=\Theta t_1+1}^N \xi_k, \]

for \( z \in \Sigma \).

In Sect. 4 we present a slightly different construction using the soft local times, in order to couple \( J^\mu \) with the noodle soup process which we describe in the next section.

### 3.2 Definition and Construction of the NS Process

Let us now describe the noodle soup process, at level \( u \), which will be denoted by \( \mathcal{M}^u \).

First, recall the random variables \( N_1, N_2, \{ T_j \}_{j=1}^{N_1}, \Theta N_1 \) and \( N \) from the last section. From the construction of that section, for each \( j \in \{1, 2, \ldots, N_1\} \), observe that the random quantity \( T_j \) represents the (random) number of excursions that is performed by the \( j \)-th trajectory, so that the total number of excursions performed by all the possibly returning trajectories in that construction is just \( \Theta N_1 \).

Next, consider a family \((E_j)_{j \geq 1}\), of independent simple random walk excursions in \( \Sigma \), each excursion starting according to the harmonic measure \( \tilde{\eta}_K(\cdot) \), and then running up to its first visit to the separating set \( \partial \mathcal{N}_R \). Also, consider a Poisson random variable \( N^{\prime} \), independent of \((E_j)_{j \geq 1}\), with the same mean as \( N \). The NS process \( \mathcal{M}^u \) is simply defined as the multiple set of excursions \( E_1, E_2, \ldots, E_{N^{\prime}} \), and we denote by \( \mathcal{M}^u_k \) the trace left on \( K \) by the excursions of \( \mathcal{M}^u \).

Thus, by definition, the process \( \mathcal{M}^u \) has the same expected number of random walk excursions as in \( J^u \), but in \( \mathcal{M}^u \) all the excursions are completely independent, unlike what happens in \( J^u \), which has a “portion” of dependent excursions.

Before ending this section, we just remark that it is possible to apply the soft local times technique to construct \( \mathcal{M}^u \), as we briefly describe now. We use \( N^{\prime} \) and the Poisson point process \( \pi = \sum_{\lambda \in \Lambda} \delta_{(z_{\lambda}, t_{\lambda})} \) on \( \Sigma \times \mathbb{R}_+ \) with intensity measure given by \( \mu \otimes dt \), introduced in the last section. Define \( G_0^\pi(\cdot) \equiv 0 \), and for \( n = 1, 2, \ldots, N^{\prime} \),

\[ \xi_n' = \inf \left\{ \ell \geq 0 : \exists (z_{\lambda}, t_{\lambda}) \not\in \{ (z_k, t_k) \}_{k=1}^{n-1} \text{ such that } G_{n-1}^\pi(z_{\lambda}) + \ell \geq t_k \right\}, \]

\[ G_n^\pi(z) = G_{n-1}^\pi(z) + \xi_n', \]

and \((z_n, t_n)\) to be the unique pair \((z_{\lambda}, t_{\lambda})\) out of the set \( \{ (z_k, t_k) \}_{k=1}^{n-1} \) satisfying \( G_n^\pi(z_{\lambda}) = t_k \). In this way we obtain the accumulated soft local time \( G_{N^{\prime}}^\pi \), corresponding to the process \( \mathcal{M}^u \), namely

\[ G_{N^{\prime}}^\pi(z) = \sum_{k=1}^{N^{\prime}} \xi_k', \]

for \( z \in \Sigma \).

### 4 Coupling Between RI and NS Processes

In this section we present the construction of a coupling between \( J^u \) and \( \mathcal{M}^u \), using the soft local times technique. This coupling is inspired from the one described in [9], Sect. 4.

We will construct two copies of the Poisson point process \( \pi \) on \( \Sigma \times \mathbb{R}_+ \) with intensity \( \mu \otimes dt \), which we call \( \pi^\mu \) and \( \pi^{\mathcal{M}^u} \). These copies will be such that the construction of
Sect. 3.1 applied to \( \eta^u \) and the construction of Sect. 3.2 applied to \( \eta^{\mathcal{M}u} \) will give high probability of successful coupling between \( \mathcal{M}u \) and \( u \), when \( ||\hat{x}|| \) is large.

At this point observe that, differently of what happens in [9], where we have two processes of the same size \( n \in \mathbb{N} \), here we have two processes \( (u^\mathcal{M} \text{ and } \mathcal{M}u) \) with random cardinalities \( (\mathcal{N} \text{ and } \mathcal{N}^\prime, \text{ respectively}) \) which have different laws. Hence, in a first step we will couple this random cardinalities (see (12)), and then we will use a “resampling” technique (like in [9]) to complete the construction of the coupling between \( u^\mathcal{M} \) and \( \mathcal{M}u \) (see Fig. 2).

Fix once for all an enumeration of the sites of \( \partial K \). This will allow us to consider vectors of the form \( (z_j)_{j \in \partial^1 K} \) without any ambiguity. Also, suppose that on some probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), we are given the following independent random elements:

- \( N_1, N_1^\prime \text{ and } N_{2,2}, \) independent Poisson r.v. with respective parameters \((1 - q)u \text{ cap}(K), \mathbb{E}[\Theta_{N_1}] \text{ and } \frac{q}{2}u \text{ cap}(K); \)
- a sequence \((\zeta_i)_{i \geq 1}\) of independent Uniform\((0,1)\) r.v.;
- a Poisson point process \( \eta \) on \( \Sigma \times \mathbb{R}_+ \) with intensity \( \mu \otimes dt; \)

The random elements \( N_1, (\zeta_i)_{i \geq 1} \text{ and } \eta \) will have the same role as in Sect. 3.1 for the construction of \( u^\mathcal{M} \) and \( N_1^\prime, N_{2,2} \) will be used as part of the number of excursions of \( \mathcal{M}u \).

Further up, some other random elements will be defined, and we assume that \( (\Omega, \mathcal{F}, \mathbb{P}) \) is large enough to support all the random elements to be defined in this section.

We start with the construction of \( \eta^{\mathcal{M}u} \). For that, we use the random variables \((\zeta_i)_{j \geq 1,} N_1 \text{ and } \) the Poisson point process \( \eta \) to construct the first portion of excursions of \( u^\mathcal{M} \) through the soft local times procedure exactly as described in Sect. 3.1. This step will produce \( \Theta_{N_1} \text{ excursions, } \)

The random elements \( (\zeta_i)_{i \geq 1} \text{ and } \eta \) below \( G_{\Theta_{N_1}}^\mathcal{M}, \) on \( \Sigma \). In this way, we obtain the soft local times curves \( G_i^\mathcal{M}, 1 \leq i \leq \Theta_{N_1}, \) together with the sequences \( \xi_1, \xi_2, \ldots, \xi_{\Theta_{N_1}} \text{ and } z_1, z_2, \ldots, z_{\Theta_{N_1}}. \)

Now, we continue with the construction of the coupling between the number of excursions of \( u^\mathcal{M} \) and \( \mathcal{M}u \). One difficulty arises here since the random variable \( \Theta_{N_1} \) depends on some excursions of \( u^\mathcal{M} \). To cope with this problem, we proceed as follows. Consider the random variables \((\hat{X}_k)_{k \in \mathbb{Z}}\text{ and } (\hat{Y}_k)_{k \in \mathbb{Z}}\) such that \((\hat{X}_k)_{k \in \mathbb{Z}}, (\hat{Y}_k)_{k \in \mathbb{Z}}\) is independent of all the other random elements already introduced. The elements composing each family are all independent Poisson random variables with parameter \( \frac{q}{2}u \text{ cap}(K) \) and, for each \( k \in \mathbb{Z}, \hat{Y}_k \text{ and } k + \hat{X}_k \) are maximally coupled. Then we define the random variables \( N_{2,1} \text{ and } N_{2,1}^\prime \) such that, for all \( k \in \mathbb{Z}, \)

\[
N_{2,1} = \hat{X}_k \text{ and } N_{2,1}^\prime = \hat{Y}_k
\]

on the event \( \{\Theta_{N_1} - N_{1}^\prime = k\} \). Note that \((\Theta_{N_1}, N_1), N_{2,1} \text{ and } N_{2,2} \) are independent and \(N_{2,1} \text{ and } N_{2,2} \) have the same law as \( N_2 \) from Sect. 3.1. We will use \( \Theta_{N_1} + N_{2,1} \text{ and } N_{2,2} \) as the number of excursions for \( u^\mathcal{M} \). Also, observe that \(N_1^\prime, N_{1}^\prime \text{ and } N_{2,2} \) are independent and \(N_{1}^\prime \text{ and } N_{2,2} \) have the same law as \( \mathcal{N}^\prime \) from Sect. 3.2. We will use \( N_1^\prime + N_{1}^\prime + N_{2,2} \) as the number of excursions for \( \mathcal{M}u \).

Next, we use the Poisson point process \( \eta \) to complete the construction of \( u^\mathcal{M} \), again as described in Sect. 3.1, but now using \( N_{2,1} \text{ and } N_{2,2} \) instead of \( N_2 \). In this way, we obtain the soft local times curves \( G_i^\mathcal{M}, \Theta_{N_1} + 1 \leq i \leq \Theta_{N_1} + N_{2,1} + N_{2,2} \) together with the sequences \( \xi_{\Theta_{N_1} + 1}, \xi_{\Theta_{N_1} + 2}, \ldots, \xi_{\Theta_{N_1} + N_{2,1} + N_{2,2}} \text{ and } z_{\Theta_{N_1} + 1}, z_{\Theta_{N_1} + 2}, \ldots, z_{\Theta_{N_1} + N_{2,1} + N_{2,2}}. \)

Then, we use a “resampling” scheme: we first “erase” all marks of the point process \( \eta \) that are on the curves \( G_i^\mathcal{M}, \Theta_{N_1} + N_{2,1} + 1, \ldots, G_i^\mathcal{M}, \Theta_{N_1} + N_{2,1} + N_{2,2} \), and then reconstruct the process in the following way. Consider the random element

\( \square \) Springer
Fig. 2 Construction of the coupling
and introduce the random vector $Y := (Y_1, \ldots, Y_{N,2})$ such that, under $\mathbb{P}[\cdot \mid W = w]$, for $w \in \{N_{2,2} \geq 1\}$, its coordinates are independent simple random walk excursions (of the space $\Sigma$) with initial law given by the harmonic measure $\tilde{e}_K$. We use the random variables $\xi_{\Theta_{N_1+N,2,1}+1}, \xi_{\Theta_{N_1+N,2,1}+2}, \ldots, \xi_{\Theta_{N_1+N,2,1}+N_{2,2}}$ and the vector $Y$ to reconstruct $\eta$ from $G_{\Theta_{N_1+N,2,1}+1}^3$ to $G_{\Theta_{N_1+N,2,1}+N_{2,2}}^3$, by placing the marks

\[
(Y_1, G_{\Theta_{N_1+N,2,1}+1}^3(Y_1)), (Y_2, G_{\Theta_{N_1+N,2,1}+2}^3(Y_2)), \ldots, (Y_{N_{2,2}}, G_{\Theta_{N_1+N,2,1}+N_{2,2}}^3(Y_{N_{2,2}})),
\]

on the curves $G_{\Theta_{N_1+N,2,1}+1}^3, \ldots, G_{\Theta_{N_1+N,2,1}+N_{2,2}}^3$ (see Figure 2). Observe that this step is immaterial if $N_{2,2}$ is equal to zero. Hence, $\eta^{\operatorname{mr}}$ is the point process obtained using this resampling procedure.

Now, let us continue with the construction of $\eta^{\operatorname{mr}}$. For that, we introduce the random variable

$$
\Xi_{2,2} := \sum_{j=\Theta_{N_1+N,2,1}+1}^{\Theta_{N_1+N,2,1}+N_{2,2}} \xi_j,
$$

and the random function

$$
G_{N\cdot}^\prime(z) = \inf_{z' \in \Sigma} G_{\Theta_{N_1+N,2,1}}^3(z') + \Xi_{2,2}, \text{ for } z \in \Sigma.
$$

Given $G_{\Theta_{N_1+N,2,1}}^3$ and $G_{N\cdot}^\prime$, we also consider the conditional probability law $\Psi$ such that, for $z \in \Sigma$,

$$
\Psi(z) = \frac{G_{N\cdot}^\prime(z) - G_{\Theta_{N_1+N,2,1}}^3(z)}{\int_{\Sigma} (G_{N\cdot}^\prime(z) - G_{\Theta_{N_1+N,2,1}}^3(z)) \mu(dz)},
$$

if the denominator of the last expression is positive, and $\Psi(z) = \mathbb{1}_\Sigma(z)$ otherwise. Anticipating on what is coming, the law $\Psi \mu$ will be used to sample the first coordinates of the $N_{2,2} - 1$ marks of $\eta^{\operatorname{mr}}$ in the open set of $\Sigma \times \mathbb{R}_+$ delimited by $G_{\Theta_{N_1+N,2,1}}^3$ and $G_{N\cdot}^\prime$.

We first construct the marks of $\eta^{\operatorname{mr}}$ below $G_{N\cdot}^\prime$. For this, consider the random vector $Y' := (Y_1', \ldots, Y_{N_{2,2}}')$ and the random element $Y'' := \{(Y_1''(z), \ldots, Y_{N_{2,2}}''(z))\}_{z \in \Sigma}$ such that, under $\mathbb{P}[\cdot \mid W = w]$, for $w \in \{N_{2,2} \geq 1\}$, $Y'$ and $Y''$ are independent and

- $Y_{N_{2,2}}'$ has law $\frac{\mathbb{1}_{\{G_{N\cdot}^\prime > G_{\Theta_{N_1+N,2,1}}^3\}} d\mu}{\mu[\{G_{N\cdot}^\prime > G_{\Theta_{N_1+N,2,1}}^3\}]}$ if $\mu[\{G_{N\cdot}^\prime > G_{\Theta_{N_1+N,2,1}}^3\}] > 0$, and $\mu$ otherwise.
- Also, $Y_{N_{2,2}}'$ is maximally coupled with $Y_{N_{2,2}}$;
- $(Y_1', \ldots, Y_{N_{2,2}-1}')$ has its coordinates being independent with law $\Psi \mu$, and the random elements $\left(\sum_{i=1}^{N_{2,2}-1} \delta_x(Y_i')\right)_{x \in \Sigma}$ and $\left(\sum_{i=1}^{N_{2,2}-1} \delta_x(Y_i)\right)_{x \in \Sigma}$ are maximally coupled;
- the elements $(Y_1''(z))_{z \in \Sigma}, \ldots, (Y_{N_{2,2}}''(z))_{z \in \Sigma}$ are i.i.d.;
- $(Y_1''(z))_{z \in \Sigma}$ is a family of independent random variables and, for $z \in \Sigma$, $Y_1''(z)$ has law $U(0, G_{N\cdot}^\prime(z) - G_{\Theta_{N_1+N,2,1}}^3(z))$ if $\Psi(z) > 0$, and law $U(0, 1)$ if $\Psi(z) = 0$. 
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We construct the marks of the point process $\eta^{\Omega}_m$ below $G'_{\mathcal{N}}$, using $Y'$ and $Y''$ in the following way: we keep the marks obtained below $G^3_{\Theta_{N_1} + N_2}$ and we use the law $\Psi d\mu$ to complete the process until $G'_{\mathcal{N}}$. For this, we adopt a resampling scheme as before. We first erase all the marks of the point process $\eta$ that are (strictly) above $G^3_{\Theta_{N_1} + N_2}$, then we resample the part of the process $\eta$ up to $G'_{\mathcal{N}}$, using the marks:

\[
\left( Y'_1, G^3_{\Theta_{N_1} + N_2} \left(Y'_1 \right) + Y''_{1}(Y''_{1}) \right), \ldots, \\
\left( Y'_j, G^3_{\Theta_{N_1} + N_2} \left(Y'_j \right) + Y''_{j}(Y''_{j}) \right), \ldots, \\
\left( Y'_{N_2-1}, G^3_{\Theta_{N_1} + N_2} \left(Y'_{N_2-1} \right) + Y''_{N_2-1}(Y''_{N_2-1}) \right), \left( Y'_{N_2}, G'_{\mathcal{N}} \left(Y'_{N_2} \right) \right)
\]

(see Fig. 2).

Then, to complete the marks of $\eta^{\Omega}_m$ above $G'_{\mathcal{N}}$, we “glue” a copy of $\eta$, independent of everything, above $G'_{\mathcal{N}} \lor G^3_{\Theta_{N_1} + N_2}$.

Finally, we construct the process $\Omega$ using the soft local times technique exactly as described in Sect. 3.2, but now using the quantity $N_1' + N_2 + N_2$, instead of $N''$, and the Poisson point process $\eta^{\Omega}_m$ instead of $\eta$.

Let us denote by $\Pi \left(G^3_{\Theta_{N_1} + N_2} \right)$ and $\Pi \left(G^{\Omega}_{N_1' + N_2'} \right)$ the multiple sets formed by the projections on $\Sigma$ of the marks of $\eta^{\Omega}_m$ below the curve $G^3_{\Theta_{N_1} + N_2}$ and of $\eta^{\Omega}_m$ below $G^{\Omega}_{N_1' + N_2'}$, respectively.

We have the following

**Proposition 4.1** We have that $\eta^{\Omega}_m \overset{\text{law}}{=} \eta^{\Omega}_m \overset{\text{law}}{=} \eta$. Furthermore, it holds that $\Pi \left(G^3_{\Theta_{N_1} + N_2} \right) \overset{\text{law}}{=} \mathcal{I}^0$ and $\Pi \left(G^{\Omega}_{N_1' + N_2'} \right) \overset{\text{law}}{=} \Omega$ (where \overset{\text{law}}{=} stands for equality in law).

**Proof** The proof follows from elementary properties of Poisson point processes and the fact that, by construction, $\Theta_{N_1}$ and $N_2$ are independent, and also that $\eta^{\Omega}_m$ is independent of the sum $N'_1 + N'_2 + N_2$. Indeed, for all nonnegative integers $k$ and $\ell$,

\[
\mathbb{P} \left[ \Theta_{N_1} = k, N_2 = \ell \right] = \sum_{m=0}^{\infty} \mathbb{P} \left[ \Theta_{N_1} = k, N_2 = \ell, N'_1 = m \right] = \sum_{m=0}^{\infty} \mathbb{P} \left[ \Theta_{N_1} = k - m, N_2 = \ell, N'_1 = m \right] = \sum_{m=0}^{\infty} \mathbb{P} \left[ \Theta_{N_1} = k - m, N'_1 = m \right] \mathbb{P} \left[ \tilde{X}_{k-m} = \ell \right] = \mathbb{P} \left[ N_2 = \ell \right] \sum_{m=0}^{\infty} \mathbb{P} \left[ \Theta_{N_1} = k - m, N'_1 = m \right] = \mathbb{P} \left[ N_2 = \ell \right] \mathbb{P} \left[ \Theta_{N_1} = k \right].
\]
Then, observe that to check that \( \eta_{\mathcal{M}^u} \) is independent of the sum \( N_1' + N_{2,1}' + N_{2,2}' \), it is enough to check that \( \Theta_{N_1}, N_1' \) and \( N_{2,1}' \) are independent. For all nonnegative integers \( k, \ell \) and \( m \), we have

\[
\mathbb{P}[\Theta_{N_1} = k, N_{2,1}' = \ell, N_1' = m] = \mathbb{P}[\Theta_{N_1} - N_1' = k - m, N_{2,1}' = \ell, N_1' = m] = \mathbb{P}[\Theta_{N_1} - N_1' = k - m, \tilde{Y}_{k-m} = \ell, N_1' = m] = \mathbb{P}[\Theta_{N_1} - N_1' = k - m, N_1' = m] \mathbb{P}[\tilde{Y}_{k-m} = \ell] = \mathbb{P}[N_{2,1}' = \ell] \mathbb{P}[\Theta_{N_1} = k] \mathbb{P}[N_1' = m].
\]

\[\square\]

Consequently, we obtain a coupling between \( \mathcal{M}^u \) and \( \mathcal{M}^u \) (and therefore between \( \mathcal{T}_K^u \) and \( \mathcal{M}_K^u \)). We will denote by \( \Upsilon \) the coupling event associated to this coupling (that is, \( \Upsilon = \{ \mathcal{M}^u = \mathcal{M}^u \} \)). In Sect. 6, we will obtain an upper bound for \( \mathbb{P}[\Upsilon^c] \).

### 5 Toolbox

In this section, we will prove some auxiliary results that will be needed to prove Theorem 1.1.

Recall that we assume \( \|\hat{x}\| \geq 4 \text{diam}(K_1) + 3 \), and we take \( R = \frac{\|\hat{x}\|-1}{2} \), so that \( R \geq 2 \text{diam}(K_1) + 1 \). Furthermore, let \( \delta = \frac{\text{diam}(K_1) \lor 1}{R} \), and recall that \( q = \inf_{y \in \partial_v V_R} P_y[\tau_K = \infty] \).

**Lemma 5.1** There exist \( c_1 > 0 \) and \( 0 < \delta_1 \leq \frac{1}{2} \), depending only on the dimension \( d \), such that, for \( \delta \leq \delta_1 \), we have

\[
q \geq 1 - c_1 \frac{\text{cap}(K_1)}{R^{d-2}} \geq \frac{1}{2}.
\]

**Proof** Consider \( y \in \partial_v V_R \). By Proposition 6.5.1 of [11], since \( R \geq 2 \text{diam}(K_1) \), we obtain that

\[
P_y[\tau_{K_1} < \infty] \approx \frac{\text{cap}(K_1)}{\|y\|^{d-2}}.
\]

(6)

Now observe that

\[
P_y[\tau_K = \infty] \geq 1 - P_y[\tau_{K_1} < \infty] - P_y[\tau_{K_2} < \infty].
\]

(7)

From (6), since \( \|y\| \geq R \), we deduce that there exists a constant \( \gamma_1 > 0 \) depending only on \( d \) such that

\[
P_y[\tau_{K_1} < \infty] \leq \gamma_1 \frac{\text{cap}(K_1)}{R^{d-2}} .
\]

The same bound can be obtained for the term \( P_y[\tau_{K_2} < \infty] \). Plugging these two bounds into (7), we obtain that

\[
\inf_{y \in \partial_v V_R} P_y[\tau_K = \infty] \geq 1 - 2\gamma_1 \frac{\text{cap}(K_1)}{R^{d-2}}.
\]

Now, since \( K_1 \subseteq B_{\text{diam}(K_1) + 1}(0) \) we have \( \text{cap}(K_1) \leq \text{cap}(B_{\text{diam}(K_1) + 1}(0)) \), and by Proposition 6.5.2 of [11], \( \text{cap}(B_{\text{diam}(K_1) + 1}(0)) \leq \gamma_2 (\text{diam}(K_1) + 1)^{d-2} \), where \( \gamma_2 > 0 \)
depends only on $d$. Finally, we deduce that there exists $0 < \delta_1 \leq \frac{1}{2}$ depending only on $d$ such that
\[
\inf_{y \in \partial e \mathcal{V}_R} P_y [\tau_\mathcal{K} = \infty] \geq 1 - 2y_1 y_2 \delta^{d-2} \geq \frac{1}{2}
\]
for $\delta \leq \delta_1$. This concludes the proof of the lemma.

**Lemma 5.2** Consider $\delta_1$ from Lemma 5.1. Suppose that $\delta \leq \delta_1$. In this case we have, for any $y \in \partial \mathcal{K}$,
\[
\tilde{e}_\mathcal{K}(y) \geq \frac{1}{4} \tilde{e}_{\mathcal{K}_1}(y).
\]
The result is also true when $\tilde{e}_{\mathcal{K}_1}(y)$ is replaced by $\tilde{e}_{\mathcal{K}_2}(y)$.

**Proof** We prove the first assertion only, that is, the one involving $\tilde{e}_{\mathcal{K}_1}(y)$. The case with $\tilde{e}_{\mathcal{K}_2}(y)$ is analogous.

If $y \in \partial \mathcal{K}_2$ then $\tilde{e}_{\mathcal{K}_1}(y) = 0$ and the result follows trivially. Hence, let us suppose that $y \in \partial \mathcal{K}_1$. Recall that we are denoting the union $\mathcal{K}_1 \cup \mathcal{K}_2$ simply by $\mathcal{K}$, and from the definition of the harmonic measure,
\[
\tilde{e}_\mathcal{K}(y) = \frac{P_y [\tau_\mathcal{K} = \infty]}{\text{cap} (\mathcal{K})} \geq \frac{P_y [\tau_\mathcal{K} = \infty]}{2 \text{cap} (\mathcal{K}_1)},
\]
where the inequality follows from the subadditivity property of the capacity.

Next, when dealing with the numerator, we obtain that
\[
P_y [\tau_\mathcal{K} = \infty] = P_y \left[ \tau_\mathcal{K} = \infty, \tau_{\partial_e B_R^{\mathcal{K}_1}} < \tau_{\mathcal{K}_1} \right]
\]
\[
= \sum_{x \in \partial_e B_R^{\mathcal{K}_1}} P_y \left[ \tau_\mathcal{K} = \infty, \tau_{\partial_e B_R^{\mathcal{K}_1}} < \tau_{\mathcal{K}_1}, X_{\tau_{\partial_e B_R^{\mathcal{K}_1}}} = x \right]
\]
\[
= \sum_{x \in \partial_e B_R^{\mathcal{K}_1}} P_x [\tau_\mathcal{K} = \infty] P_y \left[ \tau_{\partial_e B_R^{\mathcal{K}_1}} < \tau_{\mathcal{K}_1}, X_{\tau_{\partial_e B_R^{\mathcal{K}_1}}} = x \right]
\]
\[
\geq P_y [\tau_{\partial_e B_R^{\mathcal{K}_1}} < \tau_{\mathcal{K}_1}] \inf_{x \in \partial_e B_R^{\mathcal{K}_1}} P_x [\tau_\mathcal{K} = \infty],
\]
where we used the Markov property in the third equality. But, observe that the escape probability (or equilibrium measure) of $\mathcal{K}_1$ satisfies
\[
e_{\mathcal{K}_1}(y) \leq P_y \left[ \tau_{\partial_e B_R^{\mathcal{K}_1}} < \tau_{\mathcal{K}_1} \right]
\]
for any $y \in \partial \mathcal{K}_1$, and also, by Lemma 5.1,
\[
\inf_{x \in \partial_e B_R^{\mathcal{K}_1}} P_x [\tau_\mathcal{K} = \infty] \geq \frac{1}{2}.
\]
Gathering these facts, we conclude the proof of the lemma. \qed

Recalling the transition density $g$ defined in (3), we prove the following
Proposition 5.3 Consider $\delta_1$ from Lemma 5.1. There exists a positive constant $c_2$ depending only on the dimension $d$, such that, for all $\delta \leq \delta_1$, we have that

$$|g(z', z) - 1| \leq c_2,$$

for all $z, z' \in \Sigma$.

Proof To simplify the notation in the proof, we denote by $\rho_x$ the conditional probability of hitting $K_1$ before $K_2$, starting at $x \in \partial eV_R$ and given that the union of these sets is visited at a finite time, namely

$$\rho_x = P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_K < \infty].$$

Recall that, by definition,

$$g(z', z) = \frac{P_{S_f(z')}[X_{\tau_K} = S_0(z) \mid \tau_K < \infty]}{\hat{e}_K(S_0(z))},$$

and, without loss of generality, let us denote $S_f(z') = x$ and $S_0(z) = y$. We know that $x \in \partial eV_R$, and additionally let us suppose that $y \in \partial K_1$. The case with $y \in \partial K_2$ is analogous.

Then, we can state that

$$P_x[X_{\tau_K} = y \mid \tau_{K_1} < \infty] = P_x[X_{\tau_K} = y, \tau_{K_1} < \tau_{K_2}, \tau_K < \infty] = \rho_x P_x[X_{\tau_K} = y \mid \tau_{K_1} < \tau_{K_2}, \tau_K < \infty]. \quad (8)$$

But observe that the conditional probability multiplying the term $\rho_x$ above is equal to

$$P_x[X_{\tau_K} = y \mid \tau_{K_1} < \tau_{K_2}, \tau_K < \infty] = \frac{P_x[X_{\tau_K} = y \mid \tau_{K_1} < \infty]}{P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_{K_1} < \infty]} = \frac{P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_{K_1} < \infty]}{P_x[\tau_{K_1} < \infty]} \rho_x. \quad (9)$$

Now, the denominator in the last expression can be written as

$$P_x[\tau_{K_1} < \tau_{K_2}, \tau_{K_1} < \infty] = P_x[\tau_{K_1} < \tau_{K_2}, \tau_{K} < \infty] = P_x[\tau_{K_1} < \infty] P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_{K_1} < \infty] = P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_{K_1} < \infty] P_x[\tau_{K_1} < \infty] \rho_x. \quad (10)$$

Gathering (8), (9) and (10), we obtain that

$$P_x[X_{\tau_K} = y \mid \tau_K < \infty] = \frac{P_x[\tau_{K_1} < \infty]}{P_x[\tau_{K_1} < \infty]} \frac{P_x[X_{\tau_K} = y \mid \tau_{K_1} < \infty]}{P_x[\tau_{K_1} < \tau_{K_2} \mid \tau_{K_1} < \infty]} \leq P_x[X_{\tau_K} = y \mid \tau_{K_1} < \infty].$$

Then, using the fact that $y \in \partial K_1$ and applying Proposition 6.5.4 of [11] we obtain that, for $\delta \leq \delta_1$,

$$P_x[X_{\tau_K} = y \mid \tau_{K_1} < \infty] \leq P_x\left[X_{\tau_{K_1}} = y \mid \tau_{K_1} < \infty \right] = \hat{e}_K(y) \left(1 + O(\delta)\right).$$

Using this last inequality and Lemma 5.2, we obtain

$$P_x[X_{\tau_K} = y \mid \tau_K < \infty] \leq 4(1 + O(\delta)) \hat{e}_K(y).$$

From this last inequality, we easily deduce the proposition. $\square$

Recalling $N_1$ and $N_2, 2$ from Sect. 4, we prove the following
Lemma 5.4 Consider $\delta_1$ from Lemma 5.1. There exists a positive constant $c_3$ depending only on the dimension $d$, such that, for all $\delta \leq \delta_1$, we have that

$$\mathbb{P}[N_1 \geq 1, N_{2,2} = 0] \leq c_3 \sqrt{u \text{cap}(K_1)}^{3/2}. $$

Proof Let us denote $\theta = u \text{cap}(K)$. Recall that $N_1$ and $N_{2,2}$ are independent Poisson random variables, with parameters $(1 - q)\theta$ and $\frac{q}{2} \theta$, respectively. Thus

$$\mathbb{P}[N_1 \geq 1, N_{2,2} = 0] = (1 - e^{-(1 - q)\theta})e^{-\frac{q}{2} \theta} \leq \frac{(1 - q)\theta}{\sqrt{\frac{q}{2} \theta}} = \frac{\sqrt{2}(1 - q)}{\sqrt{q}},$$

where we used the facts that $1 - e^{-x} \leq x$ for $x \geq 0$, and $e^{-x} \leq x^{-1/2}$ for $x > 0$. The proof is concluded by using the fact that $\text{cap}(K) \leq 2 \text{cap}(K_1)$, and then applying Lemma 5.1 to the right-hand term of the above display.

Lemma 5.5 Consider $\delta_1$ from Lemma 5.1. There exists a positive universal constant $c_4$ such that, for all $\delta \leq \delta_1$, we have that

$$\mathbb{E}[N_{2,2}^{-1/2} \mathbb{1}_{\{N_{2,2} \geq 1\}}] \leq c_4 (u \text{cap}(K_1))^{-\frac{1}{2}}.$$

Proof Again, let us denote $\theta = u \text{cap}(K)$. Using Cauchy-Schwarz inequality and the fact that $6x^2 \geq (x + 1)(x + 2)$ for $x \geq 1$, we have that

$$\mathbb{E}[N_{2,2}^{-1/2} \mathbb{1}_{\{N_{2,2} \geq 1\}}] \leq \sqrt{\mathbb{E}[N_{2,2}]\mathbb{E}[N_{2,2}^{-2} \mathbb{1}_{\{N_{2,2} \geq 1\}}]}$$

$$\leq \sqrt{\frac{q}{2} \theta} \sqrt{6\mathbb{E}\left[\frac{1}{(N_{2,2} + 2)(N_{2,2} + 1)} \mathbb{1}_{\{N_{2,2} \geq 1\}}\right]},$$

and since $\mathbb{E}[1/((N_{2,2} + 2)(N_{2,2} + 1))] \leq \left(\frac{q}{2} \theta\right)^{-2}$, we obtain the result with $c_4 = 4\sqrt{3}$ after using the bound $q \geq 1/2$ from Lemma 5.1, and the fact that $\text{cap}(K) \geq \text{cap}(K_1)$.

Lemma 5.6 If $X$ is a Poisson distributed random variable with parameter $\theta$, and $X_k = X + k$ for $k \in \mathbb{Z}$, then

$$d_{TV}(X, X_k) \leq \frac{|k|}{\sqrt{\theta}}.$$

Proof Let $(Y_k)_{k \in \mathbb{Z}}$ be a family of Poisson($\theta$) distributed random variables and define $Z_k = Y_k + k$, for $k \in \mathbb{Z}$. It is elementary to see that $d_{TV}(Z_i, Z_{i+1}) = d_{TV}(X, Z_1)$, for any $i \in \mathbb{Z}$.

Now, for any positive integer $k$,

$$d_{TV}(X, Z_k) \leq d_{TV}(X, Z_1) + \sum_{j=1}^{k-1} d_{TV}(Z_j, Z_{j+1}) = k d_{TV}(X, Z_1),$$

and for any negative integer $k$,

$$d_{TV}(X, Z_k) \leq d_{TV}(X, Z_{-1}) + \sum_{j=1}^{|k|-1} d_{TV}(Z_{-j}, Z_{-(j+1)}) = |k| d_{TV}(X, Z_1).$$
But, from Lemma 1 of [12], one has
\[ d_{TV}(X, Z_1) \leq \frac{1}{\sqrt{\delta}}, \]
and this concludes the proof, since the result is obvious for \( k = 0 \).

\[ \square \]

**6 Proof of Theorem 1.1**

In this section we will show that the coupling we constructed in Sect. 4 between \( \mathcal{I}^u \) and \( \mathcal{M}^u \) is successful with high probability, when \( \| \tilde{x} \| \) is large. Recall that we denoted by \( \mathcal{Y} \) the coupling event of \( \mathcal{I}^u \) and \( \mathcal{M}^u \), and by \( \mathbb{P} \) the probability on the space they are jointly constructed. This will automatically give an upper bound on the total variation distance between the two processes \( \mathcal{T}_K^u \) and \( \mathcal{M}_K^u \), since
\[ d_{TV}(\mathcal{T}_K^u, \mathcal{M}_K^u) \leq d_{TV}(\mathcal{I}^u, \mathcal{M}^u) \leq \mathbb{P}[\mathcal{Y}^c]. \]

The goal of this section is to estimate \( \mathbb{P}[\mathcal{Y}^c] \) from above. Before starting, we mention that we will use the notation from Sect. 4.

As a first step to obtain an upper bound for \( \mathbb{P}[\mathcal{Y}^c] \), we consider the events
\[ A_{i, k, \ell} = \left\{ 1 \wedge \sup_{z \in \Sigma} |\Psi(z) - 1| \leq (1 + i) \frac{k}{\ell} \right\}, \quad (11) \]
for \( i, k, \ell \in \mathbb{N} \) with \( \ell \geq 4 \), and prove the following

**Proposition 6.1** Consider \( \delta_1 \) from Lemma 5.1. There exists a positive constant \( c_5 \) depending only on the dimension \( d \), such that, for all \( \delta \leq \delta_1 \) and for \( i, k, \ell \in \mathbb{N}, \ell \geq 4 \), we have that
\[ \mathbb{P}\left[ (A_{i, k, \ell})^c \mid N_1 = k, N_{2, 2} = \ell \right] \leq \frac{c_5}{(1 + i)^3}. \]

**Proof** Let \( i, k, \ell \in \mathbb{N}, \ell \geq 4 \). Also, consider the event
\[ H := \left\{ \sup_{z, z' \in \Sigma} |G_{\Theta_{N_1}}^3(z) - G_{\Theta_{N_1}}^3(z')| \leq \frac{\mathbb{E}_{2, 2}}{2} \right\}. \]

First, observe that
\[
\mathbb{E}\left[ 1 \wedge \sup_{z \in \Sigma} |\Psi(z) - 1|^3 \mid N_1 = k, N_{2, 2} = \ell \right] \\
\leq \mathbb{E}\left[ 1 \wedge \sup_{z \in \Sigma} |\Psi(z) - 1|^3 1_H \mid N_1 = k, N_{2, 2} = \ell \right] + \mathbb{P}[H^c \mid N_1 = k, N_{2, 2} = \ell].
\]

Then, for \( \delta \leq \delta_1 \), we bound the first term of the last sum from above by
\[
2^3 \mathbb{E}\left[ \left( \sup_{z, z' \in \Sigma} |G_{\Theta_{N_1}}^3(z) - G_{\Theta_{N_1}}^3(z')| \right)^3 \mid N_1 = k, N_{2, 2} = \ell \right] \\
\leq 2^6 \mathbb{E}\left[ \sup_{z \in \Sigma} \left( \sum_{j=1}^{k} \sum_{n=1}^{T_j} \xi_{\Theta_{j-1}+n} (1 - \tilde{g}(z_{\Theta_{j-1}+n-1}, z)) \right)^3 \left( \sum_{i=1}^{\ell} \xi_{\Theta_{k+N_2, 2, 1}+i} \right)^{-3} \right] \\
\leq 2^6 c_2^3 \left[ \left( \sum_{j=1}^{k} \sum_{n=1}^{T_j} \xi_{\Theta_{j-1}+n} \right)^3 \right] \mathbb{E}\left[ \left( \sum_{i=1}^{\ell} \xi_{\Theta_{k+N_2, 2, 1}+i} \right)^{-3} \right].
\]
where in the first inequality we used the fact that
\[
\sup_{z, z' \in \Xi} |G^{3}_{\Theta_{N_{1}}} (z) - G^{3}_{\Theta_{N_{1}}} (z')| \quad \text{and} \quad \Xi_{2, 2}
\]
are conditionally independent given \(N_{1}\) and \(N_{2, 2}\), and in the last inequality we used Proposition 5.3. Next, observe that
\[
\mathbb{E}
\left[
\left( \sum_{j=1}^{k} \sum_{n=1}^{T_{j}} \xi_{\Theta_{j-1}+n} \right)^{3}
\right]
\leq
\left( \sum_{j=1}^{k} \left\| \sum_{n=1}^{T_{j}} \xi_{\Theta_{j-1}+n} \right\|_{3}^{3}\right)
= k^{3} \left\| \sum_{n=1}^{T_{1}} \xi_{n} \right\|_{3}^{3}
\leq k^{3} \gamma_{1},
\]
where \(\gamma_{1}\) is a positive constant and the last inequality can be obtained in an elementary way by observing that \(T_{1} \leq 1 + \text{Geo}(q)\). On the other hand, since \((\sum_{i=1}^{\ell} \xi_{\Theta_{k} + N_{2,1} + i})^{-1}\) has Inverse Gamma distribution with parameters \((\ell, 1)\), we have
\[
\mathbb{E}
\left[
\left( \sum_{i=1}^{\ell} \xi_{\Theta_{k} + N_{2,1} + i} \right)^{-3}
\right]
= \frac{1}{(\ell - 1)(\ell - 2)(\ell - 3)}
\leq \frac{\gamma_{2}}{\ell^{3}},
\]
for a positive constant \(\gamma_{2}\). Thus, it holds that
\[
\mathbb{E}
\left[
1 \wedge \sup_{z \in \Xi} |\Psi(z) - 1|^{3} I_{H} \mid N_{1} = k, N_{2,2} = \ell
\right]
\leq 2^{6} c^{3}_{2} \gamma_{1} \gamma_{2} \frac{k^{3}}{\ell^{3}}.
\]
Using the above estimates and Markov’s inequality we obtain
\[
\mathbb{P}[H^{c} \mid N_{1} = k, N_{2,2} = \ell]
\leq 2^{6} c^{3}_{2} \gamma_{1} \gamma_{2} \frac{k^{3}}{\ell^{3}}.
\]
Finally, we obtain
\[
\mathbb{E}
\left[
1 \wedge \sup_{z \in \Xi} |\Psi(z) - 1|^{3} \mid N_{1} = k, N_{2,2} = \ell
\right]
\leq \gamma_{3} \frac{k^{3}}{\ell^{3}},
\]
and applying Markov’s inequality once again, we have
\[
\mathbb{P}
\left[
(A^{k,\ell}_{i})^{c} \mid N_{1} = k, N_{2,2} = \ell
\right]
\leq \frac{c_{5}}{(1 + i)^{3}},
\]
for a positive constant \(c_{5}\).

Now, for \(k, \ell \in \mathbb{N}\) with \(\ell \geq 4\), we define \(C^{k,\ell}_{1} = A^{k,\ell}_{1}, C^{k,\ell}_{i+1} = A^{k,\ell}_{i+1} \setminus A^{k,\ell}_{i}, \text{for } i \geq 1\). Also, let us introduce the event
\[
D := \{ \Theta_{N_{1} + N_{2,1}} = N'_{1} + N'_{2,1}\}.
\]
(12)
The event \(D\) corresponds to the coupling event of the cardinalities of \(\mathcal{H}^{\mu}\) and \(\mathcal{M}^{\mu}\).

We start by decomposing \(\mathbb{P}[\gamma^{c}]\) in the following way:
\[
\mathbb{P}[\gamma^{c}]
= \mathbb{P}[\gamma^{c} \cap D^{c}]
+ \mathbb{P}[\gamma^{c} \cap D \cap \{N_{1} = 0\}]
+ \mathbb{P}[\gamma^{c} \cap D \cap \{N_{1} \geq 1, N_{2,2} = 0\}]
+ \sum_{k \geq 1} \sum_{\ell \geq 1} \mathbb{P}[\gamma^{c} \cap D \cap \{N_{1} = k, N_{2,2} = \ell\}].
\]
(13)
As we will see below, the main contributions to obtain the exponent \(3/2\) for \(\text{cap}(K_{1})\) in Theorem 1.1 will be given by the first and the last terms in (13).
First, observe that, by the coupling construction from Sect. 4, we automatically have
\[ \mathbb{P}[\mathcal{Y}' \cap D \cap \{N_1 = 0\}] = 0. \quad (14) \]

Next, since \( D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k\} \cap \{N_{2,2} = \ell\} \), for \( i, k, \ell \in \mathbb{N}, \ell \geq 4 \), are \( \sigma(W) \)-measurable (recall that \( W \) was introduced in Sect. 4), we have
\[
\mathbb{P}[\mathcal{Y}' \cap D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k, N_{2,2} = \ell\}] = \mathbb{E}\left[1_{D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k\} \cap \{N_{2,2} = \ell\}} \mathbb{P}[\mathcal{Y}' \mid W]\right],
\]
for \( i, k, \ell \in \mathbb{N}, \ell \geq 4 \). Then, again by the coupling construction from Sect. 4, for \( k, \ell \in \mathbb{N}, \ell \geq 4 \) we have, on the sets \( D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k\} \cap \{N_{2,2} = \ell\} \),
\[
\mathbb{P}[\mathcal{Y}' \mid W] \leq d_{TV}\left(\mathbb{P}[\mathcal{Y} \in \cdot \mid W], \mathbb{P}[\mathcal{Y}' \in \cdot \mid W]\right).
\]
Therefore, using Proposition 5.1 of [9] (choosing \( \delta_0 = 1 \) in that proposition), for \( k, \ell \in \mathbb{N}, \ell \geq 4 \), we obtain, on the sets \( D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k\} \cap \{N_{2,2} = \ell\} \),
\[
\mathbb{P}[\mathcal{Y}' \mid W] \leq \left(\gamma_1(1 + i) \frac{k}{\sqrt{\ell}}\right) \wedge 1 \leq \gamma_1(1 + i) \frac{k}{\sqrt{\ell}},
\]
where \( \gamma_1 \) is a constant greater than 1. Hence we obtain, for \( \delta \leq \delta_1 \),
\[
\sum_{k \geq 1} \sum_{\ell \geq 4} \mathbb{P}[\mathcal{Y}' \cap D \cap \{N_1 = k, N_{2,2} = \ell\}]
= \sum_{k \geq 1} \sum_{\ell \geq 4} \sum_{i \geq 1} \mathbb{P}[\mathcal{Y}' \cap D \cap \mathcal{C}_i^{k,\ell} \cap \{N_1 = k, N_{2,2} = \ell\}]
\leq \sum_{k \geq 1} \sum_{\ell \geq 4} \sum_{i \geq 1} \gamma_1(1 + i) \frac{k}{\sqrt{\ell}} \mathbb{P}[\mathcal{C}_i^{k,\ell} \mid N_1 = k, N_{2,2} = \ell] \mathbb{P}[N_1 = k] \mathbb{P}[N_{2,2} = \ell]
\leq \gamma_1 \sum_{k \geq 1} \sum_{\ell \geq 4} \left[ \frac{k}{\sqrt{\ell}} \mathbb{P}[N_1 = k] \mathbb{P}[N_{2,2} = \ell] \right]
\times \left( 2 + \sum_{i \geq 2} (1 + i) \mathbb{P}[\{A_{i-1}^{k,\ell} \}' \mid N_1 = k, N_{2,2} = \ell] \right)
\leq \gamma_2 \sum_{k \geq 1} \sum_{\ell \geq 4} \frac{k}{\sqrt{\ell}} \mathbb{P}[N_1 = k] \mathbb{P}[N_{2,2} = \ell],
\]
where we used Proposition 6.1 in the last inequality.

Now, using the last bound and observing that
\[
\mathbb{P}[\mathcal{Y}' \cap D \cap \{N_1 \geq 1, 1 \leq N_{2,2} \leq 3\}]
= \sum_{k \geq 1} \sum_{\ell = 1}^{3} \mathbb{P}[\mathcal{Y}' \cap D \cap \{N_1 = k, N_{2,2} = \ell\}]
\leq 2 \sum_{k \geq 1} \sum_{\ell = 1}^{3} \frac{k}{\sqrt{\ell}} \mathbb{P}[N_1 = k] \mathbb{P}[N_{2,2} = \ell],
\]
we deduce that, for \( \delta \leq \delta_1 \),
\[
\sum_{k \geq 1} \sum_{\ell \geq 1} \mathbb{P}[\mathcal{Y}' \cap D \cap \{N_1 = k, N_{2,2} = \ell\}]
\]
\[
= \sum_{k \geq 1} \sum_{\ell \geq 1} \left( \sum_{i \geq 1} \mathbb{P}[\gamma^c \cap D \cap C_i^{k,\ell} \cap \{N_1 = k, N_{2,2} = \ell\}] + \mathbb{P}[\gamma^c \cap D \cap \{N_1 \geq 1, 1 \leq N_{2,2} \leq 3\}] \right)
\]
\[
\leq \gamma_3 \sum_{k \geq 1} \left( \sum_{\ell \geq \delta} \frac{k}{\ell} \mathbb{P}[N_1 = k] \mathbb{P}[N_{2,2} = \ell] \right)
\]
\[
= \gamma_3 \mathbb{E}[N_1] \mathbb{E}[N_{2,2}^{-1/2} \mathbb{1}_{\{N_{2,2} \geq 1\}}]
\]
\[
\leq \gamma_4 \sqrt{u \text{cap}(K_1)} \frac{3}{Rd-2},
\]
where we used Lemmas 5.1 and 5.5 to obtain the last inequality.

We just bound the term \(\mathbb{P}[\gamma^c \cap D^c]\) in (13) by \(\mathbb{P}[D^c]\), and then we use the following

**Lemma 6.2** Consider \(\delta_1\) from Lemma 5.1. There exists a positive constant \(c_6\) depending only on the dimension \(d\), such that, for all \(\delta \leq \delta_1\), we have that
\[
\mathbb{P}[D^c] \leq c_6 \sqrt{u \text{cap}(K_1)} \frac{3}{Rd-2}.
\]

**Proof** Recall that \(D^c = \{\Theta_{N_1} + N_{2,1} \neq N_{1}' + N_{2,1}'\}\). From the definition of \(N_{2,1}\) and \(N_{2,1}'\) given in (5) we have that, for any \(k \in \mathbb{Z}\),
\[
\mathbb{P}[\Theta_{N_1} + N_{2,1} \neq N_{1}' + N_{2,1}' | \Theta_{N_1} - N_1' = k] = \mathbb{P}[N_{2,1}' \neq k + N_{2,1} | \Theta_{N_1} - N_1' = k] = \mathbb{P}[\tilde{Y}_k \neq k + \tilde{X}_k],
\]
which implies that
\[
\mathbb{P}[\Theta_{N_1} + N_{2,1} \neq N_{1}' + N_{2,1}'] = \sum_{k \in \mathbb{Z}} \mathbb{P}[\tilde{Y}_k \neq k + \tilde{X}_k] \mathbb{P}[\Theta_{N_1} - N_1' = k]
\]
\[
= \sum_{k \in \mathbb{Z}} d_{TV}(\tilde{Y}_k, (k + \tilde{X}_k)) \mathbb{P}[\Theta_{N_1} - N_1' = k].
\]
But, from Lemma 5.6,
\[
d_{TV}(\tilde{Y}_k, (k + \tilde{X}_k)) \leq |k| \frac{\sqrt{q}}{\sqrt{q}} (u \text{cap}(K))^{-\frac{1}{2}} \leq 2 |k| (u \text{cap}(K))^{-\frac{1}{2}},
\]
where we used the fact that \(q \geq 1/2\). Thus, since \(\mathbb{E}[\Theta_{N_1}] = \mathbb{E}[N_1']\), we have that
\[
\mathbb{P}[\Theta_{N_1} + N_{2,1} \neq N_{1}' + N_{2,1}'] \leq 2 (u \text{cap}(K))^{-\frac{1}{2}} \mathbb{E}[|\Theta_{N_1} - N_1'|] \leq 4 (u \text{cap}(K))^{-\frac{1}{2}} \mathbb{E}[\Theta_{N_1}].
\]
Recalling that \(\Theta_{N_1} = \sum_{j=1}^{N_1} T_j\), the fact that the random variables \((T_j)_{j \geq 1}\) are independent of \(N_1\) and that \(T_j \leq 1 + \text{Geo}(q)\) for all \(j \geq 1\), we obtain
\[
\mathbb{E}[\Theta_{N_1}] \leq 3(1 - q) u \text{cap}(K).
\]
Finally, the result follows by just applying Lemma 5.1 to bound \(1 - q\) from above by \(c_1 \frac{\text{cap}(K_1)}{Rd-2}\), and using that \(\text{cap}(K) \leq 2 \text{cap}(K_1)\). \(\square\)
Thus, gathering (13), (14), (15) and Lemmas 5.4 and 6.2, we conclude that there exists a positive constant $\gamma_5$, depending only on the dimension, such that, for $\delta \leq \delta_1$,

$$\mathbb{P}[\Upsilon^c] \leq \gamma_5 \sqrt{u} \frac{\text{cap}(K_1)^{3/2}}{R^{d-2}}.$$ 

Finally, using the fact that $\text{dist}(K_1, K_2) \leq 3R$, we deduce that there exist positive constants $\gamma_6$ and $\gamma_7$ depending only on the dimension such that, for $\text{dist}(K_1, K_2) \geq \gamma_6 (\text{diam}(K_1) \lor 1)$,

$$\mathbb{P}[\Upsilon^c] \leq \gamma_7 \sqrt{u} \frac{\text{cap}(K_1)^{3/2}}{\text{dist}(K_1, K_2)^{d-2}}.$$ 

Observe that, in the case the set $K_1$ is a single point in $\mathbb{Z}^d$, using [8], Claim 2.5, the condition $\text{dist}(K_1, K_2) \geq \gamma_6 (\text{diam}(K_1) \lor 1)$ can be relaxed to $\text{dist}(K_1, K_2) \geq \gamma_6 \text{diam}(K_1) = 0$. This concludes the proof of Theorem 1.1. \qed

### 7 Proof of Corollary 1.2

Corollary 1.2 is a direct consequence of Theorem 1.1 and the next proposition.

**Proposition 7.1** Suppose that we are given two functions $f_1 : \{0, 1\}^{K_1} \to [0, 1]$ and $f_2 : \{0, 1\}^{K_2} \to [0, 1]$ that depend only on the configuration of the random interlacements inside the sets $K_1$ and $K_2$, respectively. We have that

$$|\text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u))| \leq 3 \, d_{TV}(I_{K_1}^u, \mathcal{M}^u_{K_1}).$$

**Proof** We first introduce $\mathcal{M}^u_{K_i} := \mathcal{M}^u_K \cap K_i$, for $i = 1, 2$. By definition of the covariance, we have that

$$|\text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u))| = |E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] E[f_2(I_{K_2}^u)]|.$$ 

Now, let $I_{K_2}'$ be a copy of $I_{K_2}^u$, such that $I_{K_2}'$ is independent of $I_{K_1}^u$. We obtain that

$$|\text{Cov}(f_1(I_{K_1}^u), f_2(I_{K_2}^u))| = |E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] f_2(I_{K_2}^u)]| 
\leq |E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] f_2(I_{K_2}^u)]| 
+ |E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] f_2(I_{K_2}^u)]|.$$ 

Next, since $f_1$ and $f_2$ are $[0, 1]$-valued, it is not difficult to see that

$$|E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] f_2(I_{K_2}^u)]| \leq d_{TV}(I_{K_1}^u, \mathcal{M}^u_{K_1}).$$ 

Also, note that

$$|E[f_1(I_{K_1}^u) f_2(I_{K_2}^u)] - E[f_1(I_{K_1}^u)] f_2(I_{K_2}^u)]| \leq d_{TV}(M^u_{K_1}, I_{K_1}^u \cup I_{K_2}^u).$$ 

Then we observe that, by definition of the NS process, $\mathcal{M}^u_{K_1}$ and $\mathcal{M}^u_{K_2}$ are independent. By symmetry, this leads to

$$d_{TV}(\mathcal{M}^u_{K_1}, I_{K_1}^u \cup I_{K_2}^u) \leq 2 \, d_{TV}(\mathcal{M}^u_{K_1}, I_{K_1}^u).$$ 

Combining this last inequality with the fact that

$$d_{TV}(\mathcal{M}^u_{K_1}, I_{K_1}^u) \leq d_{TV}(I_{K_1}^u, \mathcal{M}^u_{K_1}),$$

we obtain Proposition 7.1. \qed

 Springer
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