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ABSTRACT. Optimal control can be helpful to test and compare different vaccination strategies of a certain disease. This study investigates a mathematical model of HIV infections in terms of a system of nonlinear ordinary differential equations (ODEs) which describes the interactions between the human immune systems and the HIV virus. We introduce chemotherapy in an early treatment setting through a dynamic treatment and then solve for an optimal chemotherapy strategy. The aim is to obtain a new optimal chemotherapeutic strategy where an isoperimetric constraint on the chemotherapy supply plays a crucial role. We outline the steps in formulating an optimal control problem, derive optimality conditions and demonstrate numerical results of an optimal control for the model. Numerical results illustrate how such a constraint alters the optimal vaccination schedule and its effect on cell-virus interactions.

1. Introduction. At the beginning of the 1980s, the syndrome of the Acquired Immune Deficiency Syndrome (AIDS) was for the first time described in the United States. It was observed in a group of homosexual men in California and New York who had opportunistic infections and specific tumors. In many countries in sub-Saharan Africa, the pandemic has cut life expectancy. For example, in Botswana life expectancy decreased from 65 years in 1985-1990 to 40 years in 2000-2005. An estimated 34-40 million people are currently living with HIV/AIDS. During the last 25 years, more than 25 million people have died from AIDS-related causes [4]. Clearly, HIV infection is still one of the major health concerns of our time and will remain a problem until a readily available vaccine is developed.

Once HIV enters the body, the human immune system tries to get free of it. The invasion is reported to CD4+T cells (CD4 positive T lymphocytes, a type of white blood cells). The CD4 cell is a protein marker in the surface of the T cell, where letter T refers to thymus, the organ responsible for maturing these cells after they migrate from the bone marrow (where they are manufactured). The surface of CD4+T cell has a protein that can bind to foreign substances such as
HIV. The HIV needs a host in order to reproduce and the above-mentioned protein provides shelter. The HIV virus is a retrovirus, the RNA of virus is converted into DNA inside the CD4+ T cell. Thus, when infected the CD4+ T cells begin to multiply to fight this pathogen, they produce more virus. Due to the main importance of these cells, their depletion inflicts widespread negative effects on the functioning of the immune system. These cells are the main target of the virus. That’s why the decline in the number of CD4+ T cells in peripheral blood is used as an indicator of the disease stage. An infected CD4+ T cell can produce around 500 new viruses before its death and thus becomes a much more important target to destroy than the virus itself [14]. When a free HIV virus enters the body and attacks the uninfected CD4+ T cells, the cells become actively infected for a certain period. Since the HIV life cycle is quite different from any other cell in the human body, many antiretroviral treatments are available which take advantage of its uniqueness. Different drug therapies are administered for different stages of the HIV infected patients. There are more than twenty Food and Drug Administration (FDA) recommended anti-HIV drugs available. Most of these drugs are divided in two categories: Reverse Transcriptase Inhibitors (RTI: AZT, ddI, ddC, D4T, 3TC, delavirdine, nevirapine, abacavir, succinate, and efavirenz) and Protease Inhibitors (PI: ritonavir, saquinavir, indinavir, and nelfinavir) [1]. The RTIs are used to prevent HIV RNA from being converted into DNA, thus blocking integration of the viral code into the target cells [15]. Reverse transcriptase inhibitors prevent HIV from infecting cells or put a stop to infection of new cells. The PIs efficiently reduce the number of infectious virus particles released by an infected cell [15]. Protease inhibitors prevent the production of new infectious virions by infected cells causing the virus to be unable to infect T cells.

Figure 1. The battle between HIV and the immune system begins in the earnest after the virus replicates in the infected cells and the new viral particles escape. [26]
In the recent past, many mathematical models for the treatment of HIV infection have been developed. Such the ones presented in [17, 18], can be used to evaluate the early events in the infection, when there are few infected cells and a small number of viruses. The models developed in [25, 26], emphasize on the effect of variability among viral strains and try to explain better the rate of HIV evolution and disease progression. Some deterministic models may be found in [10, 11, 22]. These types of models examine the changes in mean cell numbers and are more applicable to later stages of the process in which population sizes are large. Usually, the dynamics of the CD4$^+$ T cell and virus populations are taken account. In this paper, the immune system is modelled in terms of the population of CD4$^+$ T cells. The dynamics of state variables for HIV immunology model are governed by the following equations[15]:

\[
T'(t) = \frac{s}{1 + V(t)} - m_1T(t) + rT(t)\left(1 - \frac{T(t) + T_i(t)}{T_{max}}\right) - kV(t)T(t),
\]
\[
T_i'(t) = kV(t)T(t) - m_2T_i(t),
\]
\[
V'(t) = Nm_2T_i(t) - kV(t)T(t) - m_3V(t).
\]

Here $T(t)$ is the concentration of uninfected CD4$^+$ T cells, $T_i(t)$ represents the concentration of infected CD4$^+$ T cells and $V(t)$ corresponds to the free infectious virus particles, at moment $t$ in days. Definition and numerical information for the parameters can be found in Table 1. In this model, we assumed that some secondary infection sites play a small role in the infection process that they may be neglected. However, as we shall show, our model can account for many of the characteristics of HIV infection seen clinically: the early infection, the long latency period, low level of virus in the body, and the depletion of CD4$^+$ T cells.

This paper is organized as follows: Section 2 describes mathematical models of HIV chemotherapy with a control term, the first part presents the basic mathematical model of HIV treatment using the chemotherapy and the second part focuses
on the introduction of an isoperimetric constraint to the given model. The analysis of the optimization problem is presented in the section 3. In section 4, the iterative method is introduced and the numerical simulations are discussed. Finally, in section 5 overall results of our chemotherapeutic approach is discussed.

Figure 3. Global number of AIDS-related deaths, new HIV-infections and people living with HIV (1990-2015).

2. Optimal Control of HIV Immunology Model. Optimal control theory as a tool has been widely used in biomedical problems [15]. One of the key applications of control theory is in the determination of the optimal therapeutic protocols subject to various biomedical constraints and considerations. These applications are wide ranging and include cancer, epidemics, diabetes, leukemia, virological diseases like HIV, HCV, HBV, to name a few. Optimal control is used to find an optimal chemotherapy strategy in the treatment of HIV/AIDS. A great deal of research has been conducted on the effect of chemotherapy on the virus. Fister et al. [6] used an optimal control which represents the percentage effect the chemotherapy has on the fundamental interaction of the CD4$^+$ T cells with the virus. Krischner et al. [6] using an objective functional based on maximizing the $T$-cell count and minimizing the systemic cost of therapy, determined the optimal therapy (like protease inhibitor) for HIV infected patients. Butler et al. [6] used a single control representing the percentage effect the chemotherapy on viral infectivity (this would simulate a drug such as AZT). Joshi [9] considered a similar problem for HIV patients but with combination therapy of immune boosting and viral suppressing drugs. Adams et al. [2] studied the modeling, data analysis and optimal therapy for HIV patients. Stengel [26] considered a drug resistant strain of HIV which resulted in rapid viral replication and determined that a continued optimal treatment is the key to sustained virological response in this case. Generally, in viral infection, the drug strategy affects either the virus infectivity or reduces the virion production. Presently, the most widely used medications for chemotherapy of HIV infection are developed to reduce the virus infectivity. That is why we focused on this type of strategy, where chemotherapy control effect the infectivity of the virus.
2.1. **Mathematical Formulation with Chemotherapy**. We introduce a control $u(t)$ which enters as percentage of the chemotherapy effects in the system of ordinary differential equations and affects the dynamic of the state system. The main purpose of this study is to develop a mathematical framework that can be used to understand the drug therapies in optimum controlled way for which it should maximize the healthy $T$ cell count of an HIV infected patient, and minimize any side effects caused by the chemotherapy control. Our HIV model is given by the following nonlinear system of differential equations:

$$T'(t) = \frac{s}{1 + V(t)} - m_1 T(t) + r T(t) \left(1 - \frac{T(t) + T_i(t)}{T_{\text{max}}}ight) - ku(t)V(t)T(t), \quad (1)$$

$$T'_i(t) = ku(t)V(t)T(t) - m_2 T_i(t), \quad (2)$$

$$V'(t) = Nm_2 T_i(t) - ku(t)V(t)T(t) - m_3 V(t). \quad (3)$$

With initial conditions

$$T(0) = T_0, \quad T_i(0) = T_{i0}, \quad V(0) = V_0,$$

and $T(t), \ T_i(t), \ V(t)$ are free at final time $t_f$. A schematic diagram of the above HIV model is shown below:
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**Figure 4.** HIV immunology model with chemotherapy function $u(t)$.

The logistic term $r T(t) \left(1 - \frac{T(t) + T_i(t)}{T_{\text{max}}}ight)$ in the first equation shows that production rate of $T$ cell never grow larger than $T_{\text{max}}$ (i.e $T(t) < T_{\text{max}}$). Since existing drugs reduce the viral infectivity, that is why we focused to this type of strategy, and multiplying the $kV(t)T(t)$ term in all three equations (1-3) by a chemotherapy function $u(t)$, to achieve this affect mathematically. Due to both the adverse effects induced by the medications and the resistance developed by the virus at the prescribed drugs, we choose our control class as Lebesgue measurable functions defined on a finite period of time $[0, \ t_f]$, with the restriction $0 \leq u(t) \leq 1$. The case when $u(t) = 0$ corresponds to maximal use of chemotherapy and the treatment is absent for $u(t) = 1$. The description of the different parameters for above model is listed in the following table:
Table 1. Description of parameter and values of the HIV model [15].

| Parameters | Description                                      | Value                        |
|------------|--------------------------------------------------|------------------------------|
| $m_1$      | Death rate of Uninfected CD4$^+$T cell population | 0.02/d                       |
| $m_2$      | Death rate of infected CD4$^+$T cell population  | 0.5/d                        |
| $m_3$      | Death rate of free virus                         | 4.4/d                        |
| $k$        | Rate of CD4$^+$T cell become infected by free virus | $2.4 \times 10^{-5} \text{mm}^3/d$ |
| $r$        | Rate of growth for the CD4$^+$T cell population  | 0.03/d                       |
| $N$        | Number of free virus produced by T$_i$ cells     | 300                          |
| $T_{max}$  | Maximum CD4$^+$T cell population level           | $1.5 \times 10^3/\text{mm}^3$ |
| $s$        | Source term for Uninfected CD4$^+$T cells        | $10d^{-1} \text{mm}^{-3}$    |
| $a$        | Weight parameter                                 | 0.05                         |

2.2. Mathematical Formulation with an isoperimetric constraint. We extend our model by considering the situation in which it is supposed a limited supply of chemotherapy that could be administered to the patient during the treatment period is known. If $B$ denotes the total amount of chemotherapy which will be given over $t_f$ days, then we have an integral constraint defined as follows:

$$B = \int_0^{t_f} u(t) dt.$$  

This type of constraint is known as an isoperimetric constraint [15] and can be handled by creating another state variable $I(t)$, such that

$$I'(t) = u(t),$$  \hspace{1cm} (5)

with conditions

$$I(0) = 0, \quad I(t_f) = B.$$  \hspace{1cm} (6)

3. Characterization of the Optimal Control. The problem is to maximize the objective functional

$$J(u) = \int_0^{t_f} \left[ aT(t) - \frac{1}{2} \left(1 - u(t)\right)^2 \right] dt,$$  \hspace{1cm} (7)

where the weight parameter $a \geq 0$ which relates the number of uninfected $T$ cells concentration in a meaningful way to the percentage of chemotherapy. Our target is to maximizing the benefit based on the CD4$^+$T cell count, and minimizing the cost of chemotherapy to the body based on the percentage effect of the chemotherapy given by $(1 - u(t))$; hence, we are maximizing the difference. If the control corresponds to maximal use of chemotherapy, then the maximal cost is represented as $(1 - u(t))^2$. We assume that the relationship between the benefit to cost functional is not linear, and hence, we choose a simple non-linear control cost term [3]. The goal, therefore is to characterize the optimal control $u^*$ satisfying

$$J(u^*) = \max_{u \in U} J(u),$$

where $U$ is the control set defined by

$$U = \{ u \text{ is Lebesgue measurable, } 0 \leq u(t) \leq 1, t \in [0, t_f] \}.$$
3.1. **Existence of the State system.** First, the existence of state solutions of problems (1-6) given an optimal control in the admissible set \( U \) is shown.

**Theorem 3.1.** Given \( u \in U \), there exists bounded solutions solving the problems (1-6).

**Proof of Theorem 3.1.** The state variables we consider here represent supersolutions for given problems (1-6). From the given equations we have

\[
(T_i + V)'(t) = -m_2 T_i(t) - m_3 V(t) + Nm_2 T_i(t) \leq Nm_2(T_i + V)(t),
\]

i.e \( T_i(t), V(t) \leq e^{Nm_2 t} (T_{i0} + V_0) = D_1 \in \mathbb{R}_+, \ \forall t \in [0,t_f]. \)

Also we have

\[
T'(t) \leq \frac{s}{1 + V(t)} - m_4 T(t) + r T(t) \leq s + r T(t),
\]

i.e \( T(t) \leq T_0 e^{r t} - \frac{s}{r} (1 - e^{rt}) \leq D_2 \in \mathbb{R}_+, \ \forall t \in [0,t_f]. \)

Lastly \( I'(t) = u(t) \leq 1, \)

i.e \( I(t) \leq t_f \in \mathbb{R}_+, \ \forall t \in [0,t_f]. \)

Since \( u(t) \in U \), then, along with \( T(t), T_i(t), V(t) \) and \( I(t) \) are bounded above. Via a maximum principle [24] and standard existence theory for first-order nonlinear differential equations, we obtain the existence of solutions to the problems (1-6).

3.2. **Existence of an Optimal Control.** Now, the existence of an optimal control for the state system is analyzed. Using the fact that the solution to each state equation is bounded, the existence of an optimal control for each problem can be determined using the theory developed by Fleming and Rishel [7] (Theorem 4.1).

**Theorem 3.2.** Given the objective functional, \( J(u) = \int_0^T \left[ aT(t) - \frac{1}{2}(1 - u(t))^2 \right] dt, \)

where \( U = \{ u \text{ is Lebesgue measurable}, \ 0 \leq u(t) \leq 1, \ t \in [0,t_f] \} \) subject to equations (1-6), then there exists an optimal control \( u^* \) that maximizes the objective functional \( J(u) \) such that \( J(u^*) = \max_{u \in U} J(u) \) if the following conditions are satisfied:

(i) The class of all initial conditions with a control \( u \) in the admissible control set \( U \) along with each state equation being satisfied is not empty.

(ii) The control set \( U \) is convex and closed.

(iii) The right hand side of the state system is continuous, is bounded above by a sum of the bounded control and the state, and can be written as a linear function of \( u \) with coefficients depending on time and the state variables.

(iv) The integrand of the functional is concave on the admissible control set and is bounded above by \( b_2 - b_1 |u|^\alpha \), where \( b_1, b_2 \) are positive constants and \( \alpha > 0. \)

**Proof of Theorem 3.2.** Since the system (1-6) has bounded coefficients and any solutions are bounded on the finite time interval \([0,t_f]\), a result from Lukes ([16], Theorem 9.2.1) is used to obtain the existence of solutions to the system (1-6) and condition (i) is established.

By definition, \( U \) is closed. Take any controls \( u_1, u_2 \in U \) and \( \theta \in [0,1] \). Then

\[
\theta u_1 + (1 - \theta) u_2 \geq 0,
\]

with \( \theta u_1 \leq \theta \) and \((1 - \theta) u_2 \leq (1 - \theta).\) Then

\[
\theta u_1 + (1 - \theta) u_2 \leq \theta + (1 - \theta) = 1,
\]
i.e $0 \leq \theta u_1 + (1 - \theta)u_2 \leq 1$, for all $u_1, u_2 \in U$ and $\theta \in [0, 1]$. Therefore, $U$ is convex and condition (ii) is satisfied. For the third condition, we first reconsider the right-hand sides of (1-6) below:

\[
\begin{align*}
\frac{dT}{dt} &= F_1(t, T(t), T_i(t), V(t), I(t)), \\
\frac{dT_i}{dt} &= F_2(t, T(t), T_i(t), V(t), I(t)), \\
\frac{dV}{dt} &= F_3(t, T(t), T_i(t), V(t), I(t)), \\
\frac{dI}{dt} &= F_4(t, T(t), T_i(t), V(t), I(t)).
\end{align*}
\]

We see by the representations of $F_1, F_2, F_3$ and $F_4$ that they are continuous in $t, T, T_i, V, I$ and $u$ since all are positive. Also, the system is bilinear in the control and can be rewritten as

\[
\vec{F}(t, \vec{X}, u) \leq \vec{g}(t, \vec{X}) + \vec{h}(t, \vec{X})u(t).
\]

Where $\vec{X} = (T(t), T_i(t), V(t), I(t))$, and $\vec{g}(t, \vec{X})$ is a vector valued function of $\vec{X}$ with

\[
\vec{g}(t, \vec{X}) = \begin{bmatrix} r & 0 & 0 & 0 \\ 0 & m_2 & 0 & 0 \\ 0 & 0 & m_3 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} T \\ T_i \\ V \\ I \end{bmatrix}, \quad \text{and} \quad \vec{h}(t, \vec{X}) = \begin{bmatrix} -kT_{max}V(t) \\ kT_{max}V(t) \\ -kT_{max}V(t) \\ 1 \end{bmatrix}
\]

Also, the bound of the right-hand side of the state system is obtained as follows:

\[
\left| \vec{F}(t, \vec{X}, u) \right| \leq \left| \vec{g}(t, \vec{X}) \right| + \left| \vec{h}(t, \vec{X})u(t) \right|,
\]

\[
\leq \begin{bmatrix} r & 0 & 0 & 0 \\ 0 & m_2 & 0 & 0 \\ 0 & 0 & m_3 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} T \\ T_i \\ V \\ I \end{bmatrix} + \begin{bmatrix} -kT_{max}V(t) \\ kT_{max}V(t) \\ -kT_{max}V(t) \\ 1 \end{bmatrix} \left| u(t) \right|,
\]

\[
\leq C(|\vec{X}| + |u(t)|),
\]

where $C$ incorporates the upper bound of the given constant matrix and the bound on $kT_{max}$. Hence, the right-hand side of each state equation is bounded above by a sum of the control and the state.

Lastly, the integrand of the objective functional is concave on $U$. One can consider the second partial of the integrand of the objective functional with respect to the control and find that it is negative. To obtain the necessary lower bound for the integrand, we see that

\[
J(u) = \int_0^T \left[ aT(t) - \frac{1}{2} \left( 1 - u(t) \right)^2 \right] dt,
\]

\[
\leq aT_{max} - \frac{1}{2} u(t)^2.
\]

Here $b_2 = aT_{max}$ and $b_1 = \frac{1}{2}$ with $\alpha = 2$. Therefore, condition (iv) is complete and so is the proof.
3.3. The Optimality Conditions. The Pontryagin’s Maximum Principle [23] provides necessary conditions for an optimal control problem. This principle converted the problem of finding a control which maximizes the objective function $J$ subject to the state system (1-6) to the problem of maximizing the Hamiltonian $H$, pointwisely with respect to $u$. So it is sufficient to derive the Hamiltonian $H$ instead of deriving the objective function $J$ defined in (7) in order to characterize the optimal control $u^*$. The Hamiltonian is defined from the formulation of the objective function as follows:

$$H = aT(t) - \frac{1}{2} \left(1 - u(t)\right)^2 + \sum_{i=1}^{4} \lambda_i(t)F_i,$$

where $F_i$ is the right hand side of the differential equation of $i$-th state variable. By applying Pontryagin’s Maximum Principle [23] we obtain the following theorem.

**Theorem 3.3.** There exists an optimal control $u^*$ and corresponding solution $T(t)$, $T_i(t)$, $V(t)$ and $I(t)$, that maximizes $J(u)$ over $U$. Furthermore, there exists adjoint functions $\lambda_1(t), \lambda_2(t), \lambda_3(t)$ and $\lambda_4(t)$ satisfying the equations

$$\lambda'_1(t) = -a - \lambda_1(t)\left(-m_1 + r\left(1 - \frac{2T(t) + T_1(t)}{T_{max}}\right)\right)$$

$$+ \left(\lambda_1(t) - \lambda_2(t) + \lambda_3(t)\right)ku(t)V(t),$$

$$\lambda'_2(t) = \lambda_1(t)\frac{rT(t)}{T_{max}} + \left(\lambda_2(t) - N\lambda_3(t)\right)m_2,$$

$$\lambda'_3(t) = \lambda_1(t)\frac{1}{1 + V(t)} + \left(\lambda_1(t) - \lambda_2(t) + \lambda_3(t)\right)ku(t)T(t) + m_3\lambda_3(t),$$

$$\lambda'_4(t) = 0,$$

with transversality conditions

$$\lambda_i(t_f) = 0, \ i = 1, \ldots, 3.$$

Moreover, the optimal control is given by

$$u^*(t) = \min\left(1, \max\left(0, 1 + \left(\lambda_2(t) - \lambda_1(t) - \lambda_3(t)\right)kV(t)T(t) + \lambda_4(t)\right)\right).$$

**Proof of Theorem 3.3.** The adjoint equations and transversality conditions can be obtained by using Pontryagin’s Maximum Principle such that

$$\lambda'_1(t) = -\frac{\partial H}{\partial T}, \ \lambda_1(t_f) = 0,$$

$$\lambda'_2(t) = -\frac{\partial H}{\partial T_i}, \ \lambda_2(t_f) = 0,$$

$$\lambda'_3(t) = -\frac{\partial H}{\partial V}, \ \lambda_3(t_f) = 0,$$

$$\lambda'_4(t) = -\frac{\partial H}{\partial I}, \ \lambda_4(t_f) \text{ is unknown.}$$

Since $T(t), T_i(t)$ and $V(t)$ do not have fixed values at the final time (4), the values of the associated adjoints $\lambda_1(t), \lambda_2(t)$ and $\lambda_3(t)$ at the final time are zero and $I(t)$ has initial and terminal condition (6), that’s why $\lambda_4(t)$ has no transversality condition.
The optimal control \( u^* \) on the interior of the control set can be solved from the optimality conditions,
\[
\frac{\partial H}{\partial u} \bigg|_{u=u^*} = 0.
\]
That is
\[
u^*(t) = 1 + \left( \lambda_2(t) - \lambda_1(t) - \lambda_3(t) \right) kV(t)T(t) + \lambda_4(t).
\]
By using the bounds on the controls, we get
\[
u^* = \begin{cases} 0, & \text{if } \frac{\partial H}{\partial u^*} < 0, \\ 1 + \left( \lambda_2(t) - \lambda_1(t) - \lambda_3(t) \right) kV(t)T(t) + \lambda_4(t), & \text{if } \frac{\partial H}{\partial u^*} = 0, \\ 1, & \text{if } \frac{\partial H}{\partial u^*} > 0. \end{cases}
\]
In compact notation
\[
u^*(t) = \min \left( 1, \max \left( 0, 1 + \left( \lambda_2(t) - \lambda_1(t) - \lambda_3(t) \right) kV(t)T(t) + \lambda_4(t) \right) \right).
\]

In addition, the second derivative of the Hamiltonian \( H \) with respect to \( u(t) \) is negative, indicating a maximum at \( u^* \). That is
\[
\frac{\partial^2 H}{\partial u^2} = -1 \leq 0.
\]

4. Numerical Results. There are many methods and techniques of programming that can be used to solve numerically the optimal control problem (1-6, 8-12) and namely, to find that maximizes the objective function (7). Generally to solve the optimality system of (1-4), an iterative method with a Runge-Kutta fourth order scheme is used and it is known under the name of Forward-Backward Sweep Method (FBSM) [15]. The principle of this method is that from an initial guess, the state system is solved forward in time and then the adjoint system is solved backward in time. All information about the convergence of this method is given in [8, 19].

In this paper, after defining and introducing an isoperimetric constraint to the basic model, note that all states of the system (1-3) have a free end conditions (4) except the last state \( I(t) \) that both their initial and final conditions (6) are known. Our iterative method (FBSM) is limited and cannot deal with this type of problems directly. Therefore, another technique must be developed to be able to solve it numerically. Note that the adjoint system (8-10) satisfies the following transversality conditions:
\[
\lambda_i(t_f) = 0, \ i = 1, \ldots, 3,
\]
where \( \lambda_4(t_f) \) is unknown.

Firstly, suppose that \( \lambda_4(t_f) = \theta \). Then, the optimality system is solved using the FBSM iterative method with the given initial conditions for state systems at \( t_0 = 0, \bar{x}(0) = (T_0, T_{i0}, V_0, 0) \) and terminal conditions for adjoint systems at \( t_f, \bar{\lambda}(t_f) = (0, 0, 0, \theta) \). The iterations continue until convergence is achieved, a value of \( I(t) \) at the final time is finally obtained and it is denoted by \( i_f \) which is a function that depends on \( \theta \) and unlikely our guess yielded the correct value; in particular,
We consider a mapping \( \theta \mapsto \mathbf{i}_f \) and our main idea of this numerical solution technique is to define a new function

\[
f(\theta) = i_f - B
\]

and to seek for the zeros of this function using a root-finding algorithm commonly known in numerical analysis as Secant method [5, 15]. Finally, the stored values for the state variables \( T(t), T_i(t), V(t), I(t) \) and \( u \) are outputted during the last iteration, when \( f(\theta) \) was nearly 0. Therefore, these are taken to be the solutions of the optimal control problem. However, the methods which were used to attain the optimal chemotherapy schedule has been verified previously [15], and research suggests that these optimal treatment schedules are the true solution for this problem.

To understand the impact of the added constraint, we first look at the optimal chemotherapy schedule with the given objective functional and no constraint placed on the chemotherapy. With the absence of the isoperimetric constraint, we remove the state variable \( I(t) \) from the optimal control problem and create a MATLAB program to solve the new optimality system. Running the new program with parameters values in Table 1 and initial values \( (T_0 = 800\ mm^{-3}, T_{i0} = 0.04\ mm^{-3}, V_0 = 1.5\ mm^{-3} \) taken from [15]) to produces the optimal chemotherapy schedule and corresponding population dynamics. Here we solve the optimality system of the problem considering without constraint, meaning that we can give chemotherapy as we can. These results show that without any preventive control (green line) the uninfected \( T \) cells continue to decrease, the number of infected \( T_i \) cells and virus \( V \) cells increases, at the end of the time interval both cells achieving a maximum value at \( t = 30 \). By using chemotherapy we can maximize the number of uninfected \( T \) cells and minimize the number of infected \( T_i \) cells and virus \( V \) cells. So we can say that using optimal control we have established control over the infected \( T_i \) cells and free virus \( V \) cells as well as the side effects of diseases.

\begin{figure}[h]
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\caption{HIV model with control and without control.}
\end{figure}

Now we numerically analyze the virus dynamics for the HIV model, as well as the consequence of optimal treatment strategy. Since when \( u(t) = 0 \) corresponds to maximal use of chemotherapy for our model and the treatment is absent for \( u(t) = 1 \). Figure 6 shows that less percentage of chemotherapy has better administration of drug therapy. On the other hand figure 7 shows that, the solution of the maximum of \( J \) can be pursued with an adjustable value for \( a \). By using this study practicing
physicians should weigh the apparent side effects of each drug administered to the patient and proceed according to the optimal treatment schedule. From optimal control studies, several interesting results have been obtained for different values of $k$ (rate of CD4$^+$ T cell become infected by free virus). The model is disrupted by a significant increase in the values of $k$ (figure 8), total immune system is collapsed after several days, although chemotherapy is still effective. This type of scenarios can be found during the final stage of HIV called AIDS.

**Figure 6.** HIV model with different percentage of chemotherapy.

**Figure 7.** HIV model with different value of weight parameter $a$.

Compare the two optimal vaccination schedules. The schedule with and without constraints requires maximum chemotherapy initially, then a gradual decrease over the next 30 days. However, the chemotherapy rate decreases and at the end of the 30 days chemotherapy programs no more than 10 in case of controlled chemotherapy (figure 10). When a controlled chemotherapeutic optimal dose is administered to the patient it swiftly increased the number of uninfected $T$ cells by 22% during the last 10 days of the treatment period side by side reduced the infected cells $T_i$ and the viral load $V$ by 98%. So it is clear that the introduction of an isoperimetric
constraint has allowed controlling and optimizing the drug dose amount, that can be administered to the patient during the treatment period to delay the onset of the many symptoms of AIDS and prolong the life of many HIV infected patients.

Figure 8. HIV model with different value of k.

Figure 9. HIV model with and without constraints.

Figure 10. Total Chemotherapy amount during treatment period.
Since, our chemotherapy amount is limited, that is
\[ B = \int_0^{t_f} u(t)\,dt \leq \int_0^{t_f} dt \leq t_f. \]
So, if the total chemotherapy amount \( B \) is less than the final time (30 days) then we get more effective chemotherapy. Note that the efficacy of chemotherapy will not greater than 1. From figure 11 and 12 it can be seen that if the value of \( B \) (chemotherapy amount) increases the system is gone to out of control. That is, if the value of \( I(t_f) \) (total percentage of chemotherapy) become closer to final time then the system become unstable. Using small chemotherapy amount (green line) which is also less than the final time we get successful short-term diseases control.

**Figure 11.** HIV model for different chemotherapy amount.

**Figure 12.** Total Chemotherapy amount during treatment period.

5. **Conclusion.** In this paper, we discuss an efficient numerical method based on optimal control to identify the best controlled treatment strategy of Human Immunodeficiency Virus (HIV). Firstly, a control characterizing as a rate of chemotherapy is introduced to the basic model. Then, it is supposed that the exact chemotherapy amount that can be administered to the patient is precisely known. Thus, an isoperimetric constraint is set and the basic model is modified by adding a new state characterizing the evolution of the treatment dose, while choosing an appropriate and homogeneous problem of optimal control to use properly the Pontryagins maximum principle to finally formulate the optimal control. However, it was essential to
adapt the iterative FSBM method to the new problem for simulating numerically the optimality system. This unique numerical algorithm developed to solve this problem will serve as a template for future applications in the medicinal treatment of HIV infection.

Numerical results indicate that the optimal chemotherapy schedule with and without the constraint is a dynamic one, in which treatment is adjusted over the short course of administration where treatment is strong at the outset and then gradually lessens in strength over time. Further studies need to be done to incorporate a more accurate model of the immune system and other things as multiple drug treatments together with the resistance effects.

REFERENCES

[1] B. M. Adams, H. T. Banks, H. D. Kwon and H. T. Tran, Dynamic multidrug therapies for HIV: Optimal and STI control approaches, Bioscience Engineering, 1 (2004), 223–242.
[2] B. M. Adams, H. T. Banks, M. Davidian, H. D Kwon, H. T. Tran, S. N. Wynne and E. S. Rosenberg, HIV dynamics: Modeling, data analysis, and optimal treatment protocols, Journal of Computational Applied Mathematics, 184 (2005), 10–49.
[3] S. Butler, D. Kirschner and S. Lenhart, Optimal control of chemotherapy affecting the infectivity of HIV, Advances in Mathematical Population Dynamics: Molecules, Cells and Man, 6 (1997), 104–120.
[4] D. R. Burton, R. C. Desrosiers, R. W. Doms, W. C. Koff, P. D. Kwong, J. P. Moore, G. J. Nabel, J. Sodroski, I. A. Wilson and R. T. Wyatt, HIV vaccine design and the neutralizing antibody problem, Nature Immunology, 5 (2004), 233–236.
[5] W. Cheney and D. Kincaid, Numerical Mathematics and Computing, Thomson, Belmont, California, 2004.
[6] K. R. Fister, S. Lenhart and J. S. McNally, Optimizing chemotherapy in an HIV model, Electronic Journal of Differential Equations, 32 (1998), 1–12.
[7] W. H. Fleming and R. W. Rishel, Deterministic and Stochastic Optimal Control, Springer Verlag, New York, 1975.
[8] W. Hackbusch, A numerical method for solving parabolic equations with opposite orientations, Computing, 20 (1978), 229–240.
[9] H. R. Joshi, Optimal control of an HIV immunology model, Optimal Control Applications and Methods, 23 (2002), 199–213.
[10] D. Kirschner, Using mathematics to understand HIV immune dynamics, AMS Notices, 43 (1996), 191–202.
[11] D. Kirschner and A. S. Perelson, A model for the immune system response to HIV: AZT treatment studies, Mathematical Population Dynamics: Analysis of Heterogeneity, 1 (1995), 295–310.
[12] D. Kirschner and G. F. Webb, A model for treatment strategy in the chemotherapy of AIDS, Bulletin of Mathematical Biology, 58 (1996), 367–390.
[13] D. Kirschner, S. Lenhart and S. Serbin, Optimal control of the chemotherapy of HIV, Journal of Mathematical Biology, 35 (1997), 775–792.
[14] U. Ledzewicz and H. Schattler, On optimal controls for a general mathematical model for chemotherapy of HIV, Proceedings of the American Control Conference, 5 (2002), 3454–3459.
[15] S. Lenhart and J. Workman, Optimal Control Applied to Biological Models, 1st edition, Chapman & Hall/CRC Mathematical and Computational Biology, 2007.
[16] D. L. Lukes, Differential Equations: Classical to Controlled, Mathematics in Science and Engineering, 162 (1982), Academic Press, New York.
[17] S. Merrill, AIDS: Background and the dynamics of the decline of immune competence, Theoretical Immunology, Addison-Wesley, New York, Part 2 (1987), 59–75.
[18] S. Merrill, Modeling the interaction of HIV with cells of the immune response, Mathematical and Statistical Approaches to AIDS Epidemiology, Springer-Verlag, New York, 83 (1989), 371–385.
[19] M. McAsey, L. Mou and W. Han, Convergence of the forward-backward sweep method in optimal control, Computational Optimization and Applications, 53 (2012), 207–226.
[20] M. A. Nowak and R. M. May, Mathematical biology of HIV infections: Antigenic variation and diversity threshold, *Mathematical Bioscience*, 106 (1991), 1–21.

[21] A. Perelson, D. Kirschner and R. DeBoer, The dynamics of HIV infection of CD4+ T cells, *Mathematical Biosciences*, 114 (1993), 81–125.

[22] A. S. Perelson, Modeling the interaction of the immune system with HIV, *Mathematical and Statistical Approaches to AIDS Epidemiology*, Springer-Verlag, New York, 83 (1989), 350–370.

[23] L. S Pontryagin, V. G. Boltyanskii, R. V. Gamkrelize and E. F. Mishchenko, *The Mathematical Theory of Optimal Processes*, Wiley, 1962.

[24] M. H. Protter and H. F. Weinberger, *Maximum Principles in Differential Equations*, Springer, New York, 1999.

[25] R. M. Ribeiro and S. Bonhoeffer, A stochastic model for primary HIV infection: Optimal timing of therapy, *AIDS*, 13 (1999), 351–357.

[26] F. R. Stengel, Mutation and control of the human immunodeficiency virus, *Mathematical Bioscience*, 213 (2008), 93–102.

[27] D. G. Zill, *Differential Equations with Boundary-Value Problems*, Blue Kingfisher, 2017.

Received April 2017; 1st revision August 2017; final revision November 2017.

E-mail address: shohel2443@math.buet.ac.bd
E-mail address: maalim@math.buet.ac.bd
E-mail address: sumaiyarahman14 sr@gmail.com