Genes involved in host–parasite interactions can be revealed by their correlated expression
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ABSTRACT

Molecular interactions between a parasite and its host are key to the ability of the parasite to enter the host and persist. Our understanding of the genes and proteins involved in these interactions is limited. To better understand these processes it would be advantageous to have a range of methods to predict pairs of genes involved in such interactions. Correlated gene expression profiles can be used to identify molecular interactions within a species. Here we have extended the concept to different species, showing that genes with correlated expression are more likely to encode proteins, which directly or indirectly participate in host–parasite interaction. We go on to examine our predictions of molecular interactions between the malaria parasite and both its mammalian host and insect vector. Our approach could be applied to study any interaction between species, for example, between a host and its parasites or pathogens, but also symbiotic and commensal pairings.

INTRODUCTION

Understanding the molecular mechanisms by which hosts and parasites interact is key to understanding how parasites subvert host immune defenses and cause disease. Unfortunately, we currently know little about which gene products interact between hosts and parasites. Large interaction datasets and a range of prediction methods exist for examining protein–protein interactions (PPIs) within a particular organism (1); however, few data exist on PPIs between interacting species such as parasites and their hosts. To fill this gap, there have been several bioinformatic attempts to identify or predict host–parasite protein–protein interactions (HPPPIs). These approaches are all based in some way on inferring HPPPIs from known intraspecific PPIs by homology (2–4). This interologues (interaction homologue) approach infers that if a pair of proteins is known to interact, then homologues of these proteins are also likely to interact. This approach is limited because it is unable to make inferences about interactions between species-specific gene families. These include many well-known HPPPIs, such as those involving parasite- and host-specific cell-surface receptors, for example, PfEMP1 and ICAM-1 or Rh5 and basigin, in human malaria (5,6).

PPI prediction methods are prone to high false-positive rates, and a common approach to dealing with this is to integrate multiple lines of evidence (7–9). Likewise, multiple independent approaches to predicting HPPPIs are needed. There are a variety of existing approaches to predict interactions between proteins within an organism, in addition to those that use interologues (10). One that could feasibly be applied to HPPPIs is that introduced by Grigoriev (11) and Ge et al. (12) using correlated gene expression. The products of genes with highly correlated expression profiles are more likely to be involved in the same protein complex or pathway than expected by chance (12,13). This work was initially done in yeast, but it has since been used across a wide variety of species (10). Within an organism, gene products involved in the same complex or pathway must be present at the same time, and thus the genes can be reasonably expected to have correlated expression profiles. We hypothesized that this approach would also work between species. One might expect that, commonly, expression changes in a parasite, which lead to an insult to its host, will result in expression changes in the host to counter the challenge or vice versa. This approach has previously been applied to the detection of correlated expression profiles between macaque and pathogenic Streptococcus spp. but was not formally tested (14). A recent approach used simultaneous gene expression data and regulatory network modelling to examine host–parasite interactions between the yeast Candida albicans and mouse (15). Although this approach was effective in identifying a limited number of verifiable interactions, it was restricted to a limited set of genes with previous knowledge of involvement in host–parasite interaction.
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Using gene expression data from a murine malaria parasite species, its host and vector, we found that pairs of host–parasite genes with correlated expression profiles were enriched for those involved in HPPPIs. Furthermore, we found evidence that although many well-correlated pairs may not interact physically, they tend to act upstream of HPPPIs. This suggests that the detected relationships encompass interacting molecular subsystems and not simply directly interacting proteins. We have named this approach Inter-Species Interactions using Gene Expression Measurements (ISIGEM). Unlike previous methods used to predict HPPPIs, our approach does not rely on known interactions between homologues in other organisms. This is key because it is often the products of species-specific genes (surface antigens, effectors etc) that are at the forefront of host–parasite interactions. This approach could be applied to any parasitic, pathogenic, commensal or symbiotic relationship for which simultaneous gene expression measurements can be taken.

METHODS

Reanalysis of Lovegrove microarray dataset

The probe sequences from the Lovegrove et al. (16) hybrid microarray were remapped to more recent versions of the *Plasmodium berghei* (July 2011; http://www.genedb.org) and mouse (NCBI M37; http://ensembl.org) genome assemblies using SMALT (Ponstingl, unpublished; http://www.sanger.ac.uk/resources/software/smalt/). Reads mapping to multiple locations were excluded, including those mapping to both genomes. The probe sequences were downloaded from the Lovegrove et al. project website (http://hugheslab.ccbri.utoronto.ca/supplementary-data/malaria/extra_material/GEO_info_allProbes.txt). Of the 42,034 probe sequences, 7,295 reads were reliably mapped to 3,480 mouse genes. Where multiple probes mapped to a single gene, the mean intensity was taken for each time point. We used per-probe normalized BALB/c mouse intensity profiles as used in (16) and kindly provided by L. Peña-Castillo.

Gene Ontology (GO) terms from GeneDB (17) were identified for 1,551 *P. berghei* genes and from Ensembl (18) for 3,211 genes. Pfam annotations (19) were also extracted from GeneDB for *P. berghei* and from Ensembl for mouse.

Reanalysis of Xu microarray dataset

The microarray used by Xu et al. (20) was designed using probes based on several Expressed Sequence Tag (EST) libraries that we downloaded from Genbank: ookinete library, *P. berghei* (LIBEST_012759; early-oocyst library, *Anopheles stephensi*/*P. berghei* mixed EST library (LIBEST_012760); mid-oocyst subtraction library, *A. stephensi*/*P. berghei* mixed EST library (LIBEST_012900); and late-oocyst subtraction library, *A. stephensi*/*P. berghei* mixed EST library (LIBEST_012901). We remapped these ESTs to current versions of the *P. berghei* and *Anopheles gambiae* genomes (the *A. stephensi* genome is currently not available). To get the best hit to either genome, and account for the evolutionary distance between *A. stephensi* and *A. gambiae*, we used BLASTX to map the ESTs to predicted protein sequences (ESTs corresponding to the untranslated regions of *A. stephensi* genes were therefore excluded). Individual ESTs with E-values <10⁻²⁰ were accepted, except for those with multiple hits with equivalent E-values. Of the 4,402 gene expression profiles produced by Xu et al., not all had been associated with sequenced probes and therefore could not be included in our analysis. We were able to associate 316 profiles with 287 genes: 67 from *Plasmodium* and 220 from *Anopheles*. Where multiple profiles matched to a single gene, the mean value was taken for each time point.

We were able to identify GO terms for 40 of the *Plasmodium* genes and 113 of the *Anopheles* genes. Pfam domain annotation and GO terms for *A. gambiae* were retrieved from Ensembl Metazoa (21).

An integrated benchmark dataset of HPPPIs

**Correlated sequence signature benchmark datasets**

Dyer et al. (3) adapted a correlated sequence signature (CSS) approach, developed by Sprinzak and Margalit (22), to predict PPIs between human and *Plasmodium* using protein domains overrepresented in known intraspecific interactions. They identified protein domain pairs, which tend to occur in experimentally identified PPIs within mouse or *Plasmodium*, and used these domain pairs to predict PPIs between mouse and *Plasmodium*. Using domains rather than sequence similarity between whole proteins is more powerful because more distant evolutionary relationships can be detected. Furthermore, domain-mediated interactions between multidomain protein families not present in the known interaction dataset can be revealed. Dyer et al. showed using several tests that these predicted HPPPIs were enriched in likely true interactions. They showed that where a host protein was predicted to interact with two parasite proteins, the two parasite proteins tended to be close to each other in the parasite protein interaction network and furthermore that the genes relating to those proteins tended to be co-expressed. This suggests that the method identifies consistent relationships between a host protein and a particular subsystem within the parasite. Furthermore, they showed that those parasite proteins predicted to interact with host proteins were enriched for functional annotation relevant to host–parasite interaction. Both the CSS approach and the tests of the method used by Dyer et al. are independent from those used by us, making it a suitable benchmark. Importantly, it can be applied to any host–parasite system, producing a relatively large set of predictions to use as true-positives.

To generate such a benchmark dataset for assessing the accuracy of mouse–malaria HPPPI predictions, we trained our implementation of the Dyer algorithm using 3,928 *Plasmodium falciparum* ‘direct complex’ interactions from Reactome (23) among 275 proteins and Pfam domain predictions from GeneDB (24). These pairs of interacting Pfam domains and their associated scores were used to predict interacting pairs of genes between
malaria and mouse (Lovegrove dataset) and malaria and mosquito (Xu dataset). Using a cutoff of \( \Pr \geq 0.5 \), as suggested by Dyer et al. (3), we identified 52,083 interactions in the Lovegrove dataset and 12,192 such interactions in the Xu dataset.

This dataset is large and likely to be rich in false-positives. Therefore, to improve its quality, we wanted to exclude CSS interactions that were unlikely to be real. To achieve this, we excluded interactions where the proteins were not predicted to be present outside of the cell in a similar manner to Krishnadev and Srivivasan (25). A list of \( P. \) berghei genes predicted to be exported, to have signal peptides or transmembrane domains was downloaded from PlasmoDB (26). For mouse, we used the LOCATE subcellular localization database (27) and extracted all proteins predicted to be secreted or membrane-bound. This reduced an initial 52,083 CSS interactions to 241. We refer to this as the filtered CSS benchmark dataset. It was not possible to build a similarly filtered CSS interaction benchmark for the Xu dataset, owing to its small size.

**Vignali yeast two-hybrid dataset**

Vignali et al. (28) used a modified yeast two-hybrid methodology to identify interactions between \( P. \) falciparum proteins and those of its human host. They identified 456 interactions after filtering their data to reduce likely false-positives. This is the only published dataset that describes PPIs between \( P. \) falciparum proteins and those of its human host. They identified a list of \( P. \) berghei genes predicted to be exported, to have signal peptides or transmembrane domains was downloaded from PlasmoDB (26). For mouse, we used the LOCATE subcellular localization database (27) and extracted all proteins predicted to be secreted or membrane-bound. This reduced an initial 52,083 CSS interactions to 241. We refer to this as the filtered CSS benchmark dataset. It was not possible to build a similarly filtered CSS interaction benchmark for the Xu dataset, owing to its small size.

**An integrated benchmark dataset**

For benchmarking the performance of ISIGEM on the Lovegrove dataset, we used a combination of the Vignali interactions and the filtered CSS interactions. We refer to this as the integrated benchmark dataset.

**Testing**

To determine whether there was a link between HPPPIs and gene expression profile correlations, we used the Kolmogorov–Smirnov (KS) test, implemented in \( R \). This non-parametric test is used to determine whether a sample distribution is likely to have been drawn from a reference distribution. We compared either the distribution of Pearson \( r \) for randomized profiles with that of the true-positive profile pairs or the distribution of the ISIGEM score with that of true-positive profile pairs. For Pearson \( r \) comparisons, we used the alternative hypothesis that the truly interacting genes have greater values of \( r \) than those of randomized profiles. For ISIGEM score comparisons, we used the alternative hypothesis that the truly interacting genes have lower scores than those of randomized profiles.

**Identification of correlated expression patterns**

Initially, we wanted to determine whether gene expression profiles between species were better correlated than expected by chance. We compared the distribution of Pearson \( r \) between \( P. \) berghei and mouse profiles with those for the same set of profiles where the order of the time points within a profile was randomized. We chose Pearson correlation to compare gene expression profiles rather than Euclidean distance because magnitude is unimportant with Pearson. This allows genes expressed at low and high levels to correlate if they follow the same pattern. Spearman rank correlation was not used, as integer ranks are less sensitive than continuous numbers.

We found that some probe pairs were highly correlated for trivial reasons, for example, where two genes were constitutively expressed. Therefore, it was not sufficient to score the gene pairs based simply on Pearson \( r \). Instead, we determined the significance of each correlation using empirically derived \( P \)-values. Genes expected to correlate well by chance, due to uncomplicated profiles, should have high \( P \)-values, whereas genes that are unlikely to correlate by chance should have low \( P \)-values. To achieve this, we randomized all profiles and calculated the Pearson correlation coefficient between every interspecific pair of genes. We repeated this \( 10^5 \) times and calculated the \( P \)-value as the number of times a randomized pair of genes profiles were correlated at least as well as the real profiles, divided by \( 10^5 \). We did not correct the \( P \)-values for multiple hypothesis testing, as, owing to the large number of tests (\( \sim 1.3 \times 10^7 \) host–parasite gene pairs), it was not possible to perform sufficient numbers of randomizations to achieve significant corrected \( P \)-values using the computational resources available. Thus, the \( P \)-values we use should not be interpreted as representing statistical probabilities. They remain useful, however, for ranking the host–parasite gene pairs—down-weighting spuriously correlated pairs.

**Co-localization of ISIGEM predictions and benchmark interactions in functional clusters**

We wanted to determine whether ISIGEM predictions, although often not direct interactions, were likely indirectly interacting gene products. We reconstructed intra-specific networks of functionally associated gene products using the STRING 9.0 database (1). STRING data for \( P. \) berghei and \( A. \) stephensi were derived by orthology from that for \( P. \) falciparum and \( A. \) gambiae, respectively. We then clustered each network using the MCL (29) with default parameters.

For each of our top-scoring ISIGEM predictions, we then determined whether the genes were found in clusters also containing interactions from the integrated benchmark dataset, for example, in an ISIGEM prediction involving a mouse gene occurring in cluster m1 and a \( Plasmodium \) gene in cluster p1, we looked for a benchmark interaction with a mouse gene in cluster m1 and a \( Plasmodium \) gene in cluster p1.

We compared the frequency of co-localizations with that expected from random predictions. We took random pairs of mouse and \( Plasmodium \) genes (with
replacement) and looked to see whether they co-localized with benchmark interactions. We did this for the same number of interactions as identified by ISIGEM and repeated this 1000 times.

**Functional analysis of interacting genes**

We performed two types of functional analysis, both using GO functional annotation. Firstly, we wanted to examine functional terms enriched among all genes in one species (e.g. host) predicted to interact with genes from another species (e.g. parasite). To do this, we used TopGO (30) and used the weight01 algorithm and the Fisher statistic with a P-value cutoff of 0.05.

In the second analysis, we wanted to identify pairs of functions, which were enriched in predicted interactions, one term from each species. To do this, we developed a method to identify GO term pairs found in interacting genes, which occur more often than expected by chance in a similar fashion to Dyer et al. (3). In each case, we considered only those genes for which expression could be detected, which also had GO terms associated with them. For each term associated with a gene, we added all its ancestral terms. We then counted the number of times a pair of terms a, b occurred such that a was associated with a host gene and b was associated with a parasite gene with which it was predicted to interact. We then randomized the interactions using the Fisher–Yates shuffle and counted the number of occurrences of a with b among these randomized gene pairs. The randomization step was repeated 1000 times, and P-values for each GO term pair were calculated empirically. Many of the GO term pairs thus identified were redundant in the sense that other pairs were more specific, although both pairs might have the same P-value. For example, where pairs \( a_1, b_1 \) and \( a_2, b_2 \) are identified and \( a_1 \) is an ancestor of \( a_2 \) and \( b_1 \) is an ancestor of \( b_2 \), then \( a_2, b_2 \) is a more specific pair of terms. To reduce such redundancy within the results, less specific term-pairs were removed based on the product of their depths in the GO graph. Depth in the graph is roughly correlated with specificity of terms, as the most general node is the root and each child term is a more specific instance of its parent, for example, *nucleotide triphosphate biosynthetic process* is a child of *nucleotide biosynthetic process*. Because a node may have multiple parents, there are often multiple pathways between a node and the root, and therefore, there may be different numbers of ancestral nodes depending on the pathway chosen. We therefore calculated the depth of a particular node as the mean of all possible paths to the root. The GO term pairs were sorted by P-value from lowest to highest and then by the product of the depth of the GO terms. Thus, for a particular P-value, we considered the most specific pair of terms first. We then excluded a pair if either parents or children of both terms had already been seen together. P-values were corrected for multiple hypothesis testing using the Benjamini–Hochberg method implemented in the R program `p.adjust`.

**RESULTS**

**Pairs of host–parasite genes with correlated expression are enriched for those involved in host–parasite interactions**

Within a single organism, the products of gene pairs with well-correlated gene expression profiles are known to be enriched in interacting proteins (12,13,31). We investigated the extent to which correlated gene expression is also predictive of PPIs between genomes, such as a parasite and its host. To do this, we required a simultaneous gene expression time-course experiment where gene expression is measured at the same time points in interacting species. A small number of existing studies have generated such data, encompassing several different host–pathogen pairs (16,20,32–35). Two of these studies investigated the rodent malaria model *P. berghei* using a combined microarray to examine both the parasite and murine host (16), or parasite and mosquito vector (20), respectively.

We initially used the gene expression data for *P. berghei* and its host *Mus musculus* generated by Lovegrove et al. (16). The dataset comprised four independent time-courses, each measuring gene expression in a different mouse tissue over three time points. We concatenated these four experiments to produce a series with 12 data points for each host/parasite gene and calculated correlation coefficients between the expression profiles for all host–parasite gene pairs. We hypothesized that well-correlated pairs were more likely to represent genes whose products interact.

Figure 1A shows the distribution of expression profile correlation values between pairs of mouse and *Plasmodium* genes (in black). These tend to be higher than expected by chance (KS test \( D^+ = 0.0415; P\text{-value} < 2.2e-16 \)), as shown by the distribution of correlations between pairs of profiles with randomized time points (in grey). This suggests that there is a signal in the correlated profiles. We noticed, however, that there were many spurious positive correlations between simple profiles, for example, genes constitutively expressed in both species. To account for these spurious correlations, we calculated empirical P-values for gene pairs based on the likelihood of observing a correlation between their profiles by chance. Thus, instead of using the correlation coefficient to score pairs of profiles, we instead used a score that expressed the chance of observing a correlation. We refer to this value as the ISIGEM score, where 0 represents the best match and 1 the worst.

To examine whether this signal relates to HPPPIs, a large number of confirmed HPPPIs between *P. berghei* and mouse would ideally be required. In the absence of such benchmarking data being available, we combined multiple sources of inferred interactions. Firstly, we examined a dataset of 456 experimentally determined host–parasite interactions between *P. falciparum* and human (28). To use this dataset, it was necessary to infer orthologous interactions (interologues) between *P. berghei* and mouse. We were able to infer 279 interologues; however, only 51 involved gene pairs where both genes were found in the expression dataset. To enrich this
Figure 1. ISIGEM predictions with low P-values are enriched in host–parasite protein–protein interactions. (A) Pairs of host–parasite genes in the mouse–Plasmodium dataset are better correlated than expected by chance. (B) Using the integrated benchmark dataset, we reveal a clear enrichment of HPPPIs among mouse–Plasmodium gene pairs with low ISIGEM scores. (C) ISIGEM predictions with the lowest scores lie closer to HPPPIs in functional association networks than expected by chance for both mouse–Plasmodium and mosquito–Plasmodium datasets. Filled diamonds represent observed number of predictions, which share STRING clusters with benchmark interactions. Box and whisker plots represent the distribution of expected values calculated using randomized predictions. (D) Host–parasite gene pairs between malaria and its insect vector are better correlated than expected by chance in both positive and negative directions. There is a shift towards a more positive correlation coefficient among true-positive (CSS) gene pairs, although this is not statistically significant. (E) Mosquito–Plasmodium gene pairs with low ISIGEM P-values are not significantly enriched in HPPPIs.
dataset, we used an interologue-based HPPPI prediction method, which we then filtered to improve reliability.

The CSS approach has been used previously to identify HPPPIs by inferring interaction through homology (3). Firstly, protein domain pairs are identified that are overrepresented in known intraspecific PPIs. These are then used to infer HPPPIs between proteins with homologous sequence signatures (in this case, protein domains). This approach was shown to be successful in identifying HPPPIs in malaria (3). We identified Pfam domain pairs that occurred more often than expected by chance in interacting protein pairs from *P. falciparum* (23). We then looked for pairs of proteins, one each from *P. berghei* and mouse, which contained one each of these domains. These 52083 CSS interactions were then filtered to improve their reliability; we retained only those interactions where both gene products were predicted to be exposed, that is, exported or membrane-bound. This resulted in a reduced set of 241 more reliable interactions. We combined the interologues from the Vignali dataset with these filtered CSS interactions to produce our integrated benchmark dataset of 520 interactions. Of these, 62 pairs of genes were found on the Lovegrove microarray and could be used to benchmark our approach.

We then tested whether host–parasite gene pairs from the integrated benchmark dataset tended to have lower ISIGEM scores than other pairs from the mouse–*Plasmodium* dataset. We found that they did (KS test \( D^{+} = 0.19, P = 0.01 \); Figure 1B). This suggests that the ISIGEM score and therefore gene expression correlation is associated with pairs of genes involved in host–parasite interaction in rodent malaria.

We found however that the best-correlated gene pairs (ISIGEM score \( = 0 \), \( n = 741 \)) were not found in our benchmark dataset of HPPPIs. This might be because our relatively small benchmark dataset simply does not overlap well with ISIGEM, that is, the interactions identified by CSS and yeast two-hybrid in *P. falciparum* are different from those predicted by ISIGEM in *P. berghei*. However, we hypothesized that ISIGEM would often identify indirectly interacting proteins, because genes that are co-expressed between host and parasite might be upstream of those whose products directly interact at the host–parasite interface. Indeed, genes with correlated expression within a species are often not direct interactors but are involved in common pathways. To examine this, we used functional association networks from the STRING database for mouse and *Plasmodium*. These networks were clustered into highly connected subnetworks using MCL (29). We then asked whether the genes involved in ISIGEM predictions occurred in subnetworks along with gold-standard interaction partners. We found that the highest-scoring ISIGEM predictions (with score \( = 0 \)) were more often in clusters containing benchmark interactions than expected by chance (\( P \leq 0.001 \); Figure 1C). Thus, we reasoned that our predictions represent indirect, or upstream, interactions. Although these may still be direct HPPPIs, which are simply not in our benchmark dataset, this supports our general finding that correlated gene expression between species is predictive of gene pairs involved in host–parasite interaction, be that directly or indirectly.

To determine the accuracy of our results, we calculated the expected number of false-positives based on the aforementioned analysis of proximity to known interactions. Many of our ISIGEM predictions could not be assessed because the genes involved were not represented in the STRING networks. Furthermore, we cannot reliably say that if we do not find an association between an ISIGEM prediction and a gold-standard interaction it is a false-positive, because the STRING networks are incomplete. Therefore, we calculated the expected number of false-positives by generating randomized predictions and determining how often these were found in the same clusters as gold-standard interactions. We found that, on average, over 1000 randomizations, 12.0 (standard error 4.6) interactions co-localized with gold-standard interactions (Figure 1C). Promisingly, 38 ISIGEM interactions co-localized. Thus, we expect that 31.6% (12/38) of predictions will be false-positives. Therefore, we expect that of the 741 interactions predicted by ISIGEM with a score of 0, 507 (68.4%) represent biologically meaningful indirect interactions between host and parasite gene products.

Using CSS interactions, we can generate a benchmark dataset for any system. Xu *et al.* performed a simultaneous microarray study of *P. berghei* with its vector, the mosquito *A. stephensi* (20). This dataset allowed us to perform an independent test of our approach and to extend our examination of malaria HPPPIs to this part of the life cycle. Unfortunately, we were unable to use a filtered CSS benchmark, as after filtering only a single interaction relating to genes on the microarray remained. Using the full CSS dataset as a benchmark, we found that correlation coefficients between host–parasite gene pairs were significantly different from those expected by chance (KS test \( D = 0.1149, P = 2.2e-16 \)). The distribution of correlation coefficients between mosquito and *Plasmodium* genes (Figure 1D) showed an enrichment of both strong positive and strong negative correlations, unlike the mouse–*Plasmodium* dataset, which only showed a signal of positive correlation (Figure 1A). However, when we examined the distribution of correlation coefficients for CSS predictions between malaria and mosquito, we found that there was no enrichment for HPPPIs among negatively correlated profiles (Figure 1D; striped columns). More high-coverage gene expression datasets might shed light on the signal among the negative correlations. We did see, however, that CSS HPPPIs have a greater tendency towards positive correlations (Figure 1D; striped versus black), although the association is not statistically significant with \( \alpha = 0.05 \) (KS test; \( D^{+} = 0.2546, P = 0.05092 \)). When we converted the correlations to ISIGEM scores, we found that there was no enrichment of true-positive interactions below a score of 0.05 (\( \chi^2 \) test, \( P = 0.9672 \)), or a score of <0.2 (\( \chi^2 \) test, \( P = 0.2466 \)). We then looked to see whether high-scoring ISIGEM interactions co-localized with CSS interactions in STRING networks as we did for the mouse–*Plasmodium* predictions. We found that they did
Table 1. GO biological process terms enriched among mouse and Plasmodium genes predicted to be involved in HPPPIs using ISIGEM

| GO Id               | Term                                      | Observed | TopGO P-value |
|---------------------|-------------------------------------------|----------|---------------|
| Mouse genes         |                                           |          |               |
| GO:0006888          | ER to Golgi vesicle-mediated transport    | 3        | 0.0048        |
| GO:0006903          | Vesicle targeting                         | 2        | 0.0064        |
| GO:0046165          | Alcohol biosynthetic process              | 2        | 0.0124        |
| GO:0006308          | DNA catabolic process                     | 2        | 0.0124        |
| GO:0005979          | Regulation of glycolgen biosynthetic process | 2      | 0.0124        |
| GO:0006892          | Post-Golgi vesicle-mediated transport     | 2        | 0.0124        |
| GO:0006418          | tRNA aminoacylation for protein translation| 3        | 0.0127        |
| GO:0015986          | ATP synthesis coupled proton transport    | 2        | 0.0200        |
| GO:0032434          | Regulation of proteosomal ubiquitin-dependent protein catabolic process | 2 | 0.0291 |
| GO:0006396          | RNA processing                            | 5        | 0.0391        |
| GO:0006457          | Protein folding                           | 3        | 0.0426        |
| GO:0043242          | Negative regulation of protein complex disassembly | 2 | 0.0467 |
| GO:0044403          | Symbiosis, encompassing mutualism through parasitism | 2        | 0.0468        |
| Plasmodium genes    |                                           |          |               |
| GO:0006334          | Nucleosome assembly                        | 5        | 0.016         |
| GO:0008193          | Golgi vesicle transport                   | 4        | 0.037         |
| GO:0030168          | Protein catabolic process                 | 9        | 0.044         |

(P-value = 0.02; Figure 1C). We found a similar false-positive rate to that for ISIGEM predictions based on the mouse–Plasmodium dataset: 30% (12/40). Thus, we expect that of the 100 top-scoring predictions, 70 (70%) are truly indirect host–parasite interactions.

ISIGEM predictions between malaria and its mammalian host

We wanted to know whether ISIGEM interactions were commonly involved in particular biological processes. We selected 741 gene pairs with an ISIGEM score of 0 from the mouse–Plasmodium dataset and looked for GO biological process terms enriched among mouse genes in this set (Table 1). The most striking enriched term was Symbiosis, encompassing mutualism through parasitism, suggesting we have recovered genes known to be involved in interspecific interactions. The first of these genes—Scd1 or stearoyl-coenzyme A desaturase 1 (ENSMUSP0000036936)—was correlated with a plasmodium ABC transporter (PBANKA_136480), which may be involved with drug resistance and transportation of heavy metals (Figure 2A). Scd1 encodes an iron-containing enzyme that catalyses a rate-limiting step in the synthesis of unsaturated fatty acids. It has been identified as part of a lipid-based antimicrobial effector pathway in mammals active against gram-positive bacteria (36). This suggests that this effector pathway or one related to it may be involved in Plasmodium infection. As we have shown, using the ISIGEM approach, we do not necessarily expect to find directly interacting proteins, but often those upstream. We examined genes functionally related to those identified by ISIGEM, for example, one link away in the STRING database. Here we found genes previously implicated in malaria: leptin and uncoupling protein 2. Leptin is a protein hormone involved in regulating energy intake and expenditure and is also involved in proinflammatory immune responses (37). Serum and urine levels of leptin have been found to be elevated in P. berghei-infected mice (38). Additionally, leptin seems to be involved in placental malaria in humans, where P. falciparum infection disrupts the relationship between leptin levels and birth weight (39). Uncoupling protein 2 in mouse has previously been shown to be upregulated in P. berghei-infected mice and proposed to play a role in protecting from oxidative stress in the brain (40). We find that the Plasmodium ABC transporter is linked to PfMDR2, a membrane transporter putatively involved in removing xenobiotics such as folate from cells. Its homologue PfMDR1 is thought to be involved in resistance to antimalarials such as chloroquine (41).

The second mouse gene known to be involved in interspecific interaction was Tap1 (ENSMUSP00000128401), part of the Transporter associated with antigen processing (TAP) complex. This gene was highly correlated with a minichromosome maintenance complex subunit (PBANKA_113160) from Plasmodium, part of the replication licensing factor (Figure 2B). TAP delivers antigenic peptides to the endoplasmic reticulum, where they bind to MHC class I molecules, which then display the antigens on the cell surface so that they can be recognized by T cells. A mutation in the TAPI promoter of humans has been associated with hyperparasitaemia and absence of hypoglycaemia in humans infected with malaria (42). A correlated increase in expression of replication licensing factor suggests proliferation of the parasite, perhaps in response to this recognition by the immune system.

The most significant functional term among malaria genes (Table 1) was nucleosome assembly, a process that is important in the control of malaria gene expression, especially during the intraerythrocytic development cycle (43). This may relate to a requirement for unpacking DNA before initiation of gene expression in response to signals from the host. Thus, it suggests a biologically meaningful, but non-specific, result, which may be common to further similar studies. It is perhaps not useful for identifying pairwise HPPPIs, although the host signals initiating this process may be of interest.
Several terms enriched in both mouse and malaria genes were related to the Golgi apparatus and vesicle targeting (Table 1). This suggests that we have detected interactions involving secretion systems. Secretion is particularly important for host–parasite interactions. To interact directly with the host in the blood stage, *Plasmodium* proteins are trafficked from the endoplasmic reticulum, perhaps through the Golgi to the parasite membrane. They then pass through the parasitophorous vacuole and are subsequently trafficked to the erythrocyte membrane (44).

Several terms enriched in both mouse and malaria genes were related to the Golgi apparatus and vesicle targeting (Table 1). This suggests that we have detected interactions involving secretion systems. Secretion is particularly important for host–parasite interactions. To interact directly with the host in the blood stage, *Plasmodium* proteins are trafficked from the endoplasmic reticulum, perhaps through the Golgi to the parasite membrane. They then pass through the parasitophorous vacuole and are subsequently trafficked to the erythrocyte membrane (44). Similarly, in mammals, antibodies are secreted from B cells and membrane proteins are trafficked through similar routes. Although we see genes related to the Golgi apparatus among mouse interactors and among *Plasmodium* genes, we do not see pairs of correlated genes that are both involved in Golgi function. This suggests that secretion events in host and parasite are not closely associated; rather, secretion in one organism results in a different sort of response in the other.

### Table 2. GO term pairs significantly overrepresented in interacting genes of malaria and mosquito predicted using ISIGEM

| Malaria term                                    | Mosquito term                                    | Observed | P-value |
|-------------------------------------------------|--------------------------------------------------|----------|---------|
| Cellular macromolecular complex subunit organization | Regulation of transcription, DNA-dependent       | 2        | 0.024   |
| Proteolysis involved in cellular protein catabolic process | Chitin catabolic process                         | 1        | 0.024   |
| Chromatin assembly or disassembly                | Proteolysis                                      | 1        | 0.024   |
| Chromatin assembly or disassembly                | Phosphate metabolic process                      | 1        | 0.024   |
| Chromatin assembly or disassembly                | Regulation of transcription from RNA polymerase II promoter | 1        | 0.035   |

**ISIGEM predictions between malaria and its insect vector**

At the stage of the malarial life cycle examined in the Xu dataset, the parasite, having been ingested in the insect blood meal, must invade the midgut epithelium. The peritrophic matrix, a mesh of chitin microfibres, protects this epithelium. We examined 100 interactions between 45 *P. berghei* genes and 58 *A. stephensi* genes from the Xu dataset with score ≥750. Asterisks highlight genes previously identified as involved in malaria. Multiple similar interactors are collapsed into boxes with dashed outlines. Expression levels for genes involved in ISIGEM interactions are shown as red traces, the y-axis numbers are not shown, although the y-axis is normalized expression intensity. For A and B, the x-axis is 0, 3 and 6 days after infection (dpi) in brain tissue, and then 0, 3 and 6 dpi in liver; 0, 3 and 6 dpi in lung; and 0, 3 and 6 dpi in spleen. For C and D, the x-axis is 6, 20 and 40 hours after infection, and then 4, 8, 14 and 20 days after infection.
is between histone H2A variant from *P. berghei* and a haemopexin from mosquito (Figure 2C). Haemopexins are involved in scavenging haeme and recycling iron from it. This might relate to a reaction by *Plasmodium* to arrival in the gut where haemopexins are scavenging haeme from the blood meal. Additionally, we identified a chitinase gene (A0NGD1) correlated with a proteasome subunit in malaria (PBANKA_123310) (Figure 2D). It has been shown that midgut chitinase from the mosquito is required for invasion by the parasite (45). As the bloodmeal is digested the peritrophic matrix is slowly degraded by this chitinase. The proteasome response in *Plasmodium* might be a regulatory response to the presence of the chitinase, readying the parasite for crossing the midgut epithelium.

**An integrated dataset of rodent malaria interactions**

We have produced an integrated dataset comprising the high-confidence ISIGEM interactions, yeast two-hybrid interologues and CSS interactions (filtered for malaria and mouse, not filtered for malaria and mosquito). We have made this available as Supplementary Dataset S1. This dataset is the first network of rodent/mosquito malaria host–parasite interactions and provides a basis for future experiments and understanding of malarial host–parasite interaction. Furthermore, it can act as a benchmarking dataset for future approaches to prediction of host–parasite interactions.

**DISCUSSION**

We have shown that signatures of the molecular interactions between host and parasite are detectable in their transcriptomes. It is unclear to what extent this relates to direct interactions, but it is perhaps mechanistically more likely that, in general, correlated genes act upstream of direct molecular interactions. Although we identified a signal of HPPPI gene pairs between mouse and *Plasmodium*, the most high-scoring pairs were not found in our benchmark dataset. Furthermore, there was not a reliable signal of HPPPIs in the mosquito–*Plasmodium* dataset. However, in both cases, we found that the most high-scoring predictions were more closely associated with HPPPIs in functional networks than expected by chance, with a true-positive rate of ~70%. Although it is not currently clear whether the ISIGEM approach will be useful in predicting direct HPPPIs, it appears to be accurate in identifying individual pairs of genes from functional modules that interact between species.

Currently, this approach is limited in application by the paucity of available simultaneous host–pathogen gene expression datasets. Additionally, the lack of high-quality HPPPI data makes it difficult to assess the accuracy of our approach in identifying truly interacting proteins. This is a problem, however, for all approaches aiming to predict HPPPIs. The clear advantage of the ISIGEM approach compared with those previously proposed is that it does not rely on inferring interologues.

Approaches to HPPPI prediction using interologues are limited by the extent to which intraspecific and interspecific interactions are conserved as well as the specificity of intraspecific interactions. Some proteins interact with a large variety of other proteins, whereas others may interact with only a single member of a large family, adding noise to the inference of interactions by homology. Although gene expression correlation is limited to those genes that are expressed in synchrony, it is adaptable and experiments can be tailored to identify interactions relating to particular aspects of host–parasite biology. Biophysical techniques such as yeast two-hybrid are able to identify pairs of host–parasite proteins that will physically interact. However, our approach can be tuned to look at groups of functionally related genes at particular stages of infection or in particular tissues by changing the experimental design.

Examining the predictions made by ISIGEM, we found that the genes identified were enriched for functional terms related to host–parasite interaction. We found several host genes known to be involved in various aspects of malaria infection. More generally, we confirmed that chromatin remodelling is important for malaria in interacting with its host, presumably in controlling the timing of gene expression (46). We also found that genes involved in vesicle transport to the Golgi are important in host–parasite interactions for both *Plasmodium* and mouse. For the parasite, this finding may relate to the modified secretion system, which *Plasmodium* uses to export proteins to the host cell surface (47). We provide an integrated dataset of interaction predictions between mouse and *Plasmodium* based on ISIGEM, CSS and interologues of experimentally determined interactions.

This is the first time that a genome-wide correlation has been shown between host–parasite gene expression and functional interactions between genes. This approach can be applied to study intimate interaction between any species, for example, between an organism and its pathogens, as well as symbiotic and commensal pairings, such as in the human gut microbiome. This work demonstrates the need for more simultaneous expression datasets, designed specifically to provide more power to HPPPI prediction. We believe that experiments, which are designed with this method in mind, will be more successful in extracting HPPPIs with fewer false-positives. Important things to consider are the collection of a sufficient number of time points and replicates and using RNA sequencing over microarrays to improve specificity of profiles.
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