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Abstract—One of the most important aspects of moving forward to the next generation networks like 5G/6G, is to enable network slicing in an efficient manner. The most challenging issues are the uncertainties in computation and communication demand. Because the slices’ arrive to the network in different times and their lifespans vary, the solution should dynamically react to online slice requests. The joint problem of online admission control and proactive resource allocation considering the energy consumption is formulated mathematically. It is based on Binary Linear Programming (BLP), where, the Γ-Robustness concept is exploited to overcome Virtual Links (VL) bandwidths’ and Virtual Network Functions (VNF) workloads’ uncertainties. Then, an optimal algorithm is proposed. This optimal algorithm cannot be solved in a reasonable amount of time for real-world and large-scale networks. To find near-optimal solution efficiently, a new heuristic algorithm is developed. The assessments’ results indicate that the efficiency of heuristic is vital in increasing the accepted requests’ count, decreasing power consumption and providing adjustable tolerance vs. the VNFs workloads’ and VLs traffics’ uncertainties, separately. Considering the acceptance ratio and power consumption that constitute the two important components of the objective function, heuristic has about 7% and 10% optimality gaps, respectively, while being about 30X faster than that of optimal algorithm.
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I. INTRODUCTION

Background. Next generation network slicing is a concept introduced to meet the requirements of different services provided in such networks. By applying this concept, it is possible to deploy multiple logical networks on a common infrastructure network to provide different services that may have conflicting requirements, which includes Radio Access Network (RAN), transport network, and Core Network (CN) virtualization. A network slice consists of Virtual Network Functions (VNF) and Virtual Links (VL). Network resources are limited, therefore, they should be optimally allocated to the slices [1]–[3]. There exists many studies on the efficient allocation of network resources. In these studies, it is assumed that the requested resources’ volumes for VNFs and VLs are fix and known [4]–[9], while, in real-world problems, these volumes change dynamically and are usually unknown [10], [11], that is, the resource requirements of VNFs and VLs of each slice are uncertain for different reasons (e.g., changes in the users’ count of each slice). If the uncertainty conditions are of no concern in the resources allocation, it may lead to slice violation with a slight change in demand. In network slicing, the slice requests arrive in the network in a continuous manner, named online slice requests, which should be checked if the network has enough resources for newly arrived slices, their requested resources should be allocated. In this case, each slice has a lifespan and is active temporarily or permanently in the network. At the end of a slice lifespan, its resources are taken back.

Contributions. The focus of this article is on allocating resources to online slice requests where there exist uncertainties in the resources’ volumes required by VNFs and VLs. The two approaches in managing the uncertainty are: 1) reactive, and 2) proactive. The reactive approach leads to unpredictable and often significant delays in operations of slices as they need to resupply the resources to active slices on-demand for instance, through the Virtual Machines (VM) migrations. As to the proactive approach in resource allocation the uncertain demand information is applied to avoid the need for resource reallocation on the spot. In this article the proactive approach is of concern. The objective is to increase the accepted slices’ count and decrease servers’ and switches’ power consumption. In this article, the problem is considered as Energy-Aware Online Network Slicing under Uncertainties (EA-ONSU) and a system model is proposed for it. In this system model, each slice is considered as a Virtual Network (VN) which includes VMs and VLs. The tenants, the slice owners, know their requirements and are allowed to manage the VNFs needed on their VNs and serve their customers thereupon [4]. The admission control and proactive resource allocation in this proposed system model are formulated as being Binary Linear Programming (BLP) when the concept of Γ–Robustness is applied to overcome uncertainties. The contributions of this article are summarized:

• Due to the practical limitations like fluctuations in resources demand (e.g., unusual changes in resources demand due to increasing slice’s customers’ count), we model the slices’ VNFs’ and VLs’ requested resources’ uncertainties.
• The joint admission control and proactive resource allocation optimization problem is formulated to slice requests under demand uncertainties as BLP, by applying the Γ-Robustness concept, named the Robust Infrastructure Network Slicing (ROBINS). The objective is to increase the accepted slices’ count and decrease the physical servers’ and switches’ power consumption.

• A new optimal algorithm named Optimal Energy-Aware Online Network Slicing under Uncertainties (OEA-ONSU) is proposed for accepting and allocating resources to online slice requests by applying the ROBINS. The OEA-ONSU is a three step algorithm: 1) the previous slices’ expiration are checked, 2) admission control and resource allocation to newly arrived slices are made, and 3) the status of infrastructure network is updated. In order to apply the proposed method to real-world and large-scale networks and find near-optimal solution in reasonable time, a novel heuristic algorithm, named Near-optimal Energy-Aware Online Network Slicing under Uncertainties (NEA-ONSU), is developed.

• The performance results of OEA-ONSU and NEA-ONSU algorithms on the Abilene network [12] are presented, where, the results reveal the efficiency of these proposed algorithms in accepting requests, allocating resources with considering energy efficiency, and providing adjustable tolerance vs. the VNFs workloads’ and VLs traffics’ uncertainties, separately. Considering the acceptance ratio and power consumption, the two important components of the objective function, NEA-ONSU has about 7% and 10% optimality gaps, respectively, while being about 30X faster than that of OEA-ONSU.

**Paper organization.** The rest of this article is organized as follows: the related works are reviewed in Sec. II; the system is modeled in Sec. III; the online robust admission control and resource allocation: mathematical formulation is discussed in Sec. IV; the online robust admission control and resource allocation: solution methodology is introduced in Sec. V; the numerical results are presented in Sec. VI and the article is concluded in Sec. VII.

**II. RELATED WORKS**

The related works are categorized in terms of uncertainties: 1) Resource allocation with fixed resource demand [4], [6]–[8], [13]–[17], 2) Resource allocation under demand uncertainties [10], [18]–[28].

**A. Resource allocation with fixed resource demand**

The energy consumption of cloud nodes and the cost of bandwidth consumption is decreased in [4], where the provided framework allows tenants to manage their slices and serve their customers. For this purpose, an Integer Linear Programming (ILP) formulation is designed for resource allocation and an ILP formulation is designed for admission control. The issue of energy-aware service deployment is studied in [6], where, an ILP is formulated by considering limited VNF traffic processing capacity and management issues. By applying the Benders decomposition, feasibility pump, and primal-dual algorithms, a fast and scalable algorithm with polynomial execution time is devised to compute a near-optimal solution. The problem of resource allocation in network slicing is studied in [7], where, flexible routing, End-to-End (E2E) latency, and coordination overhead are of concern. The problem is formulated as a mixed binary linear programming, with the objective to reduce the energy consumption of cloud nodes. The problem of placing VNFs to form Service Function Chains (SFCs) on geographically distributed clouds is addressed in [8]. This problem is formulated as ILP to reduce inter-cloud traffic and response time in a multi-cloud scenario. The total implementation cost and Service Level Agreements (SLAs) are of concern. The energy efficiency optimization for orchestrating online SFC requests in multi-domain networks is assessed in [13], where, the problem is formulated as ILP, followed by a heuristic algorithm, which next to meeting the needs of online SFCs, assures the privacy of each cloud efficiently. An ILP formulation is presented in [14] to solve the Virtualized Network Function Forwarding Graph (VNF-FG) placement and chaining problem. VNFs are shared between tenants to optimize resource consumption and increase the infrastructure provider revenue. A mathematical formulation for reliability-aware VNF placement and routing by considering Quality of Service (QoS) parameters is presented in [15], where, a resource allocation algorithm, applying a shared protection scheme with Active-Standby redundancy, is proposed to optimize the redundant VNFs without affecting the QoS parameters. The problem is formulated as Mixed Integer Linear Programming (MILP) and a meta-heuristic algorithm is proposed to make the solution scalable in large-scale networks. In [16], the power-aware and delay-constrained joint VNF placement and routing (PD-VPR) problem is formulated as an ILP. Then, a fast online heuristic named Holu is developed to overcome high computational complexity of ILP. In [17], the problem of resource allocation to SFCs by considering the E2E latency constraints of all services and all cloud and communication resource budget and energy efficiency constraints, is considered. The problem is formulated as Mixed Binary Linear Program (MBLP). Then, an alternative MBLP formulation is developed which shows same optimal solution and it is more computationally efficient when the dimension of the corresponding network becomes large.

**B. Resource allocation under demand uncertainties**

The manner where the robust strategies that place VNFs in virtual data centers impact on energy saving and the level of protection vs. uncertainties in demand is assessed in [10]. Therefore, a robust optimization model with a heuristic algorithm is proposed for reducing the energy consumption of computational and network infrastructure that is robust to fluctuations in resources demand. To reduce energy consumption, the unused servers and switches’ ports are turned off. The issue of mapping VLs into physical paths, known as Virtual Link Embedding (VLE), where the bandwidth requirements of VLs are uncertain, is assessed in [18]. To have VLs with predictable performance, the mapping must assure the required E2E congestion probability of physical paths with no
To confront the demand uncertainties, each resource demand of VNFs’ and links are considered as a set of VNFs and links between them is discussed in [20]. Consequently, first, a SFC orchestration is formulated with a predefined deadline limitation as the Mixed Integer Non-Linear Programming (MINLP) by applying the Γ-Robustness concept and next, an approximate algorithm is devised to solve the large-scale problems. The problem of robust and E2E network slicing, where the slices are considered as a set of VNFs and links between them is discussed in [21]. Bugs may occur in some VNFs in a random manner, making some slices to lose their validity, hence, triggering a slice recovery process. Because traffic demand in each slice is stochastic, making drastic changes in traffic demand can lead to slice reconfiguration. As to slice recovery in network slicing under bandwidth uncertainty, a solution is presented in [21] and a heuristic algorithm is devised based on Variable Neighborhood Search (VNS) to accelerate the problem solving time in large-scale networks. Researchers in [22] applied the Γ-Robustness concept in resource allocation to VNF chains by considering their tolerable delays and uncertain state in traffic demand, which leads to uncertainty in the requirements of VNFs resources, formulated as MILP. An admission control method is adopted and the objective function is to reduce the energy consumption of servers and links next to reducing the penalty due to the admission control process. To improve the scalability of the model, the MILP-based VNS algorithm is presented as well. To overcome the scalability issues in [22], a model when the concept of light robustness is applied presented in [23]. The problem of failure recovery in network slicing under uncertainty in traffic demand is assessed in [24], where, first, the problem is formulated as MILP, next, a robust optimization is applied to fulfill the stochastic traffic requests. A Mixed Integer Programming (MIP) formulation is presented in [25] for the network slicing problem under traffic uncertainty and to reduce the computational complexity of mathematical optimization, a meta-heuristic algorithm based on ant colony optimization algorithms is devised for the robust network slice design problem. To avoid frequent resource re-provisioning, the deadline-aware, co-located, and geo-distributed SFC orchestration with demand uncertainties as robust optimization problem is formulated in [26], where, the exact and approximate algorithms are devised to solve it. Uncertain demand knowledge is used in computing the proactive SFC orchestration that can withstand fluctuations in dynamic service demand. A resource allocation approach in network slicing that is robust to partly unknown users’ count with random usage of slice resources is proposed in [27], where, the objective is to increase the total earnings of the infrastructure provider (IP). The resource allocation to slices is made as to limit its impact on low-priority background services, which may coexist next to the slices in the infrastructure network. In this context, the probabilistic assurance is that the volume of allocated network resources to the slices will meet its requirements. In [28], a prioritized admission control mechanism for concurrent slices based on an infrastructure resource reservation approach is proposed. The reservation accounts for the dynamic nature of slice requests while being robust to slice resource demands uncertainties. Adopting the perspective of an IP, reservation schemes are proposed that maximize the number of slices for which infrastructure resources can be granted while minimizing the costs charged to the Mobile Network Operators (MNOs).

The findings of this article are compared with that of the reviewed articles in Table 1. In practice, there exist different types of resources in the infrastructure network: the CPU, RAM, storage, and bandwidth that a slice needs to operate.

### TABLE 1: Summary of Related Researches

| Reference | CPU Robustness | RAM Robustness | Storage Robustness | Bandwidth Robustness | VNF Placement | VLE | Delay | Online | Applicable on Large Networks | Decreasing Power Consumption of Servers | Decreasing Power Consumption of Switches | Admission Control |
|-----------|----------------|----------------|--------------------|----------------------|---------------|-----|-------|-------|-----------------------------|------------------------------------------|------------------------------------------|------------------|
| [18]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [19]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [20]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [21]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [22]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [23]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [24]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [25]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [26]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [27]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |
| [28]      | ✓              | ✓              | ✓                  | ✓                    | ✓             | ✓   | ✓     | ✓     | ✓                           | ✓                                        | ✓                                        | ✓                |

This work
uncertainty must be of concern. In this article, a comprehensive uncertainty formulation is devised and due to the business model introduced by 5GPPP [29] for network slicing, the online slice requests with their requirements including propagation delay of VLs is of concern. The joint admission control and resource allocation with the main objective of increasing the accepted slices’ count and decreasing the power consumption of the infrastructure network is of concern. Because of this comprehensive formulation of the problem, a large-scale problem that needs to be solved very fast as to be applicable on large-scale networks, a new and rapid near-optimal algorithm is devised. As observed, none of the available studies meets all the conditions addressed in this article.

III. SYSTEM MODEL

This system includes: 1) Infrastructure network model and 2) Slice requests model. The main notations are summarized in Table II.

A. Infrastructure Network Model

An IP is assumed that provides network slices for several tenants on a shared network. The infrastructure network is considered as an undirected graph \( G(\mathcal{N}; \mathcal{L}) \), where \( \mathcal{N} \) is the set of cloud nodes\(^1\) and base stations (BS), and \( \mathcal{L} = \{l_{n,n'}\} \) is the set of links which connect the nodes\(^2\) (the cloud nodes and BSs) of this graph, thus, if \( l_{n,n'} = 1 \), then the two nodes \( n \) and \( n' \) are connected, otherwise the opposite holds. As observed in Fig. (1), the distributed cloud nodes are considered in both the core and transport layers, and the abstract RAN [30] layer includes only BSs, where the nodes form a network together. It is worth noting that the abstract RAN implies that the RAN details are

\(^1\)Each cloud node includes a forwarding device and a cluster of servers.
\(^2\)We use the terms node and server interchangeably.

| TABLE II: Main Notations |
|---------------------------|
| Notation | Definition |
| \( N, \mathcal{L} \) | Sets of IP’s physical nodes and links |
| \( \mathcal{N}_\text{Net}, \mathcal{N}_\text{Tunnel} \) | Sets of previously used and unused nodes |
| \( R_n, R_{n'} \) | Vector of node \( n \)’s total and available resources that includes CPU, RAM, and storage |
| \( \rho_{\text{max}}, \rho_{\text{idle}} \) | Maximum and idle power consumption of node \( n \) |
| \( S_n, S_{n'} \) | Switch \( n \) and its one port power consumption |
| \( s_n \) | Number of connected ports of switch \( n \) to other switches |
| \( \rho_{\text{prop}} \) | Total and available bandwidth of the physical link \( l_{n,n'} \) |
| \( \Phi_{\text{Net}} \) | Sum of all links’ bandwidths |
| \( \rho_{\text{prop}} \) | Propagation delay of the physical link \( l_{n,n'} \) |
| \( \tau_{n,n'} \) | Includes switch \( n \) and \( n' \)’s idle power and power of ports used in link \( l_{n,n'} \) |
| \( \gamma_{n,n'} \) | To specify used link \( l_{n,n'} \), it is 1 if link \( l_{n,n'} \) was used |
| \( \delta_{n,n'} \) | Indicator that determines physical link \( l_{n,n'} \) contributes in the \( \delta^k \) path between \( n \) and \( n' \) |
| \( \rho_{\text{prop}} \) | Set of all physical links \( l_{n,n'} \) contribute in the \( \delta^k \) path between \( n \) and \( n' \) |
| \( \rho_{\text{prop}} \) | Set of paths between \( n \) and \( n' \) |
| \( T, T_i \) | Sets of all tenants that their slices are accepted and current tenants |
| \( D, D_i \) | Sets of tenant \( i \)’s slices and current tenant \( i \)’s arrived slices |
| \( S, S_i \) | Sets of total accepted slices and current time slot arrived slices |
| \( \phi_{t,d} \) | Lifespan of the \( \delta^k \) slice of tenant \( t \) |
| \( M_{t,m} \), \( E_{t,m} \) | Sets of \( s_k, s_k \)’s requested VMs and VLs |
| \( n_{t,m} \) | Vector of the requested capacities for VM \( m_{t,m} \) that includes \( \gamma_{t,m} \), \( \rho_{t,m} \), \( \tau_{t,m} \) and \( \phi_{t,m} \) |
| \( T_{s_{m',n'},s_{m,n}} \) | Vector of specifications of requested VL between the two VMs \( m \) and \( m' \) in slice \( s_{m,n} \) that includes \( \omega_{s_{m,n}}, \nu_{s_{m,n}} \) and \( \rho_{s_{m,n}} \) |
| \( w_{s_{m,n}}, \tau_{s_{m,n}} \) | Requested data rate between two VMs \( m_{t,m} \) and \( m'_{t,m} \) |
| \( \delta_{m,n} \) | Maximum tolerable propagation delay between two VMs \( m_{t,m} \) and \( m'_{t,m} \) |
| \( \theta_{m,n} \) | To specify previously turned-on node \( n \), it is 1 if node \( n \) is turned on |
| \( \mathcal{N}_\text{Net} \) | Sum of All nodes power consumption |
| \( \mathcal{N}_\text{Tunnel} \) | Nodes power consumption in previous time slots |
| \( \mathcal{S}_\text{Net} \) | Sum of All switches power consumption |
| \( \mathcal{S}_\text{Tunnel} \) | Switches power consumption in previous time slots |
| \( \Gamma, \Gamma_i \) | To specify protection levels for VMs and VLs |
| \( \Delta_1, \Delta_2 \) | To specify relative deviations for requested resources of VMs and VLs |

Decision Variables

- \( \beta_{n,t} \): 1 if node \( n \) is turned on in current time slot
- \( \beta_{t,d} \): 1 if slice \( s_k \) of tenant \( t \) is accepted
- \( \rho_{t,d} \): 1 if VM \( m_{t,m} \) is placed on node \( n \)
- \( \xi_{s_{m,n},s_{m,n'}} \): 1 if VL \( s_{m,n'} \) is mapped on the \( \delta^k \) path between \( n \) and \( n' \)
- \( \psi_{l_{n,n'},t,d} \): 1 if link \( l_{n,n'} \) was used in current time slot

Auxiliary Variables

- \( \eta \): Number of rejected slices in current time slot
- \( N_{\text{Net}} \): Sum of used nodes power consumption with respect to arrived slices in current time slot
- \( U_{\text{Net}} \): Amount of node \( n \)’s used resources (CPU, RAM, Storage) in current time slot
- \( O_{\text{Net}} \): Amount of node \( n \)’s used resources (CPU, RAM, Storage) for robustness in time slot \( t \)
- \( S_{\text{Net}} \): Sum of the used switches power consumption in current time slot
- \( U_{\delta_{n,n'}} \): Amount of link \( l_{n,n'} \)’s used bandwidth in current time slot
- \( O_{\text{Tunnel}} \): Amount of link \( l_{n,n'} \)’s used bandwidth for robustness in time slot \( t \)

\[ \rho_{\text{prop}}, \rho_{\text{idle}}, \gamma_{n,n'}, \tau_{n,n'}, \phi_{t,d}, M_{t,m}, E_{t,m}, n_{t,m}, T_{s_{m',n'},s_{m,n}}, w_{s_{m,n}}, \tau_{s_{m,n}}, \delta_{m,n}, \theta_{m,n}, \mathcal{N}_\text{Net}, \mathcal{N}_\text{Tunnel}, \mathcal{S}_\text{Net}, \mathcal{S}_\text{Tunnel}, \Gamma, \Gamma_i, \Delta_1, \Delta_2, \beta_{n,t}, \beta_{t,d}, \rho_{t,d}, \rho_{t,d}, \xi_{s_{m,n},s_{m,n'}}, \psi_{l_{n,n'},t,d}, \eta, N_{\text{Net}}, U_{\text{Net}}, O_{\text{Net}}, S_{\text{Net}}, U_{\delta_{n,n'}}, O_{\text{Tunnel}} \]

\[ \rho_{\text{prop}}, \rho_{\text{idle}}, \gamma_{n,n'}, \tau_{n,n'}, \phi_{t,d}, M_{t,m}, E_{t,m}, n_{t,m}, T_{s_{m',n'},s_{m,n}}, w_{s_{m,n}}, \tau_{s_{m,n}}, \delta_{m,n}, \theta_{m,n}, \mathcal{N}_\text{Net}, \mathcal{N}_\text{Tunnel}, \mathcal{S}_\text{Net}, \mathcal{S}_\text{Tunnel}, \Gamma, \Gamma_i, \Delta_1, \Delta_2, \beta_{n,t}, \beta_{t,d}, \rho_{t,d}, \rho_{t,d}, \xi_{s_{m,n},s_{m,n'}}, \psi_{l_{n,n'},t,d}, \eta, N_{\text{Net}}, U_{\text{Net}}, O_{\text{Net}}, S_{\text{Net}}, U_{\delta_{n,n'}}, O_{\text{Tunnel}} \]
not considered. Only the computation and storage capacities of BSs and their forwarding devices [30], which connect them to transport layer, are considered. It is assumed that all nodes support the Network Function Virtualization (NFV) and as observed in Fig. (2), there is an orchestrator that includes an NFV and Software Defined Networking (SDN) manager which, first, receives the tenants’ slice requests and next, if acceptable, creates them by allocating the resources thereupon. The resources of each node include the CPU, RAM, and storage, considered as a vector \( B_n = (P_{CPU}, P_{RAM}, P_{STOR}) \) for each node \( n \in N \). The physical links of the network have fixed bandwidths, therefore, each link \( l_{n,n'} \in \mathcal{L} \) has a limited bandwidth of \( B_l \). Because the nodes are distributed, there exists a considerable propagation delay, that is, \( \tau_{n,n'} \) is the propagation delay between nodes \( n \) and \( n' \in N \).

### B. Slice Requests Model

There exist some tenants who request slices. In this article, it is assumed that \( T = \{1, \ldots, T \} \) is the set of all tenants, and set \( D_t = \{1, \ldots, d_t \} \) is the requested slices of tenant \( t \). Because each tenant can request different slices, in this set, \( d_t \) is the number of the slices requested by tenant \( t \). In this process, an online resource allocation is of concern. It is possible that, some tenants who may or may not already be in the set \( T \) transmit new slice requests to the IP at any given time, consequently, another set, named \( T' \), is considered to include tenants who send slice requests and must decide whether to accept and allocate the resources thereupon. The set \( D_{t,c} \) is considered as well, which includes the current slice requests of tenant \( t \in T_c \). A set named \( S \) is considered to include the current slice requests, that is, each \( S \)’s member is represented by \( s_{t,d} \), which is the \( d \)th slice request of tenant \( t \) in current time. The set named \( S \) is considered to include all the accepted slices. As observed in Fig. (2), when a tenant transmits a slice request to the orchestrator, first, the possibility of accepting is checked, and if the slice is accepted, the required resources are allocated and the slice is activated. Whenever the tenant does not need the slice, the slice lifespan is expired, the slice termination process is run and its resources are taken back, consequently, the three sets \( T, D_t, \) and \( S \) are updated after both slice resource allocation and expiration. Each slice request specifies the set of VMs and their associated VLs represented by undirected graph \( s_{t,d} = (\mathcal{M}_{t,d}, \mathcal{E}_{t,d}) \), where, \( \mathcal{M}_{t,d} \) and \( \mathcal{E}_{t,d} \) are the sets of the requested VMs and VLs by tenant \( t \) for slice \( d \), respectively. For each VM \( m_{t,d} \in \mathcal{M}_{t,d} \), a vector \( v_{m_{t,d}} = [P_{CPU}, P_{RAM}, P_{STOR}] \) that indicates the volume of the resources that are needed by VM \( m_{t,d} \) is of concern. From now on \( t \) and \( d \) indices are removed from \( m \) and \( m' \) for readability. For each VL \( e_{m,m'} \in \mathcal{E}_{t,d} \), \( m \) and \( m' \in \mathcal{M}_{t,d} \), the specifications are expressed by \( Y_{e_{m,m'}} = [\omega_{e_{m,m'}}, r_{max_{e_{m,m'}}}] \), where, \( \omega_{e_{m,m'}} \) is the link data rate and \( r_{max_{e_{m,m'}}} \) is the maximum tolerable delay.

### IV. ONLINE ROBUST ADMISSION CONTROL AND RESOURCE ALLOCATION: MATHEMATICAL FORMULATION

Based on the business model introduced by SGPPP [29] for the relationship between the IP and the tenants, after a tenant transmits its slice request to the IP orchestrator, if the available resources are sufficient to accept the slice, the resources will be allocated. In the next generation networks slicing, the slice requests with different lifespans arrive at the orchestrator at different times, and the IP must be able to allocate resources to new slices in an online manner and release the resources containing expired slices. High power consumption of IT infrastructures due to environmental and economic reasons has become a major issue among researchers [6]. The total IT infrastructure power consumption consists of power consumed by the turned-on switches with their applied ports, and the power consumed by the turned-on servers. A robust optimization model is proposed for admission control and allocation of network resources to the online slice requests of tenants to reduce the IT infrastructure’s total power consumption next to increasing the accepted slices’ count. Because formation of each slice takes time, in this study, the time slots are considered that at beginning of each time slot, the newly arrived slices during the previous time slot are processed and the resources of slices with expired lifespans are released. In this process \( (s_{t,d}) \) determines the slice lifespan.

An example of the admission control and resource allocation process to 5 slices that arrive at the network during 4 time slots is drawn in Fig. (3), where, at the beginning of each time slot, the process of checking the existence of expired slices and resource allocation to newly accepted slices are evident. A predefined unit of lifespan is considered. Slice 1 with lifespan 1 is accepted in time slot 1, therefore, at the beginning of time slot 2 that slices 2 and 3 are accepted, slice 1 is expired, and its resources are taken back. Because the lifespans of slices 2 and 3 are equal to 2, they are expired at the middle of time slot 3. Slice 4 that arrives at the network in time slot 2, is rejected, because its requested resources are not available in the infrastructure network. slice 5 which is arrived at network in time slot 1, is accepted and because it is a permanent slice, it is not expired. Due to the online allocation, when a slice request arrives, the admission control and the resource allocation are made concerning the remaining resources of the network. Because the admission control and resource allocation operations are made at the beginning of each time slot, the following optimal model makes the optimal allocation only in each time slot, thus, no global optimization.

### A. Slice Acceptance

To separate the accepted slices from the rejected slices in the slices' admission control, the variable \( \delta_{t,d} \) is defined, which in case of accepting a slice \( d \) of tenant \( t \), its volume is set to 1, that is, if it is not possible to meet the requirements of a slice in terms of the resources required by its VMs and VLs, and tolerable delays of VLs, this volume is set to 0. The following constraint is defined to specify the rejected slices’ count which should be decreased in the objective function.

\[
C1: \sum_{t \in T} \sum_{d \in D_{t,d}} (1 - \delta_{t,d}) = \eta, \quad (1)
\]

where, \( \eta \) is an integer variable that specifies the count of rejected slices in current time slot.
B. VNF Placement

Each slice is considered as a VN that includes VMs and VLs and after the slice is accepted, the tenant as a slice owner manages the required VNFs on the VN. In this article, VNF placement means allocating resources to a VM. The binary variable $\pi_n^m$ is set to 1, if VM $m$ is placed on node $n$. To assure that a VM $m$ is placed on a single node and to prevent a rejected slice’s VM from being placed on the nodes, the following constraint is defined:

$$C2: \sum_{n \in \mathcal{N}} \pi_n^m = \delta_{t,d}, \forall m \in \mathcal{M}_{t,d}, \forall t \in \mathcal{T}, \forall d \in \mathcal{D}_{t,c}. \quad (2)$$

In this constraint, $\delta_{t,d}$ is applied on the right side to assure that decisions are made only for the placement of the accepted slices’ VMs.

C. VL Embedding

There may be several paths between the two nodes $n$ and $n'$, as $\mathcal{P}_{n,n'} = \{1, \ldots, b, \ldots, \mathcal{P}_{n,n'}\}$, such that $\mathcal{P}_{n,n'}$ is the physical paths’ count between the two nodes $n$ and $n'$, consequently, the $b^{th}$ path is symbolized as $\mathcal{P}_{n,n'}^b$. The binary decision variable $\xi_{\mathcal{P}_{n,n'}^b}$ is defined to determine whether VL $\mathcal{E}_{n,m,n'}$ is embedded over path $\mathcal{P}_{n,n'}^b$ or not and if so, $\xi_{\mathcal{P}_{n,n'}^b}$ is set to 1, otherwise, 0. The following constraints assure that the VLs of the accepted slices are located on only one path between the nodes that contain the associated VMs of the VLs:

$$C3: \sum_{n,n' \in \mathcal{N}} \sum_{b \in \mathcal{P}_{n,n'}} \xi_{\mathcal{P}_{n,n'}^b} = \delta_{t,d}, \forall \mathcal{E}_{n,m,n'}, \forall t \in \mathcal{T}, \forall d \in \mathcal{D}_{t,c}. \quad (3)$$

$$C4: \xi_{\mathcal{P}_{n,n'}^b} = \pi_n^m \times \pi_{n'}^{m'}, \forall n, n' \in \mathcal{N}, \forall b \in \mathcal{P}_{n,n'},$$
$$\forall m, m' \in \mathcal{M}_{t,d}, \forall \mathcal{E}_{n,m}, \forall t \in \mathcal{T}, \forall d \in \mathcal{D}_{t,c}. \quad (4)$$

By applying the nonlinear constraint C4, we assure that if $\xi_{\mathcal{P}_{n,n'}^b}$ is 1, $\pi_n^m$ and $\pi_{n'}^{m'}$ should be 1, consequently, to have a BLP model, the following transformation is advised:

$$C4-1: \xi_{\mathcal{P}_{n,n'}^b} \leq \pi_n^m + 1 - \pi_{n'}^{m'}. \quad (5)$$

Therefore, constraints (C4-1 to C4-3) should be applied instead of C4.

D. Node Resources Limitations

The sum of the allocated resources to VMs, placed on a node $n$ must not exceed its capacity ($R_n'$), thus, the following constraints prevail:

$$C5: \sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}_{t,c}} \sum_{m \in \mathcal{M}_{t,d}} \pi_n^m \times \nu_m = U_n, \forall n \in \mathcal{N}. \quad (8)$$

$$C6: U_n \leq R_n', \forall n \in \mathcal{N}. \quad (9)$$

Because each node and VM have three types of resources CPU, RAM, and storage, the new integer variable $U_n$ is defined to specify the sum of the required resources by the VMs, placed on node $n$. The $U_n$ is a vector containing the required CPU, RAM, and storage by the VMs.

E. Link Bandwidth Limitation

To determine the physical link $l_{u,v}$ as a member of the path $\mathcal{P}_{u,v}$, the binary indicator $I_{\mathcal{P}_{u,v}}$ is defined, where, $L_{\mathcal{P}_{u,v}}$ is the set of all physical links in path $\mathcal{P}_{u,v}$. The following constraints specify the bandwidth of each link $l_{n,n'}$ applied by VLs on it considering the available bandwidth. The variable $P'_{l_{n,n'}}$ is defined to specify the sum of the required bandwidths by VLs on the physical link $l_{n,n'}$ and the variable $\theta_{l_{u,v}}$ is defined to specify whether link $l_{u,v}$ is applied in the current time slot or not, consequently, if link $l_{n,n'}$ is applied in the current time slot, this variable is set to 1, otherwise 0.

$$C7: \sum_{t \in \mathcal{T}} \sum_{d \in \mathcal{D}_{t,c}} \sum_{m \in \mathcal{E}_{n,m,n'}} \sum_{m' \in \mathcal{E}_{n,m,n'}} \sum_{b \in \mathcal{P}_{n,n'}} I_{\mathcal{P}_{n,n'}} \times \xi_{\mathcal{P}_{n,n'}^b} \times \omega_{\mathcal{E}_{n,m,n'}} = U_{l_{u,v}}, \forall l_{u,v} \in L_{\mathcal{P}_{u,v}}. \quad (10)$$

$$C8: U_{l_{u,v}} \leq \theta_{l_{u,v}} \times B_{l_{u,v}}, \forall l_{u,v} \in L_{\mathcal{P}_{u,v}}. \quad (11)$$

F. Delay Model

To assume the VLs’ maximum tolerable propagation delays, the following constraint is defined:

$$C9: \sum_{l_{u,v} \in L_{\mathcal{P}_{u,v}}} I_{\mathcal{P}_{u,v}} \times \xi_{\mathcal{P}_{u,v}} \times \tau_{l_{u,v}} \leq \tau_{\max},$$
$$\forall n, n' \in \mathcal{N}, \forall b \in \mathcal{P}_{n,n'}, \forall \mathcal{E}_{n,m,n'}, \forall t \in \mathcal{T}, \forall d \in \mathcal{D}_{t,c}. \quad (12)$$

Because the tenant as a slice owner is responsible for slice management, the IP does not have any information about the VNFs that will be executed on VMs. Therefore, the execution delay cannot be computed. Also, the transmission delay is not considered, for simplicity [4].
G. Node Power Consumption

The linear node power consumption model proposed by [31] is modified as follows:

\[ C10: \sum_{n \in \mathcal{N}} (P_{\text{Max}}^n - P_{\text{idle}}^n) \times \frac{U_{\text{CPU}}^n}{P_{\text{CPU}}^n} + (1 - \alpha_n) \times \beta_n \times P_{\text{idle}}^n = N_c. \]

\[ C11: \pi_m^n \leq \alpha_n, \forall n \in \mathcal{N}_{\text{used}}, \forall m \in \mathcal{M}_{t,d}, \forall t \in \mathcal{T}_c, \forall d \in D_{t,c}. \]

\[ C12: \pi_m^n \leq \beta_n, \forall n \in \mathcal{N}_{\text{unused}}, \forall m \in \mathcal{M}_{t,d}, \forall t \in \mathcal{T}_c, \forall d \in D_{t,c}. \]

In constraint C10, \( P_{\text{Max}}^n \) and \( P_{\text{Max}}^n \) are equal to the power consumption volumes of the node \( n \) at idle and maximum usage, respectively. The \( \frac{U_{\text{CPU}}^n}{P_{\text{CPU}}^n} \) specifies the CPU utilization of node \( n \) volume. To propose an online admission control and resource allocation with the aim of power consumption minimization, we need to divide nodes (set \( \mathcal{N} \)) into two sets \( \mathcal{N}_{\text{used}} \) and \( \mathcal{N}_{\text{unused}} \) to use nodes that have already been turned on as much as possible. The variable \( \beta_n \) is set to 1 if node \( n \in \mathcal{N}_{\text{used}} \) is turned on in the current time slot, while, \( \alpha_n \) specifies the previously turned-on node \( n \in \mathcal{N}_{\text{used}} \). \( \alpha_n \) is 0 if node \( n \) is not previously applied. The circumstances that the nodes are turned-on and VMs are placed on the turned-on nodes is verified through constraints C11 and C12. By applying these constraints, a continuous variable, \( N_c \), specifies the total nodes’ power consumption in the current time slot.

H. Switch Power Consumption

The volume of switch power consumption is computed through constraint C13. The switch power consumption model is proposed by [6]. For simplicity, a parameter \( \zeta_{u,u',l} \) is defined for each link \( l_{u,u'} \) of switch \( u \). The idle power consumption volume of switch \( u \) is 0 if node \( n \in \mathcal{N}_{\text{used}} \). \( \zeta_{u,u',l} \) specifies the previously applied port for link \( l_{u,u'} \) and \( \zeta_{u,u',l} \) is the volume of switches’ power consumption. The formulation for computing the power of each link in its cumulative sense is as follows:

\[ \zeta_{u,u'} = (2 \times S_u^{\text{Port}}) + \frac{S_u}{S_u'}, \forall l_{u,u'} \in \mathcal{L}, u \neq u'. \]

\[ \zeta_{u,u'} = (S_u^{\text{Port}}) + \frac{S_u}{S_u'}, \forall l_{u,u'} \in \mathcal{L}, u = u'. \]

In these two equations, \( S_u \) and \( S_u^{\text{Port}} \) are switch \( u \) and its one port power consumption, respectively. Also, \( S_u' \) specifies number of connected ports of switch \( u \) to other switches. When a previously unused link \( l_{u,u'} \) is applied in the current time slot for embedding VLs of newly accepted slices, first, the \( \theta_{l_{u,u'}} \) is set to 1, and next, the sum of \( \zeta_{u,u'} \) for all newly activated links in current time slot specifies the switches’ power consumption. Here, a continuous variable, \( S_c \), specifies the total switches’ power consumption in the current time slot.

\[ C13: \sum_{u \in \mathcal{N}} \sum_{u' \in \mathcal{N}} \theta_{l_{u,u'}} \times \zeta_{u,u'} = S_c, \theta_{l_{u,u'}} \neq \gamma_{l_{u,u'}}. \]

I. The Admission Control and Resource Allocation Base Model

The nodes’ and switches’ power consumption and the accepted slices’ count are considered as the main components of the objective function in this article to reduce the power consumption volume and the rejected slices’ count. Here, the objective function, named \( C \), is expressed as follows:

\[ C = \left( \frac{N_c}{N_{\text{total}}} \right) + \left( \frac{S_c}{S_{\text{total}}} \right) + \eta + \sum_{n \in \mathcal{N}} \left( \frac{U_{\text{RAM}}^n}{P_{\text{RAM}}^n} \right) + \sum_{n \in \mathcal{N}} U_{\text{STOR}}^n + \sum_{u \in \mathcal{N}} \sum_{u' \in \mathcal{N}} U_{\text{Port}}^{l_{u,u'}}. \]

In the objective function C all components are normalized, to give priority to minimize \( \eta \), the one that specifies the rejected slices’ count. Therefore, first \( \eta \) and then the rest of the components are minimized. The nodes’ and switches’ power consumption are computed through \( N_c \) and \( S_c \), respectively. Because of the considered online approach in this article, the last three components in the objective function are defined to avoid the resources waste. The base model of admission control and resource allocation is presented as follows:

\[ \min C \]

subject to:

\[ (C1)-(C3),(C4-1)-(C4-3),(C5)-(C13) \]

\[ C14: \beta_n \in \{0,1\}, \forall n. \]

\[ C15: \delta_{t,d} \in \{0,1\}, \forall t, d. \]

\[ C16: \pi_m^n \in \{0,1\}, \forall l_{u,u'}, \forall m, n. \]

\[ C17: \epsilon_{p_{n,n'}^m} \in \{0,1\}, \forall e_{m,m'}, b, n, n', t, d. \]

\[ C18: \theta_{l_{u,u'}} \in \{0,1\}, \forall l_{u,u'}. \]

The rejected slices’ count is computed through constraint C1. Constraint C2 is applied in placing the accepted slices’ VMs on the nodes. By enforcing constraints C3 to C4-3, it is assumed that the VLs of accepted slices are located on only one path between nodes that include the associated VMs of the VLs. The volume of applied resources in each node \( n \) by VMs on it concerning the available resources is specified by enforcing constraints C5 and C6. The applied bandwidth of each link \( l_{u,u'} \) by VLs on it concerning the available bandwidth is specified by enforcing constraints C7 and C8. Constraint C9 is related to delay limit of each VL. The volume of nodes’ power consumption is computed through constraints C10, C11 and C12. The volume of switches’ power consumption is computed through constraint C13. The binary decision variables of the problem are specified through constraints C14-C18.

J. The Admission Control and Resource Allocation Robust Model

Considering the resources of each VM (CPU, RAM, and storage) and the data rate for each slice’s link on constant basis, is a very ideal and unreal assumption. In this situation,
If the demand face unusual changes, the VLs and VMs become congested, leading to slice violation. To overcome this phenomenon and formulate the problem in conditions closer to reality, the uncertainties in the data rates of VLs and the workloads of VMs are considered as the stochastic variables. For this purpose, the requested resources of a slice are modeled in a sense that for slice \( s_{t,d} \), \( v_m = [\nu_{CPU_m}^{s_{t,d}}, \nu_{RAM_m}^{s_{t,d}}, \nu_{STOR_m}^{s_{t,d}}] \) and data rate \( \omega_{e_{m,m'}} \) are considered as \( \bar{v}_m = [\nu_{CPU_m}^{s_{t,d}}, \nu_{RAM_m}^{s_{t,d}}, \nu_{STOR_m}^{s_{t,d}}] \) and \( \bar{\omega}_{e_{m,m'}} \) rather than being fixed, where the volumes of \( \nu_{CPU}^{s_{t,d}}, \nu_{RAM}^{s_{t,d}}, \nu_{STOR}^{s_{t,d}}, \) and \( \bar{\omega}_{e_{m,m'}} \) have a uniform distribution [24] in the intervals \( [\nu_{CPU}^{s_{t,d}} - \epsilon_m, \nu_{CPU}^{s_{t,d}} + \epsilon_m], [\nu_{RAM}^{s_{t,d}} - \epsilon_m, \nu_{RAM}^{s_{t,d}} + \epsilon_m], [\nu_{STOR}^{s_{t,d}} - \epsilon_m, \nu_{STOR}^{s_{t,d}} + \epsilon_m], \) and \( [\bar{\omega}_{e_{m,m'}} - \omega_{e_{m,m'}}, \bar{\omega}_{e_{m,m'}} + \omega_{e_{m,m'}}] \), respectively. In the defined intervals, \( \nu_{CPU}, \nu_{RAM}, \nu_{STOR}, \) and \( \bar{\omega}_{e_{m,m'}} \) are the centers of intervals or said otherwise, the nominal volumes, and \( \nu_{CPU}, \nu_{RAM}, \nu_{STOR}, \) and \( \bar{\omega}_{e_{m,m'}} \) are the maximum deviation of demand. These intervals can be defined by the tenant, where, a tenant for a given slice, declares the least and the most slice’s required data rates, likewise, an interval for the requested resources’ volumes by the tenant can be of concern, which would overcome the fluctuations in traffics and workloads. An optimization model of admission control and resource allocation with the defined stochastic variables is presented, where, the changes that is considered in slice requests affect the constraints C5 and C7 of the base model (20). The stated constraints will be changed as follows:

\[
\sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{m \in M_{t,d}} \pi^m_n \times \bar{\nu}_m = U_n, \forall n \in N. \quad (21)
\]

\[
\sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{m \in M_{t,d}} \sum_{n \neq n'} \sum_{b \neq b'} I^l_{u,w} \times \pi^m_{n,m'} \times \omega_{e_{m,m'}} \leq \rho_{x_{p,n,m'}}^{s_{t,d}} + z2_{l,u,u'}, \forall m,m', b, n, n', l_{u,u'}, (23)
\]

Because the formulation with these modified constraints that includes stochastic variables cannot be solved directly, for its worst-case robust counterpart formulation, the \( \Gamma \)-Robustness is applied to encounter uncertainties. In this robust formulation, the stochastic variables are converted into deterministic ones, using the conversion process presented in [10]. Therefore, the linear \( \Gamma \)-Robustness based model with 2 parameters \( \Gamma_1 \) and \( \Gamma_2 \), named ROBINS, is as follows:

**ROBINS**

\[
\min C
\]

subject to:

(C1)-(C3),(C4-1)-(C4-3)

\[
\text{C5-1: } \sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{m \in M_{t,d}} \pi^m_n \times \bar{\nu}_m + \sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{m \in M_{t,d}} \rho_{x_{p,n,m'}} = U_n, \forall n \in N.
\]

\[
\text{C5-2: } \pi^m_n \times \bar{\nu}_m \leq \rho_{x_{p,n,m'}} + z1_{n,m}, \forall n,m,t,d. \quad (C6)
\]

**C7-1:**

\[
\sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{n \neq n'} \sum_{b \neq b'} I^l_{u,w} \times \pi^m_{n,m'} \times \omega_{e_{m,m'}} + \sum_{t \in T} \sum_{d \in D_{u,m}} \sum_{n \neq n'} \sum_{b \neq b'} I^l_{u,w} \times \pi^m_{n,m'} \times \omega_{e_{m,m'}} + \Gamma_2 \times z2_{l,u,u'} = U'_{l,u,u'}, \forall l_{u,u'}.
\]

In ROBINS, the robustness auxiliary variables \( \rho_{x_{p,n,m'}} \), \( z1_{n,m} \), and \( z2_{l,u,u'} \) are integers. To specify the relative deviations, the \( \bar{\nu}_m = \Delta_1 \times \nu_m \) and \( \bar{\omega}_{e_{m,m'}} = \Delta_2 \times \omega_{e_{m,m'}} \) such that \( \Delta_1 \) and \( \Delta_2 \) are considered within 0 to 1 range. By applying \( \Gamma_1 \) and \( \Gamma_2 \) parameters, the count of the VMs and VLs that their demand can fluctuate, are specified, respectively. It is worth noting that this worst-case model that considers the resource requests according to the worst conditions, can be applied to any resource request distribution [32], including uniform, normal, etc. On the other hand, the advantage of \( \Gamma \)-Robustness compared to the general worst-case form [24], is that, the parameter \( \Gamma \) can be used to control the number of random variables whose values can fluctuate. Therefore, the IP can use this parameter to control the robustness alongside the \( \Delta \) parameter that specifies the fluctuation interval.

---

**V. ONLINE ROBUST ADMISSION CONTROL AND RESOURCE ALLOCATION: SOLUTION METHODOLOGY**

An admission control and resource allocation algorithm is proposed through the ROBINS. ROBINS is based on BLP
that can be solved by using any commercial optimization solver, such as IBM ILOG CPLEX. However, finding the optimal solution in reasonable amount of time may have difficulties for an advanced state-of-the-art solver like CPLEX when the size of the problem increase (e.g. real-world and large-scale networks) [10]. Therefore, to find a near-optimal solution in a reasonable amount of time, a heuristic algorithm is presented. The general process of admission control and resource allocation of the newly arrived slices applied in this article is shown in Fig. (4), where, first, in each time slot except the first, the allocated resources to the slices that are expired are taken back, next, the possibility of acceptance of arrived slices are checked and if there exist slices which their requirements cannot be met, they are rejected and then the requested resources’ are allocated to the accepted slices.

A. Optimal Admission Control and Resource Allocation Algorithm

An algorithm is proposed for optimal admission control and resource allocation, according to process shown in Fig. (4) and ROBINS, named OEA-ONSU. Algorithm 1 shows the OEA-ONSU. In this algorithm, each time slot, consist of three steps: 1) the existence of expired slices are checked (line 2). If the slice lifespan is expired, both the allocated resources to its VMs (line 4-8), and VLs (line 9-15) will be taken back and the sets $T$, $D_1$, and $S$ must be updated, otherwise, only the $\phi_{t,d}$ volume is reduced one unit (lines 19-21). If there exist no VMs and VLs on a previously applied server and link, respectively, these two will be turned OFF (lines 24-25 and 34-35), otherwise, if the lifespans of the slices in a previous time slot are expired, the resources considered for robustness will be taken back to the servers and links (lines 26-31 and 36-41). After the expired slices’ and the available network resources’ status are determined, it is time to apply the admission control and resource allocation to the newly arrived slices, that is, entering step 2), where, the ROBINS model must be solved (line 43) and 3) where, the sets $T$, $D_1$, and $S$, and the volume of applied resources, and consumed power must be updated.

B. Near Optimal Admission control and Resource Allocation Algorithm

To find a near-optimal solution in a reasonable amount of time in the step 2 of Algorithm 1, a greedy algorithm is devised to use instead of ROBINS. In this context, the new three-step algorithm, named NEA-ONSU, is devised, and Algorithm 2 shows its details. Step 1 of this algorithm resembles that of Algorithm 1. In step 2, first, all the servers are sorted in the descending order of their available capacities (line 3), next, all slices are sorted in a descending order based on the total capacity required for their VMs (line 4) and for each slice, the requested VMs are sorted in descending order of their capacities (line 6). For each VM, first, the first proper server should be found according to the resources required for that VM and robustness, and next, for each VM that is connected to this VM, the same process is run, where the required bandwidth capacity and robustness and the maximum tolerable propagation delay of the VL between the two current VMs are of concern. Consequently, first, the existing paths between the two candidate servers for placing the two VMs based on their propagation delays in an ascending order must be sorted and next, the first path that meets the requirements (lines 7-30) must be selected. If the required servers and links cannot be found for a slice, that slice will be rejected (lines 31-32), otherwise, the sets $T$, $D_1$, and $S$ must be updated (lines 33-37). In step 3, the applied servers and links must be specified, and the volume of applied resources for robustness and the power consumption must be computed.

- **Computational complexity:** Consider $t$ as the current time slot count, and $|T|$ and $|D_1|$ as the total accepted tenants’ and slices’ count up to the current time
Algorithm 2: NEA-ONSU

Input: \( G, S, T, \{ L \}, \{ S \}_i, \{ D \}_j, \{ \mathcal{N} \}_\text{Used}, \{ \mathcal{S} \}_\text{Used}, \{ \mathcal{G} \}_i, \{ \mathcal{G} \}_j \), \( \{ \mathcal{T} \}_1, \{ \mathcal{T} \}_2, \{ \Delta_1 \}, \{ \Delta_2 \} \)

Output: Rejected slices of \( \{ \mathcal{N} \}_\text{Used} \), Servers and paths for embedding accepted slices of \( \{ \mathcal{N} \}_\text{Used} \)

for each new slot do
  /* STEP 1: Set resources of expired slices */
  /* Same as OEA-ONSU */
  sort \( \{ \mathcal{N} \}_\text{Used} \) descending according to available capacity of each node;
  sorted_VMS: sort VMs descending according to their requested capacities;
  for each slice \( s \) in sorted_VMS do
    for each node \( n \) in sorted_VMS if node \( n \) is proper for \( m \) by considering resources do
      for each \( m' \) in sorted_VMS if \( m' \) is proper for \( m \) by considering resources do
        sorted_paths: sort paths between \( n \), \( m' \) according to propagation delay;
        for each \( p \) in sorted_paths if \( p \) is proper do
          \( \pi_{m,m'} \) = \( \pi_{m,m'} \) + 1;
          for each link \( l_{u,u'} \) in \( p \) do
            \( B_t l_{u,u'} \) is enough for
          \( \nu_{m,m'} = \nu_{m,m'} + 1; \)
          \( \pi_{m,m'} = \pi_{m,m'} + 1; \)
        
      end
    end
  end
end

if suitable servers and paths not found then
  \( \delta_t = 0 \)
else
  Update \( \mathcal{T} \), \( \mathcal{G} \), \( \mathcal{S} \);
end
end
end
/* STEP 2: Admission control and resource allocation */

VI. NUMERICAL RESULTS

A. Simulation Environment

The simulation is run to evaluate the efficiency of the proposed algorithms. To implement the infrastructure network, the Abilene network [12] with 12 nodes and 27 links is involved, Fig. (5). The main Abilene network has 15 nodes, but here, each node has a link to itself to allow the VMs to interconnect on the common server, therefore, the link capacity for all links that interconnect the switches is set to \( BW(i,j) = 10 \) Gbps, while, the capacity of each node’s local link is set to 40 Gbps, thus, no bottleneck is formed in the local communications. The algorithms are implemented in Python 3.6. The docplex Python library 2.4.61 and IBM CPLEX Optimizer 12.8 are applied to implement and solve the ROBINS. Simulations are run on a machine with 20 cores 2.3GHz Intel Xeon E5-2695 v3 CPU and 128 GB RAM. The Poisson distribution is applied for new slice requests’ arrivals with the mean arrival rate \( \lambda = 2 \) and max arrival rate which is set to 5 per time slot. The slice lifespan \( \tau \) is drawn from an exponential distribution with a mean of 10 time slots (40 time slots of the new and expired slice requests are simulated). The simulation parameters are tabulated in Table III. It is assumed that each tenant has only one slice request. Specifications of the physical servers proposed by [6] are modified and tabulated in Table IV. The VMs’ specifications are tabulated in Table V. The Barabasi-Albert model [18], [33] is used to generate the VNs topologies. As observed in Table IV, two types of servers are of concern and in each simulation iteration, for each server of the infrastructure network, the specifications are randomly selected from these two types. As observed in Table V, three types of VMs are of concern and in any type of VM, the resources are designed to be compatible. The switch power data are extracted from [19], [34] and are modified into: the power of each switch is 184 Watts, the power of each 10 Gbps port is 4.3 Watts and the power of each 40 Gbps port is 13.6 Watts. Consequently, the power of each link is computed through Eqs. (16 and 17). The source code of simulation is available in [35].

B. Performance Metrics and Results

The results are presented for two scenarios: in the first, the relative deviations \( \Delta_1=\Delta_2 \) for all requested VMs’ resources and VLs’ data rates are set to 10%, and results are presented for different protection levels that are specified with \( \Gamma_1=\Gamma_2 \).

3Considering \( \Delta_1=\Delta_2 \) is for simplicity and the algorithms have the ability to take different values for these two parameters as input.

4Considering \( \Gamma_1=\Gamma_2 \) is for simplicity and the algorithms have the ability to take different values for these two parameters as input.
with 0 to 4 volumes; in the second, the $\Gamma_1=\Gamma_2$ and their volumes are set to 1 and 1 and the results are presented for different $\Delta_1=\Delta_2$, with 0%, 10%, and 30% volumes. The reason for running these two scenarios is to compare the applied robustness using $\Gamma$ and $\Delta$, which are the two general parameters in providing robustness. The baseline is resource allocation without robustness [19], [24]. Therefore, we consider the resource allocation without robustness ($\Delta=0\%$ or $\Gamma=0$) as the baseline and compare the results of our algorithms in 1) $\Delta=0\%$ or $\Gamma=0$ (as the baseline) with 2) $\Delta$ or $\Gamma$ with different values except 0, in two stated scenarios, based on the following performance metrics. The simulation results constitute the 20 simulations’ average.

1) **Acceptance ratio**: The first metric is the accepted slices’ count to the total arrived slices’ count ratio, expressed through Eq. (24):

$$\text{Acceptance ratio} = \frac{\#\text{Accepted slices}}{\#\text{Arrived slices}} \times 100.$$ (24)

The ratios of OEA-ONSU and NEA-ONSU are compared in two stated scenarios, Fig. (6). The average of arrived slices in 20 simulations is 100. As observed in scenario 1, Fig. (6a), an increase in $\Gamma_1$ and $\Gamma_2$, decreases the OEA-ONSU’s gained acceptance ratio, because the capacity of resources are limited and this algorithm cannot accept all slices with their requirements, while, in scenario 2 in Fig. (6b), the OEA-ONSU acceptance ratio is almost fixed and usually, higher than that of the scenario 1. As to NEA-ONSU, in scenario 1, compared to 2, its acceptance ratios are closer to the optimal state, and in scenario 2, acceptance ratios decrease by about 10%. Unlike OEA-ONSU’s behavior in scenario 1, at $\Gamma=0$, the NEA-ONSU’s acceptance ratio is less than the acceptance ratio at $\Gamma=1$ and 2, and this is due to the greedy behavior of NEA-ONSU in choosing nodes to place VMs. On average, in terms of acceptance ratio, the OEA-ONSU has about 2% gap with baseline and the NEA-ONSU has about 7% optimality gap with OEA-ONSU.

2) **Power consumption**: One of other metrics applied in assessing OEA-ONSU and NEA-ONSU is the power consumption metric, consisting of the servers’ power consumption, switches’ power consumption, and total power consumption, the sum of the two prior powers. The changes in this metric during time slots, are in two batches, described as follows: 1) Figs. (7a, 7b, and 7c), scenario 1, 2) Figs. (7d, 7e, and 7f), scenario 2. The average total power of servers and switches, when they are turned-on under maximum load, is 7450 and 2500 Watts, respectively. The average power consumption over time slots includes two batches of figures: 1) Figs. (8a, 8b, and 8c), scenario 1, 2) Figs. (8d, 8e, and 8f), scenario 2. As observed in Figs. (7a and 7d), and considering the comparison of OEA-ONSU and NEA-ONSU in terms of acceptance ratio, the power consumption of the servers in scenario 1 with an increase $\Gamma$, from time slot 23 onwards, and in scenario 2 with an increase $\Delta$, from time slot 19 onwards, as approaches The average volume of total power of servers under maximum load, it begins to decrease due to the inability to accept the new slice requests and the expired slices exit. The server power consumption reduction in scenario 2 is higher than that of the scenario 1, which is due to a higher reduction in acceptance ratio in scenario 2. These conditions in switch and total power consumption, respectively, are evident in the figures. Because the effect of servers’ power consumption in total power consumption is more than the switches’ power consumption, the total power consumption changes are more affected by servers’ power consumption. In Fig. (8), where as observed, in general, by increasing $\Gamma$ and $\Delta$, the average power consumption increase. As observed in Fig. (8a), although, acceptance ratio of $\Gamma=0$, Fig. (6a), is less than $\Gamma=1$ in NEA-ONSU it is expected that power consumption to be low, because the slice requests need more capacity for robustness and it is possible that the order of choosing servers in NEA-ONSU for $\Gamma=1$ vary from $\Gamma=0$, the server power consumption is decreased.

### TABLE III: Simulation Parameters

| Parameter | Value |
|-----------|-------|
| Number of time slots | 40 |
| $\Gamma_1, \Gamma_2$ | [0, 4], [0, 4] |
| $\Delta_1, \Delta_2$ | (0%, 10%, 30%) |
| Max number of $|T_s|$ | 5 |
| $|D_t|$ | 1 |
| Number of VMs of each slice request | U(2-4) |
| Bandwidth of each VL (Mbps) | U(100-1500) |
| Propagation delay of each VL (ms) | U(4-13) |

### TABLE IV: Servers Specifications

| Type | CPU (core) | RAM (GB) | Storage (GB) | $P^{max}$ (Watts) | $P^{idle}$ (Watts) |
|------|------------|----------|--------------|-------------------|------------------|
| 1    | 32         | 192      | 4000         | 540               | 170              |
| 2    | 48         | 768      | 4000         | 700               | 180              |

### TABLE V: VMs Specifications

| Type | CPU (core) | RAM (GB) | Storage (GB) |
|------|------------|----------|--------------|
| 1    | 1          | 2        | 120          |
| 2    | 2          | 4        | 120          |
| 3    | 3          | 6        | 120          |

Fig. 6: Acceptance Ratio
Fig. 7: Power Consumption Changes in Time Slots

(a) Server Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)
(b) Switch Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)
(c) Total Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)

(d) Server Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)
(e) Switch Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)
(f) Total Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)

Fig. 8: Average Power Consumption Over Time Slots

(a) Server Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)
(b) Switch Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)
(c) Total Power Consumption in Different Protection Levels ($\Gamma_1=\Gamma_2$, $\Delta_1=\Delta_2$ and Their Values Are Equal to 10%)

(d) Server Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)
(e) Switch Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)
(f) Total Power Consumption in Different Relative Deviations ($\Delta_1=\Delta_2$, $\Gamma_1=\Gamma_2$ and Their Values Are Equal to 1)
and because the applied links’ count increase, the switch power consumption in \( \Gamma=1 \) becomes more than \( \Gamma=0 \). On average, as to power consumption, the OEA-ONSU has about 4% gap with baseline and the NEA-ONSU has about 10% optimality gap with OEA-ONSU.

3) **Active servers and links:** The third evaluation metric includes the active servers’ and links’ count, separately. As observed in Fig. (9), by increasing \( \Gamma \), the active servers’ count, Fig. (9a), remains almost fixed, while the active links’ count, Fig. (9c), increases. In scenario 1, increasing the servers’ power consumption, Fig. (8a), is due to increasing the applied resources’ volume instead of increasing applied servers’ counts. In Figs. (9b and 9d), by increasing \( \Delta \), active servers’ count in OEA-ONSU increases more compared to the active links’ count, and as to NEA-ONSU, the active servers’ count increase. In Fig. (9d), for NEA-ONSU, the active links’ count in \( \Delta=10\% \) is less than \( \Delta=0\% \), due to low acceptance ratio in \( \Delta=10\% \). At \( \Delta=30\% \), although, the acceptance ratio is less than \( \Delta=0\% \), the active links’ count is high, that is, the slices’ requests require more resources, that is, the active links’ count affects switch power consumption, Fig. (8c). In general, the percentage of active servers and links in scenario 1 are more than that of the scenario 2. In this metric, computing the gap of OEA-ONSU with baseline, and optimality gap of NEA-ONSU are not essential because, according to the objective function, here, the gaps are essential only in the two previous metrics.

4) **Execution time:** Because finding the optimal solution for the ROBINS BLP problem may be unreachable in reasonable amount of time for real-world and large-scale networks, and, the near-optimal solution in a short time is sought, consequently, the algorithm NEA-ONSU is devised as an alternative to OEA-ONSU. In this context, execution time is a proper metric for comparing these two algorithms. The execution time of these algorithms is subject to the execution time of the three steps therein. The average execution time of these algorithms in each time slot is shown in Fig. (10), where, as observed, NEA-ONSU is about 30X faster than OEA-ONSU.

Generally, the exact gain of optimal algorithm compared to the stated baseline is providing reliable slices with a little gap with the baseline.

![Fig. 9: Average Active Servers and Links](image)

![Fig. 10: Average Execution Time](image)

**VII. Conclusion**

We proposed two online admission control and resource allocation algorithms for network slicing under bandwidth and workload uncertainties. These include robustness vs. high fluctuations on both requested VLs’ bandwidths and VMs’ resources. Besides, because the slices’ arrive to the network in different times and their lifespans vary, the solution dynamically react to the online slice requests. The joint problem of online admission control and resource allocation considering the energy consumption is formulated mathematically. The formulation is a BLP, where the \( \Gamma \)-Robustness concept is exploited to overcome VLs bandwidths’ and VNFs workloads’ uncertainties. Then, an optimal algorithm, named OEA-ONSU, that adopts this mathematical model is proposed. To find near-optimal solution in reasonable amount of time, a new heuristic algorithm, named NEA-ONSU, is proposed. The assessments’ results indicate that the efficiency of NEA-ONSU is vital in increasing the accepted requests’ count, decreasing power consumption and providing adjustable tolerance vs. the VNFs workloads’ and VLs traffics’ uncertainties, separately. Considering the acceptance ratio and power consumption that constitute the two important components of the objective function, NEA-ONSU has about 7% and 10% optimality gaps, respectively, while being about 30X faster than that of OEA-ONSU. A prospective extension to this work is to let the IP allocates more resources to the slices dynamically, if they need more resources than the provisioned resources for robustness. In other words, we need to add resource reallocation process to this work. This allows trade-off between proactive and reactive approaches.
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