How to Include Chromosome X in Your Genome-Wide Association Study
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ABSTRACT: In current genome-wide association studies (GWAS), the analysis is usually focused on autosomal variants only, and the sex chromosomes are often neglected. Recently, a number of technical hurdles have been described that add to a reluctance of including chromosome X in a GWAS, including complications in genotype calling, imputation, and selection of test statistics. To overcome this, we provide a “how to” guide for analyzing X chromosomal data within a standard GWAS. Following a general pipeline for GWAS, we highlight the steps in which the X chromosome requires specific attention, and we give tentative advice for each of these. Through this, we show that by selection of sensible algorithms and parameter settings, the inclusion of chromosome X in GWAS is manageable. Closing this gap is expected to further elucidate the genetic background of complex diseases, especially of those with sex-specific features.
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Introduction

Genome-wide association studies (GWAS) have been a successful approach in the past years to identify candidate regions playing a role in complex diseases. However, the X chromosome was excluded from most GWAS, and only 242 out of all 743 GWAS conducted from 2005 to 2011 considered chromosome X in their analyses according to the recent report of Wise et al. [2013]. When considering only family-based GWAS, this proportion is the same: We identified 92 family-based GWAS until May 2013 in the GWAS catalog [Hindorff et al., 2013]; 67 of them provided information on whether chromosome X was analyzed. Of these, only 22 (33%) had considered chromosome X.

Wise et al. [2013] discussed several reasons for this neglect of chromosome X, and these include a lower proportion of genes on chromosome X and a lower coverage of chromosome X on current genotyping platforms compared with autosomal coverage among others. These authors also described a number of technical hurdles that might add to the reluctance of including chromosome X in a GWAS, including complications in genotype calling, imputation, selection of test statistics, and the lack of readily available implementations. However, no “how to” guide for analyzing X chromosomal data has been provided yet. The aim of this paper therefore is to give recommendations on how to overcome these issues. For this, we build on our experience from a number of GWAS and meta-analyses of GWAS [CARDIoGRAMplusC4D Consortium et al., 2013; Erdmann et al., 2009; Samani et al., 2007; Schunkert et al., 2011; Thye et al., 2010; Timmann et al., 2012].

Before describing the technical issues that need to be considered in the analysis of chromosome X, we recall the specific characteristics that make chromosome X different from the autosomes. The first is the special genetic make-up of chromosome X with females having two copies and males having one copy, apart from the pseudo-autosomal regions. Thus, as soon as males are included in the analysis, variants on X chromosomal loci need special treatment. For example, as males carry only one allele, the signal intensities obtained from standard array genotyping platforms are lower than for females who carry two alleles. This needs to be adequately addressed in the genotype-calling step and has further consequences for genotype imputation and association analysis.

The second special feature of the X chromosome is the process of inactivation. Early in embryonic development, large parts of one of the two female X chromosomes are silenced, which is hypothesized to be a mechanism of dosage compensation, resulting in equal effects for one copy of the X chromosome in males and two copies in females. This inactivation is not complete, and it is estimated that about three quarters of X chromosomal genes are silenced on one of the female X chromosomes in some of the individuals. This is of
importance when deciding how to test for association with X chromosomal variants as described below.

Methods and Results

The general pipeline of a GWAS has been detailed previously [Ziegler, 2009; Ziegler and König, 2010]. Where applicable, we will follow this pathway in the following, and the steps that merit special attention when working on the X chromosome are highlighted in Fig. 1. As before [Ziegler et al., 2008], we here focus on the most common setting for GWAS, which is the analysis of complex traits in case-control or cohort studies with independent individuals.

Design Stage

The starting point of a GWAS is the biological hypothesis. Thus, the first question is why one should consider X chromosomal variants in the analysis in the first place, and there might be a number of reasons for this. First, according to the 1000 Genomes Project [The 1000 Genomes Project Consortium, 2012], the X chromosome carries more than 2300 coding genes, noncoding genes and pseudogenes. It has more than two million variations, and there is no a priori reason why these should be neglected in the analyses. Indeed, a number of these are known to be responsible for classical Mendelian diseases such as Coffin-Lowry syndrome [OMIM #303600, Marques Pereira et al., 2010], Charcot-Marie-Tooth neuropathy [OMIM #302800, Ionascu et al., 1991], Duchenne muscular dystrophy [OMIM #310200, Bushby, 1992], or Hemophilia A [OMIM +306700, Mannucci and Tuddenham, 2001], so these regions are also candidates for complex diseases. Second, as evidenced in those diseases, X chromosomal inheritance leads to sex differences in prevalence and specific appearance of the disease. From the opposite perspective, if there are sex differences in the disease, these might be due to the genetic predisposition being X linked. For example, for coronary artery disease and myocardial infarction, sex differences are pronounced with different risk profiles, ages at onset, symptoms, and prognosis for males and females [Solimene, 2010]. Thus, it might be hypothesized that X chromosomal regions are involved in the predisposition to coronary artery disease.

Moving on to the actual design for a GWAS, the adequate sample is selected in the first stage. In addition to usual considerations, it is especially important to consider the male to female ratio for X chromosomal analyses. For example, in some algorithms for genotype calling and genotype imputation, males and females are called separately so that a sufficient sample size in each subgroup is required [Affymetrix, 2006]. The power of the association tests also depends on the male to female ratio in cases and controls [Loley et al., 2011]. For example, most available tests have a decreased power in unbalanced designs, but some tests that are described below have increased power if there are more males in the cases but fewer males in the controls. Nevertheless, a balanced sampling is to be recommended because different proportions of females in cases and controls will cause a severe increase in type I error frequencies of some test statistics as soon as sex-specific allele frequencies occur, which is typically observed for a sensible number of variants. For instance, in our own study that is described below [Erdmann et al., 2009], we observed that in about 16% of the X chromosomal SNPs there
were allele frequency differences of at least 2%, which already led to visibly increased error levels [Loley et al., 2011].

An additional issue in the study design is the selection of the genotyping chip. In this context, the coverage of chromosome X on different chips is important, which can be estimated by the number of available single-nucleotide polymorphisms (SNPs) related to the physical length of the chromosome [2013]. Unexpectedly, although the length of the X chromosome is about 5% of the entire human genome, typical genotyping platforms have a range of 2.0% (GeneChip Human Mapping 500K Array Set by Affymetrix), 2.6% (HumanOmní-Quad BeadChip by Illumina) to 3.5% (Genome-Wide Human SNP Array 6.0 by Affymetrix) of X chromosomal SNPs [Wise et al., 2013]. In a similar way, we can relate the proportion of available X chromosomal variants to the proportion of X chromosomal variants identified in the 1000 Genomes Project [The 1000 Genomes Project Consortium, 2012], which is roughly 4%. This shows that X chromosomal variants are underrepresented in current genotyping technologies compared with autosomal regions. Important for chip selection, this imbalance is greater for older genotyping chips.

**Low-Level Analysis: Genotype Calling**

After having undergone the laboratory stages and early low-level analysis steps as described elsewhere [Ziegler, 2009; Ziegler and König, 2010], genotypes need to be called. Software packages differ with regard to how chromosome X is handled and, consequently, how well chromosome X genotypes can be called. As shown by Ritchie et al. [2011], genotype calling algorithms which utilize the sex information in the genotype calling, such as Illuminus [Teo et al., 2007] and CRLMM [Carvalho et al., 2007] perform better than those using the same model for both sexes, such as GenCall [Kermani, 2008] and GenoSNP [Giannoulatou et al., 2008]. Birdseed [Korn et al., 2008] similarly clusters males and females separately, and the same advantage is likely to apply.

**Quality Control**

The first round of quality control after genotype calling merits specific attention. On the subject level, the same criteria are used as defined by the Tramvände filter criteria [Ziegler, 2009; Ziegler et al., 2008]. In addition to that, the availability of X chromosomal data allows comparing genotypic sex with phenotypic sex, and individuals with divergent sex information are excluded from further analysis. This can be accompanied by a more specific method such as plotting the mean signal intensities of the X and Y chromosomes. Here, females should have low-Y and high-X intensities, whereas males should have similar intensity levels for X and Y [Laurie et al., 2010; Turner et al., 2011]. On the SNP level, the filter criteria are modified for X chromosomal SNPs and shown in Table 1.

It should be noted that there is some redundancy in the criteria concerning missing frequency (lines 4–7). For practical purposes, we recommend using either the separate missing frequencies in males and females (lines 4–5) or the absolute difference in missing frequencies between males and females together with the differential missingness (lines 6–7) as suggested by Ling et al. [2009] and Ziegler [2009]. Furthermore, we stress that if genotype calling is performed as described above, that is, separately in males and females, no heterozygote calls in males are allowed. If this is not the case, the proportion of heterozygote calls in males should be considered as an additional criterion as described by Ziegler [2009] and Ling [2009]. Although the described filter criteria are helpful in identifying SNPs of low quality, the visual inspection of signal intensity plots is still the ultimate quality control approach after an association has been identified [Ziegler, 2009]. Due to the different intensity levels expected for X chromosomal data, these plots should be generated separately for males and females.

To compare the genotyping quality of X chromosomal variants with that on the autosome, Table 2 shows the results of the quality control on the SNP level for chromosome X based on the data from the German Myocardial Infarction Family Study 2 (GerMIFS-2) [Erdmann et al., 2009]. In this study, we genotyped 248 female cases, 974 male cases, 622 female controls, and 676 male controls on the Affymetrix Genome-Wide Human SNP Array 6.0 called with Birdseed. Because chromosome 7 is of about equal size physically, quality control results are shown for comparison.

First, we note that using the missing frequencies as shown in the table leads to a slightly higher exclusion fraction than using the absolute difference in missing frequencies and the test for differential missingness (exclusion of 7,071 SNPs vs. 6,615 SNPs). Second, comparing the results between chromosomes shows that in almost every step, a greater proportion of SNPs are lost on chromosome X than on 7. Consequently, almost half of the genotyped SNPs failed QC. This coincides with our further experience that, in general, quality is lower on chromosome X than on the autosomes. Furthermore, the sex-imbalanced sample design of this study might add to this problem. Because there are only 248 female cases, the calling of this group might have been less reliable and thereby explain some extent of the lower quality of these data.

### Table 1. Filters for quality control on the SNP level for X chromosomal SNPs

| SNP filter criterion | Standard value for filter |
|----------------------|---------------------------|
| MAF in males         | ≥ 1%                      |
| MAF in females       | ≥ 1%                      |
| MAFF in males        | ≤ 2% in any study group   |
| MAFF in females      | ≤ 2% in any study group   |
| MAFF (males) – MAFF (females) | ≤ 2% in any study group |
| Differential missingness | \( P \geq 10^{-4} \) in \( \chi^2 \) test for independence between males and females |
| Departure from HWE in females | \( P \geq 10^{-4} \) |
| Differences between control groups | \( P \geq 10^{-4} \) in Cochran-Armitage trend test between control groups |
| Sex differences among controls | \( P \geq 10^{-4} \) in Cochran-Armitage trend test between males and females |
| Heterozygosity in males | Set to missing, considered in MAF in males |

MAF = minor allele frequency; MAFF = missing frequency; HWE = Hardy–Weinberg equilibrium.
Table 2. Results from the SNP level quality control for genotyped SNPs on chromosomes X and 7 based on data from the German Myocardial Infarction Family Study 2. Shown are absolute and relative numbers of SNPs available in each step and percent of SNPs lost in each step compared with the previous one.

|                        | Chromosome X |          | Chromosome 7 |          |
|------------------------|--------------|----------|--------------|----------|
|                        | Absolute number (%) | % Lost | Absolute number (%) | % Lost |
| Number of SNPs before QC | 36,310 (100.0) |        | 47,056 (100.0) |       |
| Not monomorphic        | 33,991 (93.6) | 6.4     | 46,061 (97.9) | 2.1     |
| MAF ≥ 1%               |              |         |              |         |
| Females                | 27,242 (75.0) | 19.9    | 40,577 (86.2) | 11.9    |
| Males                  | 27,101 (74.6) | 0.5     |              |         |
| MiF cases ≤ 2%         |              |         |              |         |
| Females                | 22,218 (61.2) | 18.0    | 34,536 (73.4) | 14.9    |
| Males                  | 22,202 (61.2) | 0.1     |              |         |
| MiF controls ≤ 2%      |              |         |              |         |
| Females                | 20,039 (55.2) | 9.7     | 31,300 (66.5) | 9.4     |
| Males                  | 20,036 (55.2) | 0.0     |              |         |
| Departure from HWE in (female) controls P ≤ 10⁻⁴ | 20,003 (55.1) | 0.1 | 31,216 (66.3) | 0.3 |

QC = quality control; MAF = minor allele frequency; MiF = missing frequency; HWE = Hardy–Weinberg equilibrium.

High-Level Analysis: Imputation

Given the generally low coverage and high loss of X chromosomal SNPs in QC as described above, it is especially important for meta-analyses to fill these gaps by imputation of SNPs that are not available. For example, when combining preliminary data from 10 GWAS on coronary artery disease, in principle, about 35,000 SNPs were available on chromosome X. However, after exclusion of low quality SNPs, less than 10,000 were available in six or more of these studies, making imputation crucial for combining data [Loley et al., 2012].

It needs to be noted that the imputation of variations on chromosome X is handled differently in common algorithms. An overview by Marchini and Howie [2010] shows that some algorithms, such as IMPUTE v1 and v2.2, Howie et al., 2009, can directly impute on chromosome X. For this, additional parameters need to be set with “chrX” for non-pseudo-autosomal regions. But the effort then is similar to imputation on the autosome. Other algorithms, such as MACH (v1.0.16) or Minimac [Howie et al., 2012], fastPHASE [v1.4.0, Scheet and Stephens, 2006] and BIMBAM [v0.99, Servin and Stephens, 2007], cannot impute the X chromosome directly. Instead, the imputation needs to be run separately for males and females. Imputation can thus not be performed together with the autosome, and even not jointly for males and females.

Evaluating the quality of the genotype imputation is the next step. In this, again, the criteria are used as before, although one might be more liberal with the criterion of missing genotypes; we excluded SNPs with a missing frequency greater than 25% in male cases, male controls, female cases, or female controls. Additionally, a threshold for the quality of the imputation is used with INFO = 0.5. Again, we display results from comparing chromosomes X and 7 based on data from the GerMIFS-2 [Erdmann et al., 2009] in Table 3 after imputation with IMPUTE v2.2.2 [Howie et al., 2009]. This was based on a reference panel of the 1000 Genomes Project including 567 female and 525 male subjects [The 1000 Genomes Project Consortium, 2012].

Strikingly, almost two-thirds of the imputed SNPs were lost on chromosome X because of being monomorphic, whereas this was less than 50% on chromosome 7. For the other filter criteria, no clear differences were visible. As a result, 16% of the imputed SNPs were available after QC on chromosome X but about 25% on chromosome 7. As a side note, our experiences have shown that imputation of SNPs in the pseudo-autosomal region is worse rendering mostly too few SNPs to be considered for analysis at all.

High-Level Analysis: Statistical Analysis

Entering the stage of association analysis with high-quality genotypes on both the SNP and the subject level, the first aspect to note is that the analysis is not different from the standard analysis on autosomes if either only the pseudo-autosomal area or only female subjects are considered. Otherwise, a number of different test statistics are available that differ from those for the autosomal loci. These are described briefly in Table 4, more details are found in the literature [Clayton, 2008; Loley et al., 2011; Zheng et al., 2007]. Which of these statistics are valid and powerful depends on the answers to the following questions [Hickey and Bahlo, 2011; Loley et al., 2011]:

1. Is there departure from Hardy–Weinberg equilibrium in females? If yes, some of the test statistics have inflated type I error frequencies, such as $Z_A^2$ and $Z_{A0}^2$, by Zheng et al. [2007].
2. Are the allele frequencies different in males and females? If yes, some of the test statistics have inflated type I error frequencies, such as $T_A$ and $T_{AD}$ by Clayton [2008].
3. Is the ratio of males to females different in cases and controls? If yes, this affects the relative power of different tests. If combined with sex-specific allele frequencies, tests $Z_A^2$, $T_A$ and $T_{AD}$ suffer from increased type I errors.
4. Is X chromosomal inactivation assumed? If yes, the statistic $T_A$ suggested by Clayton [2007] is likely to have more power. If no, the test $Z_A^2$ by Zheng et al. [2007] usually fares better.
5. Is the genetic model known? As in analyses for autosomal loci, if one specific genetic model is likely, the greatest power is achieved by choosing the respective test statistic.
In the previous sections, we have outlined the pipeline for the analysis of chromosome X in the context of a typical GWAS. Based on our own experience, we described the technical issues to consider together with tentative recommendations. Importantly, the overall coverage and genotyping quality seems to be lower on chromosome X, but the special genetic situation can be handled with sensible selection of calling, imputation, and association algorithms. Although it needs to be acknowledged that there is no single best way for the analysis, including X chromosomal variants in the analysis is thus manageable. We hope that our descriptions are an encouragement for further analysts to include chromosome X in the GWAS.

An important hindrance in the endeavor of including chromosome X in GWAS by default is that it cannot, at the moment, simply run with the autosomal analyses. For genotype calling, different models should be considered for males and females. Similarly, for imputation on chromosome X, additional parameters need to be set. Finally, although the statistical techniques are straightforward, analysis tools for association on chromosome X are rarely implemented in typical packages such as PLINK [Purcell et al., 2007] and SNPTEST [Marchini et al., 2007]. In PLINK, the test for the additive model without inactivation is implemented, in SNPTEST some tests are implemented in the new beta-version of the program but there is no description how these are calculated.
Recommendations for X chromosomal analysis

**Sampling:**
- Balanced if possible
- Sufficiently large subgroup (of male/female case and controls)

**Genotyping:**
- Check number of SNPs available on SNP chip array

**Genotype calling:**
- Take sex information into account

**Quality control on genotyped SNPs:**
- Sex-specific filters for minor allele frequency
- Sex-specific missingness filters
- See Table 1

**Imputation:**
- IMPUTE2 (v2.3.0):
  - Use additional flag `-chrX`
  - For pseudo-autosomal regions use flags `-chrX` and `-Xpar`
- Other imputation software:
  - Impute males and females separately

**Association analysis:**
- Check for sex-specific allele frequencies:
  - Equal:
    - Inactivation:
      - Use $T_A$
    - No Inactivation:
      - Use $Z_A^n$ if HWE holds
      - Use $Z_{mFG}^n$ if departure from HWE is observed
  - Sex-specific:
    - Use $Z_{mFG}^n$

**Meta-analysis:**
- Inactivation:
  - Logistic regression with covariate sex
    - Males coded 0 and 2 (for 0 and 1 risk allele, respectively)
  - No Inactivation:
    - Logistic regression with covariate sex
    - Males coded 0 and 1 (for 0 and 1 risk allele, respectively)

---

In conclusion, we have shown that by selection of sensible algorithms and parameter settings, the inclusion of chromosome X in GWAS is manageable. Including these settings by default in standard software solutions would greatly facilitate the analysis of chromosome X. Closing this gap is expected to further elucidate the genetic background of complex diseases, especially of those with sex-specific features.
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