Prediction of Neoadjuvant Chemotherapy Response in Osteosarcoma Using Convolutional Neural Network of Tumor Center $^{18}$F-FDG PET Images
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Abstract: We compared the accuracy of prediction of the response to neoadjuvant chemotherapy (NAC) in osteosarcoma patients between machine learning approaches of whole tumor utilizing fluorine-$^{18}$fluorodeoxyglucose ($^{18}$F-FDG) uptake heterogeneity features and a convolutional neural network of the intratumor image region. In 105 patients with osteosarcoma, $^{18}$F-FDG positron emission tomography/computed tomography (PET/CT) images were acquired before (baseline PET0) and after NAC (PET1). Patients were divided into responders and non-responders about neoadjuvant chemotherapy. Quantitative $^{18}$F-FDG heterogeneity features were calculated using LIFEX version 4.0. Receiver operating characteristic (ROC) curve analysis of $^{18}$F-FDG uptake heterogeneity features was used to predict the response to NAC. Machine learning algorithms and 2-dimensional convolutional neural network (2D CNN) deep learning networks were estimated for predicting NAC response with the baseline PET0 images of the 105 patients. ML was performed using the entire tumor image. The accuracy of the 2D CNN prediction model was evaluated using total tumor slices, the center 20 slices, the center 10 slices, and center slice. A total number of 80 patients was used for k-fold validation by five groups with 16 patients. The CNN network test accuracy estimation was performed using 25 patients. The areas under the ROC curves (AUCs) for baseline PET maximum standardized uptake value (SUVmax), total lesion glycolysis (TLG), metabolic tumor volume (MTV), and gray level size zone matrix (GLSZM) were 0.532, 0.507, 0.510, and 0.626, respectively. The texture features test accuracy of machine learning by random forest and support vector machine were 0.55 and 0.54, respectively. The k-fold validation accuracy and validation accuracy were 0.968 ± 0.01 and 0.610 ± 0.04, respectively. The test accuracy of total tumor slices, the center 20 slices, center 10 slices, and center slices were 0.625, 0.616, 0.628, and 0.760, respectively. The prediction model for NAC response with baseline PET0 texture features machine learning estimated a poor outcome, but the 2D CNN network using $^{18}$F-FDG baseline PET0 images could predict the treatment response before prior chemotherapy in osteosarcoma. Additionally, using the 2D CNN prediction model using a tumor center slice of $^{18}$F-FDG PET images before NAC can help decide whether to perform NAC to treat osteosarcoma patients.
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1. Introduction

Osteosarcoma is the most common primary malignant bone tumor, typically occurring in the metaphysis of the long bones and occurs mainly between the ages of 15 and 25, and occurs more frequently in men than in women [1]. For most of the 20th century, the 5-year survival rate of osteosarcoma was as low as 20% [2]. Application of neoadjuvant chemotherapy (NAC) therapy significantly improves long-term survival in patients with high-grade osteosarcoma. Recently, the NAC protocol has been included before and after surgery for osteosarcoma patients [3]. However, NAC for osteosarcoma has a toxicity and ineffective problem [4–6]. Ineffective chemotherapy can cause drug resistance [7] and delayed tumor removal surgery can compromise clinical outcomes [8]. Therefore, predicting the histological response to NAC and determining whether to maintain treatment is important for managing osteosarcoma patients.

Tumor necrosis rate is a criterion for evaluating the chemotherapy response evaluation [9] and has been evaluated as the most important prognostic factor in osteosarcoma [10], but it has a limitation that was hard to predict before NAC and can be evaluated only in the resected specimen after completing NAC. To overcome this limitation, the evaluation of the chemotherapy response for osteosarcoma using computed tomography (CT) [11], magnetic resonance imaging (MRI) [7,12,13], and \(^{18}\)F-fluoro-2-deoxy-D-glucose positron emission tomography (\(^{18}\)F-FDG PET) [14–16] has been studied. For prediction of the histological response to NAC before surgery, assessing the tumor volume changes in sequential MRI was used [7,12]. However, in these studies, regression and cystic degeneration of the tumor osteoid matrix by prior chemotherapy occurred slowly in the responding group. The change in tumor volume and histological results in MRI before and after prior chemotherapy was inconsistent. Nuclear medicine imaging using \(^{18}\)F-FDG PET is mainly used to determine the diagnosis and staging of cancer patients [17]. Standard uptake value (SUV) is a quantification factor that can be applied in various ways in various cancers. In addition, metabolic tumor volume (MTV) and total lesion glycolysis (TLG) are used to diagnose cancer patients and predict prognosis [18,19]. \(^{18}\)F-FDG PET is a functional imaging method based on increased glucose usage of malignant cells, so it can detect changes in tissue metabolism that precede structural changes, so it has been reported to be useful for predicting clinical outcomes or evaluating chemotherapy responses in osteosarcoma [14,15]. Recent studies with osteosarcoma patients reported that metabolic tumor volume (MTV) and total lesion glycolysis (TLG) obtained from \(^{18}\)F-FDG PET after one cycle of chemotherapy can predict the response of chemotherapy [16,20]. However, in these studies, metabolic tumor volume (MTV) and total lesion glycolysis (TLG) obtained from \(^{18}\)F-FDG PET prior to chemotherapy could not predict the response of chemotherapy.

Image texture features from \(^{18}\)F-FDG PET contain information about the cell conditions or behaviors. Each image texture feature represents the cell volume, cell size, cell surface texture, glucose uptake, and so on. The prediction models with these image texture features can predict more accuracy than the prediction model with images without any pre-analysis [21].

The deep learning techniques have been used to estimate the prediction model with a DNA sequence promoter binding site and amino acid embedding representation [22,23]. Research results of applying a 2-dimensional convolutional neural network (2D CNN), one of these deep learning techniques, to MRI images of brain tumor patients have been published [24,25]. Additionally, a study that predicted the response of prior chemotherapy in esophageal cancer by applying the deep learning to \(^{18}\)F-FDG PET images has also been published [26].

In previous studies, it was confirmed that the use of intertumoral heterogeneity factors (such as MTV and TLG) extracted from \(^{18}\)F-FDG PET images obtained after one cycle of NAC improves the prognostic performance of NAC in osteosarcoma patients [16,20]. However, these studies did not analyze MTV and TLG, which are heterogeneous factors in tumors extracted from \(^{18}\)F-FDG PET images obtained before NAC. According to previous
reports, $^{18}$F-FDG tumor heterogeneity holds promise for predicting chemotherapy response and 2D CNN is a state-of-the-art method for this prediction.

In this study, the NAC prediction model was estimated using image texture features of $^{18}$F-FDG PET images from osteosarcoma patients before and after NAC with the machine learning and deep learning algorithm. The performance of predictive models according to the intratumor region was estimated with various intratumor regions as input in a 2D CNN network.

2. Materials and Methods

2.1. $^{18}$F-FDG PET/CT

The retrospective study was conducted in a cohort of 81 osteosarcoma patients who were diagnosed at the Korea Institute of Radiology and Medical Sciences from June 2006 to May 2014. Each $^{18}$F-FDG PET image was obtained before and after the first NAC. The duration of $^{18}$F-FDG PET before treatment (baseline PET0) and the onset of the first NAC was less than two weeks. An $^{18}$F-FDG PET image was taken within two to three weeks at the end of the first NAC (after NAC) [15].

All osteosarcoma patients received NAC (during four weeks) involving a combination of methotrexate (a dose of 8–12 g/m$^2$), adriamycin (a dose of 60 mg/m$^2$), and cisplatin (a dose of 100 mg/m$^2$) at intervals of three weeks. The surgery was performed three weeks after the end of the second NAC [15]. The NAC response was evaluated based on the tumor by a pathologist. Tumor necrosis percentages of Grades III and IV (necrosis of 90% or more) indicated a good response, and Grades I and II (less than 90% necrosis) indicated a poor response [9]. A total of 105 osteosarcoma patients were classified as responders ($n = 47$) and non-responders ($n = 58$). The detailed research subject information is presented in Table 1.

Table 1. Information on training and validation subjects with osteosarcoma who responded to neoadjuvant chemotherapy.

| Characteristics                          | Value                        |
|------------------------------------------|------------------------------|
| Sex, n (%)                               |                              |
| Female                                   | 30 (29.50%)                  |
| Male                                     | 75 (70.50%)                  |
| Age, n (%)                               |                              |
| years $\leq$ 19                          | 80 (77.14%)                  |
| years >19                                | 25 (22.86%)                  |
| Location of primary tumor, n (%)         |                              |
| Femur                                    | 59 (56.19%)                  |
| Tibia                                    | 35 (33.33%)                  |
| Fibula                                   | 5 (4.76%)                    |
| Humerus                                  | 4 (3.80%)                    |
| Pelvis                                   | 2 (1.92%)                    |
| AJCC stage, n (%)                        |                              |
| IIA                                       | 37 (35.23%)                  |
| IIB                                       | 64 (60.95%)                  |
| III                                       | 2 (1.91%)                    |
| IV                                        | 2 (1.91%)                    |
| Pathologic subtype, n (%)                |                              |
| OB (Osteoblastic)                        | 78 (74.28%)                  |
| CB (Chondroblastic)                     | 13 (12.38%)                  |
| FB (Fibroblastic)                       | 7 (6.67%)                    |
| Others                                   | 7 (6.67%)                    |
| Histologic response, n (%)               |                              |
| Responder                                | 47 (45.76%)                  |
| Non-responder                            | 58 (54.24%)                  |
For each patient, a $^{18}$F-FDG PET/CT scan was acquired before NAC and after NAC using a Biograph 6 PET/CT scanner (Siemens Medical Solutions, Erlangen, Germany). PET scan was performed at 3.5 min/frame in the 3-dimensional (3D) model, 60 min after 7.4 MBq/kg $^{18}$F-FDG was injected intravenously. PET/CT images were reconstructed using CT for attenuation correction (field-of-view, 680 m $\times$ 680 m; voxel size, 4 m $\times$ 4 m $\times$ 3 m) and 3D ordered subset expectation maximization algorithms. The information on image texture features is presented in Table 2.

**Table 2.** Index of textural features in global, local, and regional areas.

| Feature Family                           | Features                                      |
|-----------------------------------------|----------------------------------------------|
| Intensity histogram                     | SUVmax                                       |
|                                        | SUVmean                                      |
|                                        | Standard deviation (SUV_SD)                  |
|                                        | Total lesion glycolysis (TLG)                |
|                                        | Metabolic tumor volume (MTV)                 |
|                                        | 1st entropy                                  |
| Gray level co-occurrence matrix (GLCM)  | Energy                                       |
|                                        | Contrast                                     |
|                                        | Entropy                                      |
|                                        | Homogeneity                                  |
|                                        | Dissimilarity                                |
| Neighboring gray level dependence matrix (NGLDM) | Contrast                                   |
|                                        | Coarseness                                   |
|                                        | Busyness                                     |
|                                        | SNE (Small number emphasis)                  |
| Gray level run length matrix (GLRLM)    | SRE (Short run emphasis)                     |
|                                        | LRE (Long run emphasis)                      |
|                                        | GLNU (Gray level non-uniformity)             |
|                                        | RLNU (Run length non-uniformity)             |
|                                        | SRLGE (Low gray level run emphasis)          |
|                                        | SGHGE (High gray level run emphasis)         |
| Gray level size zone matrix (GLSZM)     | SAE (Small zone emphasis)                    |
|                                        | LAE (Large zone emphasis)                    |
|                                        | GLN (Gray level non-uniformity)              |
|                                        | SZN (Zone size non-uniformity)               |
|                                        | LGLZE (Low gray level zone emphasis)         |
|                                        | HGLZE (High gray level zone emphasis)        |

### 2.2. Quantitative Analysis of $^{18}$F-FDG Uptake Heterogeneity

The $^{18}$F-FDG uptake heterogeneity features were calculated using the Local Image Features Extraction (LIFEx) version 4.0 software package [27]. To include all tumor regions in the $^{18}$F-FDG PET, we defined the region growing method based on SUV $\geq$ 1.5 [28].

We computed the quantitative texture features (i.e., gray-level co-occurrence matrix, gray level run-length matrix, gray-level neighborhood intensity-difference matrix, and gray level size-zone matrix) to investigate the $^{18}$F-FDG heterogeneity within the tumor. Additionally, we calculated the conventional $^{18}$F-FDG features (i.e., the SUVmax, MTV, and TLG). Quantitative texture features and conventional $^{18}$F-FDG features were calculated using LIFEx.

Random forest and support vector machine (SVM) algorithms were used to classify the treatment response of osteosarcoma patients. To achieve this goal, the ratio of machine learning training data to test data was set as 7:3. Cross-validation was performed 10 times to increase the statistical reliability of the performance measurements.
2.3. Convolutional Neural Network

A 2D CNN assumes that the inputs have a geometric relationship such as rows and columns in images [23]. PyTorch 1.9.0+cu102 was used for deep learning and the whole scripts were written in Python 3.8.6. The input layer of the 2D CNN produces a convolution of a small image, known as a feature map. The feature map is generated by a filter that is moved across the input image. From this feature map, values are extracted and used as input for the pooling layer. In this study, we designed the 2D CNN as shown in Figure 1.

![Figure 1](image-url)

**Figure 1.** The 18F-FDG 2D CNN model for predicting the response to neoadjuvant chemotherapy. The 2D CNN model consisted of two convolution layers and two fully connected layers.

The 2D CNN worked in 2D convolutional layers with numerous slices of tumor volume in the 18F-FDG PET images. The convolutional layer filter size was 5×5, and the numbers of filters were 32 in both the first and second convolutional layers as well as in the max-pooling method, using a 2×2 filter in the pooling layer. In the activation function, we used the rectifier linear unit (ReLU); we calculated the loss based on softmax, cross-entropy and used adaptive moment estimation (Adam) for loss optimization. To avoid overfitting with the training dataset, we implemented the dropout technique after both the first and second fully connected layers [29].

To evaluate the accuracy of the 2D CNN prediction model, slides from the tumor were used. Eighty patients for k-fold validation were separated into five groups, each group containing 16 patients, and consisting of the training and validation set. Four groups were used for training and one group was used for the validation test dataset. The k-fold cross-validation was performed five times with the group of separated patients. A total of 640 slices from 64 patients (10 slices from tumor center, 64 patients from four groups) were used for the training set and 160 slices from 16 patients (10 slices from tumor center) were used for the validation set. Deep learning test processing consisted of 640 slices of the training dataset from 10 slices of 64 patients, and we added 25 slices of the test dataset from center 10 slices and center slice.

2.4. Statistical Analysis

Significant quantitative features of 18F-FDG homogeneity for the prediction of the NAC response were assessed using receiver operating characteristic (ROC) curve analysis with 95% confidence intervals (95% CIs). Statistical significance was confirmed using logistic regression analysis, with p-values < 0.05. To compare the AUCs between the 2D CNN and 18F-FDG heterogeneity, we performed independent t-tests. All statistical analysis was performed in MedCalc version 18.6 (MedCalc Software bvba, Mariakerke, Belgium).

3. Results

3.1. 18F-FDG Quantitative Analysis

18F-FDG PET images of the responder and non-responder are shown in Figure 2. Based on quantitative feature analysis, PET1 features had a higher ROC-AUC value loss optimizer than the baseline PET0 (Table 3). The highest AUC for 18F-FDG uptake heterogeneity in baseline PET0 was obtained using the gray level size zone matrix (GLSZM), a feature reflecting the intensity size zone matrix in 18F-FDG PET images. The highest AUC in PET1 was obtained for the standardization of SUV (SUV_SD).
Figure 2. Representative $^{18}$F-FDG PET image of osteosarcoma in a responder and non-responder to neoadjuvant chemotherapy. Responder had SUVmax values of 11.33 and 4.43 at baseline PET0 and after neoadjuvant chemotherapy (PET1), respectively. Non-responder had SUVmax values of 5.62 and 3.21 at baseline PET0 and after neoadjuvant chemotherapy (PET1), respectively.

Table 3. Random forest and support vector machine accuracy performed on total image texture features from 105 osteosarcoma patients in baseline PET0.

| Chemotherapy Response | Random Forest | Support Vector Machine |
|-----------------------|---------------|------------------------|
| Sensitivity           | 0.53          | 0.75                   |
| Specificity           | 0.61          | 0.83                   |
| Precision             | 0.54          | 0.57                   |
| Dice coefficient      | 0.49          | 0.48                   |
| AUC                   | 0.55          | 0.52                   |
| Accuracy              | 0.55          | 0.54                   |

3.2. Quantitative $^{18}$F-FDG Heterogeneity Features

Forty-seven features in the T-SNE plot of 105 patients in Figure 3 are shown for the identification of the distribution of non-responder/responder osteosarcoma patients. The accuracy of the prediction model with random forest and support vector machine was calculated using the total image texture features. The ROC-AUC values of baseline PET0 maximum standardized uptake value (SUVmax), total lesion glycolysis (TLG), and metabolic tumor volume (Volume) were 0.532 ($p$-value: 0.622), 0.507 ($p$-value: 0.918), and 0.510 ($p$-value: 0.881), respectively (Table 4). Analysis of baseline PET0 $^{18}$F-FDG uptake heterogeneity features yielded a ROC-AUC for GLSZM of 0.626 ($p$-value: 0.045) (Figure 4).

The ROC-AUC values of PET1 SUVmax, TLG, and Volume were 0.793, 0.764, and 0.741, respectively (Table 4). These values were significantly different between responders and non-responders (all $p$-values < 0.001). Analysis of PET1 $^{18}$F-FDG uptake heterogeneity features demonstrated a ROC-AUC for GLSZM of 0.741 ($p$-value: < 0.001) (Figure 5).
Figure 3. T-SNE plot using image texture features of osteosarcoma patients. In the plot, 0 represents the chemotherapy non-responder and 1 represents the chemotherapy responder.

Table 4. The area under the receiver operating characteristic curve for $^{18}$F-FDG uptake heterogeneity features.

| Features         | Discrimination | Baseline PET0 | PET1 |
|------------------|----------------|---------------|------|
|                  |                | AUC           | p-Value | AUC           | p-Value |
| SUV_max          | Intensity      | 0.532         | 0.622 | 0.793         | <0.001 |
| SUV_SD           | Intensity      | 0.505         | 0.940 | 0.802         | <0.001 |
| TLG              | Intensity      | 0.507         | 0.918 | 0.764         | <0.001 |
| Volume           | Intensity      | 0.510         | 0.881 | 0.741         | <0.001 |
| GLRM_SGHGE       | Voxel-alignment| 0.614         | 0.073 | 0.766         | <0.001 |
| NGLDM_SNE        | Neighborhood intensity difference | 0.548 | 0.462 | 0.757 | <0.001 |
| GLSZM_HGLZE      | Intensity size zone | 0.626 | 0.045 | 0.741 | <0.001 |
| GLCM_entropy     | Normalized Co-occurrence matrix | 0.588 | 0.165 | 0.744 | <0.001 |

SUVmax, maximum standardized uptake value; TLG, total lesion glycolysis; MTV, metabolic tumor volume; GLRM_SGHGE, Gray level run length matrix_High gray level run emphasis; NGLDM_SNE, Neighboring gray level dependence matrix_Small number emphasis; GLSZM_HGLZE, Gray level size zone matrix_High gray level zone emphasis; GLCM_entropy, Gray-level co-occurrence matrix_Entropy; AUC, area under the receiver operating characteristic curve.

The sensitivity, specificity, AUC, train accuracy, and test accuracy of the prediction for chemotherapy response in Table 3 were calculated using the random forest algorithm and the SVM algorithm. The random forest algorithm prediction and support vector machine for test accuracy using a total of 47 text features were 0.55 and 0.54, respectively.

3.3. Predictive Accuracies of $^{18}$F–FDG PET 2D CNN

As shown in Figure 6, after dimension reduction, the fully connected layers were separated into two classes. In the two cases, the classes were clearly separated. We obtained a relatively high precision rate for the chemotherapy response.

The training set accuracy of fold1, fold2, fold3, fold4, and fold5 in k-fold validation was $0.968 \pm 0.01$. The test validation set accuracy was $0.610 \pm 0.03$. The loss function and train/test accuracy graph in k-fold validation were estimated by each step. The results of the test set accuracy for the neoadjuvant chemotherapy response prediction deep learning model are presented in Table 5. The training accuracy of total tumor slices, the center 20 slices, and center slices were 0.984, 0.983, 0.966, and 0.988, respectively. The validation accuracy of training accuracy of total tumor slices, the center 20 slices, center 10 slices, and center slices were 0.625, 0.616, 0.628, and 0.760, respectively. The loss function and train/test accuracy graph in the test set were estimated.
Figure 4. Area under the receiver operating characteristic curves (AUC) for $^{18}$F-FDG heterogeneity features in baseline PET0. Conventional parameters (i.e., maximum standardized uptake value (SUVmax), total lesion glycolysis (TLG), and metabolic tumor volume (MTV)), cannot predict the response to neoadjuvant chemotherapy before treatment. In contrast, the $^{18}$F-FDG intensity size zone feature (gray-level size zone matrix: GLSZM) heterogeneity can predict this response.

Figure 5. Area under the receiver operating characteristic curves (AUC) for $^{18}$F-FDG heterogeneity features in PET1. Maximum standardized uptake value (SUVmax), total lesion glycolysis (TLG), and metabolic tumor volume (MTV) as well as $^{18}$F-FDG uptake heterogeneity features such as image voxel alignment heterogeneity (GLRIM_HGHGE), image neighborhood intensity difference (NGLDM_SNE), and image intensity size zone (GLSZM) can predict the response to neoadjuvant chemotherapy.
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Figure 6. Deep features T-SNE plot using patients of osteosarcoma baseline PET0. In the plot, 0 represents the chemotherapy non-responder and 1 represents the chemotherapy responder.

Table 5. The accuracy of test set for neoadjuvant chemotherapy response prediction deep learning model.

| 2D CNN     | Total Tumor Slices | Center 20 Slices | Center 10 Slices | Center Slice |
|------------|--------------------|------------------|------------------|--------------|
| Train accuracy | 0.984             | 0.983            | 0.966            | 0.988        |
| Test accuracy  | 0.625             | 0.616            | 0.628            | 0.76         |

4. Discussion

In this study, we investigated and validated the accuracy of using a 2D CNN trained on $^{18}$F-FDG data or using FDG uptake heterogeneity features for predicting response to NAC. Before NAC, only GLSZM ($AUC = 0.626$, sensitivity $= 0.579$, specificity $= 0.721$, $p$-value $= 0.045$), an $^{18}$F-FDG uptake heterogeneity feature reflecting the image intensity size zone, could predict the NAC response, while SUVmax ($AUC = 0.532$, sensitivity $= 0.842$, specificity $= 0.302$, $p$-value $= 0.622$), TLG ($AUC = 0.507$, sensitivity $= 0.763$, specificity $= 0.395$, $p$-value $= 0.918$), and MTV ($AUC = 0.510$, sensitivity $= 0.816$, specificity $= 0.349$, $p$-value $= 0.881$) could not; this prediction result is similar to the results of previous studies [16,20]. $^{18}$F-FDG PET heterogeneity features of data collected after NAC could predict the chemotherapy response (see Tables 3 and 4). Likewise, the 2D CNN had good predictive accuracy before NAC ($AUC = 0.920$, sensitivity $= 0.965$, specificity $= 0.881$), which increased after NAC ($AUC = 0.955$, sensitivity $= 0.983$, specificity $= 0.927$). There were no statistically significant differences in the predictive accuracies of the $^{18}$F-FDG PET 2D CNN before and after NAC ($p$-value $= 0.158$). Since the accuracy of using a 2D CNN trained on $^{18}$F-FDG data for predicting a response to NAC was much better than the accuracy of using FDG uptake heterogeneity features, we verified these results using validation data from 25 patients.

Recently, machine learning and deep learning techniques have been applied to pattern recognition in medical images [30]. With the development of computer hardware and the growth in medical imaging data, the application of deep learning technology for computer-aided diagnosis (CAD) in medical imaging has recently been a popular research topic. This technique uses deep artificial neural networks to learn the image shape patterns of the objects of interest based on a large training dataset. Deep learning has a better performance than existing machine learning methods in object detection and classification. In addition, the use of deep learning is increasingly being used for medical image analysis [31].

Machine learning and deep learning techniques have been applied in various studies by developing technologies of machine learning and deep learning. Deep learning approaches have most commonly been applied in MR studies [32]. This preliminary study had several important findings. A total of 47 image features were extracted from the $^{18}$F-FDG PET/CT images. Imaging features related to the chemotherapy response were identified using the AUC value. The AUC values of all the image texture features were similar to
about 0.5. The test accuracy of the prediction model using the total image texture features and random forest and support vector machine was similar at 0.55 and 0.54, respectively. A t-SNE plot analysis was performed to identify the distribution of image texture features and images from patients. As a result, it was determined that the prediction model using the AUC of image texture features, machine learning model, and t-SNE plot could not distinguish between the responders and non-responders.

$^{18}$F-FDG heterogeneity features, gray-level co-occurrence matrix, gray-level run-length matrix, gray level neighborhood intensity-difference matrix, gray level size zone matrix as well as intensity features were calculated using Lifex software [20,32]. This quantitative analysis method was used in a previous study to predict the NAC response in breast cancer patients [33,34], and survival in oropharyngeal cancer [35] and pancreatic ductal adenocarcinoma patients [36].

Previous studies have reported that a 2D CNN based on $^{18}$F-FDG had a higher accuracy for predicting response, but did not compare this predicting response with the accuracy of using FDG heterogeneity features [26,37], which made it difficult to understand the source of the increased accuracy obtained using the 2D CNN. Cheng et al. showed that the diagnosis prediction model with $^{18}$F-FDG PET/CT image texture features from lung cancer was 0.87–0.92 with AUC as a classical method and 0.91 with the CNN model [35] and Ypsilantis et al. showed the accuracy of predicting response to neoadjuvant chemotherapy with PET image texture features from esophageal cancer was 73.4 ± 5.3 with 3S-CNN and 66.4 ± 5.9 with 1S-CNN [24,26]. Another previous study visually represented the convolutional layers of the feature map in a 2D CNN. This 2D CNN revealed that the first convolutional layer extracted edge and blob features, which are relatively simple image features. The second convolutional layer extracted the related texture features [38–40].

Based on the convolutional layer characteristics, we assessed the correlation between the accuracy of using a 2D CNN and that of using $^{18}$F-FDG heterogeneity features. We found that the NAC prediction accuracy of the 2D CNN model depended on the AUCs of the intensity and heterogeneity features; the change in accuracy for baseline PET0 and PET1 was 1.47- and 1.29-fold, respectively. According to the ROC curve analysis, the sensitivity of the 2D CNN model, before and after NAC, did not significantly change (0.965 to 0.983). However, the specificity significantly changed from 0.881 to 0.927. This is because it is possible to predict the non-response to response more accurately after observing the effect of NAC. The prediction model using 2D CNN showed a more accurate result in the prediction model to predict responders and non-responders, although the prediction model using machine learning and AUC showed poor prediction results.

The predictive accuracy of the 2D CNN was affected by its deep learning architecture. Before training the 2D CNN, we optimized the 2D CNN architecture using the grid-search technique [39]. Based on the optimized 2D CNN architecture, we confirmed two convolutional layers with a 5 × 5 filter. Consequently, the 2D CNN architecture included two convolutional and two fully connected layers, which were similar to a previously reported $^{18}$F-FDG PET 2D CNN architecture [26]. In this study, we performed the k-fold cross-validation and included a dropout layer in the 2D CNN model to avoid overfitting the training data; this approach is widely used in applied deep learning techniques [41].

It was identified that the accuracy was higher using 10 center slices than a single-center slice by comparing the accuracy of the 2D CNN prediction model using 10 center slices and a single-center slice obtained from tumors. The accuracy of 10 slices and single slice were 0.628 and 0.760, respectively. In this study, the 2D CNN predictive model using a single slice was higher than that of 10 slices, but was not completely reliable due to the small size of the patient group in the experiment. In the future, it is necessary to study the relationship between the number of tumor slices and the accuracy of the predictive model by analyzing tumors obtained from more patients.

It is difficult to apply this to clinical practice because many patients are required for an accurate deep learning prediction model, although the test accuracy of the deep learning
prediction model is high. Applying gene expression factors to machine learning predictive models can yield higher test accuracy. Radiogenomics is a field of study that explores and uses the relationship between nuclear image analysis and gene expression. In many studies, the relationship between gene expression and image texture features has been found using radiogenomics techniques, and predictive models were estimated. If the radiogenomics technique is applied to the predictive model to discriminate chemotherapy responders, improved test accuracy could be obtained.

This study had some limitations. First, only patients who met the criteria were selected from the cohort of consecutively treated patients and retrospectively analyzed. Second, data from a small group of patients collected from one institution were analyzed for this study. To achieve reliability of the results, multi-center cross-validation should be performed using large patient datasets from various institutions.

5. Conclusions

The prediction model using the machine learning algorithm has been used to estimate poor outcome for NAC in osteosarcoma, but the 2D CNN prediction model using 18F-FDG PET images before NAC can predict the treatment response prior to chemotherapy in osteosarcoma. Additionally, the performance of a prediction model evaluation was different depending on the intratumor region applied to the 2D CNN network. The 2D CNN prediction model using tumor center 18F-FDG PET images before NAC can be helpful in deciding whether to perform NAC in the treatment of osteosarcoma patients.

Author Contributions: Conceptualization, S.Y.J.; methodology, S.Y.J.; software, J.K.; validation, J.K., B.-C.K., and S.-K.W.; formal analysis, J.K.; investigation, S.Y.J.; resources, B.-H.B., I.L., C.-B.K., and W.S.S.; data curation, S.Y.J.; writing—original draft preparation, B.-C.K.; writing—review and editing, S.M.L.; visualization, J.K.; supervision, S.-K.W.; project administration, S.-K.W.; funding acquisition, S.-K.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korean government (Ministry of Science and ICT) (No. 2020M2D9A1094070, No. 2019R1F1A1062234).

Institutional Review Board Statement: All experiments were performed according to institutional guidelines and approved by the Korea institute of Radiological and Medical Science institutional (IRB, e-IRB number: kirams 2021-02-005). Informed consent was waived by the IRB.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Picci, P. Osteosarcoma (osteogenic sarcoma). Orphanet J. Rare Dis. 2007, 2, 6. [CrossRef]
2. Misaghi, A.; Goldin, A.; Awad, M.; Kulidjian, A.A. Osteosarcoma: A comprehensive review. SICOT-J. 2018, 4, 12. [CrossRef]
3. Bacci, G.; Longhi, A.; Fagioli, F.; Briccoli, A.; Versari, M.; Picci, P. Adjuvant and neoadjuvant chemotherapy for osteosarcoma of the extremities: 27 year experience at Rizzoli Institute, Italy. Eur. J. Cancer 2005, 41, 2836–2845. [CrossRef] [PubMed]
4. Haglaitner, M.M.; De Bont, E.S.J.M.; Loo, D.M.W.M.T. Survival Trends and Long-Term Toxicity in Pediatric Patients with Osteosarcoma. Sarcoma 2012, 2012, 1–5. [CrossRef]
5. Bacci, G.; Ferrari, S.; Bertoni, F.; Ruggieri, P.; Picci, P.; Longhi, A.; Casadei, R.; Fabbri, N.; Forni, C.; Versari, M.; et al. Long-Term Outcome for Patients With Nonmetastatic Osteosarcoma of the Extremity Treated at the Istituto Ortopedico Rizzoli According to the Istituto Ortopedico Rizzoli/Osteosarcoma-2 Protocol: An Updated Report. J. Clin. Oncol. 2000, 18, 4016–4027. [CrossRef]
6. Kim, M.S.; Lee, S.-Y.; Lee, T.R.; Cho, W.H.; Song, W.S.; Koh, J.-S.; Lee, J.A.; Yoo, J.Y.; Jeon, D.-G. Prognostic nomogram for predicting the 5-year probability of developing metastasis after neo-adjuvant chemotherapy and definitive surgery for AJCC stage II extremity osteosarcoma. Ann. Oncol. 2009, 20, 955–960. [CrossRef] [PubMed]
7. Bajpai, J.; Gamnagatti, S.; Kumar, R.; Sreenivas, V.; Sharma, M.C.; Alam Khan, S.; Rastogi, S.; Malhotra, A.; Safaya, R.; Bakhshi, S. Role of MRI in osteosarcoma for evaluation and prediction of chemotherapy response: Correlation with histological necrosis. Pediatr. Radial. 2011, 41, 441–450. [CrossRef]
8. Jeon, D.; Song, W.S. How can survival be improved in localized osteosarcoma? *Expert Rev. Anticancer. Ther.* 2014, 10, 1313–1325. [CrossRef]

9. Coffin, C.M.; Lowchik, A.; Zhou. H. Treatment effects in pediatric soft tissue and bone tumors: Practical considerations for the pathologist. *Am. J. Clin. Pathol.* 2005, 123, 75–90. [CrossRef]

10. Davis, A.; Bell, R.S.; Goodwin, P. Prognostic factors in osteosarcoma: A critical review. *J. Clin. Oncol.* 1994, 12, 423–431. [CrossRef] [PubMed]

11. Wellings, R.; Davies, A.; Pynsent, P.; Carter, S.; Grimer, R. The value of computed tomographic measurements in Osteosarcoma as a Predictor of Response to Adjuvant chemotherapy. *Clin. Radiol.* 1994, 49, 19–23. [CrossRef]

12. Ongolo-Zogo, P.; Thiesse, P.; Saut, J.; Desuzinges, C.; Blay, J.-Y.; Bonmartin, A.; Bochu, M.; Philip, T. Assessment of osteosarcoma response to neoadjuvant chemotherapy: Comparative usefulness of dynamic gadolinium-enhanced spin-echo magnetic resonance imaging and technetium-99 m skeletal angioscintigraphy. *Eur. Radiol.* 1999, 9, 907–914. [CrossRef] [PubMed]

13. Fong, Y.-H.D.; Lin, C.-Y.; Shih, M.-J.; Wang, H.-M.; Ho, T.-Y.; Liao, C.-T.; Yen, T.-C. Development and Evaluation of an Open-Source Machine Learning Approaches for Additive Manufacturing. *J. Comput. Inf. Sci. Eng.* 2014, 15, 1929–1958. [CrossRef]

14. Marinelli, B.; Espinet-Col, C.; Ulaner, G.A.; McArthur, H.L.; Gonen, M.; Jochelson, M.; Weber, W.A. Prognostic value of FDG PET/CT as an Indicator of Progression-Free and Overall Survival in Osteosarcoma. *J. Nucl. Med.* 2009, 50, 340–347. [CrossRef] [PubMed]

15. Cheon, G.J.; Kim, M.S.; Lee, J.A.; Lee, S.-Y.; Cho, W.H.; Song, W.S.; Koh, J.-S.; Yoo, J.Y.; Oh, D.H.; Shin, D.S.; et al. Prediction Model of Chemotherapy Response in Osteosarcoma by 18F-FDG PET and MRI. *J. Nucl. Med.* 2009, 50, 1435–1440. [CrossRef]

16. Kong, C.-B.; Byun, B.H.; Lim, I.; Choi, C.W.; Lim, S.M.; Song, W.S.; Cho, W.H.; Jeon, D.-G.; Koh, J.-S.; Yoo, J.Y.; et al. 18F-FDG PET SUVmax as an indicator of histopathologic response after neoadjuvant chemotherapy in extremity osteosarcoma. *Eur. J. Nucl. Med. Mol. Imaging* 2013, 40, 728–736. [CrossRef]

17. Nabi, H.A.; Zubeldia, J.M. Clinical applications of (18)F-FDG in oncology. *J. Nucl. Med. Technol.* 2002, 30, 3–9.

18. Oh, J.-R.; Seo, J.-H.; Chong, A.; Min, J.-J.; Song, H.-C.; Kim, Y.-C.; Bom, H.-S. Whole-body metabolic tumour volume of 18F-FDG PET/CT improves the prediction of prognosis in small cell lung cancer. *Eur. J. Nucl. Med. Mol. Imaging* 2012, 39, 925–935. [CrossRef] [PubMed]

19. Ongolo-Zogo, P.; Thiesse, P.; Saut, J.; Desuzinges, C.; Blay, J.-Y.; Bonmartin, A.; Bochu, M.; Philip, T. Assessment of osteosarcoma response to neoadjuvant chemotherapy: Comparative usefulness of dynamic gadolinium-enhanced spin-echo magnetic resonance imaging and technetium-99 m skeletal angioscintigraphy. *Eur. Radiol.* 1999, 9, 907–914. [CrossRef] [PubMed]

20. Byun, B.H.; Kong, C.-B.; Lim, I.; Choi, C.W.; Song, W.S.; Cho, W.H.; Jeon, D.-G.; Koh, J.-S.; Lee, S.-Y.; et al. Early response monitoring to neoadjuvant chemotherapy in osteosarcoma using sequential 18 F-FDG PET/CT and MRI. *Eur. J. Nucl. Med. Mol. Imaging* 2014, 41, 1553–1562. [CrossRef]

21. Akhil, V.; Raghav, G.; Arunachalam, N.; Srinivasu, D.S. Image Data-Based Surface Texture Characterization and Prediction Using Machine Learning Approaches for Additive Manufacturing. *J. Comput. Inf. Sci. Eng.* 2020, 20, 1–39. [CrossRef]

22. Le, N.Q.K.; Huynh, T.-T. Identifying SNAREs by Incorporating Deep Learning Architecture and Amino Acid Embedding Representation. *Front. Physiol.* 2019, 10, 1501. [CrossRef] [PubMed]

23. Le, N.Q.K.; Yapp, E.K.Y.; Nagasundaram, N.; Yeh, H.-Y. Classifying Promoters by Interpreting the Hidden Information of DNA Sequences via Deep Learning and Combination of Continuous FastText N-Grams. *Front. Bioeng. Biotechnol.* 2019, 7, 305. [CrossRef] [PubMed]

24. Li, Z.; Wang, Y.; Yu, J.; Guo, Y.; Cao, W. Deep Learning based Radiomics (DLR) and its usage in noninvasive IDH1 prediction for low grade glioma. *Sci. Rep.* 2017, 7, 1–11. [CrossRef] [PubMed]

25. Lao, J.; Chen, Y.; Li, Z.-C.; Li, Q.; Zhang, J.; Liu, J.; Zhai, G. A Deep Learning-Based Radiomics Model for Prediction of Survival in Glioblastoma Multiforme. *Sci. Rep.* 2017, 7, 10333. [CrossRef] [PubMed]

26. Ypsilantis, P.-P.; Siddique, M.; Sohn, H.-M.; Davies, A.; Cook, G.; Goh, V.; Montana, G. Predicting Response to Neoadjuvant Chemotherapy with PET Imaging Using Convolutional Neural Networks. *PLoS ONE* 2015, 10, e0157036. [CrossRef]

27. Nioche, C.; Orhac, F.; Boughdad, S.; Reuzé, S.; Goya-Outti, J.; Robert, C.; Pellot-Barakat, C.; Sousman, M.; Frouin, F.; Buvat, I. LIFEx: A Freeware for Radiomic Feature Calculation in Multimodality Imaging to Accelerate Advances in the Characterization of Tumor Heterogeneity. *Cancer Res.* 2018, 78, 4786–4789. [CrossRef] [PubMed]

28. Im, H.-J.; Bradshaw, T.; Solaiyappan, M.; Cho, S.Y. Current Methods to Define Metabolic Tumor Volume in Positron Emission Tomography: Which One is Better? *Nucl. Med. Mol. Imaging* 2018, 52, 5–15. [CrossRef]

29. Srivastava, N.; Hinton, G.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A simple way to prevent neural networks from overfitting. *J. Mach. Learn. Res.* 2014, 15, 1929–1958. [CrossRef]

30. Erickson, B.J.; Kofraniati, P.; Akkus, Z.; Kline, T.L. Machine Learning for Medical Imaging. *Radiogr.* 2017, 37, 505–515. [CrossRef]

31. Shen, D.; Wu, G.; Suk, H.-I. Deep Learning in Medical Image Analysis. *Annu. Rev. Biomed. Eng.* 2017, 19, 221–248. [CrossRef]

32. Fang, Y.-H.D.; Lin, C.-Y.; Shih, M.-J.; Wang, H.-M.; Ho, T.-Y.; Liao, C.-T.; Yen, T.-C. Development and Evaluation of an Open-Source Software Package “CGITA” for Quantifying Tumor Heterogeneity with Molecular Images. *Bioimaging Med. Res. Int.* 2014, 2014, 1–9. [CrossRef]

33. Ha, S.; Park, S.; Bang, J.-I.; Kim, E.-K.; Lee, H.-Y. Metabolic Radiomics for Pretreatment 18F-FDG PET/CT to Characterize Locally Advanced Breast Cancer: Histopathologic Characteristics, Response to Neoadjuvant Chemotherapy, and Prognosis. *Sci. Rep.* 2017, 7, 1556. [CrossRef] [PubMed]
34. Yoon, H.; Kim, Y.; Chung, J.; Kim, B.S. Predicting neo-adjuvant chemotherapy response and progression-free survival of locally advanced breast cancer using textural features of intratumoral heterogeneity on F-18 FDG PET/CT and diffusion-weighted MR imaging. Breast J. 2019, 25, 373–380. [CrossRef]

35. Cheng, N.-M.; Fang, Y.-H.D.; Lee, L.-Y.; Chang, J.T.-C.; Tsan, D.-L.; Ng, S.-H.; Wang, H.-M.; Liao, C.-T.; Yang, L.-Y.; Hsu, C.-H.; et al. Zone-size nonuniformity of 18F-FDG PET regional textural features predicts survival in patients with oropharyngeal cancer. Eur. J. Nucl. Med. Mol. Imaging 2015, 42, 419–428. [CrossRef] [PubMed]

36. Hyun, S.H.; Kim, H.S.; Choi, S.H.; Choi, D.W.; Lee, J.K.; Lee, K.H.; Park, J.O.; Lee, K.-H.; Kim, B.-T.; Choi, J.Y. Intratumoral heterogeneity of 18F-FDG uptake predicts survival in patients with pancreatic ductal adenocarcinoma. Eur. J. Nucl. Med. Mol. Imaging 2016, 43, 1461–1468. [CrossRef] [PubMed]

37. Wang, H.; Zhou, Z.; Li, Y.; Chen, Z.; Lu, P.; Wang, W.; Liu, W.; Yu, L. Comparison of machine learning methods for classifying mediastinal lymph node metastasis of non-small cell lung cancer from 18F-FDG PET/CT images. EJNMMI Res. 2017, 7, 1–11. [CrossRef]

38. Zeiler, M.D.; Fergus, R. Visualizing and understanding convolutional networks. In Proceedings of the European Conference on Computer Vision, Zurich, Switzerland, 6 September 2014; pp. 818–833.

39. Wei, D.; Zhou, B.; Torralba, A.; Freeman, W. MNeuron: A Matlab Plugin to Visualize Neurons from Deep Models. 2017. Available online: https://donglaiw.github.io/proj/mneuron/index.html (accessed on 23 October 2021).

40. Mahendran, A.; Vedaldi, A. Understanding deep image representations by inverting them. In Proceedings of the 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 7–12 June 2015; pp. 5188–5196.

41. Bergstra, J.; Bengio, Y. Random search for hyper-parameter optimization. J. Mach. Learn. Res. 2012, 13, 281–305. [CrossRef]