A coarse graining technique akin to block spin transformations that groups together fiducial cells in a homogeneous and isotropic universe has been recently developed in the context of loop quantum cosmology. The key technical ingredient was an SU(1,1) group and Lie algebra structure of the physical observables as well as the use of Perelomov coherent states for SU(1,1). It was shown that the coarse graining operation is completely captured by changing group representations. Based on this result, it was subsequently shown that one can extract an explicit renormalisation group flow of the loop quantum cosmology Hamiltonian operator in a simple model with dust-clock.

In this paper, we continue this line of investigation and derive a coherent state path integral formulation of this quantum theory and extract an explicit expression for the renormalisation-scale dependent classical Hamiltonian entering the path integral for a coarse grained description at that scale. We find corrections to the non-renormalised Hamiltonian that are qualitatively similar to those previously investigated via canonical quantisation. In particular, they are again most sensitive to small quantum numbers, showing that the large quantum number (spin) description captured by so called “effective equations” in loop quantum cosmology does not reproduce the physics of many small quantum numbers (spins). Our results have direct impact on path integral quantisation in loop quantum gravity, showing that the usually taken large spin limit should be expected not to capture (without renormalisation, as mostly done) the physics of many small spins that is usually assumed to be present in physically reasonable quantum states.
1. Introduction

Loop quantum gravity [1, 2] is a non-perturbative approach to quantum gravity that utilises a formulation of general relativity in terms of connection variables as a classical starting point. This choice of variables introduces an additional local gauge invariance under the action of a Lie group, akin to Yang-Mills theory. In the standard formulation of loop quantum gravity in $3+1$ spacetime dimensions using Ashtekar-Barbero variables [3], this group is SU(2). As a consequence, one encounters a discrete notion of quantum geometry with eigenvalues of geometric operators determined by group invariants.

Since the famous result of Ponzano and Regge [4], it was understood that this type of theory simplifies dramatically in the limit of large quantum numbers, e.g. large spins in the above $3+1$-dimensional theory. More specifically, one obtains a discrete version of general relativity as the leading order in the large quantum number expansion, where the discreteness scale is much larger than the Planck scale. This limit has been termed “semiclassical” in the literature and is the best investigated limit in loop quantum gravity, both in the canonical as well as in the path integral (spin foam) formulations. Similarly, it is also the best investigated limit in loop quantum cosmology [5], which is well described by so-called “effective equations” in this limit. Here, large quantum numbers translate to a large volume of the universe throughout the evolution.

There are however several reasons to doubt that the “semiclassical” limit of loop quantum gravity is the limit describing our observed universe. Let us mention two of them. First, for a given geometry, say of a certain total volume, there are many more ways to construct such a geometry from smaller building blocks than there are from larger building blocks. Hence, from a maximisation of entropy standpoint, we expect small quantum numbers to dominate. Computations of black hole entropy via state counting [6, 7], as well as entanglement entropy [8], are consistent with this expectation. Second, the large quantum number limit has a natural explanation in terms of “transplanckian” high-energy degrees of freedom akin to black holes, that are transplanckian in the sense of energies above the Planck energy, but not in the sense of distances below the Planck length [9]. The scaling of the involved actions with the geometric quantities in the large quantum number limit is consistent only with this high-energy interpretation, but not with one where large quantum numbers refer to coarse grained flat space.

It should be noted that a large quantum number description of our universe may still arise from a coarse graining procedure, where many small quantum numbers are grouped together to large ones, akin to block-spin transformations. Then however, one would expect that the corresponding Hamiltonian operator or path integral kernel transform under a renormalisation group flow that ensures that the coarse dynamics agrees with the fundamental one. In contrast, in the “semiclassical” limit mentioned above, one uses the fundamental small quantum number Hamiltonian even for large quantum numbers, which is equivalent to claiming that the Hamiltonian operator is invariant under the renormalisation group flow.

Addressing coarse graining directly is often impossible in analytical calculations. Hence, despite an increased amount of attention devoted to the topic [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27], concrete results connecting small with large quantum numbers are scarce. Recently however, progress was made in a simplified cosmological model, relying heavily on an SU$(1,1)$ Lie group structure [24, 25, 26, 27] that allowed to analytically compute a coarse graining operation from small to large spins [22, 28, 29]. In particular, the renormalisation group flow of the Hamiltonian operator, which shares key features with similar operators in full loop quantum gravity, was explicitly computed [28]. It was found that this flow is non-trivial and introduces significant corrections to the renormalised operator. Moreover, it was shown that neglecting to account for this renormalisation group flow changes the physics of the model. While the results were obtained in a simple model, we expect the
main result, that Hamiltonian operators of the type used in loop quantum gravity have a non-trivial renormalisation group flow, applies also to more complicated models and eventually to full loop quantum gravity. In fact, the model used here can be understood as arising from a full quantum gravity theory of loop quantum gravity type via a suitable truncation [30, 31, 21].

In this paper, we will generalise the results of [22, 28, 29], which were so far restricted to canonical quantisations, to path integrals. To this end, we rewrite the quantum theory of [22] as a coherent state path integral, making use of the Perelomov coherent states that are crucially involved in the coarse graining map. We further explain how the coarse graining operation studied in [22, 29] translates to path integrals. Finally, we rewrite the coherent state path integral as a phase space path integral where the path integration is over the standard loop quantum cosmology variables $v, b$. From this expression, we can also extract the renormalised (classical) Hamiltonian that enters the path integral measure through the canonical action of the standard form $S = \int dt (p\dot{q} - H)$.

The coarse graining operation in this work closely resembles a similar operation in the context of spin foam models [3], where the states in the large spin spin foam model are tensor products of states with small spins, due to the same factorization property of coherent states that enters the coarse graining map in this paper [29]. The large spin model is emergent as an effective theory, via a block-spin-like coarse graining procedure, from a more fundamental spin foam model with small spins and more refined graphs. This description, as opposed to the naive “semiclassical” large spin limit involving non-divisible large chunks of geometry, has the advantage of obtaining the anticipated area law when computing entanglement entropy. Despite this success, it was not possible to obtain the coarse grained dynamics in [3] due to the complexity of the full 4d spin foam model. Hence, to gain some insight into how path integral kernels of the type encountered in spin foam models could renormalise, it is necessary to study simplified models.

For this, the present paper is an example. The path integral studied here is a loop quantum cosmology analogue of spin foam models (see e.g. [32] for earlier results on the spin foam formulation of Loop Quantum Cosmology as well as [35] for a coherent state path integral formulation of full Loop Quantum Gravity), but can also be considered as a truncation of full quantum gravity theories subject to suitable homogeneity assumptions [30, 31, 21]. We expect that the key lesson drawn from this paper, as well as [28], i.e. that the renormalisation group flow of the Hamiltonian is non-trivial and affects physics, also applies to full models, both in the canonical and path integral formulations.

This paper is organised as follows: Section 2 provides an overview of [22, 28, 29], on which the present work is based. In particular, section 2.1 defines the quantum system that we later formulate as both a coherent state and phase space path integral. Section 3.1 provides a review of coherent state path integrals at the example of the harmonic oscillator and the Bose-Hubbard model, and discusses an important pitfall that occurs in such formulations. The main results of the paper are derived in section 3.2, including the coherent state path integral with continuum action (54), as well as the phase space path integral with renormalised Hamiltonian (68). Some implications of our work are discussed in section 4. Appendix A provides an overview of the representation theory of $su(1,1)$ relevant for this work. Appendix B discusses the resolution of the identity with particular care about the special case $j = 1/2$.

2. Group quantisation, coarse graining map, and renormalised operators

In this section, we briefly review the group quantisation strategy to arrive at a quantum cosmology model and its specific application to loop quantum cosmology. We also review how group quantisation naturally leads to a notion of coarse graining under the assumption of homogeneity and non-interaction
of neighbouring spatial points, as is usually assumed in cosmology. A more detailed review is given in [28].

2.1. Classical description, polymerisation, and group quantisation

2.1.1. Classical formulation

Classically, the gravitational sector of spatially flat, homogeneous and isotropic cosmology can be described by the canonical pair \(\{b, v\} = 1\), where \(v\) is the volume of the spatial slice (either compact or regularised by using a fiducial cell), and \(b = -3 \dot{a} a\) is proportional to the Hubble rate. In units where \(12\pi G = \hbar = c = 1\), the Hamiltonian constraint reads

\[
H = H_m + H_g, \quad H_g = -\frac{vb^2}{2}
\]  

(1)

where \(H_m\) and \(H_g\) denote the matter and gravitational parts respectively. As is well known, the vacuum \((H_m = 0)\) solution of this model is given by Minkowski space, so that a matter contribution to the Hamiltonian is essential in obtaining non-trivial dynamics.

In this paper, we are going to use non-rotational dust as our matter field [36, 37], mainly for simplicity. Making this choice, one can deparametrise the theory by using the value of the dust field as a clock and obtains a true Hamiltonian \(H\) that generates time evolution in the dust time, given simply by \(H = H_g\).

It is well known that the evolution generated by (1) leads to a singularity either in the future (“big crunch”) or in the past (“big bang”), whose desired resolution has been the main motivation for constructing a quantum theory of cosmology. One such candidate theory is loop quantum cosmology, see [38, 5] for reviews. A key feature of loop quantum cosmology is that an operator corresponding to \(b\) does not exist, while the exponentials \(e^{i\lambda b}\) with \(\lambda\) being a free parameter at the Planck scale exist. This peculiarity leads to Hamiltonians where \(b\) has to be substituted by a sum of exponentials. The most adopted choice is to substitute

\[
b \mapsto \frac{\sin(\lambda b)}{\lambda} \quad \text{so that the resulting expression reduces to } b \ll \lambda^{-1}, \text{ but other expressions are possible as well. Applied to } H_g, \text{ this leads to}
\]

\[
H_g \mapsto -\frac{v}{2} \frac{\sin^2(\lambda b)}{\lambda^2}.
\]  

(3)

In particular, one can do this substitution already at the classical level, where it is often called “polymerisation”. It turns out that the so-obtained classical theories give good approximations to the results of the quantum theory if the quantum numbers remain large throughout the evolution. In this case, one refers to the classical equations of motion as “effective equations”.

While so-called holonomy corrections as in [3] are forced upon us from the Hilbert space construction, also corrections for small volumes, i.e. of about the Planck volume, can reasonably be expected from a quantum theory and appear in explicit constructions of the Hamiltonian constraint in full loop quantum gravity [39], as well as loop quantum cosmology [40]. In particular, we will later find that the phase space path integral is determined by the Hamiltonian

\[
H_{PI} = -\frac{1}{2} \frac{\sin^2(\lambda b)}{\lambda^2} \sqrt{v^2 - v_m^2} + \frac{1}{4\lambda^2} \left( \sqrt{v^2 - v_m^2} - v \right),
\]  

(4)
which introduces explicitly a minimal volume $v_m$ and reduces to (3) in the limit $v \gg v_m$.

For the purpose of group quantisation, we specifically consider the three phase space functions

$$j_z = \frac{v}{2\lambda}, \quad k_{\pm} = \frac{\sqrt{v^2 - \sigma}}{2\lambda} e^{\pm i\lambda b}, \quad (5)$$

whose Poisson algebra

$$\{j_z, k_{\pm}\} = \mp ik_{\pm}, \quad \{k_p, k_-\} = 2i j_z \quad (6)$$

is isomorphic to the Lie algebra su(1,1), see (71). Here, $\sigma \in \mathbb{R}$ is a free constant to be matched in the quantum theory to the group representation. In fact, the generators satisfy the constraint

$$j_z^2 - k_x^2 - k_y^2 = \sigma / 4\lambda^2, \quad (7)$$

where the left hand side can be identified as the classical version of the su(1,1) quadratic Casimir operator that determines the representation. For $v^2 \gg \sigma$,

$$H = \frac{1}{2\lambda} \left( \frac{k_+ + k_-}{2} - j_z \right) \quad (8)$$

reduces to (3), and we will use the expression (8) as a Hamiltonian for any value of $\sigma$ for purposes of a straightforward coarse graining (see below). Alternatively, we can use the functions $k_x$ and $k_y$ related via

$$k_{\pm} = k_x \pm i k_y, \quad (9)$$

in which case we have $H = \frac{1}{2\lambda} (k_x - j_z)$.

2.1.2. Quantum theory

Quantising the Poisson algebra (6) directly is straightforward, as it amounts to simply looking up the representation theory of the Lie algebra su(1,1), see appendix A. For our purposes, it is sufficient to consider the discrete series with positive magnetic quantum numbers, where irreducible representations are labelled by a positive half-integer $j \in \mathbb{N}/2$. A basis of the representation space for a given $j$ is given by $|j, m\rangle, m \in \{j, j + 1, j + 2, \ldots\}$, and the action of the generators is given by

$$\hat{j}_z |j, m\rangle = m |j, m\rangle, \quad \hat{k}_+ |j, m\rangle = \sqrt{m(m+1) - j(j-1)} |j, m+1\rangle, \quad \hat{k}_- |j, m\rangle = \sqrt{m(m-1) - j(j-1)} |j, m-1\rangle. \quad (10, 11, 12)$$

Via $\hat{k}_{\pm} = \hat{k}_x \pm i \hat{k}_y$, we may also work out the action of $\hat{k}_x$ and $\hat{k}_y$. The quadratic Casimir operator reads

$$C = \hat{j}_z^2 - \hat{k}_x^2 - \hat{k}_y^2 \quad (13)$$

and evaluates to $j(j-1)$ in the above discrete series of representations.

Let us come back to the constant $\sigma$ in (5) and match it to the representation label $j$. This can be done in several ways, which reflects ambiguities in the definition of the quantum theory. We will discuss three possible choices here and find later that only choice 1 is consistent with the most straightforward definition of the phase space path integral.

1. Since the smallest eigenvalue of the volume operator $\hat{v} := 2\lambda \hat{j}_z$ is given by $2\lambda j$, we could choose $\sigma = (2\lambda j)^2 =: v_m^2$, as the "minimal volume". In this case, the coarse graining map below is well motivated even at intermediate levels of coarse graining as the functions (5) are always extensive.
in the system volume. Due to this, the choice \( \sigma = v_m^2 \) was adopted in \cite{22} and proposed earlier in \cite{26} for other reasons. With this choice, the classical expression \( j_1^2 - k_x^2 - k_y^2 = \sigma/4\lambda^2 \) of the Casimir operator evaluates to \((v_m/2\lambda)^2\) and matches the exact quantum expression \( j(j-1) \) to leading order in \( j \). It should be noted that this choice already introduces a volume gap classically even in the \( j = 1/2 \) representation, since the expressions for \( k_\perp \) are well defined only for \( v \geq v_m \), and results in the Hamiltonian \cite{4} via \cite{8}.

2. One may choose to match the Casimir operator exactly with the classical expression, leading to \( \sigma = j(j-1) \). In this case, one loses the interpretation of \( \sqrt{\sigma} \) as the minimal volume.

3. In order to obtain a quantum theory that agrees with the usual constructions of loop quantum cosmology in the case \( j = 1/2 \), we can make a choice so that \( \sigma = 0 \) for \( j = 1/2 \). A simple possibility suggested by the analysis of \cite{28} is given by \( \sigma = (v_m - \lambda)^2 \). In this case, the classical expression for the Casimir evaluates to \((v_m/2\lambda - 1 + \frac{1}{4})\) and matches \( j(j-1) \) to leading and next to leading order.

2.1.3. Coherent states

On the representation spaces, we can introduce the coherent states (see e.g. \cite{27})

\[
|j, z\rangle = (2L(z))^2 \sum_{m=j}^{\infty} \sqrt{\frac{\Gamma(m+j)}{\Gamma(m-j+1)\Gamma(2j)}} \frac{(z_1)^{m-j}}{(z_0)^{m+j}} |j, m\rangle,
\]

where \( 2L(z) = |z_0|^2 - |z_1|^2 \) and \( z = (z_0, z_1) \in \mathbb{C}^2 \) such that \( |z_0| > |z_1| \). This last requirement is needed so that the states are normalisable. Note the complex conjugation of the second entry in \( z \), which will hereinafter be called a spinor. These states are constructed in a very similar manner to the well-known coherent states of Perelomov \cite{41}, but they differ in that there are two complex parameters, rather than only one. This introduces an additional phase symmetry reflecting the redundancy in the description. One can re-obtain standard Perelomov states by fixing \( z_0 = 1 \).

One of the most useful properties of these states is how they behave under the action of SU(1,1) operators, given by

\[
\hat{U} |j, z\rangle = |j, Uz\rangle, \quad \forall U \in \text{SU}(1,1),
\]

where \( U \) is in the \( j \)-irrep on the left, and in the defining representation, given by the basis \cite{73}, on the right. Consequently, the only thing required to calculate the evolution of the coherent states under the SU(1,1) group flow is \( 2 \times 2 \) matrix multiplication. Given that we will choose the Hamiltonian of the system to be the linear combination of generators in \cite{8}, we know that the time evolution operator \( e^{-i\hat{H}t} \in \text{SU}(1,1) \), so that the entire time evolution of the coherent states can be computed by this very simple procedure \cite{26, 28}, leading to

\[
\begin{pmatrix} z_0(t) \\ \bar{z}_1(t) \end{pmatrix} = \exp(-it\hat{H}_g) \begin{pmatrix} z_0(0) \\ \bar{z}_1(0) \end{pmatrix} = \begin{pmatrix} z_0(0) + \frac{it}{2\lambda}(z_0(0) - \bar{z}_1(0)) \\ \bar{z}_1(0) + \frac{it}{2\lambda}(z_0(0) - \bar{z}_1(0)) \end{pmatrix}.
\]

As is usually the case \cite{42}, this set of coherent states is overcomplete. Indeed, it admits a resolution of the identity \cite{29},

\[
1 = \int d^2z_0 d^2z_1 \frac{(2j-1)}{2\ell\pi^2} \delta(2L(z) - 2\ell) |j, z\rangle\langle j, z|.
\]

One can immediately see that the case \( j = 1/2 \) is tricky, and we will discuss it in appendix \cite{B}.
We can also calculate matrix elements of the generators and their products rather easily. The simplest examples are the expectation values of the generators, for which direct computation yields

\[
\langle j, z_0 | \hat{\sigma}_j | j, z_0 \rangle = j \frac{|z_0|^2 + |z_1|^2}{|z_0|^2 - |z_1|^2} \tag{18}
\]

\[
\langle j, z | \hat{\sigma}_k^+ | j, z \rangle = j \frac{z_0 \bar{z}_1}{L} \tag{19}
\]

\[
\langle j, z | \hat{\sigma}_k^- | j, z \rangle = j \frac{z_0 \bar{z}_1}{L} \tag{20}
\]

The general formula for \( p, q, r \in \mathbb{N}_0 \) reads

\[
\langle j, \zeta | \hat{\sigma}_k^p \hat{\sigma}_j^q \hat{\sigma}_k^r | j, z \rangle \tag{21}
\]

\[
=(2L(\zeta))^j (2L(z))^j z^{p-r} \sum_{\mu=0}^{\infty} \frac{\Gamma(\mu + p + 2j)\Gamma(\mu + p + 1)}{\mu! \Gamma(\mu + p - r + 1)\Gamma(2j)} (\mu + p + j)^q (\zeta z)^{\mu}.
\]

### 2.2. Coarse graining

Let us now take a closer look at (18)-(20). We observe that the representation label \( j \) enters the expectation values simply as a direct proportionality. Since all three generators (\( \sigma = v_m^2 \)) have a classical interpretation of an extensive quantity, i.e. scaling with the system volume, this suggests the following coarse graining scheme [22, 29]:

- We consider the quantum system in representation \( j_0 \leftrightarrow v_m = 2\lambda j_0 \) as the true fundamental quantum system. The basic observables of this system are polynomials in the generators \( \hat{\sigma}_j^z, \hat{\sigma}_k^+ \). The minimal eigenvalue of the volume operator is \( v_m \). We consider the system in a Perelomov coherent state \( |j_0, z\rangle \). \( z \) encodes the intensive properties of the system, i.e. ratios of extensive quantities.

- It makes most sense to consider \( j_0 = 1/2 \) as the fundamental system that cannot be refined further, because this choice does not put any lower cut-off to the allowed volume eigenvalues. However, for the coarse graining prescription below, this is not necessary. In the case \( j_0 > 1/2 \), such a system has already been coarse grained to coarseness \( j_0 \), i.e. minimally resolved volume \( 2\lambda j_0 \), and will subsequently be further coarse grained.

- As a coarse grained system, we consider a compound system made up of \( N \) non-interacting fundamental systems with identical quantum states, i.e.

\[
|j_0, z\rangle \otimes |j_0, z\rangle \otimes \ldots \underbrace{\text{N times}}
\]

Due to the extensive nature of the observables, operators in the coarse grained and fundamental descriptions are linked as (and similarly for the other generators \( \hat{\sigma}_j^z, \hat{\sigma}_k^+ \))

\[
\hat{K} := \left( 1 \hat{k}_- + 2 \hat{k}_- + \ldots + N \hat{k}_- \right), \tag{23}
\]

where \( \hat{k}_- \) is a generator in representation \( j \) associated to the quantum system denoted by its pre-script \( i \).
As a consequence of the construction of Perelomov coherent states and the associated group theory \[22, 29\], it turns out that the coarse grained system is described by a Perelomov coherent state in representation \( j = Nj_0 \) with spinor label \( z \) and the coarse grained operators are simply given by the generators in representation \( j = Nj_0 \). This leads to the following coarse graining map \[22, 29\]:

| Fine description | Coarse description |
|------------------|-------------------|
| Quantum state    | \(|j_0, z\rangle \otimes |j_0, z\rangle \otimes \ldots\) \(N\) times | \(|Nj_0, z\rangle\) |
| Operators        | \(\left(\sum_{a=1}^{N} a\hat{k}_-\right)^p \left(\sum_{b=1}^{N} b\hat{j}_z\right)^q \left(\sum_{c=1}^{N} c\hat{k}_+\right)^r\) | \(\hat{K}^p \hat{J}^q \hat{K}^r\) |

It holds for arbitrary coherent state matrix elements of polynomials in the generators, i.e.

\[
\langle j_0 \otimes j_0 \otimes \ldots, \zeta | \hat{K}^p \hat{J}^q \hat{K}^r | j_0 \otimes j_0 \otimes \ldots, z \rangle = \langle Nj_0, \zeta | \hat{K}^p \hat{J}^q \hat{K}^r | Nj_0, z \rangle ,
\]

where operators on the left hand side are defined via their fine descriptions \[23\] and they are simply given by the generators in representation \(Nj\) on the right hand side. Furthermore, the probabilities to obtain a certain eigenvalue of \(\hat{J}_z\) at the coarse and fine levels agree.

Since the Hamiltonian will be given by a linear combination of the generators, dynamics can be transferred between the coarse and fine descriptions due to \[15\]. In other words, computing time evolution as an action on the spinor \(z\) commutes with coarse graining.

### 2.3. Renormalised Hamiltonian from canonical quantisation

While the coarse graining map from the previous section is computable analytically and can be extended to other groups \[29\], it offers limited insights into quantum systems without such a group structure. In the example of loop quantum cosmology, one usually considers the elementary operators \(\hat{v}\) and \(e^{i\lambda b}\) acting on a Hilbert space spanned by the eigenstates of \(|v\rangle\) of \(\hat{v}\) with eigenvalue \(v\), where \(e^{i\lambda b}\) acts as a finite shift operator in the \(v\)-label. Then, one assembles operators corresponding to the Hamiltonian or \(\hat{k}_\pm\) from these elementary operators. In contrast, the group quantisation procedure from section 2.1 directly quantises \(k_\pm\), so that access to its supposed constituents \(\hat{v}\) and \(e^{i\lambda b}\) is lost in the process. As a consequence, the renormalisation group flow for the Hamiltonian operator in the group quantised model can be defined as “change representation to \(Nj_0\)”, but the resulting operator could not be expressed via the elementary operators \(\hat{v}\) and \(e^{i\lambda b}\) which would have offered an insight into how general Hamiltonians used in loop quantum gravity behave under coarse graining.

A strategy to overcome this was presented in \[28\]. The main idea was to assemble operators \(\hat{j}_z, \hat{k}_\pm\) from the elementary operators \(\hat{v}, e^{i\lambda b}\) directly on the loop quantum cosmology Hilbert space which satisfy the \(su(1,1)\) Lie algebra relations for a given representation label \(j\). This computation was carried out and operators for each \(j \in \mathbb{N}/2\) were found. Thereby, one automatically obtained embeddings of the \(su(1,1)\) representation spaces into the loop quantum cosmology Hilbert space and operators corresponding to the generators in arbitrary representations. Figure 1 clarifies this embedding. As a consequence of \[8\], one can then read off the coarse grained Hamiltonian in...
representation $j$, which is interpreted as a renormalised Hamiltonian at coarseness scale $j = N_j_0$, i.e. with minimally resolved volume $v_m = 2\lambda j$. The expression is given by

$$
\hat{H}_{g}^{(j)} = - \frac{1}{2\lambda^2} \sin(\lambda b) \sqrt{\hat{v}^2 - 4\lambda^2(j - 1/2)^2} \sin(\lambda b) \\
+ \frac{1}{8\lambda^2} \left( \sqrt{(\hat{v} + \lambda)^2 - 4\lambda^2(j - 1/2)^2} + \sqrt{(\hat{v} - \lambda)^2 - 4\lambda^2(j - 1/2)^2} - 2\hat{v} \right) 
$$

(25)

and features corrections which are most relevant when the volume of the system is close to the minimal volume $2\lambda j$. As a consequence, it was shown in [28] that the physics of many small spins (volumes) disagrees with that of few large spins that is usually captured by so-called effective equations [43].

The main content of the present paper will be to compute the analogue of (25) in a coherent state path integral, i.e. to extract the renormalised Hamiltonian, canonical action, and path integral measure directly from a coherent state path integral based on the group quantisation given in section 2.1 or equivalently the canonical theory in [28] sketched in this section.
3. The SU(1,1) Coherent State Path Integral

The path integral formalism due to Feynman is a well-known alternative to canonical quantisation that has found use in many areas of physics, but it has been particularly successful in high-energy physics. In typical derivations (e.g. [44]), one introduces the path integral in the configuration space of some quantum mechanical system, which then straight-forwardly generalises to field theories. A different approach – and less familiar in high-energy applications – is to use coherent state path integrals (CSPI). The idea is to first introduce coherent states for the system under consideration, and then to apply all the usual steps in the derivation of the path integral formalism there. Such path integrals are more commonly used in condensed matter theory than in high-energy physics, but there are attempts to apply these techniques to Loop Quantum Gravity as well [35].

In particular, looking at our work so far, we would like to derive a path integral formula using the Perelomov coherent states we have been using. If we succeed in this, we should find that the coarse graining property discussed in section 2.2 is somehow realised in our result. We will not only see that this is indeed the case, but also that we can translate our CSPI result into phase space, where we can independently verify the result and better utilise our physical intuition, perhaps even to study the system numerically. First however, we need to set up a CSPI formula. To this end, we will first recall the basics of the formalism in section 3.1. Then, we will turn to the derivation of the CSPI for our model in section 3.2. A technical sublety which arises in that process will be dealt with in appendix B.

3.1. Recapitulation of Coherent State Path Integrals

We will begin by deriving the coherent state path integral for a particularly simple example: the harmonic oscillator. In this way, we can see the steps one usually follows to arrive at a CSPI formula, which we can then try to repeat for our cosmological system. Afterwards, we will also briefly note some potential problems of the coherent state path integral formalism once one treats slightly more complicated theories.

3.1.1. The Harmonic Oscillator

A useful review of the following well-known derivation can be found e.g. in [45]. We consider the quantum harmonic oscillator, with the ladder operators \( \hat{a}, \hat{a}^\dagger \) satisfying

\[
\left[ \hat{a}, \hat{a}^\dagger \right] = 1. \tag{26}
\]

The associated Hilbert space is spanned by the states

\[
|n\rangle = \frac{1}{\sqrt{n!}} \left( \hat{a}^\dagger \right)^n |0\rangle, \quad \hat{a} |0\rangle = 0, \tag{27}
\]

where \( |0\rangle \) is the ground state. Then, we define the usual coherent states for the harmonic oscillator, which are eigenstates of \( \hat{a} \):

\[
|z\rangle = e^{z\hat{a}^\dagger} |0\rangle, \quad \hat{a} |z\rangle = z |z\rangle, \tag{28}
\]

where \( z \in \mathbb{C} \). To find a coherent state path integral formalism, we will generally need

1. the overlap between two coherent states,

\[
\langle z | z' \rangle = e^{zz'}, \tag{29}
\]
2. a resolution of the identity,

\[ 1 = \int \frac{dz\,d\bar{z}}{2\pi i} e^{-z\bar{z}} |z\rangle\langle z|, \quad (30) \]

3. a decomposition of arbitrary states in terms of coherent states,

\[ |\psi\rangle = \int \frac{dz\,d\bar{z}}{2\pi i} e^{-|z|^2} \psi(z) |z\rangle. \quad (31) \]

The latter is of course always available when one has a resolution of the identity. With these ingredients, we now turn to the derivation of the path integral formula. Typically, we will be interested in matrix elements of the time evolution operator \( e^{-iT\hat{H}(\hat{a}^\dagger, \hat{a})} \), where \( \hat{H}(\hat{a}^\dagger, \hat{a}) \) is the normal ordered Hamiltonian of the system under consideration. In principle, this can also be something different from the simple harmonic oscillator.

Now, if we want to compute the probability amplitude to evolve from an initial state \(|i\rangle\) to a final state \(|f\rangle\), the matrix element we are interested in is

\[ \langle f| e^{-iT\hat{H}(\hat{a}^\dagger, \hat{a})}|i\rangle \]

where we simply rewrote the exponential with a standard identity. In the limit \( \Delta t \to 0 \), this expression can be understood as evolving the initial state \(|i\rangle\) by successive, infinitesimal time steps rather than by a finite time \( T \) all at once. We proceed as usual by inserting a resolution of the identity \((30)\) at each of these “time slices”:

\[ \langle f| \left(1 - i\Delta t\hat{H}(\hat{a}^\dagger, \hat{a})\right)^{M+1}|i\rangle = \int \left(\prod_{j=1}^{M} \frac{dz_j\,d\bar{z}_j}{2\pi i}\right) e^{-\sum_{j=1}^{M} |z_j|^2} \prod_{k=1}^{M-1} \langle z_{k+1}| \left(1 - i\Delta t\hat{H}(\hat{a}^\dagger, \hat{a})\right)|z_k\rangle \]

\[ \times \langle f| \left(1 - i\Delta t\hat{H}(\hat{a}^\dagger, \hat{a})\right)|z_M\rangle \langle z_1| \left(1 - i\Delta t\hat{H}(\hat{a}^\dagger, \hat{a})\right)|i\rangle \]

We can now get rid of the operators by using the property \((28)\):

\[ \langle z_{k+1}| \left(1 - i\Delta t\hat{H}(\hat{a}^\dagger, \hat{a})\right)|z_k\rangle = \langle z_{k+1}|z_k\rangle \left[1 - i\Delta t\hat{H}(z_{k+1}, z_k)\right] \]

\[ \text{(34)} \]

Here, \( \hat{H}(\bar{z}, z') \) is the function given by the matrix element \( \langle z|\hat{H}|z'\rangle \) for a normal-ordered Hamiltonian. Due to eq. \((28)\), it can be obtained by simply replacing all occurrences of \( \hat{a}^\dagger \) with \( \bar{z} \) and \( \hat{a} \) with \( z \).

So far, everything we did was quite general and only contingent on the three requirements above being met. The trick used in eq. \((34)\) however only works for the harmonic oscillator algebra, so we will need to find some alternative in our \( su(1,1) \) model. Plugging this into the transition amplitude, we find

\[ \lim_{M \to \infty} \int \left(\prod_{j=1}^{M} \frac{dz_j\,d\bar{z}_j}{2\pi i}\right) e^{-\sum_{j=1}^{M} |z_j|^2} \sum_{j=1}^{M-1} \bar{z}_j z_j \prod_{k=1}^{M-1} \left[1 - i\Delta t\hat{H}(z_{k+1}, z_k)\right] \]

\[ \times \langle f|z_M\rangle \langle z_1|i\rangle \left[1 - i\Delta t\frac{\langle f|\hat{H}|z_M\rangle}{\langle f|z_M\rangle}\right] \left[1 - i\Delta t\frac{\langle z_1|\hat{H}|i\rangle}{\langle z_1|i\rangle}\right]. \]

\[ \text{(35)} \]
To take the continuum limit, we define paths by the prescription 
\[ z_j = z(j \Delta t) \] and assume that they are continuous:

\[ z_{j \pm 1} = z(j \Delta t) \pm \dot{z}(j \Delta t) \Delta t \] (36)

In the symplectic (or Berry phase) term 
\[ z_j(\bar{z}_{j+1} - \bar{z}_j) \], this leads to the appearance of a time derivative, while the Hamiltonian symbol is approximated as “diagonal”, i.e. by taking the expectation value at a single time slice, rather than the matrix element between adjacent slices:

\[ H(\bar{z}_{k+1}, z_k) = H(\bar{z}_k, z_k) + \mathcal{O}(\Delta t) \] (37)

Finally, we expand the initial and final states in terms of coherent states according to eq. (31) and take the continuum limit \( \Delta t \to 0 \), yielding our final result:

\[ \langle f \rangle e^{-iT \hat{H}(\hat{a}^\dagger, \hat{a})} |i \rangle = \int D\bar{z} Dz e^{i \int_0^T dt \left[ \frac{\hat{a} \hat{a}^\dagger - \hat{a}^\dagger \hat{a}}{2i} - H(\bar{z}, z) \right]} \]

\[ \times e^{\frac{1}{2}(|z|^2 + |z_f|^2)} \psi_f(z_f) \psi_i(\bar{z}_i) \]

\[ =: \int DZ e^{\frac{1}{2}(|z|^2 + |z_f|^2)} \psi_f(z_f) \psi_i(\bar{z}_i) \] (38)

Here, \( z_{i,f}, \psi_{i,f} \) are the initial/final coordinates and wave functions respectively. The important takeaway is that this result splits up into some projection terms that fix the boundary conditions on the one hand, and a quantity \( DZ \), which we will call the path integral kernel. The task of section \( 3.2 \) will be to identify this kernel for the \( su(1, 1) \) Perelomov coherent states.

### 3.1.2. Potential Problems: The Bose-Hubbard Model

The derivation in the previous section is quite simple, and at first sight, it seems to work for arbitrary systems described by a Hamiltonian that can be written in terms of the Heisenberg algebra \( \mathfrak{h} = \text{span}\{1, \hat{a}, \hat{a}^\dagger, \hat{a}^\dagger \hat{a} = \hat{n} \} \). Unfortunately, it turns out not to be quite so easy, cf. e.g. \[ 46 \]. To see this, let us consider the one-site Bose-Hubbard model, given by the normal-ordered Hamiltonian

\[ \hat{H} = -\mu \hat{n} + \frac{U}{2} \hat{n} (\hat{n} - 1) = -\mu \hat{a}^\dagger \hat{a} + \frac{U}{2} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a}. \] (39)

Now, we can perform a Wick rotation \( t \to i\tau \) in the above path-integral formula to obtain the path integral version of the statistical partition function \[ 47 \], and then simply plug the Bose-Hubbard Hamiltonian, normal ordered as per the requirements above, into (38), simply replacing \( \hat{a}^\dagger \) with \( \bar{z} \) and \( \hat{a} \) with \( z \) as before. This yields

\[ Z' = \int D\bar{z} Dz e^{-\int_0^T dt \left[ \frac{\hat{a} \hat{a}^\dagger - \hat{a}^\dagger \hat{a}}{2i} - \mu |\bar{z}|^2 + \frac{U}{2} |z|^2 \right]} \]

(40)

In this case, we can even solve this path integral exactly, using the method described in \[ 46 \]. The partition function is then found to be

\[ Z' = \sum_{n=0}^{\infty} e^{\mu n \beta - \frac{U}{2} n^2 \beta} \]

(41)

while the (correct) statistical mechanical calculation of the partition function gives

\[ Z = \text{tr} e^{-\beta \hat{H}} = \sum_{n=0}^{\infty} e^{\mu n \beta - \frac{U}{2} n(n-1) \beta} \]

(42)
so the two results do not agree. The natural question then is: where and when does this method go wrong? Clearly, for highly excited systems \((n \gg 1)\), the two methods will agree, so the coherent state path integral is at least an approximation to the exact result, and it seems it might be possible to fix our approach.

Firstly, we should mention that this problem does not appear in the cosmological system studied in this work. It turns out only to make a difference in interacting theories, where the Hamiltonian contains terms non-linear in the generators used to construct the coherent states. In our case, this generator is \(\hat{k}_+\), which appears only linearly in the Hamiltonian. So for the moment, we can simply ignore this complication. However, let us note that interacting theories are necessary as soon as one considers scalar fields with (inflationary) potentials, see the discussion in \([48]\).

Secondly, the incongruence of the results – which stems from unwarranted continuity assumptions – can be avoided if we strictly work with the discrete version of the path integral and do not take the continuum limit that is performed in section \([3.1.1]\). However, analytical calculations often rely on the continuous form, and were we to include inflationary potentials for the field, we might very well have to include non-linear terms in the Hamiltonian. These two factors put together make it clear that a genuine solution to this problem is in order. Luckily, such a solution exists \([49]\).

To understand how it works, we first need to pinpoint where the problems are coming from; namely, we used two unjustified approximations in the above derivation: first, that the Hamiltonian symbol appearing in eq. \((34)\) is approximately diagonal,

\[
H(\hat{z}_{k+1}, z_k) = H(\hat{z}_k, z_k) + \mathcal{O}(\Delta t),
\]

i.e. the assumption of continuous paths; and second\(^1\), an erroneous assumption that the discrete version of the symplectic term can be transformed to polar coordinates as

\[
\hat{z}_k(z_{k+1} - z_k) = i n_k(\theta_k - \theta_{k-1}) + \mathcal{O}(\Delta t).
\]

These errors are corrected in two ways: first, one works with the Glauber-Sudarshan P-representation \([50]\) of the Hamiltonian,

\[
\hat{H} = \int \frac{d^2z}{2\pi i} h(\bar{z}, z) |z\rangle\langle z|,
\]

and uses the explicitly diagonal \(h\)-symbol instead of \(H(z, z')\). Second, one transforms the off-diagonal part of the symplectic term in a way in which terms on adjacent time slices can be factorised. In this way, the variables on different time slices can be integrated independently, and no continuity assumptions are necessary.

We see then that coherent state path integrals can be used even in non-linear systems, provided one takes care to define them correctly. Knowing this, we may embark on the application of this method to our cosmological system, assured that even the inclusion of realistic matter fields and non-linear potentials can be handled and will not break the formalism.

### 3.2. Derivation of the SU(1,1) Coherent State Path Integral for Loop Quantum Cosmology

#### 3.2.1. Coherent state path integral

Let us begin then in the same way we did for the simple example of the Heisenberg algebra: we collect the required ingredients, then turn to the derivation of the path integral kernel. We already

\(^1\)This is only the case in the solution of the Bose-Hubbard model path integral, cf. \([46]\).
know the coherent states:

$$|j, z\rangle = (2L(z))^j \sum_{m=j}^{\infty} \sqrt{\frac{\Gamma(m+j)}{\Gamma(m-j+1)\Gamma(2j)}} \frac{(z_{0})^{m-j}}{(z_{0})^{m+j}} |j, m\rangle$$

Looking back at our requirements in section 3.1.1, we need the overlap between two coherent states. This can be straightforwardly calculated as

$$\langle j, x | j', y \rangle = \delta_{j, j'} (2L(x))^j (2L(y))^j \left( \frac{x_{0} y_{0} - x_{1} y_{1}}{2j} \right)^{2j}.$$  

We also already mentioned a resolution of the identity,

$$1 = \int d^{2}z_{0} d^{2}z_{1} \frac{(2j-1)}{2\ell^{2}} \delta(2L(z) - 2\ell) |j, z\rangle \langle j, z|,$$  

along with a precise definition of it in the case $j = 1/2$ in appendix B.

For now though, let us turn to the derivation of the path integral kernel. In principle, we still need a decomposition of arbitrary states in terms of coherent states. However, it should be obvious that with the identity operator (17), such a decomposition can be trivially found as $|\psi\rangle = 1 |\psi\rangle$.

We begin then in the same way as before: we want to compute the transition amplitude from one state to another, and “slice up” the time evolution operator in $M$ time slices separated by a time increment $\Delta t = \frac{T}{M+1}$. However, our way of slicing the operator is slightly different this time. Suppressing the label $j$, we have

$$\langle f | e^{-i\hat{H}T} | i \rangle = \lim_{M \to \infty} \left\langle f \left| \left( e^{-i\hat{H}\Delta t} \right)^{M+1} \right| i \right\rangle.$$  

Note that this step is also correct if we leave $M$ finite. As before, we insert a resolution of the identity at every time slice to obtain

$$\left\langle f \left| \left( e^{-i\hat{H}\Delta t} \right)^{M+1} \right| i \right\rangle = \int \left( \prod_{m=1}^{M} d^{4}z_{m} \frac{2j-1}{2\ell^{2}} \delta(2L(z_{m}) - 2\ell) \right) \left\langle z_{M+1} \left| e^{-i\hat{H}\Delta t} \right| z_{M} \right\rangle \times \left\langle f \left| e^{-i\hat{H}\Delta t} \right| z_{M} \right\rangle \left\langle z_{1} \left| e^{-i\hat{H}\Delta t} \right| i \right\rangle.$$  

where $d^{4}z = d^{2}z_{0} d^{2}z_{1}$ and $z_{k}$ refers to the spinor on the $k$-th time slice. In this form, it should be clear why we elected to slice up the time evolution operator in this way. Namely, we know exactly how these sliced time evolution operators – which are after all elements of $SU(1, 1)$ – act on the coherent states: as a simple multiplication on the spinor. Hence, we can write formally:

$$\left\langle z_{k+1} \left| e^{-i\hat{H}\Delta t} \right| z_{k} \right\rangle = \left\langle z_{k+1} \left| e^{-i\hat{H}\Delta t} \right| z_{k} \right\rangle =: \langle z_{k+1} | z_{k} + \Delta t \rangle$$  

We can plug this explicit time evolution back into eq. (48) and bring our amplitude into the form

$$\left\langle f \left| e^{-i\hat{H}T} \right| i \right\rangle = \int \mathcal{D}z \ e^{iS} \times \text{projection terms} = \int \mathcal{D}Z \times \text{projection terms},$$  

where we once again identify the kernel $\mathcal{D}Z$.  
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Let us first discuss the action. To find the corresponding terms, we simply use the overlap (16), as well as the known time evolution \( t \rightarrow 2t \), i.e. introducing the dimensionless time increment \( \epsilon \), we get from each factor in (49) in (48) a contribution of

\[
iL_{k+1,k} := \log \langle z_{k+1} | e^{-iH \Delta t} z_k \rangle = j \left( -2 \log (z_{0,k+1} \bar{z}_{0,k} - z_{1,k} \bar{z}_{1,k+1}) + 2 \log (2\ell) + i\epsilon (\bar{z}_{0,k} - z_{1,k}) \left[ 2\ell + \bar{z}_{1,k+1}(\bar{z}_{1,k+1} - \bar{z}_{0,k+1}) \right] - z_{1,k} \bar{z}_{1,k+1} \bar{z}_{0,k+1} + \bar{z}_{0,k}(2\ell + |z_{1,k+1}|^2) \right) + O(\epsilon^2)
\]

(51)

to \( iS \). We note the very simple dependence on the representation label/extensive scale \( j \) – a direct proportionality. This is a consequence of the fact that \( j \) only appears in exponents in the overlap of two coherent states, and that the action of the time evolution operator is \( \text{always} \) completely absorbed into the spinor, irrespective of the irrep. Hence, the action, which is simply a sum of logarithms of such overlaps, will be exactly proportional to \( j \).

To carry out the continuum limit, we further simplify our expressions by assuming that we have continuous paths, i.e.

\[
z_k \rightarrow z(t_k), \quad z_{k+1} \rightarrow z(t_k) \pm \dot{z}(t_k) \Delta t
\]

(52)
in the limit \( \Delta t \rightarrow 0 \). As we recall from section 3.1.2, this assumption is not justified in general and may lead to wrong results. However, due to the simple Hamiltonian, linear in the generators, we do not expect any problems in our case. As a crosscheck, it was verified that the equations of motion computed from the continuum spinor action are solved by the known time evolution (16) [48]. Hence, it is enough at this stage to take the continuum limit at the level of the action. Inserting (52) into \( iL_{k+1,k} \) we get

\[
iL_{k+1,k} = -ij\epsilon \frac{\bar{z}_0^2 (-4i\lambda \bar{z}_0 + \bar{z}_1) + z_1 (2\ell + |z_1|^2) - 2\bar{z}_0 (\ell + |z_1|^2 - 2i\lambda z_1 \dot{z}_1)}{2\ell \bar{z}_0} (t_k) + O(\epsilon^2),
\]

(53)

noting that the constant term vanishes. In the continuum limit, the sum over such terms becomes an integral as \( \sum \epsilon \rightarrow \int \frac{dt}{2\ell} \), leading to

\[
iS = -ij \int_0^T dt \frac{\bar{z}_0^2 (-4i\lambda \bar{z}_0 + \bar{z}_1) + z_1 (2\ell + |z_1|^2) - 2\bar{z}_0 (\ell + |z_1|^2 - 2i\lambda z_1 \dot{z}_1)}{4\lambda \ell \bar{z}_0}.
\]

(54)

We now turn to the integration measure and introduce polar coordinates for each time step as \( z_0 = |z_0| e^{i\phi_0} \) and \( z_1 = |z_1| e^{i\phi_1} \), leading to

\[
\int_{|z_0|^2 \geq 2\ell} d^2 z_0 \int_{|z_1|^2 \leq |z_0|^2} d^2 z_1 \frac{2j - 1}{2\ell \pi^2} \delta (2L(z) - 2\ell)
\]

(55)

\[
= \int_{2\ell}^{\infty} d|z_0|^2 \int_0^{|z_0|^2} d|z_1|^2 \int_0^{2\pi} d\phi_0 \int_0^{2\pi} d\phi_1 \frac{2j - 1}{8\ell \pi^2} \delta (|z_0|^2 - |z_1|^2 - 2\ell)
\]

(56)

The integrals over \( |z_1|^2 \) in (48) can be explicitly performed by dropping the \( \delta \)-distribution and substituting \( |z_1|^2 \rightarrow |z_0|^2 - 2\ell \).

### 3.2.2. Coarse graining in the path integral

In order to talk about coarse graining in the path integral setting, we need to define a path integral for the fine grained system as well. This is very simple: once again, we compute the transition
amplitude from an initial state $|i\rangle$ to a final state $|f\rangle$, analogously to eq. (47), slice up the time evolution operator, and insert an identity at every time slice. Now however, instead of projecting with some $|N_{j_0}, z\rangle\langle N_{j_0}, z|$ we use a product state $|j_0, z_1\rangle \otimes |j_0, z_2\rangle \otimes \ldots$, i.e. the same state as in the Hamiltonian formalism, eq. (22). Likewise, we express the Hamiltonian using eq. (23) and its analogues for the other generators to get an operator acting on the product states. From here on, it is possible to simply repeat all of the above steps, and one quickly notices that the path integral completely factorises into contributions of each subsystem.

Let us look in more detail at how the coarse graining property introduced in section 2.2 is realised in this path integral formalism. We recall that physically, coarse graining means that we consider a cosmological system described by $N$ subsystems, all with a minimal volume $2\lambda_{j_0}$, where $j_0$ is the label of the irreducible $su(1,1)$ representation acting on the Hilbert space of a subsystem. What we want to do then is to faithfully describe the coarse properties of this setup in terms of a single coarse grained system with minimal volume $2\lambda N_{j_0}$. To do this, we need to determine how the path integral – meaning the action and the measure – renormalises under coarse graining.

In particular, we expect to find the coarse graining property realised in matrix elements of $su(1,1)$ operators, of the form

$$\langle \hat{O} \rangle = \frac{N_j \int \mathcal{D}^2 z_0 \mathcal{D}^2 z_1 e^{iS[z]} \hat{O}}{N_j \int \mathcal{D}^2 z_0 \mathcal{D}^2 z_1 e^{iS[z]}}. \tag{57}$$

Here, we can immediately see that the $j$-dependent normalisation factor $N_j$ cancels out between numerator and denominator in expectation values (and indeed in all matrix elements, where the only difference would be the inclusion of suitable projection terms in the path integral). Therefore, we do not need to examine how it renormalises under coarse graining, and only the measure and the action are of interest. Looking at the latter, we already noted that the right-hand side of eq. (54) is exactly proportional to $j$. Hence, the action is an extensive quantity, and we find that comparing the coarse grained system to the fine grained system, the actions are respectively described by

$$S_{N_{j_0}}[z] = N \cdot S_{j_0}[z] \text{ vs. } S_{j_0 \otimes j_0 \otimes \ldots}[z_1, z_2, \ldots, z_N] = \sum_{i=1}^{N} S_{j_0}[z_i] \tag{58}$$

This means that the only function we need to path-integrate is the simple action $S_{j_0}$ of a single system at some coarse graining scale $j_0$ in both cases. There are no more complicated structures arising from the coarse graining transformation. However, these two actions are not simply identical, because the spinors in the fine grained system are still independent. Hence, we can not simply write $S_{N_{j_0}} = S_{j_0 \otimes j_0 \otimes \ldots}$. This property is analogous to the spin foam model analyzed in [8].

Now let us look at the measure. As already mentioned, we do not have to care about the normalisation factor $N_j$. Meanwhile, the rest of the measure does not depend on $j$ at all. Thus, the renormalisation is extremely simple; we merely get one copy of the measure for each subsystem:

$$\mathcal{D}^2 z_0 \mathcal{D}^2 z_1 \text{ vs. } \prod_{i=1}^{N} \mathcal{D}^2 z_{0,i} \mathcal{D}^2 z_{1,i} \tag{59}$$

Putting these two results together, we conclude that the path integral of a collection of $N$ subsystems at coarse graining scale $j_0$ factorises exactly into $N$ path integrals, each describing a single system. For the measure, this is simply the content of eq. (59). Meanwhile, using eq. (58), we

\footnote{The identity is then simply defined as a tensor product of $N$ identities in representation $j_0$.}
find that $e^{iS_{j_0}[z_0]} e^{iS_{j_0}[z_1]} \cdots e^{iS_{j_0}[z_N]}$. Hence, at the level of the path integral kernel, we find

$$D \mathcal{Z}_{Nj_0}[z] \propto \prod_{i=1}^{N} D \mathcal{Z}_{j_0}[z_i]$$

(60)

Of course, physically, this is hardly surprising, and like in the Hamiltonian formalism, simply an expression of the fact that the systems are completely uncorrelated, and hence the path integral should factorise into single-system contributions. However, as has been discussed in [29], there is an underlying group theoretical reason why this works. It may prove an interesting avenue for further study to transfer this argument to the path integral setting, and possibly find some more general criteria for when coarse graining works exactly at this level as well.

### 3.2.3. Phase space path integral

Next, we would like to translate the path integral to phase space. For this, we need a map from the remaining spinor variables to $v, b$ as well as a further variable $\varphi$ that will turn out to be irrelevant for the phase space description, i.e. encode a symmetry transformation. Such a transformation is e.g. given in [27], but we will start with a more general ansatz here to motivate the result. We have two requirements:

1. We would like to obtain an integration measure of the from $\int dv \int db \int d\varphi$, i.e. with trivial kernel up to a constant. For this, the Jacobian matrix of the transformation $(|z_0|^2, \phi_0, \phi_1) \rightarrow (v, b, \varphi)$ should have constant non-zero determinant. Moreover, the range of $\lambda b$ should be restricted to $[0, 2\pi]$.

2. When inserting observables into the phase space path integral, we would like that $v$ and $b$ correspond to their classical counterparts. This requires that the expectation values of $\hat{j}_z, \hat{k}_\pm$ in coherent states reduce to their classical counterparts [5] when the spinors are written as functions of $v, b, \varphi$.

We start by observing from (18) that $v$ is encoded in the modulus of the spinors, whereas a comparison of (19) and (5) shows that $b$ is encoded in their phases. This suggests the ansatz

$$z_0(t) = f_0(v) e^{-i\lambda b(t) + i\varphi(t)}, \quad \bar{z}_0(t) = f_0(v) e^{i\lambda b(t) - i\varphi(t)},$$

$$z_1(t) = f_1(v) e^{-i\lambda b(t) - i\varphi(t)}, \quad \bar{z}_1(t) = f_1(v) e^{i\lambda b(t) + i\varphi(t)},$$

(61)

where $f_0$ and $f_1$ are two non-negative functions. The constraint $|z_1|^2 = |z_0|^2 - 2\ell$ immediately yields $f_1^2 = f_0^2 - 2\ell$. Inserting into (18) and equating to $v/2\lambda$ now implies

$$f_0^2(v) = \frac{\ell}{2\lambda j} v + \frac{\ell}{j}.$$  

(62)

Due to the linear dependence of $f_0^2$ on $v$, it follows that

$$J = \left| \text{det} \left( \frac{\partial (|z_0|^2, \phi_0, \phi_1)}{\partial (v, b, \varphi)} \right) \right| = \frac{\ell}{j},$$

(63)

i.e. requirement 1 is satisfied. Finally, we insert the ansatz into (19), which implies

$$\sigma = (2\lambda j)^2 = v_m^2.$$  

(64)
To conclude, requirement 2 selects a unique choice for $\sigma$ as a function of $j$ and automatically satisfies requirement 1. The transformation to phase space variables thus reads

$$z_0(t) = \sqrt{\ell} \sqrt{\frac{v}{v_m} + 1} e^{-i\lambda b(t) + i\varphi(t)}, \quad \bar{z}_0(t) = \sqrt{\ell} \sqrt{\frac{v}{v_m} + 1} e^{i\lambda b(t) - i\varphi(t)},$$

$$z_1(t) = \sqrt{\ell} \sqrt{\frac{v}{v_m} - 1} e^{-i\lambda b(t) - i\varphi(t)}, \quad \bar{z}_1(t) = \sqrt{\ell} \sqrt{\frac{v}{v_m} - 1} e^{i\lambda b(t) + i\varphi(t)},$$

(65)

The integration ranges of the spinors imply that $v$ has to be integrated from $v_m$ to $\infty$, while $\lambda b$ and $\varphi$ are restricted to $[0, 2\pi]$. This leads, again dropping constant terms, to the integration measure

$$\int_{v_m}^{\infty} dv \int_{0}^{2\pi/\lambda} db \int_{0}^{2\pi} d\varphi$$

(66)

for each time step. We note that $\ell > 0$ is still completely arbitrary and will also in the rest of the paper drop from all physical results.

We are now in a position to insert (65) into (54) to obtain the continuum action in terms of phase space variables. We find

$$iS = i \int_{0}^{T} dt \left( vb - H_{PI}(v, b) - \frac{v_m}{\lambda} \dot{\varphi} \right)$$

(67)

with

$$H_{PI}(v, b) = -\frac{1}{2} \sin^2(\lambda b) \sqrt{v^2 - v_m^2} + \frac{1}{4\lambda^2} \left( \sqrt{v^2 - v_m^2} - v \right), \quad v_m = 2\lambda j$$

(68)

We note as a consistency check that $\ell$ disappeared completely from the phase space expression of the path integral. The integral of the last term involving $\varphi$ in (67) can be performed explicitly and leads to a boundary term in the time integral. Thus, the integration over $\varphi$ in intermediate time steps can be dropped, i.e. absorbed as a constant term in the measure. At the initial and final time step, one can fix $\varphi$ via the boundary conditions and absorb this contribution into the measure. This leads to the final phase space path integral

$$\int \mathcal{D}Z = N_j \int \mathcal{D}v \mathcal{D}b e^{iS[v, b]} , \quad S[v, b] = \int_{0}^{T} dt \left( \dot{b}(t)v(t) - H_{PI}(v(t), b(t)) \right)$$

(69)

with the integration boundaries at each time step as in (66). $N_j$ stands pictorially for all constant terms that we have dropped and disappears in any matrix elements

$$\left\langle \hat{O} \right\rangle = \frac{N_j \int \mathcal{D}v \mathcal{D}b e^{iS[v, b]} \mathcal{O}}{\int \mathcal{D}v \mathcal{D}b e^{iS[v, b]}},$$

(70)

where $\mathcal{O}$ can be any function of $v$ and $b$. Hence, we can also drop $N_j$ from (69). After this, the path integral contains no more pathology in the case $j = 1/2 \Leftrightarrow v_m = \lambda$ and we can use it for all $j \in \mathbb{N}/2$.

4. Discussion

Equation (69) provides us with the desired phase space path integral formulation of the group quantised cosmological model that was investigated before via group quantisation [22, 29] and canonical quantisation [28]. Due to the equivalence of the three existing formulations, all results concerning coarse graining directly transfer also to the phase space path integral derived in this paper. Hence, the conclusions drawn in [28] apply as well. We will shortly reiterate them here and refer to [28] for more details.
• A realistic quantum state in full loop quantum gravity is usually thought of as a state involving many small quantum numbers (spins). In our case, this translates to states with small volume eigenvalues. Due to the formulation of our model with a fixed amount of fiducial cells, corresponding to graph-preserving regularisations in full loop quantum gravity, the quantum numbers cannot always be small throughout the evolution. It seems most plausible then to consider a realistic quantum state to have small quantum numbers close to the bounce that substitutes the big bang and big crunch singularities in the present model, where the volume is minimal.

• We assume that (69) defines the correct (most fine grained) dynamics of our model for the case \( j_0 = 1/2 \). Plugging in the above “many small quantum number” state into the time evolution then yields the correct evolution of the universe. Due to the coarse graining property from section 2.2, it is also possible to describe the evolution via a quantum state involving a few large quantum numbers. Then however, one is forced to use the renormalised Hamiltonian with a correspondingly larger \( j \) and larger \( v_m = 2\lambda j \).

• It is common practice in loop quantum cosmology and loop quantum gravity to neglect renormalisation from small to large quantum numbers and simply use the analogue of the \( j = 1/2 \) Hamiltonian for states with large quantum numbers close to the bounce. In this case, the quantum evolution is well approximated by so-called effective equations for which the quantum Hamiltonians are used like classical expressions. For the model at hand, this leads to an overestimation of the critical density by a factor of 2 as compared to the renormalised dynamics. The error made this way is very sensitive to taking the quantum numbers even slightly too large, i.e. if we peak the bounce volume on \( 2v_m \) instead of \( v_m \), we already overestimate the critical density by 87% as opposed to 100% at infinite bounce volume.\(^3\)

• While the model system considered in this paper as well as [28] is very simple and not claimed to be an accurate reflection of our universe, it serves the purpose of illustrating the importance of renormalisation. In more complicated systems, it would be very surprising if the effects of neglecting renormalisation would be less pronounced. In this sense, the conclusions of [28] are not surprising, but merely illustrate expected facts in an analytically tractable toy model.

While the conclusions of [28] were mainly relevant for canonical formulations of loop quantum gravity, the present paper shows that they are also relevant for path integrals such as the spin foam models (see [21] for an overview) developed as covariant formulations of loop quantum gravity. Investigations of renormalisation there (see [52] for an overview) were so far limited to the regime of large quantum numbers (spins), whereas the present paper along with the results of [28] suggests that the effects are strongest for the coarse graining of the smallest to medium large quantum numbers.

An interesting observation which contrasts the canonical [28] and path integral quantisations (69) slightly is that the canonical Hamiltonian operator (25) does not have any small volume corrections for \( j = 1/2 \). This implies that even if such corrections are absent in the fundamental (fine grained) Hamiltonian, they may occur as a result of renormalisation and even be large, i.e. \( v_m \) is at the order of the smallest resolved volume in that case. However, it should also be noted that the “absence” of small volume corrections is a matter of factor ordering, and (25) can also be reordered to an expression that involves small volume corrections even for \( j = 1/2 \). In this sense, “absence of small volume corrections” is not a well-defined property of a Hamiltonian operator of this kind.

This work opens a few interesting perspectives deserving to be further explored: one interesting direction is the relation to the full theory of Loop Quantum Gravity, either in the canonical formulation

\(^3\)To obtain these numbers, we simply evaluate the functions plotted in figure 1 of [28] at \( \alpha \approx 0.268 \).
or in the spin foam formulation. It would be remarkable if the coarse graining operation discussed here can relate to the lattice refinement and renormalization in spin foam models \[16, 17\] or in the coherent path integral of canonical Loop Quantum Gravity \[35\]. A question we ask is whether a fundamental description with small spins can lead to a better understanding of the refinement limit of the theory, given that small spins is a fine-grained description. On the other hand, it is important to go beyond the symmetry-reduced model and take into account nonhomogeneous and nonisotropic degrees of freedom. Hence, developing a cosmological perturbation theory is important to extract physical predictions from the formalism.
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A. Representation Theory of SU(1,1)

In this appendix, we review some useful facts about the group SU(1,1), the generalised special unitary group, and its Lie algebra, su(1,1) \[^{53}\]. The latter contains the three generators \(j_z, k_\pm\), which satisfy the algebra

\[
[j_z, k_\pm] = \pm k_\pm, \quad [k_+, k_-] = -2j_z,
\]

which at first sight looks very similar to the algebra of the SU(2) generators, up to the sign in the second commutator. The similarity is also apparent when looking at the Casimir element of the algebra,

\[
C = j_z^2 - \frac{1}{2}k_+k_- - \frac{1}{2}k_-k_+ = j_z^2 - k_z^2 - k_y^2 = j(j - 1),
\]

where \(k_x = \frac{k_+ + k_-}{2}, k_y = \frac{k_+ - k_-}{2i}\). \(j\) labels the representation of su(1,1) in which the Casimir is evaluated. Furthermore, we can write down a basis for su(1,1) in its defining representation,

\[
\begin{align*}
  j_z &= \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix}, \quad k_x &= \frac{i}{2} \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad k_y &= \frac{-i}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\end{align*}
\]

i.e. the basis are the Pauli matrices with suitable complex coefficients. The Pauli matrices themselves of course provide a basis for su(2).

Now given all these similarities between su(2) and su(1,1), one might be tempted to try to obtain irreducible representations (irreps) from the irreps of su(2) in a similar way as one obtains the generators of the one algebra from those of the other. In this way, one would indeed obtain irreducible representations, but they would all fail to be unitary. In fact, as SU(1,1) is a non-compact group, all unitary irreps are necessarily infinite dimensional. We can classify them by looking at the value of the Casimir, or equivalently the value of \(j\), as well as the eigenvalues \(m\) of \(j_z\).

The first and (for us) most important series of irreps is the discrete series. They are classified by a positive integer or half integer, \(j \in \mathbb{N}/2\), much like SU(2) irreps. The spectrum of \(j_z\) is also discrete (in fact, this is always the case), and for each \(j\), there are 2 distinct representations, for one of which, \(m = j, j + 1, j + 2, \ldots\), while for the other, \(m = -j, -j - 1, -j - 2, \ldots\). We see that any such irrep has either a lowest weight vector or a highest weight vector, but not both (like in SU(2)). Hence, the unitary irreps of the discrete series all have an infinite (but countable\[^{4}\]) basis.

There are, however, two series of representations for which \(j\) takes continuous values. First, there is the principal series. For these irreps, we have

\[
\text{Principal Series: } j = -\frac{1}{2} - is, \quad s \in \mathbb{R}_0^+,
\]

so \(j\) takes complex values with real part \(-\frac{1}{2}\) and positive imaginary part. Once again, there are two irreps for every \(j\), and for one of them, \(m = 0, \pm 1, \pm 2, \ldots\), while for the other, \(m = 0, \pm \frac{1}{2}, \pm \frac{3}{2}, \ldots\).

The other continuous series, called exceptional series, extrapolates from real part \(-\frac{1}{2}\) to \(j = 0\), in the sense that

\[
\text{Exceptional Series: } j = -\frac{1}{2} - \sigma, \quad \sigma \in (0, \frac{1}{2}).
\]

For this series, there exists only one irrep per \(j\), for which \(m = 0, \pm 1, \pm 2, \ldots\). We observe that all continuous representations have neither a lowest, nor a highest weight vector, which leads to sizeable computational difficulties when dealing with them.

Finally, there are two remaining so-called singleton representations. They have either \(j = \frac{1}{4}\) or \(j = \frac{3}{4}\) and for both of them, \(m = j, j + 1, j + 2, \ldots\), so there is a lowest weight vector.

\[^{4}\]This is important because a Hilbert space spanned by such a basis is then still separable. Without this property, many important results about operators on infinite dimensional Hilbert spaces would not apply.
B. Resolution of the Identity

In this appendix, we prove formula (17), the resolution of the identity. Manipulations in the case \( j = \frac{1}{2} \) are formal for now and we will discuss the strategy for this case later.

\[
\int_{|z_0|^2 \geq \ell} d^2 z_0 \int_{|\tilde{z}|^2 \leq |z_0|^2} d^2 \tilde{z}_1 \frac{(2j - 1)}{2\ell \pi^2} \delta(2L(z) - 2\ell) |j, \tilde{z}\rangle \langle j, \tilde{z}|
\]

\[
= \int_{|z_0|^2 \geq \ell} d^2 z_0 \int_{|\tilde{z}|^2 \leq |z_0|^2} d^2 \tilde{z}_1 \frac{(2j - 1)}{2\ell \pi^2} \delta(|z_0|^2 - |\tilde{z}|^2 - 2\ell) \left(1 - \frac{|\tilde{z}|^2}{|z_0|^2}\right)^{2j} \tag{76}
\]

\[
\times \sum_{m, m' = j}^{\infty} \sqrt{\frac{\Gamma(m + j)}{\Gamma(m - j + 1)\Gamma(2j)}} \frac{\Gamma(m' + j)}{\Gamma(m' - j + 1)\Gamma(2j)} \left(\frac{z_1}{z_0}\right)^{m-j} \left(\frac{\tilde{z}_1}{z_0}\right)^{m'-j} |j, m\rangle \langle j, m'|
\]

\[
= \int_{2\ell}^{\infty} |z_0|^2 \left(\frac{2|z_0|^2 - 2\ell}{|z_0|^2}\right)^{2j} \sum_{m = j}^{\infty} \frac{\Gamma(m + j)}{\Gamma(m - j + 1)\Gamma(2j)} \left(\frac{|z_0|^2 - 2\ell}{|z_0|^2}\right)^{m-j} |j, m\rangle \langle j, m| \tag{80}
\]

\[
= \sum_{m = j}^{\infty} |j, m\rangle \langle j, m| \times \left(2\ell\right)^{2j-1} \frac{\Gamma(m + j)}{\Gamma(m - j + 1)\Gamma(2j - 1)} \int_{2\ell}^{\infty} \frac{dx}{x^{m+j}} \tag{81}
\]

\[
= \sum_{m = j}^{\infty} |j, m\rangle \langle j, m| \tag{82}
\]

In (76), we just inserted the definition (14) of the coherent states and restricted the integration range to a subset where the argument of the delta-distribution can be zero. In (78), we introduced polar coordinates as \( z_0 = |z_0|e^{i\phi_0} \) and \( z_1 = |z_1|e^{i\phi_1} \). In (79), we performed the integral over \( \phi_0 \) and \( \phi_1 \), which enforces \( m = m' \) and cancels the factor \( 1/(2\pi)^2 \). In (80), we performed the integral over \( |z_1|^2 \), where the delta-distribution leads to the identification \( |z_1|^2 \to |z_0|^2 - 2\ell \). In (81), we rearranged the terms and relabelled \( |z_0|^2 \to x \). The remaining integral in (81) cancels its prefactors, leading to the desired result in (82). This last step requires \( j > \frac{1}{2} \). An alternative derivation which uses a representation via harmonic oscillators can be found in [26], see also the discussion in [48].

Coming back to the case \( j = \frac{1}{2} \), it is possible that a resolution of the identity simply does not exist here for the coherent states, even though the coherent state system is still overcomplete. Seemingly (53), this doesn’t really pose a problem though, and one can try to “act as if” a resolution of the identity exists. Indeed, as we saw, the final phase space path integral (69) derived by this strategy does not exhibit any pathology for \( j = \frac{1}{2} \).

More rigorously, we can proceed as follows. We redefine the \( \mathfrak{su}(1, 1) \) discrete irreps to no longer be
labelled by half-integer \( j \), but by \( j + \delta \), where \( 1 \gg \delta > 0 \) plays the role of a regulator. The basis states are then \( |j + \delta, m + \delta \rangle \), such that \( \hat{j}_z |j + \delta, m + \delta \rangle = (m + \delta) |j + \delta \rangle \) etc. In particular, one can verify that the lowest weight vector is still annihilated by \( \hat{k}_- \):

\[
\hat{k}_- |j + \delta, j + \delta \rangle \propto \sqrt{(j + \delta - j - \delta)}(\ldots) = 0 \quad (83)
\]

One can immediately see that in the limit \( \delta \to 0 \), all matrix elements reproduce the usual \( \mathfrak{su}(1,1) \) values. Using this definition, we simply repeat the calculation of the resolution of the identity as before and note that all steps are well-defined. One can then use these modified states to derive the path integral formula and only take the limit \( \delta \to 0 \) in physical expressions, i.e. matrix elements.
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