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ABSTRACT
Herein, an atomic norm based method for accurately estimating the location and orientation of a target from millimeter-wave multi-input-multi-output (MIMO) orthogonal frequency-division multiplexing (OFDM) signals is presented. A novel virtual channel matrix is introduced and an algorithm to extract localization-relevant channel parameters from its atomic norm decomposition is designed. Then, based on the extended invariance principle, a weighted least squares problem is proposed to accurately recover the location and orientation using both line-of-sight and non-line-of-sight channel information. Numerical results highlight performance improvements over a prior method and the resultant performance nearly achieves the Cramér-Rao lower bound.

Index Terms— Atomic norm, localization, orientation estimation, millimeter-wave MIMO OFDM systems.

1. INTRODUCTION
Millimeter-wave (mmWave) communications are widely adopted in the fifth generation multi-input-multi-output (MIMO) systems due to the massive available bandwidth and tiny wavelength [1]. While the path loss they incur is a core challenge, it can be mitigated by beamforming [2]. Due to the limited resulting number of paths, mmWave MIMO signaling is of interest for localization [3]–[5]. In [4], [5], localization based on classic compressed sensing is pursued by exploiting multipath sparsity. However, the performance is limited by quantization error and grid resolution. In [5], a space-alternating generalized expectation maximization (SAGE) algorithm is proposed to refine the channel estimates for localization, initialized with the channel parameters that are coarsely estimated via a modified distributed compressed sensing simultaneous orthogonal matching pursuit (DCS-SOMP) scheme [6]. However, this method suffers from local minima when the signal-to-noise ratio (SNR) is low or when the initialization is not sufficiently accurate.

On the other hand, atomic norm minimization [7]–[9] (ANM, a.k.a. total variation minimization) has emerged as a convex optimization framework for estimating continuous valued parameters without relying on discretization. ANM is robust to noise [10], [11]. It has previously been employed for the purpose of localization [12]–[14], but without multipath considerations. In [15], ANM is used for channel estimation, but cannot be used for localization as time-of-arrival is not considered in the model. In this paper, we design an ANM based approach for high-accuracy localization and orientation estimation using mmWave MIMO orthogonal frequency-division multiplexing (OFDM) signaling.

The main contributions of this paper are:
1) A novel virtual channel matrix is designed for mmWave MIMO OFDM multi-path channels.
2) A multi-dimensional atomic norm based channel estimator is proposed for positioning purposes, where the structure of the proposed virtual channel matrix is explicitly exploited to simultaneously estimate TOAs, angle-of-arrivals (AOA), and angle-of-departures (AOD) with super-resolution;
3) To accurately recover location and orientation, a weighted least squares scheme is proposed based on the extended invariance principle (EXIP) [16], where the designed weight matrix is compatible with the ANM channel estimator;
4) Numerical comparisons to the DCS-SOMP based method [5] show that the proposed scheme offers more than 7dB gain with respect to the root-mean-square error (RMSE) of estimation when a small number of antennas are employed. Furthermore, the proposed method nearly achieves the Cramér-Rao lower bound (CRLB) [5] in many cases.

2. SIGNAL MODEL
We adopt the narrowband channel model of [5], where a single base station (BS) is equipped with \( N_t \) antennas and a target has \( N_r \) antennas. The locations of the BS and the target are denoted by \( q = [q_x, q_y]^T \in \mathbb{R}^2 \) and \( p = [q_x, q_y]^T \in \mathbb{R}^2 \), respectively, where \( q \) is known while \( p \) is to be estimated. In addition, there is an unknown orientation of the target's antenna array, denoted by \( \theta_r \). Assume that one line-of-sight (LOS) path and \( K \) non-line-of-sight (NLOS) paths exist in the mmWave MIMO OFDM channel and the total number of the paths is known. The \( k \)-th NLOS path is produced by a scatterer at an unknown location \( s_k = [s_{k,x}, s_{k,y}]^T \in \mathbb{R}^2 \). Denoting by \( N \) the number of the sub-carriers, we transmit \( G \) OFDM pilot signals with carrier frequency \( f_c \) and bandwidth \( B \ll f_c \). Given the \( g \)-th pilot signal over the \( n \)-th sub-carrier \( s_{g,n} \) \[1\].

\[1\] The pilot signals are assumed to be known at the receiver and \( s_{g,n} \) is a general expression that permits the incorporation of the beamforming matrix, the design of which is beyond the scope of this paper.
the $g$-th received signal over the $n$-th sub-carrier is given by
\[ y(g,n) = H^{(n)}g(n) + w(g,n), \]
where $w(g,n) \sim CN(0, \sigma^2 I_{N_r})$ is an independent, zero-mean, complex Gaussian vector with variance $\sigma^2$. We denote by $a_N(f) \in \mathbb{C}^N$ the Fourier vector $a_N(f) \triangleq \frac{1}{\sqrt{N}} \left[ 1, e^{-j2\pi f}, \ldots, e^{-j2\pi(N-1)f} \right]^T$. The $n$-th sub-carrier channel matrix $H^{(n)}$ with $0 \leq n \leq N-1$ is then given by
\[ H^{(n)} \triangleq \sum_{k=0}^{K} \alpha_k e^{-j\frac{2\pi nk}{M}} \alpha(\theta_{Tx,k}) \beta(\theta_{Tx,k})^H, \]
where $T_s \triangleq 1/f$ is the sampling period, $\gamma_k \triangleq \sqrt{\frac{\lambda c}{\lambda c}}$ is the channel coefficient of the $k$-th path, while $\rho_k$ and $h_k$ represent the path loss and the complex channel gain, respectively. The operator $[\cdot]^H$ is the Hermitian transpose, and the steering vectors of the system, i.e., $\alpha(\theta_{Tx,k})$ and $\beta(\theta_{Tx,k})$, are defined as $\alpha(\theta_{Tx,k}) \triangleq a_{N_s} \left( \frac{d\sin(\theta_{Tx,k})}{d\theta} \right)$, $\beta(\theta_{Tx,k}) \triangleq a_{N_s} \left( \frac{d\sin(\theta_{Tx,k})}{d\theta} \right)$, where $d$ is the distance between antennas and $\lambda_c \triangleq \frac{c}{f}$ is the wavelength with $c$ being the speed of light. From the geometry shown in Fig. 1 the TOA, AOA, and AOD of each path, i.e., $\tau_k$, $\theta_{Tx,k}$, and $\theta_{Rx,k}$, with $0 \leq k \leq K$, are
\[
\begin{align*}
\tau_0 &= \frac{\|p - q\|^2}{c}, \\
\tau_k &= \frac{\|q - s_k\|^2 + \|p - s_k\|^2}{c}, \quad k > 0,
\end{align*}
\]
\[
\begin{align*}
\theta_{Tx,0} &= \arctan \left( \frac{p_y - q_y}{p_x - q_x} \right), \\
\theta_{Tx,k} &= \arctan \left( \frac{s_{k,y} - q_y}{s_{k,x} - q_x} \right), \quad k > 0, \\
\theta_{Rx,0} &= \pi + \arctan \left( \frac{p_y - q_y}{p_x - q_x} \right) - \theta_{o}, \\
\theta_{Rx,k} &= \pi + \arctan \left( \frac{p_y - s_{k,y}}{p_x - s_{k,x}} \right) - \theta_{o}, \quad k > 0,
\end{align*}
\]
where $k = 0$ corresponds to the LOS path. By stacking the received signal given in (1), we have
\[ Y = HS + W; \]
where $Y \triangleq \left[ (Y^{(0)})^T, (Y^{(1)})^T, \ldots, (Y^{(N-1)})^T \right]^T$, $H \triangleq \text{diag} \{ H^{(n)} \}$, $S \triangleq \left[ (S^{(0)})^T, (S^{(1)})^T, \ldots, (S^{(N-1)})^T \right]^T$, and $W \triangleq \left[ (W^{(0)})^T, (W^{(1)})^T, \ldots, (W^{(N-1)})^T \right]^T$. with $Y^{(n)} \triangleq [y^{(1,n)}, y^{(2,n)}, \ldots, y^{(G,n)}]$, $S^{(n)} \triangleq [s^{(1,n)}, s^{(2,n)}, \ldots, s^{(G,n)}]$, and $W^{(n)} \triangleq [w^{(1,n)}, w^{(2,n)}, \ldots, w^{(G,n)}]$. Furthermore, it is assumed that the receiver knows the transmitted symbols $S$, and aims to estimate its orientation $\theta_{o}$ and target position $p$.

3. STRUCTURE OF MMWAVE MIMO OFDM NARROWBAND CHANNELS

In this section, we present the structure of mmWave MIMO OFDM narrowband channel matrices. Without loss of generality, $N$ is assumed to be an odd integer, and we formulate a novel virtual channel matrix $H_v$ to jointly exploit the received signal from all sub-carriers for localization as
\[ H_v \triangleq \sum_{k=0}^{K} l_k (\xi(\tau_k) \otimes \alpha(\theta_{Rx,k})) (\xi(\tau_k) \otimes \beta(\theta_{Tx,k}))^H, \]
where the operator $\otimes$ represents the Kronecker product, $l_k \triangleq \frac{(N+1)N_fG}{2\sqrt{\rho_k}}$, and $\xi(\tau) \triangleq \sqrt{\frac{N_f}{N+1}} a_{N+1}(\tau/T)$. We make some key observations regarding $H_v$ in [5].

O1) $H_v$ is a low-rank matrix provided that $K + 1 \ll \min(N_r, N_t) < \min \left( \frac{(N+1)N_r}{2}, \frac{(N+1)N_t}{2} \right)$.

O2) $H_v$ has the same rank as $H^{(n)}$, for any $n$.

O3) $H_v$ is a block Hankel matrix, i.e., the $(i,j)$-th $N_r \times N_t$ block matrix $H_v^{(i,j)}$ of $H_v$ verifies $H_v^{(i,j)} = H_v^{(j,i)}$ if $i + j = k + z$ for any $1 \leq i, j, k, z \leq N+1$.

O4) $H_v^{(i,j)} = H_v^{(i+j-2)}$ holds for any $1 \leq i, j \leq N+1$, defining an automorphism $g$ between $H_v$ and $H$ with $g(H_v) = H$.

4. ATOMIC NORM BASED LOCALIZATION WITH ORIENTATION ESTIMATION

Based on the structural properties of the mmWave MIMO OFDM narrowband channel (O1-O4) discussed in Section 5, the low-rank property of each sub-carrier channel matrix can be ensured by exploiting the structure of the introduced virtual channel matrix. In this section, we first propose a tractable optimization problem to estimate the virtual channel matrix as well as the individual channel parameters based on ANM. Then, given the mappings (3a)-(3f) between $\eta \triangleq \{ \tau_{k}, \theta_{Tx,k}, \theta_{Rx,k} \}_{k \in \{0, \ldots, K\}}$ and $\eta \triangleq \{ q, \theta_{o}, \{ s_k \}_{k \in \{0, \ldots, K\}} \}$, we estimate the orientation and location of the target via a weighted least squares problem based on the EXIP [16], which is compatible with our proposed ANM based channel estimator.
4.1. Channel estimation

From O1, \( H_v \) is a low-rank matrix. We harness the low-rank structure of \( H_v \) by defining the atomic set \( \mathcal{A} \) as

\[
\mathcal{A} \triangleq \{ A(\tau, \theta_{\text{Tx}}, \theta_{\text{Rx}}) \triangleq \chi(\tau, \theta_{\text{Tx}})\xi(\tau, \theta_{\text{Tx}})^\dagger \mid \\
\frac{d\sin(\theta_{\text{Rx}})}{\lambda_c}, \frac{d\sin(\theta_{\text{Tx}})}{\lambda_c} \in (-\frac{1}{2}, \frac{1}{2}, \frac{\tau}{NT_s}) \in (0, 1) \}.
\]

where \( \chi(\tau, \theta) \equiv \xi(\tau) \otimes \alpha(\theta) \) and \( \xi(\tau, \theta) \equiv \xi(-\tau) \otimes \beta(\theta) \).

Proposition 1 states the conditions under which the atomic norm \( \| \cdot \|_{\mathcal{A}} \) induced by the atomic set \( \mathcal{A} \), defined as

\[
\| H_v \|_{\mathcal{A}} \triangleq \inf \{ \sum_k |r_k| \mid H_v = \sum_k r_k A(\tau_k, \theta_{\text{Rx},k}, \theta_{\text{Tx},k}) \}
\]
can be calculated by solving a semidefinite program (SDP).

**Proposition 1.** Given the two conditions

\[\begin{align*}
C1) & \quad N_r, N_t \geq 257 \text{ and } N \geq 513; \\
C2) & \quad \Delta_{\min} \left( \frac{d\sin(\theta_{\text{Rx}})}{\lambda_c} \right) \geq \frac{1}{\Delta_{\max}}, \quad \Delta_{\min} \left( \frac{d\sin(\theta_{\text{Tx}})}{\lambda_c} \right) \geq \frac{1}{\Delta_{\max}}, \quad \Delta_{\min}(\xi) \geq \min_{i \neq j} \min(|\kappa_i - \kappa_j|, 1 - |\kappa_i - \kappa_j|) \geq \frac{1}{\Delta_{\max}}.
\end{align*}\]

the atomic norm \( \| H_v \|_{\mathcal{A}} \) is equivalently given by

\[
\inf_{\mathbf{V} \in \mathcal{U}, \mathbf{H}_v} \frac{1}{2} \text{Tr}(\mathbf{J}) \\
\text{s.t.} \quad \mathbf{J} \triangleq \begin{bmatrix} T_2(\mathbf{U}) & \mathbf{H}_v^\dagger & \mathbf{T}_2(\mathbf{V}) \end{bmatrix} \succeq 0,
\]

(7)

where \( \text{Tr}(\cdot) \) denotes the trace of a matrix; \( T_2(\cdot) \) is a 2-level Toeplitz matrix constructed based on a matrix and its definition can be found in [19].

**Proof.** Let \( \| H_v \| \) represent the objective value in (7) and define SDP(\( H_v \)) according to [15, Eq. (35)] as

\[
\text{SDP}(H_v) \triangleq \inf_{\mathbf{V} \in \mathcal{U}, \mathbf{H}_v} \frac{1}{2} \text{Tr}(\mathbf{J}) \\
\text{s.t.} \quad \mathbf{J} \triangleq \begin{bmatrix} T_2(\mathbf{U}) & \mathbf{H}_v^\dagger & \mathbf{T}_2(\mathbf{V}) \end{bmatrix} \succeq 0,
\]

(8)

The inequality \( \| H_v \| \geq \text{SDP}(H_v) \) holds based on the definitions of the key quantities. It can be shown from [15] Lemma 1 that \( \| H_v \| \leq \| H_v \|_{\mathcal{A}} \). Furthermore, from [15] Lemma 2 the equality SDP(\( H_v \)) = \( \| H_v \|_{\mathcal{A}} \) holds when conditions C1 and C2 are satisfied. Therefore, we conclude that \( \| H_v \| = \| H_v \|_{\mathcal{A}} \) given conditions C1 and C2.

4.2. Localization and orientation estimation

We assume that the LOS path is that with the smallest TOA. Though the estimated location and orientation can be directly computed based on the geometry of the LOS path, more accurate estimates can be achieved by exploiting the geometry of the NLOS paths [7]. Once the parameter \( \eta_{\text{LOS}} \), which parametrizes (9) given the channel coefficients \( \{ a_k \}_{k \in \{0, 1, \ldots, K\}} \) is estimated through the procedure presented in Section 4.1, the final step consists in recovering the location and orientation from (9).

Since we make no assumptions on the path loss model in the signal model, knowledge of the channel coefficients do not improve the accuracy of the localization and orientation estimation. In addition, \( \{ p, \theta_{\text{Tx}}, \theta_{\text{Rx}}, a_k \}_{k \in \{0, 1, \ldots, K\}} \) can be used to re-parametrize the optimization problem in (9). Therefore, we fix the estimated channel coefficients \( \hat{a}_k \) and propose a weighted least squares problem to achieve an accurate localization and orientation estimation, with the estimates of all the paths, i.e., \( \hat{\eta} \), exploited,

\[
\hat{\eta} = \arg \min_{\eta} (\hat{\eta} - f(\eta))^T \mathcal{D}(\hat{\eta} - f(\eta)),
\]

(10)
where the mapping $f(\cdot)$ is defined according to the geometry, as described in (1)-(3), with $f(\bar{\eta}) = \eta$. Inspired by the EXIP [5], [16], we denote by $L(\bar{\eta})$ the objective function in (9) and use the Hessian matrix as the weight matrix in (10), i.e.,

$$\mathbf{D} \triangleq \begin{bmatrix}
\frac{\partial^2 L(\bar{\eta})}{\partial \tau_1 \partial \tau_1} & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_1 \partial \tau_2} & \cdots & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_1 \partial \tau_K} \\
\frac{\partial^2 L(\bar{\eta})}{\partial \tau_2 \partial \tau_1} & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_2 \partial \tau_2} & \cdots & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_2 \partial \tau_K} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{\partial^2 L(\bar{\eta})}{\partial \tau_K \partial \tau_1} & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_K \partial \tau_2} & \cdots & \frac{\partial^2 L(\bar{\eta})}{\partial \tau_K \partial \tau_K}
\end{bmatrix},$$

which depends on the channel parameters estimated via the proposed ANM based method of Section 4.4.

The non-linear least squares problem in (10) can be solved via the Levenberg-Marquardt-Fletcher algorithm [24]. The parameters in $\bar{\eta}$ are initialized with the values $\hat{\eta}_{\text{LOS}}, \hat{\theta}_{\text{LO},\text{LOS}}, \{\hat{s}_{k,y,\text{LOS}}\}_{k \in \{0, \ldots, K\}}$, and $\{\hat{s}_{k,x,\text{LOS}}\}_{k \in \{0, \ldots, K\}}$, which are derived in the following set of equations,

$$\hat{\eta}_{\text{LOS}} = q + c_\bar{\eta}[\cos(\hat{\theta}_{\text{Tx},0}), \sin(\hat{\theta}_{\text{Tx},0})]^T.$$  (12a)

$$\hat{\theta}_{\text{LO},\text{LOS}} = \pi + \hat{\theta}_{\text{Tx},0} - \hat{\theta}_{\text{Rx},0}.$$  (12b)

$$\hat{s}_{k,y,\text{LOS}} = \tan(\hat{\theta}_{\text{Tx},0})(\hat{s}_{k,x} - q_x) + q_y.$$  (12c)

$$\hat{s}_{k,x,\text{LOS}} = \frac{\tan(\hat{\theta}_{\text{Tx},0})q_x - \tan(\hat{\theta}_{\text{Rx},0} + \hat{\theta}_{\text{LO},\text{LOS}})(\hat{\theta}_{\text{LO},\text{LOS}} + \hat{\eta}_{\text{LOS},y} - q_y)}{\tan(\hat{\theta}_{\text{Rx},0}) - \tan(\hat{\theta}_{\text{Rx},0} + \hat{\theta}_{\text{LO},\text{LOS}})}.$$  (12d)

### 5. NUMERICAL RESULTS

In this section, we evaluate the performance of our proposed scheme. In all of the numerical results, we set $f_r, B, c, N, N_r, N_t, G, K,$ and $d$ to 60 GHz, 100 MHz, 300 m/us, 15, 16, 16, 16, 2, and $d/2$, respectively. The BS is located at $[0 \text{ m}, 0 \text{ m}]^T$ while the target is at $[20 \text{ m}, 5 \text{ m}]^T$ with an orientation $\theta_c = 0.2$ rad. The scatterers corresponding to two NLOS paths are placed at $[7.45 \text{ m}, 8.54 \text{ m}]^T$ and $[19.89 \text{ m}, -6.05 \text{ m}]^T$, respectively. The channel coefficients are generated based on the free-space path loss model [25] in the simulation and the pilot signals are set as random complex values uniformly distributed on the unit circle. Note that condition C1 of Proposition 1 is generally not satisfied for the given $N, N_r$, and $N_t$ in our experiments; however, we still achieve strong performance.

The RMSEs of channel parameter estimation using our scheme are shown in Figs. 2(a) and (b), where the performance of DCS-SOMP [5], [16], and CRLB [5] are given as comparisons. As observed in Figs. 2(a) and (b), our proposed scheme outperforms DCS-SOMP, due to the fact that the grids of the AOA and AODs are not dense enough for DCS-SOMP (i.e., $N_t = N_c = 16$); the estimation accuracy of our scheme does not rely on a grid resolution. Furthermore, the RMSEs of TOA, AOA, and AOD estimation using our scheme are close to or coincide with the corresponding CRLB curves according to Figs. 2(a) and (b).

Due to the quality of our super-resolution channel estimation, lower RMSEs for localization and orientation estimation are achieved as seen in Figs. 2(c) and (d) versus the DCS-SOMP based method [5]. In addition, there is only around 2dB gap between the RMSE for localization or orientation estimation using our proposed scheme and the CRLB curves, verifying the efficacy of our design.

### 6. CONCLUSIONS

In this paper, a multi-dimensional atomic norm based method is proposed for high-accuracy localization and orientation estimation in mmWave MIMO OFDM systems. To effectively estimate all of the location-relevant channel parameters with super-resolution, a novel virtual channel matrix is designed and its structure is fully exploited. Using the estimates of all the paths, a weighted least squares problem is proposed based on the extended invariance principle to accurately recover the location and orientation. The new method offers strong improvements with respect to the RMSE of estimation over prior work [5] (more than 7 dB gain). Furthermore, with the proposed method, the RMSEs of channel estimation, localization and orientation estimation are close to, or coincide with the corresponding CRLBs.

---

To make a fair comparison, the refinement of estimates of channel parameters in [5] is not implemented for both schemes. Note that, compared to DCS-SOMP, our scheme could provide more accurate estimates for the initialization of the refinement stage to avoid local optima.
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