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Abstract

Long-distance quantum communication via entanglement distribution is of great importance for the quantum internet. However, scaling up to such long distances has proved challenging due to the loss of photons, which grows exponentially with the distance covered. Quantum repeaters could in theory be used to extend the distances over which entanglement can be distributed, but in practice hardware quality is still lacking. Furthermore, it is generally not clear how an improvement in a certain repeater parameter, such as memory quality or attempt rate, impacts the overall network performance, rendering the path toward scalable quantum repeaters unclear. In this work we propose a methodology based on genetic algorithms and simulations of quantum repeater chains for optimization of entanglement generation and distribution. By applying it to simulations of several different repeater chains, including real-world fiber topology, we demonstrate that it can be used to answer questions such as what are the minimum viable quantum repeaters satisfying given network performance benchmarks. This methodology constitutes an invaluable tool for the development of a blueprint for a pan-European quantum internet. We have made our code, in the form of NetSquid simulations and the smart-stopos optimization tool, freely available for use either locally or on high-performance computing centers.

1. Introduction

A quantum internet could be used to perform tasks that are impossible with classical communications alone, the best known example being that of quantum key distribution (QKD) [1, 2]. Beyond QKD, several other applications have been identified, ranging from quantum clock synchronization [3] to distributed quantum computing [4]. The level of network development required is application-dependent, but all of them rely on entanglement generation and distribution [5].

Entanglement generation has been demonstrated at short distances [6], but scaling up has proved very challenging due to the exponential growth of photon losses with the length of fiber covered. Classically, photon loss is overcome by direct amplification, but in the quantum case this is impossible for non-orthogonal states due to the no-cloning theorem. As an alternative, two distant end nodes can be connected by intermediate nodes, known as quantum repeaters [7]. These are devices that can, in theory, enable long-distance entanglement generation. This is done by (i) establishing elementary links between neighboring nodes, i.e. entangled states shared by these nodes and (ii) gluing links together by means of bell state measurements, a process known as entanglement swapping. The simplest possible quantum repeater protocol consists in having nodes constantly trying to generate entanglement and swapping as soon as they hold two entangled qubits, one to each side of the chain. This is known as an SWAP-ASAP protocol. It can
be enhanced by imposing a cut-off condition, such as a maximum time after which stored entanglement is discarded [8]. For an in-depth introduction to quantum repeaters, see for example [9].

Despite ongoing experimental efforts, a scalable quantum repeater has yet to be demonstrated [10]. Several physical systems are being explored as possible platforms for such a repeater, for example color centers in diamond (e.g. NV centers [11]), atomic ensembles [12] and trapped ions [13], but it is not yet clear which are most feasible in the short-term, nor how imperfections in the physical system would generally affect relevant network performance metrics like end-to-end fidelity and entanglement generation rate.

In the quest for a quantum internet, the question of what the minimal requirements on a quantum repeater are to achieve a certain network performance benchmark is thus fundamental. Furthermore, as we will show in section 2, it is a question that can be framed as an optimization problem. Broadly speaking, two different approaches are being explored in the theoretical study of quantum repeaters: analytical (see e.g. [7, 9, 14]) and simulation-based (see e.g. [15–17]). In the first case, simplifying assumptions are made, such as approximating the states shared between nodes by Werner states or assuming simple topologies for the networks under study, e.g. restricting the analysis to chains of equally spaced nodes. In the second case, accurate and realistic simulations of networks of quantum repeaters are developed, at both the protocol level and the physical level. Each of these approaches offers benefits and drawbacks; opting for an analytical approach enables obtaining analytical expressions for interesting metrics such as the end-to-end fidelity. This means that traditional gradient-based optimization methods can be employed, offering a clear path to an answer. However, this may come at the cost of less detailed predictive power. On the other hand, choosing a simulation-based approach allows the modeling to be as realistic as desired. The downside here is, of course, that analytical results are no longer available, and that the simulations may become very complex, especially taking into account the exponential overhead in simulating quantum systems on classical computers. It also renders optimizing more difficult, as all that is made available to the optimization procedure are the inputs and outputs of the simulation in consideration. For example, having more information about the function landscape, such as number of minima, would render the optimization process simpler. Besides this, a realistic simulation requires a large number of parameters, thus resulting in a large search space to be explored. Nonetheless, if one wants to arrive at a realistic answer, a simulation-based approach seems inevitable.

In this work we propose a methodology based on genetic algorithms (GAs) and simulations of quantum repeaters for optimization of entanglement generation and distribution in quantum networks. This allows us to answer questions such as what are the worst possible repeaters satisfying target benchmarks. Contrasting with previous work on repeater chain optimization [18–23], our methodology constitutes a systematic and modular approach to this problem, successfully integrating simulation and optimization tools, as well as allowing for the use of high-performance computing (HPC) clusters. A high-level overview of how a user interfaces with this process is shown in figure 1.

We performed our simulations using NetSquid [15]. NetSquid can accurately model the effects of time-dependent noise, rendering it well equipped to predict quantum network performance in a physically accurate setting. The tools used in this methodology, which allow for running NetSquid simulations together with an optimization algorithm both locally and on an HPC cluster, are made freely available (see [24]).

We structure the paper as follows. In section 2 we introduce our methodology, together with the required preliminaries. Section 3 concerns the validation of the methodology. This comprises two steps: (i) benchmarking our GA implementation by running it on standard optimization problems and comparing its performance to those found in the literature; and (ii), validating our approach by applying it...
to a repeater chain where elementary link states are in the Werner form and all noise sources are depolarizing [25]. In this case, analytical results can be found, so we can evaluate how well our optimization method performs.

After validating our methodology, we apply it to some different repeater chain setups, in order to demonstrate its potential usefulness. We present these results in section 4, where we first consider a repeater chain based on real-life fiber data, courtesy of SURF, a classical network provider for Dutch education and research institutions. This showcases the power of our simulation-based approach, as chains of unevenly spaced nodes are hard to study analytically. We further apply our methodology to chains of varying length, internode distance and number of repeaters and we compare the solutions found with our methodology for each of these different setups. This allows us to investigate how the impact of the parameters varies across setups, thus identifying possible bottlenecks and paths toward scalable quantum repeaters.

2. Methodology

In this section we introduce the main contribution of our work, a methodology for the optimization of entanglement generation and distribution. We first present each of the elements that are used in this optimization process. We finalize the section with an overview of how they are integrated to answer the question of what are the minimum requirements on quantum repeaters to achieve a given benchmark.

2.1. Question

We aim to answer the question of what the minimum requirements are on the quality of quantum repeaters to achieve a given benchmark by framing it as an optimization problem. To do so, we must first clarify what we mean by requirements and by quality of a quantum repeater. Let us say that a quantum repeater is described, in a given model, by a set of \( N \) parameters \( \{x_i\}_{i \in \{1, \ldots, N\}} \). The meaning of \( x_i \) is model dependent. For example, if we consider a model of a trapped ion system, \( x_i \) and \( x_j \) could be single-qubit and two-qubit gate error probabilities. We could also, in a more abstract model, combine these two parameters together to obtain a swap quality that quantifies the noise introduced in an entanglement swap operation, which would then be \( y_j \) in this model. The quality of a quantum repeater is then a function of the set of parameters describing it. This also helps clarify what we mean by requirements. Suppose we have some fixed network topology and performance metric. To give a concrete example, the topology could be a repeater chain of 10 equally spaced nodes and the performance metric the end-to-end secret key rate. The requirements on the repeaters are then the worst set of parameters that enable attaining some value of the end-to-end secret key rate over a chain of 10 nodes, i.e. the lowest quality repeaters satisfying this metric. The meaning of repeater quality will be made clear in the following section.

2.2. Cost

Let us say that we have two repeaters described by a set of parameters \( \{y_j\}_{j \in \{1, \ldots, N\}} \) and \( \{z_i\}_{i \in \{1, \ldots, N\}} \), and that the values of these parameters are the same for all but two of them, i.e. \( y_j = z_i \forall i \in \{1, 2, \ldots, N\}\setminus\{j, k\} \). Let us further say that \( y_j \) is better than \( z_j \), but \( z_j \) is better than \( y_j \). Which of these sets of parameters is the better one? To answer this, we will now introduce the quantity to be optimized, the cost function. We emphasize that our method is completely general and could be applied to any cost function, but for concreteness we focus on a particular one from here on out.

We expect that in an experimental setting a given physical parameter becomes harder to improve the closer to its perfect value it is, so we would like our cost function to reflect this. We start by transforming our parameters so that they all live in the \([0, 1]\) interval, with 1 being the perfect value and 0 the worst possible value. We refer to appendix B for details. Denoting \( x_b \) as the baseline value of a parameter, i.e. the value from which we are improving, \( k \) as the improvement factor and \( x_{\text{new}} \) as the new improved value, we claim that the following equation reflects this behavior:

\[
x_{\text{new}}(k) = x_b^\frac{1}{k}.
\]  (1)

This can be read as: we improve \( x_b \) by a factor \( k \) to get \( x_{\text{new}} \). To see that equation (1) does in fact reflect the desired behavior, we note the that

\[
x_{\text{new}}(k = 1) = x_b, \quad \lim_{k \to \infty} x_{\text{new}} = 1.
\]  (2)  (3)

Equation (2) can be read as: improving a parameter by a factor of 1 is equivalent to not improving it all, whereas equation (3) can be taken to mean that in order to improve a parameter to its perfect value we
must improve by a factor of infinity, i.e. there is no such thing as a perfect process.

We can then define the cost associated to \( x_{\text{new}} \) as the factor \( k \) by which we must improve the baseline value \( x_0 \) to obtain \( x_{\text{new}} \). Therefore, solving equation (1) for \( k \), we get

\[
k = \frac{1}{\log_{b_0}(x_{\text{new}})}.
\]

With this in hand, we can finally define the cost associated to a set of parameters. Let us say our model is described by a set of parameters \( \{x_i\}_{i \in \{1, \ldots, N\}} \), and that the current baseline value of each of these parameters is \( \{x_0\}_{i \in \{1, \ldots, N\}} \). A set of values \( \{x_i\}_{i \in \{1, \ldots, N\}} \) is mapped to a cost, \( C \), by equation (5). Intuitively, this can be seen as taking the average of the cost associated to each of the parameters.

\[
C(x_1, \ldots, x_N) = \sum_{i=1}^{N} \frac{1}{\log_{b_0}(x_i)}.
\]

Note that with this definition, the minimum parameter cost is \( N \), with \( N \) being the number of parameters in the model under consideration. Since this cost function is meant to be used for comparing the relative cost of parameter sets of the same model, \( N \) is the same for all parameter sets under consideration, and hence it is nothing but a constant shift in each set’s cost. One could, for instance, divide the cost by \( N \) to normalize it or subtract \( N \) from it, making the minimum cost 0. This would however have no impact on the results obtained, since the relative ordering of parameter sets according to their cost would remain the same.

There is still the matter of how the network’s target performance metrics are taken into account.

Throughout this work we will focus on fidelity \( F \) of the end-to-end state with the ideal Bell state and entanglement generation rate \( R \), but we stress that our method is not limited to optimizing for these quantities. More concretely, we will try to answer the question of what are the minimum requirements on repeaters to concurrently achieve certain values of \( F \) and \( R \). We are then faced with a multi-objective problem, as we want to optimize multiple quantities simultaneously, namely end-to-end fidelity, entanglement generation rate and parameter cost. Furthermore, there are trade-offs between these goals. For example, improving the memory lifetime of nodes in a chain has a positive contribution toward end-to-end entanglement fidelity, but a negative one toward parameter cost. There is a multitude of possible ways of approaching such problems [26]. We chose to map our multi-objective optimization problem to a single-objective one by assigning weights to the different objectives and adding them, a process known as scalarization [27]. In this way, the total cost function \( T_C \) to minimize becomes a weighted sum of the parameter cost and the thresholds on end-to-end rate and fidelity:

\[
T_C(p_1, \ldots, p_N, F_{\text{min}}, R_{\text{min}}) = w_1 \Theta(F_{\text{min}} - F) + w_2 \Theta(R_{\text{min}} - R) + w_3 C(x_1, \ldots, x_N),
\]

where the \( w_i \) are the weights of each objective, \( \Theta \) is the Heaviside function and \( F_{\text{min}} \) and \( R_{\text{min}} \) are, respectively, the minimum required end-to-end fidelity and end-to-end entanglement generation rate.

Using step functions reflects the idea that we are looking for solutions that satisfy performance benchmarks, with no reward given for surpassing them. The weights in equation (6) are hyperparameters of our method, meaning that they are not determined by some algorithm but must instead be chosen. This choice can be of any real number, and it has an impact on which sets of parameters have the lowest costs and hence on the solutions found by the method. For example, if we assign very high values to \( w_1 \) and \( w_2 \) and a low value to \( w_3 \) the best sets of parameters will be those that satisfy the requirements on the end-to-end fidelity and rate without much regard for how costly it is to achieve them. To give a concrete example of what the hyperparameter values might be, for the applications we present in section 4, we set \( w_1 \) and \( w_2 \) to 20 000 and \( w_3 \) to 1. The parameter cost term, defined in equation (5), depends on the baseline values of the parameters, which must also be chosen. Typically, for the use cases we consider, these will be chosen to reflect what is currently achievable experimentally.

Optimal solutions to this single-objective optimization problem are then solutions to the multi-objective optimization problem.

### 2.3. Abstract model

In order to explore and better understand the methodology we propose, we believe it to be wise to employ a relatively simple model whose behavior we understand. We must however again emphasize that our methodology is completely general in terms of the model used for the quantum repeater hardware.

We consider a simplified five-parameter model for a quantum repeater, the five parameters being denoted by \( \{F_{\text{EL}} , P_{\text{unc}} , s_0 , T_1 , T_2 \} \). We assume that elementary links states have fidelity \( F_{\text{EL}} \) with the ideal Bell state upon generation, and that they are generated with a success probability \( P_{\text{unc}} \). We assume also that each
Figure 2. Overview of our optimization process. The user inputs the desired optimization parameters, their ranges and a stopping criterion. Smart-stopos generates sets of parameters in the allowed range and feeds them to the NetSquid simulation. The outputs of the simulation are used to compute the cost associated to each parameter set, which in turn is used by smart-stopos to generate new parameter sets. This process is repeated until the stopping criterion is reached. In our particular case, the optimization parameters are the parameters defining the abstract repeater model introduced in section 2.3, the relevant simulation outputs are the fidelity and generation rate of end-to-end entangled states and the cost function is the one defined in section 2.2.
Evolutionary algorithms (EAs) have been shown to have an advantage over conventional gradient-based
methods in finding global minima in multimodal functions whose search space is not well known [28],
although we stress that this is not guaranteed. They are also robust to noise in data and easy to parallelize.
There are multiple approaches within the umbrella of EAs, with prominent examples being GAs [29],
evolution strategy [30], differential evolution [31] and particle swarm optimization [32, 33]. In this work
we have used GAs, a search heuristic inspired by the theory of evolution. We limit ourselves to a high-level
overview of GAs. For a comprehensive introduction, we direct the interested reader to [34].

We start with a population of randomly generated individuals. In our case, each individual in a
population is a set of values for the parameters of the abstract model introduced in section 2.3. The GA
generates new individuals in an iterative process, with each iteration being known as a generation. In each
generation, the cost function is evaluated for every member of the population, the resulting value being
known as the fitness. A subset of the population is then selected according to a fitness-dependent rule, in
which higher-fitness solutions are more likely to be chosen. New individuals are then generated through
random crossover and mutation operations. The new population is used for the following iteration of the
algorithm, meaning that the simulation is run with the new individuals (i.e. sets of abstract model
parameters) as input and the cost function is computed using the simulation outputs. The algorithm can
terminate after a set number of generations or once some predefined condition is attained. For the examples
given in this work, we have chosen to use the first condition and let the algorithm terminate after a preset
number of generations, typically 150. Exploration of the search space is assured by the crossover and
mutation-driven recombination of solutions, whereas fitness-based selection ensures exploitation of
minima.

GAs come in several different flavors. See appendix B for details on our particular implementation.

2.5. Smart-stopos
The simulation tools we use are computationally heavy and produce large amounts of data. In order to
make good use of them and extract useful information from said data, we need a systematized way of
feeding input parameters to the simulations in batches, run the simulations on a HPC cluster using stopos
[35], feed the outputs to the optimization algorithm and iterate this procedure. To these ends, we made use
of smart-stopos (freely available at [24]), a set of tools we developed to allow for parameter exploration and
optimization, both locally and in an HPC setting. Smart-stopos can be seen as an addition to stopos,
extending its capabilities by allowing for the seamless integration of simulation and optimization tasks. We
used GAs in this work but in principle any other algorithm could be plugged in, provided that it can be run
with only simulation inputs and outputs. Furthermore, we note that we used NetSquid but our
methodology could also be made to work with any other quantum network simulator. For more details on
the use of smart-stopos, we direct the interested reader to appendix A.

2.6. Process overview
We will now show how the tools we introduced can be pieced together to answer the question of what the
minimum requirements are on the quality of quantum repeaters. To that end, we show in figure 2 a diagram
of the workflow of our methodology.
The process is started by defining the parameters to be optimized and their allowed range of values. This information, together with a termination criterion, is passed to *smart-stopos*, which then randomly generates sets of parameters within the defined ranges. Each of these sets of parameters is fed to the NetSquid simulation, which outputs an end-to-end entangled state and the time its generation took, allowing us to compute the fidelity with the ideal Bell state and the entanglement generation rate. Note that these quantities are stochastic, so throughout this work we average them over multiple runs of the same setup. These metrics, together with the parameter values and the baseline values, are used to compute the cost function, as defined in equation (5). This process is then repeated for each set of parameters. The ensemble of parameter sets and respective costs are given as input to *smart-stopos*, which generates new sets of parameters using our GA. The process repeats until the termination criterion is reached. The final output is the minimum value of the cost function found by the algorithm, which in this case corresponds to an answer to the question of what are the minimum requirements on a quantum repeater.

Figure 2 makes the modularity of our approach clear. Any of the building blocks of our process, namely the optimization algorithm used by *smart-stopos*, NetSquid simulation and cost function, can be swapped out without changes to the overall workflow. For example, if we wanted to apply our methodology to a simulation of a repeater chain of trapped ions, all we would have to do would be to replace our abstract model NetSquid simulation for an appropriate trapped ions simulation. Similarly, to answer a different optimization question one just has to redefine the cost function.

**2.7. Challenges in applying GAs to quantum systems**

We came across some challenges when applying GAs to simulations of quantum systems. Some of these were of a practical nature, and others were more fundamental. We will now give an overview of what these issues were, and how we overcame them.

**2.7.1. Practical challenges**

We came across two practical challenges: (i) the size of the parameter space and (ii) the amount of data generated. (i) Is due to the complexity of quantum repeater modeling. In general the search space may be big, but in our illustrative example of the abstract model introduced in section 2.3 it is manageable. We nevertheless introduced a pre-processing procedure for restricting the parameter space, as we believe it would be useful when considering use cases with larger parameter spaces. This procedure consists of performing sensitivity analysis for each of the five parameters individually, i.e. holding four parameters constant and running simulations varying the fifth one from its baseline value to its perfect one. As an example of how this can reduce the search space, we show in figure 3 the variation of the end-to-end fidelity with the elementary link fidelity when all other parameters are kept at their perfect values. The optimal set of parameters for this setup will certainly contain less-than-perfect values, so the elementary link fidelity of this set will be higher than the one found using this sensitivity analysis, so we can safely restrict the search space for this parameter in GA optimizations runs to the interval $[f_{\text{perf}}, 1]$, where $f_{\text{perf}}$ is the elementary link fidelity that results in an end-to-end fidelity of 0.7 when all other parameters are perfect.
Another practical challenge is the sheer amount of data that is produced. For each setup we consider we run our simulations for hundreds of different sets of parameters at each optimization step, with each set of parameters being run a hundred times. In order to systematically and efficiently process all of this data, we developed smart-stops, as detailed in section 2.5.

2.7.2. Fundamental challenges

Fundamental challenges occur due to the fact that quantum systems produce inherently non-deterministic outputs. This can be problematic if the cost function has terms that are step functions, which is our case. For a concrete example, let us say that in generation 34 of the optimization procedure, the GA found a set of parameters that result in an entanglement generation rate of 1.05 Hz, just above the desired threshold. In generation 35, this parameter set would again be fed into the simulation. However, this time around, due to statistical fluctuations, the simulation outputs an entanglement generation rate of 0.99 Hz, just below the threshold. Since the cost function defined in equation (6) assigns a very high cost to any solution that does not attain the performance metrics, this solution would in generation 35 have a very high cost function value. This means that it would almost certainly not be chosen as a parent for the following generation, and the algorithm would effectively lose it. This is a problem, as it results in the algorithm losing a good solution and potentially wasting computation time finding it again.

There are several possible solutions to this problem. The one we chose, due to its simplicity, was to run the simulation multiple times for each set of parameters and compute the value of the cost function using the average end-to-end fidelity and entanglement generation rates. Running the simulations multiple times provides some security against statistical fluctuations, although it increases the computation time. We found empirically that running the simulation 100 times for each set of parameters represents a good trade-off between minimizing fluctuations and keeping computation times feasible.

Another possible solution that we also explored was to use a smoother function, such as a sigmoid, instead of a sharp step function. This would in principle address the problem we mentioned of a set of parameters being heavily penalized because its metrics dipped just below the targets due to statistical fluctuations. For a smoother function, such fluctuations would lead to small fluctuations in the value of the cost function. There are however some issues with this solution. Since the function is smoother, it no longer acts as a hard constraint, which is the behavior we are looking for. What we mean by this is that a solution whose performance metrics are slightly below the targets will only be lightly penalized. It might thus have a lower cost function value than a solution with better, i.e. more expensive, parameters that attains the performance metrics. In less technical terms, this translates as the cost function not being well aligned with the stated optimization goal.

This concludes the introduction of the optimization methodology we propose. The rest of the paper concerns itself with two questions: (i) is our methodology valid, addressed in section 3 and (ii) what results do we get when we apply it, addressed in section 4.

3. Validation

As we stated in the previous section, before we apply our methodology we must validate it. By this we mean that we must verify that the methodology we propose for applying GAs to simulations of quantum networks can produce meaningful results. We can see this validation as being split into two different steps. One, benchmarking the GAs i.e., evaluating how well they perform and two, validating that the methodology is sound. The first step will be accomplished by applying our specific implementation of GAs to the optimization of common benchmarking functions and comparing their performance to that of implementations found in the literature. The second step will consist of applying our methodology to a chain of evenly-spaced nodes generating Werner states, for which analytical expressions for the end-to-end fidelity and entanglement generation rate in terms of repeater parameters can be found. Having these expressions, we can compute what are the repeater parameters that minimize the cost function. If our GA approach is capable of finding this solution, we have compelling evidence that our methodology would also perform well when applied to the more realistic cases we are interested in, for which analytical results cannot be readily derived.

We have also validated the abstract model we use in our simulations against a more physically accurate model of NV center-based repeaters. These results are shown in appendix C.

3.1. Benchmarking genetic algorithms

In order to evaluate the performance of GAs and how it is affected by the algorithm’s hyperparameters, several benchmarking functions have been defined [36]. These are designed to test how well each GA implementation handles cost functions with given properties. For example, if we expect the function we
Figure 4. Plot of the two-dimensional versions of (a) Rastrigin’s function and (b) quartic function. The multiple minima of Rastrigin’s function and the noisy landscape of the quartic function can be clearly seen.

Figure 5. Evolution of the cost of best solution (red) and population average (green) for the (a) quartic function and (b) Rastrigin’s function over 75 and 400 generations, respectively. The data used in (a) ((b)) was acquired in roughly 1h30 (26h) on consumer-market hardware (Intel Core i7-8665U and 8 GB RAM). These runtimes can be significantly reduced via parallelization and use of HPC clusters. All costs approach zero, the global minimum of both cost functions, with the average cost being consistently higher than the best cost, as expected. This indicates that our GA implementation is capable of finding good solutions for said functions.

want to optimize to be noisy, i.e. to have the output for a given input randomly oscillate each time the function is called, we should benchmark the GA against a noisy function, such as the quartic function, defined in equation (7)

\[ f_q(x) = \sum_{k=1}^{30} (kx_k^4 + \mathcal{N}(0, 1)) - 1.28 \leq x_k \leq 1.28, \]  

where \( \mathcal{N}(0, 1) \) is a normal distribution with mean 0 and standard deviation 1. This function, plotted in the bottom half of figure 4, is a unimodal function padded with Gaussian noise. Therefore, a GA that performs poorly on it will also perform poorly on any function with noisy outputs.
Figure 6. Evolution of the lowest value of the cost function over 50 generations. After little more than 30 generations the algorithm finds the parameter set that optimizes the cost function. This optimum is marked in the figure by a blue dashed line.

Taking this into account, we chose two functions to benchmark our GA implementations. This choice was made by taking into account which of the functions best represented the cost landscape we expect our problem to have. Since the quantum nature of our simulations implies that they will necessarily be noisy in the above-defined sense, we will choose the quartic function as a benchmarking function. Furthermore, we expect that the landscape of the cost function defined in equation (5) will have multiple local minima, corresponding to different sets of parameters that satisfy the imposed constraints on end-to-end fidelity and entanglement generation rate. With this in mind, we also chose Rastrigin’s function, defined in equation (8)

\( f_r(x) = 200 + 20 \sum_{i=1}^{20} (x_i^2 - 10 \cos (2\pi x_i)), \quad -5.12 \leq x_i \leq 5.12 \)  

(8)

For illustrative purposes, the two-dimensional version of Rastrigin’s function is shown on the top half of figure 4. It can be seen that it has a very bumpy landscape, with a global minimum at 0, in the center of the plotted region. Its many local minima render it a challenging benchmark for GAs. We applied our GA implementation to both of these functions, with the results being plotted in figure 5. The hyperparameters used for these optimization runs were chosen according to the guidelines given in [36] and population selection was done using the Roulette Wheel method [37]. For an explanation of the Roulette Wheel method we point the interested reader to appendix B. By best value we mean the lowest value of the cost function achieved by any of the parameter sets in the population. Similarly, by average value we mean the average of the costs of all parameter sets in the population. We see that, for both functions, the average cost and the best cost at each generation approach their global minimum, 0. Furthermore, the performance of our implementation is in line with that of those in [36], which indicates that our GA is capable of handling both noisy and multimodal functions. We note that convergence requires significantly more generations for Rastrigin’s function than for the quartic function. This reflects the well-known fact [36] that multimodal functions are challenging for GAs. We must also note that we could, by further tuning some of the algorithm’s hyperparameters, obtain a marginally better performance on these benchmarking functions. However, since our goal is only to verify that our implementation is correct and performs reasonably well for the type of cost landscapes that we expect to encounter, we abstain from doing so.

3.2. Validating on Werner chains

The previous section focused on benchmarking the performance of the GA, but the question of whether applying GAs to repeater chain optimization problems can produce good results remains. In order to answer it, we consider the simple scenario of a chain of 3 nodes generating Werner states, and we pose the question of what are the worst parameters that can deliver an end-to-end entangled pair of fidelity 0.6 every second. Similarly to the abstract model presented in earlier sections, the nodes in the chain generate elementary links of fidelity \( F_{EL} \) with success probability \( P_{\text{succ}} \) and depolarizing noise parametrized by \( s_q \) is applied after entanglement swaps. This is a problem for which we can analytically find expressions for the
end-to-end rate and fidelity, and thus for the ideal value of the cost function. We expect that the structure of this problem is similar to that of the one we want to tackle. By this we mean that we expect its cost landscape to show some of the same features as our target problem, namely multiple minima and noisiness. Therefore, despite being simpler, good performance in this problem should indicate that our approach is valid. For details of how we derived analytical results for this setup we defer the interested reader to appendix D.

In figure 6, we show the evolution of the cost of the best individual in each generation obtained by applying the GA-based method to the setup we described. Also present in the plot, in a dashed line, is the optimum cost.

The cost function drops to the global optimum at around the 30 generation mark, indicating that the algorithm is capable of finding the worst set of repeater parameters satisfying the benchmarks we set. This is then a good indicator that our methodology is well-suited to the optimization of entanglement generation in repeater chains.

4. Evaluation: use cases

Having validated our methodology, we applied it to two use cases demonstrating its power and potential usefulness. In the past decade, NV centers have been demonstrated to be capable of generating remote entanglement between matter memories with long coherence times [6, 11, 38], establishing them as promising candidates for the realization of scalable quantum repeaters [10]. A better understanding of hardware requirements would then be useful in illuminating the path toward scalable NV-based quantum repeaters. We thus used the abstract model of NV-type states that we introduced in section 2.3 in the simulations of all use cases. We furthermore chose to consider, for simplicity, SWAP-ASAP protocols with no memory cut-offs. More precisely, we simulate the protocol introduced in appendix E2 of [15], which proceeds as follows: we assign indices to each node going from left to right in the chain and starting with 1. Even-numbered nodes are called initiators, whereas odd-numbered nodes are called responders. As the name implies, initiators are responsible for initiating the process of entanglement generation, which they do by sending a request for entanglement generation to their left-hand neighbors and waiting for a response. Once the responders respond, the process of entanglement generation begins. This is simulated by sampling the time taken to generate entanglement according to the success probability parameter and the cycle time, which determines how long a single entanglement generation attempt takes. Once entanglement is successfully generated, the initiator proceeds to attempt to generate entanglement with the right-hand neighbor and the process unfolds in the same way. Whenever a node holds two entangled qubits in hand, it performs an entanglement swap by measuring them in the Bell basis. The simulation stops once the end nodes of the chain share an entangled pair.

Another roadblock in the way of the quantum internet is that even when quantum repeater technology is at deployment stage, it is expected that it will be very costly. One way of rendering the implementation of quantum networks more cost-effective is to take advantage of preexisting infrastructure by using previously...
deployed optical fiber networks [39]. With this in mind, we used real-life fiber data of the Netherlands. This was made available to us by SURF, a classical network provider for Dutch education and research institutions. We considered a repeater chain with nodes in Delft, The Hague, Leiden and Amsterdam, as depicted in figure 7, as this is an example of a possible near-term quantum network in the Netherlands. We use real fiber length and attenuation in our simulations. We chose Delft and Amsterdam as the end nodes of the chain as out of these four cities they are the most distant pair. The baseline values used for computing the value of the cost function for each set of parameters were obtained from actual state-of-the-art experimental results using NV centers. The process through which we converted these experimental results to our abstract model parameters is described in detail in appendix E1. We set as performance targets end-to-end fidelity $F_{\text{min}} = 0.7$ and end-to-end entanglement generation rate $R_{\text{min}} = 1$ Hz. The value of $F_{\text{min}}$ was chosen to ensure that we remain in the regime where the agreement between the abstract model and the detailed NV model is good (see appendix C for details). Besides this practical argument, there is no strong reason to pick a particular number for the fidelity or the rate. These numbers are simply examples, meant to show how our methodology can find the minimal hardware requirements satisfying them.

In order to study the effects of internode distance, chain length and number of repeaters we further applied our methodology to chains of equally spaced nodes with varying numbers of repeaters. In one case, we kept the internode distance fixed, and in the other we kept the total length fixed as we varied the number of repeaters. More concretely, we considered (i) a chain of equally spaced nodes spanning 800 km and (ii) a chain with an internode distance of 100 km. For each of these, we considered the cases of 3, 5, 10 and 12 repeater nodes. The baseline parameter values are computed in the same manner as in the previous use case, so we again defer to appendix E1 for details. We also consider the same target performance metrics as in the previous use case.

4.1. Results

4.1.1. Real network

We will now show the main results obtained by applying our methodology to the network introduced in figure 7.

In figure 8 we show the best and average values of the total cost function (equation (6)) as a function of the optimization step. Contrasting with figure 5, we see that (i) the average value of the cost function remains significantly higher than the best value and that (ii) the best value per generation oscillates. The first observation is explained by the combination of the inherent randomness of the GA and the fact that we used step functions for the cost. A GA generates new candidate solutions through a process of mutation and recombination, as detailed in appendix B. While these processes allow for a thorough exploration of the parameter space, they may also produce solutions that fall outside the defined target metrics. The step functions in the cost ensure that such solutions will be heavily penalized, explaining the high average values of the cost function in figure 8. The second observation is also explained by a combination of two factors, namely the already mentioned step functions in the cost and the non-deterministic nature of our simulations. Since across different simulations for the same set of parameters there are fluctuations in the values of the end-to-end metrics, it might happen that these sometimes dip below the predefined targets. Due to the step function, the cost associated to this particular set of parameters will become much higher,
Table 1. Experimentally-derived baseline parameter values and values of the best solution found using our methodology for the use case discussed in section 4.1.1. The biggest relative increases happen for \( T_2 \) and \( p_{\text{suc}} \), suggesting that improving these parameters is key for achieving scalable NV-based repeaters.

| \( p_{\text{FL}} \) | \( p_{\text{suc}} \) | \( s_{\eta} \) | \( T_1 \) | \( T_2 \) |
|-----------------|-----------------|------------|---------|---------|
| Baseline        | 0.9698          | 0.004600   | 0.8590  | 10 h    | 4.9 ms  |
| Solution        | 0.9896          | 0.09770    | 0.9414  | 10.23 h | 22.79 ms|

In table 1 we show the parameters of the best solution found using our methodology. For comparison purposes, we also show the baseline values we considered. The biggest relative increases are in \( p_{\text{suc}} \) and \( T_2 \), suggesting that induced dephasing noise is the biggest hurdle in the way of NV-based repeater technology. On the other end of the spectrum, the solution’s \( T_1 \) value is barely higher than that of the baseline, indicating that \( T_1 \) coherence times in NV centers are already long enough.

4.1.2. Equally spaced nodes

We now show the main results obtained by applying our methodology to repeater chains of equally spaced nodes with different numbers of repeaters. To study how the overall length of a chain and the internode distance affect the solutions found, we considered two cases: (a) fixed chain length (FCL) and (b) fixed internode distance (FID). For both FCL and FID we applied our methodology to chains of 3, 5, 10 and 12 repeater nodes. We note that each data point in the plots shown in this section corresponds to the best solution found after 200 generations, with 150 population individuals per generation and 100 simulation runs per individual. Running our optimization procedure once with these parameters takes roughly 46 hours locally using consumer-market hardware (Intel Core i7-8665U and 8 GB RAM), underlining the need for access to HPC centers. In fact, by using such a center, the computation time can be reduced to 2 hours (using 2 nodes of the HPC center, each endowed with 64 GB of memory and 24 cores with CPU E5-2690). We note that the vast majority of this time is taken by quantum repeater simulations, with the time needed by the GA being negligible in comparison. We further note that, as shown in figure 9 of [15], the runtime of repeater chain simulations using NetSquid grows linearly with the number of nodes in the chain. This implies that our method remains applicable for chains that are significantly longer than the ones considered in this work.

In figure 9 we show how the total cost of the best solution found varies with the number of repeaters in both cases. We observe a linear growth of the FID cost with the number of repeaters, which is not
Figure 10. Comparison of the metrics characterizing the best solutions found by our GA for each of the different setups. The end-to-end fidelity is very close to the goal of 0.7 we defined, for both FID and FCL. On the other hand, the end-to-end entanglement rate is well above the 1 Hz goal for both cases. For FID, it decreases from roughly 80 Hz in the 3 repeater node setup to about 30 Hz in the 12 repeater node setup. For FCL, it increases slightly from 40 Hz in the 3 repeater node setup to 50 Hz in the 12 repeater setup. Each data point corresponds to 100 runs of the simulation. The error bars are smaller than the markers.

Figure 11. Parameters of the best solutions found for FCL and FID with different numbers of repeaters. Each data point corresponds to the best solution found after 200 generations, with 150 population individuals per generation and 100 simulation runs per individual. For a detailed discussion of these results, see the text in section 4.1.2.

... surprising: fixing the internode distance but increasing the number of repeater nodes corresponds to increasing the total length covered. In fact, the leftmost data point in figure 9 corresponds to a chain spanning 400 km, whereas the rightmost is associated with a chain spanning 1300 km. We would expect connecting end nodes that are further apart to be a greater challenge due to the exponential growth in photon losses, which necessitates repeater parameters of higher quality. This does not apply to the FCL use case. All the data points in the associated curve correspond to a repeater chain that spans 800 km and we observe in figure 9 that the cost is slightly higher for the three-repeater setup. It was not a priori obvious that this would be the case. A smaller number of repeaters implies that the swap quality and fidelity of the elementary link do not need to be as good, as there will be fewer swaps and hence less fidelity loss. On the other hand the elementary links are longer than in a setup with many repeaters, so the associated baseline values are worse (see appendix E1 for details). Any improvement then requires a higher parameter cost, as per equation (5).
To further explore how the solutions found vary, we plot in figure 10 the end-to-end fidelity and entanglement generation rate of these solutions against the number of repeaters in the chain. We see that, for both use cases and all numbers of repeaters, the end-to-end fidelity is very close to 0.7. On the other hand, the rate decreases from around 80 Hz to 30 Hz as the number of repeater nodes increases from 3 to 12 at FID and it increases slightly from 40 Hz to 50 Hz with the number of repeaters at FCL. While the fidelities obtained are what we expected, since the limit we imposed via the cost function was 0.7, the same is not true for the rates. The penalty term we added to the cost function only comes into effect if the rate drops below 1 Hz, so there is no benefit in terms of the cost to have a solution that results in a rate of e.g. 50 Hz versus one of 1 Hz. We would thus expect the best solutions to have rates close to 1 Hz, which was not the case.

In order to explain this, we note that $T_2$ and $p_{\text{succ}}$ are inextricably linked. $T_2$ reflects the intensity of the induced dephasing effect, (see appendix C) with a higher value of $T_2$ corresponding to a weaker induced dephasing effect, and vice-versa. This type of noise is applied every time entanglement generation is attempted, therefore, its intensity heavily depends on $p_{\text{succ}}$: a lower success probability implies more entanglement generation attempts and thus more dephasing. One would naively think that the GA would always converge toward a solution with lower rate ($R$) up until the limit of 1 Hz we defined, as that would allow for lower values of $p_{\text{succ}}$ and hence a lower value of the parameter cost. However, due to the connection between $p_{\text{succ}}$ and $T_2$, a lower value of the former necessitates a higher value of the latter. This then implies that solutions whose $R$ is closer to the established requirement of 1 Hz, with their lower values of $p_{\text{succ}}$, might actually have higher costs than solutions with higher $R$, accounting for why the ideal solutions have such high rates.

To conclude our analysis of the solutions found with our optimization procedure, we present in figure 11 the values of each of the parameters in the solutions found for each setup. Starting with the top row, we note that the relative variations of $T_1$ for different setups are small when compared to the ones of $T_2$. Similarly to what we saw in the use case of section 4.1.1, this indicates that $T_1$ is not a crucial parameter to improve for NV center-based repeaters. We note also that for FID, $T_2$ grows with the number of repeaters, whereas it remains roughly constant for FCL. This is again explained by the fact that in the first case the total distance covered increases with the number of repeaters, so one expects that longer coherence times will be required. Regarding $p_{\text{succ}}$, we observe that it tends to be higher for chains with more repeaters, reflecting the fact that in order to achieve similar end-to-end rates across longer chains, one cannot afford to spend as much time generating elementary links as in shorter chains.

We move now to the bottom row, whose plots concern $F_{\text{EL}}$ and $s_q$. Both increase with the number of repeaters, approaching 1. This was to be expected, as a higher number of repeaters implies more entanglement swaps and hence more decay in fidelity. Therefore, to reach the same end-to-end fidelity one needs better elementary links and swaps. We further note that for few repeaters, $F_{\text{EL}}$ is higher and $s_q$ is lower at FID than at FCL. The opposite is true for many repeaters. We believe this may be explained by the length of the elementary links in the FCL case. For few repeaters, the FCL elementary links are longer than the FID elementary links (133–200 km vs 100 km), with the situation being reversed for many repeaters (73–89 km vs 100 km). A longer elementary link translates into a worse baseline value of $F_{\text{EL}}$, as detailed in appendix E1, and thus more expensive improvements. On the other hand, the baseline value of $s_q$ is the same irrespective of the elementary link length, and thus so is the cost of improving it. Therefore, for few repeaters the less costly solution at FCL has a lower elementary link fidelity and higher swap quality than the less costly solution at FID. The opposite is true for many repeaters, explaining the observed behavior.

5. Conclusions

We have introduced a methodology for the optimization of entanglement generation and distribution in repeater chains using GAs. In contrast with previous work in this area [18–22], our methodology is systematic, modular and broadly applicable. We validated it by benchmarking our GAs on functions commonly used for this purpose and by applying it to a repeater chain generating Werner states. We can derive analytical results for such a chain and thus gauge how well our methodology performs. Having validated our methodology, we applied it to three use cases. First, we considered a repeater chain built using real-life fiber data, thus demonstrating that our methodology can go beyond simple network topologies. The other two use cases consisted of chains of equally spaced nodes for which we varied the number of repeaters. In one we kept the internode distance constant, and in the other we fixed the total chain length. By applying our methodology to these use cases we found what are the worst parameters achieving end-to-end fidelity and rate of at least 0.7 and 1 Hz, respectively, in different scenarios. Even though this was the question we focused on answering in this work, we must note that our methodology is more general...
and can be applied to a variety of problems, given that they can be restated as optimization problems and that an appropriate cost function is designed.

On a similar note, we must again stress that even though we have here focused on a simplified five-parameter repeater model, in no way is our methodology restricted to such a model. In fact, one interesting application of our methodology would be to consider a more realistic hardware model, such as the one proposed in [40] for NV-center based repeaters. Such models are described by a very large number of parameters, on the order of 30 in this case, which means that the initial search space is too large for a direct application of our methodology. To practically apply our methodology to such a large parameter space, one could opt for a two-stage optimization process. The first stage would be similar to what was shown in this work, i.e. applying the methodology to a simpler model that can be mapped to the more accurate one. This step would allow us to both reduce the search space by finding minimal requirements on parameters and to identify which of these parameters have a bigger impact on the target metrics. With this knowledge in hand, we could apply the methodology to a select subset of parameters in the more detailed model, performing the optimization procedure in a reduced, more feasible search space. The outcome of this two-step procedure would then be a realistic picture of what kind of hardware improvements are required to achieve long-range entanglement, constituting a useful guide for experimental groups working on repeater technology. This establishes the methodology we have proposed as an invaluable tool for the development of a blueprint for the quantum internet.
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Appendix A. Smart-stopos

In figure 12, we present a detailed overview of the smart-stopos workflow. The user must provide a script, entitled program.py in figure 12, that runs the simulation and an input _file.ini that contains information about the optimization procedure, such as the number of iterations and parameter specifications. Given these inputs, smart-stopos generates sets of parameters for which the simulation will be run according to the specifications given in input_file.ini. The outputs of the simulation are then used to generate a new set of parameters for the next iteration. This generation is done in an algorithm-dependent way. We used GAs in this work but in principle any other algorithm could be plugged in, provided that it can be run with only simulation inputs and outputs.

Appendix B. Genetic algorithms

In this appendix we give a detailed view of the GA implementation we used for the simulations described in this work.

We started by transforming all parameters to be in the [0, 1] range. This is trivial for the elementary link fidelity, success probability and swap quality. For $T_1$ and $T_2$, which usually live in the [0, $\infty$] range, we performed the following transformation:

$$ T' = \begin{cases} 
\frac{1}{T+1} & \text{if } T > 0 \\
0 & \text{o.w.,}
\end{cases} $$

which results in $T' \in [0, 1]$, as required. A chromosome, i.e. a set of parameters constituting a candidate solution, is thus a set of 5 real numbers in the [0, 1] interval.
We used populations of 150 individuals, as the literature suggests that numbers of this order of magnitude are enough to get adequate parameter space exploration while still being computationally feasible [34].

After the cost function is computed for all members of the population, we select 10 of them, 20% of the total population, according to the Roulette Wheel method [34]. Again, the literature indicates that the percentage of selected individuals should be of this order of magnitude and we empirically verified that this value produced the best results for our particular use case. One of the major challenges in GA-based optimization is to balance exploration of the search space with exploitation of known minima. If the algorithm performs selection in a purely random manner, it is no different than random search. On the other hand, if it simply selects the best individuals in a given generation, the population will tend to get stuck in local minima and be vulnerable to premature convergence. The Roulette Wheel selection method is a well-known approach to this problem, balancing exploration and exploitation by assigning selection probabilities to individuals biased, but not completely determined, by their fitness value. Applying this method to a maximization problem, the probability $p_i$ of individual $i$ being selected is given by:

$$p_i = \frac{f_i}{\sum_j f_j}, \quad (B2)$$

with $f_i$ being the value of the fitness function for individual $i$. The probability of selection is then proportional to how big of a share of the total fitness the individual’s fitness represents, i.e. how good it is in comparison to its peers. Our problem is, however, one of minimization, not maximization. Therefore, we adapted this method by simply inverting the values of the fitness function.

Crossover is subsequently applied on the 10 selected members of the population, known as parents. This is done by randomly choosing two of the parents, sampling a crossover point, and mixing the two accordingly. To give a concrete example, if the chromosomes of the two parents are given by $[a_1, a_2, a_3, a_4, a_5]$ and $[b_1, b_2, b_3, b_4, b_5]$ and the crossover point was 2, the resulting child would have chromosome $[a_1, a_2, b_3, b_4, b_5]$. The number of children generated in this way is given by the crossover parameter, a hyperparameter of the algorithm defining how often crossover happens, times the desired population size.

The parents plus the children resulting from the crossover process are then mutated. In this process, all chromosomes of a given member of the population are randomly changed by some value that keeps them inside their range. For the mutation probability of a given parent, we implemented the adaptive scheme introduced in [41], which was shown the reduce the likelihood of corrupting a high-quality solution and enhance the exploratory properties of the algorithm. In this scheme, the probability of parent $k$ being
mutated is given by:

\[
p_m = \begin{cases} 
0.5 & \text{if } c_k > \bar{c} \\
0.5 \frac{c_k - c_{\min}}{\bar{c} - c_{\min}} & \text{o.w.,}
\end{cases}
\] (B3)

where \( c_k \) is the value of the cost function for parent \( k \), \( \bar{c} \) is the value of the cost function averaged over the previous generation’s population and \( c_{\min} \) is its minimum value. For the children generated in the crossover process, for which there is no cost value yet, the mutation probability is a hyperparameter of the algorithm. Previous work suggests that a high cross over parameter and low mutation probability produce good results [34], so we used a crossover parameter of 0.7 and a mutation probability of 0.02 to obtain the results showed in this work.

Since generation of new individuals is to some extent probabilistic, the size of a generation can vary. To keep our population size fixed, we either randomly remove elements or add some of the best members of the previous generation. We also implement a form of elitism, meaning that the best element of the previous generation is always preserved in the following generation, in order to prevent the algorithm wasting time searching for solutions it has already found [42].

We have empirically determined that 200 generations are usually enough to achieve satisfying solutions while still being computationally feasible on a cluster.

Appendix C. Abstract model validation

In this appendix we show how we validated the abstract model against a physically-accurate NV model.

C1. Matching to NV model

In order to ensure that the simulations of the abstract model can contribute to our understanding of actual physical implementations of quantum repeaters, we must verify that this abstract model captures the relevant physics to a reasonable extent. To do so, we will compare the results of simulations of a repeater chain in the abstract model with those of a repeater chain running a physically accurate model. For this purpose, any model of a physical system being studied as a possible platform for quantum repeaters would do. We will thus focus on one such system, namely NV centers, modeled as described in [43]. This is a very detailed model that accurately captures the physics of NV centers, including for instance modeling the photon emission, capture and detection processes as well as differentiating between communication and memory qubits, with all the restrictions that entails. In contrast, the simplified model we consider abstracts away all of the subtleties of photon emission and detection into an overarching success probability and treats all qubits as equal. Another key difference is that in the NV model the parameters are not mutually independent e.g. there is a relation of inverse proportionality between the fidelity of the generated entangled states and the rate at which they are generated due to the fact that both of these parameters depend on the bright state population. On the other hand, in the abstract model we make the simplifying assumption that all parameters are independent from one another. We must however emphasize that this does not reflect a limitation of our method. Taking the constraints arising from interparameter dependence into account would be possible, but we chose not to consider any such constraints in this preliminary study.

More concretely, we will perform the validation of the abstract model by taking a set of parameters describing an NV center in the model, converting it to the five parameter set that defines our model, running both simulations, and checking how the end-to-end fidelity and entanglement generation rate compare.

We start by proposing a mapping from the NV model in [43] to the five-parameter abstract model we introduced in section 2.3. We assume that elementary link states generated in the abstract repeater chain are of the form:

\[
|\psi\rangle \langle \psi| = F_{EL} |\psi\rangle \langle \psi| + (1 - F_{EL}) |\uparrow\uparrow\rangle \langle \uparrow\uparrow|,
\] (C1)

where \(|\psi\rangle \langle \psi|\) is the ideal Bell state, \(F_{EL}\) is the elementary link fidelity and \(|\uparrow\uparrow\rangle \langle \uparrow\uparrow|\) is given by:

\[
|\uparrow\uparrow\rangle \langle \uparrow\uparrow| = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]

The overlap between \(|\psi\rangle\) and \(|\uparrow\uparrow\rangle\) is 0, so \(F_{EL}\) is in fact the elementary link fidelity, the sole parameter defining elementary link states. To map states from one model to another we compute the fidelity of the NV state described in the appendix of [43] and use the result to define the abstract model state as in
The probability of successfully generating these elementary links is obtained in an identical manner. We take into account any errors that might occur in an entanglement swap, which include gate errors, measurement errors and initialization errors by modeling them all as depolarizing channels, with parameters $\{p_i\}$ and multiplying them to obtain a single parameter, $s_q$, as shown in equation (C2).

$$s_q = \prod_i (1 - p_i)$$

(C2)

$1 - s_q$ is then used to parameterize a depolarizing channel that is applied after an ideal Bell state measurement. The action of this channel $\Phi$ on a given state $\rho$ as a function of $s_q$ is given by

$$\Phi(\rho, s_q) = \left( 1 + \frac{3s_q}{4} \right) \rho + \frac{1 - s_q}{4} (X\rho X + Y\rho Y + Z\rho Z).$$

(C3)

This implies that $s_q$ is a measure of the quality of an entanglement swap, and it is thus named swap quality.

The two remaining parameters in the abstract model are $T_1$ and $T_2$. An NV center’s qubits can be either electrons, used as communication qubits, or carbons, used as memory qubits, each of them having different coherence times. This subtlety is lost when going to the abstract model, in which all qubits are created equal. We expect that decoherence will be more relevant in the memory qubits than in the communication qubits, so we ignore it for the latter. Besides this, one of the major sources of noise in NV centers is induced dephasing, the dephasing applied to the memory qubits whenever the communication qubit attempts to generate entanglement [44]. This noise source can also be accurately modeled by a $T_1$, $T_2$ noise model. In such a model, one applies dephasing noise with probability given by

$$p = \frac{1 - e^{-t/T_2}}{2},$$

(C4)

with $t$ being the relevant time period. This is formalized by means of a dephasing channel $\Phi_d$ whose action on a given state $\rho$ is given by

$$\Phi_d(\rho, p) = (1 - p)\rho + p Z\rho Z.$$

(C5)

On the other hand, the noise introduced in an NV center’s carbon atoms over $n$ entanglement generation attempts can be modeled by a dephasing noise process of probability

$$p_n = \frac{1 + (2(1 - p_1) - 1)^n}{2},$$

(C6)

with $p_1$ being the probability of a single attempt inducing dephasing noise, which can be experimentally determined [44]. If we assume that a node is always trying to generate entanglement through its electron, we can write $n$ as a function of time:

$$n = \frac{t}{T_{cycle}},$$

(C7)

with $T_{cycle}$ being the time it takes the NV to go through one entanglement generation attempt.

Matching the probability in equation (C4) to the one in equation (C6) and solving for $T_2$, we find:

$$T_2 = \frac{1}{1/2T_1 - \log(1 - 2p_1)/T_{cycle}}.$$

(C8)

This allows us to account for the effect of induced dephasing in our simulations by modeling it as a $T_2$ noise process. We note that, in order to more closely capture induced dephasing, this noise should only be simulated when nodes are attempting entanglement generation.

In summary, we have two important sources of noise that can be modeled by $T_1$, $T_2$ processes: induced dephasing and memory decoherence. Since we want to restrict our model to 5 parameters, we must restrict ourselves to account for one of the two. In order to make an informed decision regarding which noise source to model, we run repeater chain simulations using the abstract model and the NV model introduced in [43]. For simplicity, we ignore distillation and consider an SWAP-ASAP protocol where the nodes can only attempt entanglement generation, wait or perform an entanglement swap. In order to obtain a better agreement between the entanglement generation rates of both models, we impose that nodes in the abstract model simulation can only generate entanglement with one neighbor at a time, as is the case for NV centers.
C2. Comparison of NV and abstract models

We will look into how the internode distance affects the metrics we are interested in, namely end-to-end fidelity and entanglement generation rate, in the two models. To do so, we will focus on chains of equally spaced nodes, for which varying the internode distance is equivalent to varying the total length of the repeater chain.

In figure 13, we plot the end-to-end fidelity of the states generated by a chain of five equally spaced nodes as the chain’s length is varied in the NV model (triangles) and in both abstract model mappings: memory decoherence (blue, circles) and induced dephasing (red, inverted triangles). The curves overlap for short chains, but as the internode distance grows the fidelity of the NV chain falls faster. The results of the two mappings are virtually identical. The error bars are smaller than the markers.

In figure 14, we plot the end-to-end entanglement generation rate in a chain of five equally spaced nodes as the chain’s length is varied in the NV model (triangles) and in the abstract model (circles). At short lengths, the rates achieved are higher in the abstract model by a factor of almost 2. As the distance increases, the two curves overlap.

Figure 13. Variation of the end-to-end fidelity of states generated by a chain of five equally spaced nodes as the chain’s length is varied in the NV model (green, triangles) and in both abstract model mappings: memory decoherence (blue, circles) and induced dephasing (red, inverted triangles). The curves overlap for short chains, but as the internode distance grows the fidelity of the NV chain falls faster. The results of the two mappings are virtually identical. The error bars are smaller than the markers.

Figure 14. Variation of the end-to-end entanglement generation rate in a chain of five equally spaced nodes as the chain’s length is varied in the NV model (triangles) and in the abstract model (circles). At short lengths, the rates achieved are higher in the abstract model by a factor of almost 2. As the distance increases, the two curves overlap.
with the NV model. In this work we will focus on scenarios where the obtained fidelities are high, above 0.7, so that the agreement is good. We will consider the induced dephasing mapping.

We turn our attentions now to the other metric of interest, the end-to-end entanglement generation rate. In figure 14, we plot the end-to-end rate against the total chain length for the same setup in both models. The behavior of the two curves is similar, although the rates in the abstract model are significantly higher. We believe that this is due to the fact that, since NV centers have only one communication qubit, they must swap established entanglement from it to a memory qubit as soon as it is generated. This does not happen in the abstract model, and thus there is no time spent on swapping the entangled states around qubits, allowing for a higher entanglement generation rate. The difference between the two curves becomes smaller as the distance increases, which could be explained by the fact that at long distances, the majority of the time is spent on generating elementary links, as success probabilities become low. The duration of local node operations become negligible in comparison, and the time taken by internal swaps is not as important in this regime.

In order to verify this, we reran the NV simulation with the internal swap being performed instantly. The results are shown in figure 15. The curves overlap over all distances the simulation covered, corroborating our hypothesis.

We conclude that the entanglement generation rates attained by the two models are similar across the board, with the biggest difference, which happens at short internode distances, being a factor of roughly 1.8. At longer distances, the rates are the same up to statistical fluctuations.

**Appendix D. Werner chains**

In this appendix we give details about our approach for validating our GA-based optimization approach by applying it to a repeater chain generating Werner states.

The crux of this validation procedure is that we are able to find the optimum value of the cost function by a method other than the GA-based one we proposed. In order to do so, we require closed-form expressions for end-to-end fidelity and entanglement generation rate as functions of the input parameters, elementary link fidelity, success probability and swap quality.

Consider first, for simplicity, a three-node chain. The nodes establish elementary links whose states are of the form

\[ \rho(x) = x \left| \psi^+ \right\rangle \left\langle \psi^+ \right| + \left( 1 - x \right) \mathbb{I} / 4, \]

where \( \left| \psi^+ \right\rangle = 1/\sqrt{2} \left( \left| 01 \right\rangle + \left| 10 \right\rangle \right) \) is the ideal Bell state and \( \mathbb{I} \) is the identity. \( x \) is the Werner parameter and is related to the fidelity \( f \) of the Werner state with the ideal Bell state by \( f = (1 + 3x)/4 \). Performing an ideal BSM on two of these states, both of parameter \( x \), results in a Werner state of parameter \( x^2 \), i.e. the post-BSM...
state $\rho_{\text{BSM}}$ is given by

$$
\rho_{\text{BSM}} = x^2 \left| \psi^+ \right\rangle \left\langle \psi^+ \right| + (1 - x^2) \frac{I}{4}.
$$

To simulate a noisy BSM, we then apply noise via two single-qubit depolarizing channels, one on each of
the two qubits involved in the BSM. Both of these channels are parametrized by the swap quality $s_q$, as
defined in equation (C3). The resulting Werner state has fidelity $F$ with the ideal Bell state:

$$
F(f, s_q) = 1 + s_q \left( \frac{1}{2} + \frac{s_q}{4} \right) \left( \frac{4f - 1}{3} \right)^2.
$$

Iterating this process, one arrives at the following expression for the end-to-end fidelity

$$
F(N, f, s_q) = 1 + s_q^N \left( \frac{1}{2} + \frac{s_q^N}{4} \right) \left( \frac{4f - 1}{3} \right)^{N+1},
$$

where $N$ is the number of repeater nodes in the chain. As a sanity check, we ran simulations of a 10-node
chain for a fixed $f$ while varying $s_q$ and compared the obtained end-to-end fidelity with the values obtained
with equation (D4). These results are shown in figure 16.

An attentive reader might notice that equation (D4) slightly differs from the well-known result first
derived in [45] in how it accounts for the effect of imperfect operations in the end-to-end fidelity. This is
due to the fact that we have here parametrized the depolarizing noise in a slightly different manner, through
two single-qubit channels.

We shift now our focus to the computation of the end-to-end entanglement generation rate across a
three-node repeater chain. We note that this quantity is simply the inverse of the waiting time, which we
denote by $T$. Let us start with the generation of elementary links. Since we model elementary link
generation attempts as processes succeeding with a fixed probability $p_{\text{suc}}$, $T_0$ is a discrete random variable
following a geometric distribution. Its expected value is then given by:

$$
E(T_0) = \frac{1}{P_{\text{suc}}} T_{\text{cycle}},
$$

where $E$ denotes the expected value and $T_{\text{cycle}}$ is the cycle time, i.e. the time a single entanglement
generation attempt takes. We consider a sequential repeater chain, i.e. one in which nodes can only attempt
entanglement generation with one of their neighbors at a time. Therefore, the end-to-end waiting time is
given by:

$$
E(T) = 2E(T_0) + T_{\text{SWAP}},
$$

where $T_{\text{SWAP}}$ is the time an entanglement swap takes. This holds because the repeater node has to generate
elementary links with both its neighbors, and it can only start generating the second once it has finished.
The values considered for NV model parameters. See e.g. [10, 40, 43] for detailed explanations of parameters.

| Parameter | Value     |
|-----------|-----------|
| Visibility | 0.90      |
| \(\sigma\) Phase drift | 0.35 rad  |
| \(P_{\text{doubleexcitation}}\) | 0.06      |
| \(P_{\text{electron measure error}}\) | 0.025     |
| \(P_{\text{electron}1\text{qubit} error}\) | 0.999     |
| \(F_{\text{C}}\) | 0.97      |
| \(T_{1\text{carbon}}\) | 10 h      |
| \(p_{\text{det}}\) | 0.00013   |
| \(P_{\text{darkcount}}\) | \(2.5 \times 10^{-6}\) |
| \(N_{1/4}\) | 1400      |
| \(P_{\text{losslength}}\) | 0.5 dB km\(^{-1}\) |

Activating the first. Furthermore, after having generated these links, it must swap them. We then define the entanglement rate \(R\) as the inverse of the expected waiting time:

\[
R = \frac{1}{E(T)}.
\]

(D7)

With equations (D4) and (D7) in hand, we can compute the end-to-end fidelity and entanglement generation rate using only the input parameters \(f, s_q\) and \(p_{\text{suc}}\) and the simulation parameters \(T_{\text{cycle}}\) and \(T_{\text{SWAP}}\). This implies that we can also directly compute the cost function, as we have analytical expressions for every term appearing in the cost function defined equation (6). We then used the Basin-hopping algorithm [46] to find the global minimum of this cost function for a target fidelity \(f_{\text{min}} = 0.6\) and a target entanglement generation rate \(r_{\text{min}} = 1\) Hz over a chain of equally spaced nodes. We took as baseline values \(f_b = s_{q_b} = 0.5\) and \(p_{\text{suc}} = 10^{-10}\). The Basin-hopping algorithm is available in the SciPy library.

Appendix E. Computing baseline values in the abstract model

E1. Uniform spacing

In order to use a realistic and up to date set of baseline values, we considered the latest results achieved in Ronald Hanson’s Lab at QuTech, in Delft [47]. The values for \(T_1\) and \(T_2\) can be directly computed from experimental values. The same is true for \(s_q\), which can be derived from entanglement swap experiments. This does not hold for the elementary link-related parameters, namely the fidelity \(F_{\text{EL}}\) and success probability \(p_{\text{suc}}\). Their values are heavily distance-dependent, and to date entanglement generation experiments using NV centers have only been realized at distances on the single kilometer scale [6]. We therefore use instead the model proposed in [43] with the experimental values we obtained from the Hanson group as inputs to compute the baseline values for \(F_{\text{EL}}\) and \(p_{\text{suc}}\) for the elementary link lengths we consider. In table E1 we list the values used as inputs to the NV model to compute the baseline abstract parameter values. Explaining the physical meaning of each of these parameters would require a detailed exposition of the NV model, which is beyond the scope of this work. This can instead be found in [40, 43]. We note that although these parameter values have all been measured in actual laboratory experiments, they are not absolute truths. Different setups might achieve slightly different performances, and even in the same NV center not all nuclear spins are identical nor do they couple in exactly the same way to the electron spin. These nonetheless provide a valuable picture of the current state of the art.

The bright state population \(\alpha\) is also a required parameter in the model. We chose not to include it in table E1 as this parameter is not defined by the quality of the hardware but can instead be chosen. It represents the fraction of the NV electron spin that is in the bright state, i.e. the state that emits photons. It therefore has a direct effect on the success probability of establishing elementary links, as a bigger \(\alpha\) results in a higher photon emission probability. On the other hand, increasing \(\alpha\) also increases the fraction of terms orthogonal to the Bell basis in the entangled state, decreasing the elementary link fidelity. There is thus a trade-off between elementary link fidelity and success probability when varying an NV center’s bright state population [43]. However, in our simplified abstract model we ignore any correlations between parameters, so such a trade-off is not present. We therefore chose to ignore the existence of the trade-off in NV centers when computing the baseline value. Our process for computing these values consisted of performing a parameter scan over \(\alpha\) with the NV model and choosing the highest achievable elementary link fidelity and success probability. In practice, this means that the baseline values considered for the
elementary link fidelity were obtained with very low values of $\alpha$ and, conversely, the baseline values of the elementary link success probability were obtained with the highest values of $\alpha$. We note that we restricted the parameter scan to the $[0, 0.5]$ interval, because for $\alpha > 0.5$ entanglement is impossible even for perfect parameters.

Taking all of this into account, we show in table E2 the baseline values we obtained for the abstract model parameters. The distances in the table correspond to the elementary link lengths we considered in the two uniform spacing use cases.

E2. Real network

The way we arrive at the baseline values used in this use case is identical to what was described in the previous section, with the exception of $F_{\text{EL}}$ and $p_{\text{suc}}$. We will now explain why these values must be computed in a different manner, as well as the process we employed to do so.

In order to arrive at realistic baseline values for the network we introduced in figure 7 we used real-life fiber data that was made available to us by SURF. Although we cannot share this data, we used both the physical length of the fibers connecting the locations indicated in the figure7 and their measured attenuation values. These two quantities then have an impact on the baseline values we consider for $F_{\text{EL}}$ and $p_{\text{suc}}$, resulting in three different sets of baseline values, one for each of the links in the network. This raises some questions about how the value of the cost function introduced in equation (5) should be computed, as this function takes as input only one set of baseline values and a respective set of improved values. There are multiple ways to address this. We will now explain the approach we took.

We start by computing four sets of baseline values: one for each of the links in the network plus one at negligible fiber length (NL). By this we mean that the length we use as an input to the model in [43] is such that the impact of losses in the fiber are negligible. The cost associated with a given set of parameters is computed with respect to the set of baseline values at NL. One can then think of this set of parameters as the improved parameters at NL. In order to obtain the sets of parameters that will be used in our simulation we start by obtaining the improvement factor, defined in equation (4), for each of the parameters. These improvement factors are then applied to the baseline values of each of the links according to equation (1). The resulting three sets of values, one for each of the links, are finally the ones fed into our simulation. We reiterate that this process only applies to $F_{\text{EL}}$ and $p_{\text{suc}}$. The baseline values of the remaining parameters, not being dependent on fiber length, are computed in the same way as described in the previous section. In table E3 we present the baseline values we arrived at through the aforementioned process.

**Appendix F. Search space reduction using previous runs**

We can use previous optimization runs to limit the search space of new runs and hence increase the probability of a good solution being found. As an example of how this can be done, suppose we have performed an optimization run over a repeater chain of 5 uniformly spaced nodes spanning some distance $L$. This resulted in a solution that achieves an end-to-end entanglement generation rate of $R = 1$ Hz with an elementary link success probability of $p_{\text{suc}}$, the subscript being here used to denote the number of nodes in

---

Table E2. Baseline values of the abstract model parameters for the different elementary link lengths considered.

| Distance | $T_1$ (h) | $T_2$ (ms) | $s_q$ | $F_{\text{EL}}$ | $p_{\text{suc}}$ |
|----------|-----------|------------|-------|-----------------|---------------|
| 73 km    |          |            |       | 0.95            | $1.3 \times 10^{-4}$ |
| 89 km    |          |            |       | 0.94            | $7.0 \times 10^{-5}$ |
| 100 km   |          |            |       | 0.90            | $1.5 \times 10^{-5}$ |
| 133 km   |          |            |       | 0.80            | $2.2 \times 10^{-6}$ |
| 200 km   |          |            |       | 0.52            | $9.6 \times 10^{-8}$ |

Table E3. Baseline values for the links (DH stands for Delft–The Hague, HL for The Hague–Leiden and LA for Leiden–Amsterdam) and at negligible fiber length (NL).

| Location | $p_{\text{suc}}$ | $F_{\text{EL}}$ |
|----------|-----------------|-----------------|
| DH       | 0.002588        | 0.9683          |
| HL       | 0.0009187       | 0.9643          |
| LA       | 0.0009082       | 0.9642          |
| NL       | 0.004600        | 0.9698          |
the chain. Say we now want to apply our optimization method to a chain of 7 uniformly spaced nodes spanning the same distance $L$. As more elementary links need to be established and more entanglement swaps need to be performed, we know with certainty that, in order to achieve the same $R$ a higher elementary link success probability will be needed, i.e. $p_{\text{succ}} > p_{\text{sup}}$. We can thus impose a lower bound of $p_{\text{sup}}$ on the search space, reducing it.

These considerations are easy to make for the case of the elementary link success probability. Since we hold the operation times constant and implement no cut-off, it is the only parameter influencing the end-to-end entanglement generation rate. The same is not true for the other metric of interest, the end-to-end fidelity. As a concrete example, assume that the best solution found for a repeater chain of 5 uniformly spaced nodes had an elementary link fidelity $F_{\text{EL}} = 0.96$ and a swap quality $s_q = 0.98$, resulting in an end-to-end fidelity of 0.75. One could be inclined to, in a future optimization run, upper bound the search space of $F_{\text{EL}}$ by 0.96 to help lead the algorithm to a solution with an end-to-end fidelity closer to the target value of 0.7. However, it might be that there is a solution with $F_{\text{EL}} > 0.96$ and $s_q < 0.98$ that results in a lower cost function value than any solution with $F_{\text{EL}} < 0.96$. Therefore, by imposing this upper bound we could be preventing the algorithm from ever finding the ideal solution.
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