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ABSTRACT
This paper focuses on studying the problem of fault tolerant control (FTC), including a detailed fault detection and diagnosis (FDD) module using observer banks which consists of output and unknown input observers applied to a continuous stirred tank reactor (CSTR). The main objective of this paper is to use a FDD module here proposed to estimate the fault in order to apply this result in a FTC system (FTCS), to prevent a lost of the control system performance. The benefits of the observer bank and fault adaptation here studied are illustrated by numerical simulations which assumes faults in manipulated and measuring elements of the CSTR.

1 Introduction
The performance of a closed-loop system can be altered by a failure in one of its components, and in some cases can lead to an instability of the control system, causing major damage to it. The goal of fault tolerant control (FTC) is to prevent deterioration of the system, by means of a controller with the ability to compensate faults, by correcting the control action.

An active fault tolerant control systems (AFTCS) have basically two subsystems: a module for fault detection and diagnosis (FDD) and another one for reconfigurable control (RC). The detection and isolation of faults is an important research area in process control due to the improvements that it can be reached in terms of safety and reliability of the plant. For this purpose, several model-based methods for generation of residue, mainly based on observers, are proposed for different authors [5, 15, 8, among others]. However, there are another model-based methods, such as parity equations or stable matrix factorization [6] that were explored by several authors [17, 16, among others].

Firstly, the paper focuses on studying the problem of fault detection and diagnosis using observer banks that they include output and unknown input observers [5, 4]. The main objective is the fault estimation by means of diagnostic module, and then a fault-tolerant control system is developed, to prevent a bad performance [13, 2, 18, among others].

This article focuses on the design issues of FDD module and FTC system applied to a CSTR where an exothermic chemical reaction take place, using a mathematical model presented by several authors as [21, 9, 1, among others] and whose parameters were adopted according to [11]. The simulations show how output and unknown input observers can quickly detect faults in sensors and actuators, estimate the magnitude of the occurred faults and thus quickly correct the control action, for preserving stability and performance of the control system.

This paper is organized as detailed bellow. Section 2 presents the basic theoretical concepts associated with the observer banks here proposed. Then, in section 3 the general scheme of an active FTC and the adopted strategy for recovering performance is presented. Subsequently, section 4 shows the improvement achieved by using proposed observer banks for fault detection and isolation, by numerical simulations. Finally, in section 5 the conclusions are presented.

2 Fault detection by means of observer banks
2.1 Problem statement
Consider a linear time invariant (LTI) system under the state space representation, with actuators and sensors additive faults as follows:
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where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times q} \) and \( C \in \mathbb{R}^{m \times n} \) are the matrices of state, control and output respectively, \( x \in \mathbb{R}^n \) is the true value of the state vector, \( u \in \mathbb{R}^q \) is the input vector, \( y \in \mathbb{R}^m \) represents the outputs of the system, \( F_u \) and \( F_y \) are inputs and outputs faults distribution matrices, \( f_u(t) \) and \( f_y(t) \) are the inputs and outputs additive faults, respectively.

Under a unified framework, the system \([1]\) can be expressed as,

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + F_u f_u(t) \\
y(t) &= Cx(t) + F_y f_y(t)
\end{align*}
\]  

where \( f(t) \in \mathbb{R}^q \) with \( v = m + q_i \) is a actuators and sensors faults representation such that,

\[
f(t) = \begin{bmatrix} f_u \\ f_y \end{bmatrix}
\]

\( L \in \mathbb{R}^{nxr} \) and \( M \in \mathbb{R}^{nxr} \) are actuators and sensors faults matrices, which may written as \( L = [B \ 0_{nxm}] \) and \( M = [0_{q_{xm}} \ I_{mxm}] \).

The goal is to estimate \( f_u \) and \( f_y \) as soon as possible such that, the monitored data are quickly corrected and at the same time the closed loop control system is able to correct the fault. Consequently, it is possible to prevent that the system is positioned outside the desired operating point or worse, become unstable.

**Output observers**

For fault detection and isolation (FDI) purposes, the estimation of all states is not required, it is sufficient to estimate of the output variables. For this reason, an output observer\([1]\) is appropriate for FDI\([8]\).

The dynamic of this observer (Fig. 1) is,

\[
\dot{z}(t) = Fz(t) + Ju(t) + Ky(t)
\]

where \( z \in \mathbb{R}^s \), \( s \) denote the observer order which may be the same, greater or lesser than the order of the system (n).

As it shown in Fig. 1, the observer output is the residue

\[
r(t) = Wz(t) - Vy(t)
\]

where the following conditions must be satisfied\([14]\),

\[
\begin{align*}
R(\lambda(F)) &< 0; \\
KC &= TA - FT \\
J &= TB \\
WT + VC &= 0
\end{align*}
\]

where \( R(\lambda(F)) \) denote the eigenvalue real parts of the \( F \) matrix.

According with\([14]\), if these design conditions are satisfied, the dynamic errors and residues are,

\[
\begin{align*}
\dot{e}(t) &= F(t) - TLf(t) + KMf(t) \\
r(t) &= We(t) - VMf(t)
\end{align*}
\]

with

\[
e(t) = \dot{x}(t) - Tx(t)
\]

where the residuals depend on faults.

In order to isolate faults, a set of structural or directional residues is designed using this approach. Thus, the design of a structural residue set for sensor faults is straightforward. For example, if the output vector \( y = (y_1,...,y_m) \) is rewritten as \( (y_1,...,y_{i-1},y_{i+1},...,y_m) \), the residue will be insensitive to the fault of the \( i \)-th sensor.

Contrary to the above, to isolate faults in the actuators through structural residues is not straightforward, but can be solved by means of unknown input observers (UIO).

### 2.2 Unknown input observers

This subsection is based on the work of Hou and Müller\([7]\) who proposed to design an observer whose dimension is \((n - q)\) for the purpose of detecting additive actuator faults. To do this, consider the LTI system\([1]\) where \( A, B, C, F_u \) are constant matrices with appropriated dimensions. Furthermore, assume that \( m \geq q \) and, without loss of generality, \( \text{rank}(F_u) = q \) and \( \text{rank}(C) = m \).

Under this assumption, it is possible to choose a nonsingular matrix \( T \) as

\[
T = [N\ F_u],
\]

with \( N \in \mathbb{R}^{nx(n-q)} \).

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}x(t) + Bu(t) + Lt f_u(t) \\
y(t) &= \tilde{C}x(t)
\end{align*}
\]

where,

\[
\begin{align*}
x &= T\bar{x} = T\begin{bmatrix} \bar{x}_1 \\ \bar{x}_2 \end{bmatrix} \\
\tilde{A} &= T^{-1}A = \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{bmatrix} \\
\tilde{B} &= T^{-1}B = \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_2 \end{bmatrix}
\end{align*}
\]

\[
\tilde{F}_u = T^{-1}F_u = \begin{bmatrix} 0 & I_{q} \end{bmatrix}, \quad \tilde{C} = CT = [CN \ CF_u]
\]

con \( \bar{x}_1 \in \mathbb{R}^{n-q} \) and \( \bar{x}_2 \in \mathbb{R}^q \).

Notice that, in Eq. \([11]\), \( \bar{x}_2 \) is directly affected by unknown fault \( f_u \), while \( \bar{x}_1 \) it is independent of \( f_u \).

Then, is possible to rewrite a system \([11]\) without the unknown input as

\[
\begin{align*}
\begin{bmatrix} I_{n-q} & 0 \end{bmatrix} \dot{\bar{x}} &= \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \end{bmatrix} \bar{x} + \tilde{B}_1 u \\
y &= CT = [CN \ CF_u] \bar{x}
\end{align*}
\]
Assuming that \( \hat{x}_2 \) can be obtained from \( y \), the Eq. (16) can be written as a conventional linear system. Indeed, if the matrix \( [CF_u] \) is of full column rank, there exist a non-singular matrix

\[
U = [CF_u Q]
\]

Being,

\[
U^{-1} = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix}
\]

with \( U_1 \in \mathbb{R}^{\times m} \) \( U_2 \in \mathbb{R}^{(m-q)\times q} \) and pre-multiplying both sides of Eq. (17) por \( U^{-1} \),

\[
\begin{align*}
U_1 y &= U_1 CN \hat{x}_1 + \hat{x}_2 x \\
U_2 y &= U_2 CN \hat{x}_1 
\end{align*}
\]

and replacing Eq. (20) in Eq. (16) and combining the last equation with Eq. (21) is arrived to

\[
\begin{align*}
\dot{\hat{x}}_1(t) &= \hat{A}_1 \hat{x}_1 + \hat{B}u(t) + \hat{E}_1 y \\
\dot{\hat{y}} &= \hat{C} \hat{x}_1
\end{align*}
\]

where

\[
\begin{align*}
\hat{A}_1 &= \hat{A}_{11} - \hat{A}_{12} U_1 CN \\
\hat{C}_1 &= U_2 CN \\
\hat{E}_1 &= \hat{A}_{12} U_1
\end{align*}
\]

Notice that, it is possible to verify that the \( \text{rank}(\hat{C}_1) = m - q \).

At this point the pair \( \hat{A}_1, \hat{C}_1 \) is observable, and following the design procedure of a Luenberger observer, it is possible to design a reduced order observer for the system free of unknown inputs given by Eq. (22) as

\[
\dot{\tilde{x}} = T \tilde{x} + T \begin{bmatrix} w \\ U_1 y - U_1 CN w \end{bmatrix}
\]

where \( \tilde{x} \rightarrow x \), when \( t \rightarrow \infty \). Then, the unknown input or disturbance \( d \) can be estimated as

\[
\tilde{f}_u = U_1 \dot{\hat{y}} + G_d w + G_4 y + G_5 u
\]

where

\[
\begin{align*}
G_3 &= U_1 CNK_c U_2 CN + U_1 CNA_{12} U_1 CN - U_1 CN \hat{A}_{11} - \hat{A}_{21} + \hat{A}_{22} U_1 CN \\
G_4 &= -U_1 CNK_c U_2 - U_1 CNA_{12} U_1 - \hat{A}_{22} U_1 \\
G_5 &= -U_1 CNB_1 - B_2
\end{align*}
\]

\subsection{Observer banks}

Figure 2 shows how to implement output and unknown input observer banks to estimate the residues according to the description in the previous two subsections.

\section{Fault-tolerant control}

The sensor and actuator faults do not impact in a system in the same way. Consequently, the solution for these two types of faults is different.

Figure 3 shows the FTC strategy based on [22] and [19] here implemented. Notice that, the detection, isolation and estimation consist in analyzing the results of each residue generator to decide if sensor or actuator is failing.

\subsection{Design of FTC system for sensor faults}

When a particular sensor fault takes place, a free faults estimation of this particular sensor from observer bank is used, and this signal is feedback. That is, the estimated output variable is considered as good
measurement and, the control loop is automatically reconfigured.

The estimation of j-th damaged sensor $\hat{y}_j$ is obtained from an observer which is designed to be insensitive to fault of this j-th sensor. Consequently, the output vector used to implement the control law is

$$y_c(t) = \begin{pmatrix} \hat{y}_1(t) \\ \vdots \\ \hat{y}_j(t) \\ \vdots \\ \hat{y}_m(t) \end{pmatrix}$$ (29)

where

$$\hat{y}_j(t) = (1 - I(f_j))y_j + I(f_j)\hat{y}_j(t)$$ (30)

with

$$I(f_j) = \begin{cases} 1 & \text{fault in } j\text{-th sensor} \\ 0 & \text{sensor without fault} \end{cases}$$ (31)

### 3.2 Design of FTC system for actuator faults

When a fault in an actuator is detected, the control action is compensated by adding to manipulated variable whose value is proportional to the fault in order to minimize the impact.

In this work, a compensation to the control law proposed by [12] is added. Thus, under fault representation presented in Eq. (2), it is propose to add $u^{acc}$ to the nominal control action.

Therefore, when in a particular instant ($t_{find}$) an actuator fault is detected, the control signal is corrected as follows:

$$u^{FTC}(t) = u(t) + u^{acc}$$ (32)

According to this new control law (Eq. (32)), the system described in state space given by Eq. (2) becomes,

$$\dot{x}(t) = Ax(t) + Bu(t) + Bu^{acc} + Lf^u(t)$$ (33)

where the additional control action must be quickly computed such that the system is recovered as soon as possible. Then, the following condition is requested:

$$Bu^{acc} + Lf^u(t) = 0$$ (35)

The fault estimation ($\hat{f}_u$) can be obtained by mean of Eq. (35), resulting

$$u^{acc}(t) = -B^+L\hat{f}^u(t)$$ (36)

where $B^+$ is the pseudo-inverse matrix of the matrix $B$. This compensation control law is represented in Fig. 3 within the module denoted accommodation and estimation module.

### 4 Detecting faults in a CSTR

In order to analyze the system performance with the proposed observer banks above, it is proposed to simulate faults in a CSTR control system. The behavior of the system under actuator and sensor faults was simulated according to the classic non-linear model ([21] [9] [11] among others) with the parameters suggested by [11].

#### 4.1 CSTR non-linear model

Consider a CSTR represented in Fig. 4 where an irreversible exothermic chemical reaction $A \rightarrow B$ occurs. This reaction takes place in a cylindrical stirred tank.
Figure 3: Scheme of a fault tolerant control system including detection and diagnostic module.

Figure 4: CSTR control schemes.
with a total capacity of \( V_{\text{max}} = 120 \) l and a transversal section \( A = 0.2 \) m\(^2\). The principal parameter values are summarized in Table 1.

The complete model (37) can be written according to a non-linear differential and algebraic equation set as follows:

\[
\begin{align*}
\frac{d V(t) C_A(t)}{dt} &= q(t) (C_A - C_A(t)) - k_0 C_A(t) e^{-\frac{T}{RT}} \\
\frac{d V(t) T(t)}{dt} &= q(t) (T_c - T(t)) - k_1 C_A(t) e^{-\frac{T}{RT}} \\
&\quad+ k_2 q_c(t) \left( 1 - e^{-\frac{k_3}{RT}} \right) (T_{ce} - T(t)) \\
\frac{d V(t)}{dt} &= q(t) - k_4 \sqrt{V(t)}
\end{align*}
\]

(37)

where it is defined the constants,

\[
k_1 := \frac{\Delta H k_0}{\rho c_p}, \quad k_2 := \frac{\rho_c c_p}{\rho c_p}, \quad k_3 := \frac{h A}{\rho c_p},
\]

(38)

and the outlet flow rate,

\[
q_s(t) = k_v \sqrt{V(t)}.
\]

(39)

Using Taylor series expansion around the operation point \( (C_A^*, T^*, V^*) \) and, neglecting terms of order two and higher, a matrix-vector equation under state space representation framework can be written. Thus, through this procedure is obtained

\[
A = \begin{pmatrix}
-\frac{q}{RT} - k_0 c_A e^{-\frac{T}{RT}} & A_{12} & -\frac{q}{RT} (C_A - C_A^*)
\end{pmatrix} \begin{pmatrix} A_{12} & A_{22} & A_{23} \end{pmatrix}
\]

(40)

where

\[
A_{12} = -k_0 c_A \frac{E}{RT^2} e^{-\frac{T}{RT}}
\]

\[
A_{22} = -\frac{q}{VT} + k_1 c_A \frac{E}{RT^2} e^{-\frac{T}{RT}} - k_2 \frac{q_c}{VT} \left( 1 - e^{-\frac{k_3}{VT}} \right)
\]

\[
A_{23} = -\frac{q_c}{VT} (T_c - T^*) - k_2 \frac{q_c}{VT} \left( 1 - e^{-\frac{k_3}{VT}} \right) (T_{ce} - T^*)
\]

By means of parameter values summarized in Table 1 and assuming the operation point suggested by [11],

\[
A = \begin{pmatrix}
-9.9979 & -0.046787 & -0.009 \\
1799.6 & 7.3245 & 1.7999
\end{pmatrix} \quad (41)
\]

\[
B = \begin{pmatrix}
0.009 & 0 \\
-0.8854 & -0.8775 \\
1 & 0
\end{pmatrix} \quad (42)
\]

Finally, according to Fig. 4, the control system has two PI controllers, where the control variables are the temperature \( T \) and volume \( V \), which will be controlled by the cooling flow \( q_c \) and process flow rate \( q \) respectively.

### 4.2 Design of the observer banks

For this example, two observer bank were developed. One of them consist in three output observer to diagnose faults in the sensors of the volume, temperature and concentration, and the other one include two UIO to diagnose faults in the process and coolant flow rates.

### 4.3 Output observer design

According to section 2.1 by means of Eqs. 6 the following vectors can be written:

\[
J_1 = (0.1517, 0.1414) \quad F_1 = (-300)
\]

\[
J_1 = (-49.5715, -0.2975) \quad F_2 = (-200)
\]

(42)

\[
J_3 = (8.4374, -0.0004) \quad F_3 = (-100)
\]

\[
J_3 = (-1.0005, -0.0041)
\]

(43)

where the numerical subscript indicates the corresponding OO.

To interpret and isolate faults in the OO bank the isolation patterns are used. For these particular example, is applied a pattern as shown in Table 2.

For example, according to Table 2 if a fault increases the monitored temperature, a decrement of residue related to the reactant concentration \( (r_{CA}) \) take place. Furthermore, an increment of temperature residue \( (r_T) \) and an invariant residue related to volume \( (r_V) \) are observed. As a result of these behaviors, a temperature sensor fault can be inferred.

### 4.4 Unknown input observer design

According to section 2.2 the following matrices can be written:

\[
L_1 = \begin{pmatrix} 0.009 \\ -0.8854 \\ 1 \end{pmatrix} \quad L_2 = \begin{pmatrix} 0 \\ -0.8775 \\ 0 \end{pmatrix}
\]

\[
N_1 = N_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 1 \end{pmatrix}
\]

\[
K_{e1} = \begin{pmatrix} 0.0409 \\ 9.7011 \end{pmatrix} \quad K_{e2} = \begin{pmatrix} 0.0385 \\ 8.7476 \end{pmatrix}
\]

(44)

where \( L_1 \) and \( L_2 \) are the actuator fault vectors, \( N_1 \) and \( N_2 \) are proposals to satisfy Eq. 10, and \( K_{e1} \) and \( K_{e2} \) come from solving the equation of the observer 25.

### 4.5 Numerical simulation

The performance of FDI procedure here proposed by means of observer banks applied to additive faults are studied by means of numerical simulations.
4.6 Temperature sensor fault

Firstly, set-point changes around the reactor operating point are proposed in order to show that the PI controllers allow tracking changes. In particular, the proposed changes are: the volume \( V = 110 \) L at \( t = 5 \) min and the temperature \( T = 435 \) °K at \( t = 15 \) min.

Figure 8 shows the reactor dynamic response when a 5% degradation in the temperature sensor at \( t = 30 \) min takes place. According with Fig. 6, without fault tolerant control, the control loop reduces the coolant flow \( q_c \) to adjust the temperature of the reactor to the desired value according to an measured incorrect value, assuming that the reactor needs to accumulate more heat. Consequently, the actual temperature of the reactor is much higher at the end of the transient due to this unnecessary adjustment by the controller. However, this behavior does not take place if the FTC is implemented. Notice that, the same figure shows that when the sensor fault adaptation module (Fig. 3) is activated, the right signal is taken, therefore FTC system correction is involved and the reactor temperature value is maintained in \( T = 435 \) °K when steady state is reached.

Figure 7 shows how the residues \( r_T, r_{c_A} \) and \( r_V \) indicate the presence of a fault in temperature sensor according to Table 2.

4.7 Volumen sensor fault

In this simulation is shown a change in the volume set-point at \( t = 5 \) min from \( V = 100 \) L to \( V = 110 \) L, and then a 5% degradation in the volume sensor at \( t = 35 \) min.

Figure 9 shows the dynamic response without fault-tolerant control. The feedback signal from the volume sensor fails abruptly into −5%, monitoring a wrong value \( (V = 104.5 \) L). As a result of this fault, the control loop corrects the measurement error in order to maintain the level at 110 L. Thus, according to the fault assumed the monitored volume by the sensor suggests to the controller that is correcting properly.

Furthermore, in this figure can also be seen how the FTC reacts an instant later in which it follows that a fault has occurred, the sensor fault adaptation module switches the signal from the observer bank according to Fig. 3. Then, the controlled variable retrieves the set-point value while the measured signal from the sensor continues to the wrong value.

Notice that according to the introduced changes in temperature set-point in \( t = 15 \) min does not influence the dynamics of the reactor volume, this being consistent with the physics of the problem.

Figure 8 shows how the reactor temperature evolves for both volume set-point change and with volume sensor fault. Notice that when a volume set-point change is introduced, a change in the reactor temperature is observed, forcing the temperature control loop to correct it \( (t = 5 \) min). Then, in the instant \( t = 35 \) min, the temperature corrections are made by the control loop. Figure 6 shows this corrections with and without FTC.

Figure 7 shows the dynamic response of temperature and the manipulated coolant flow for the problem with and without FTC, for the time interval between \( t = 30 \) min and \( t = 50 \) min. Based on the dynamic response without FTC it is possible to conclude

---

### Table 1: Nominal CSTR parameter values

| Parameter | Description | Value |
|-----------|-------------|-------|
| \( C_A \) | Measured product concentration | 0.1 mol l\(^{-1}\) |
| \( T \) | Reactor Temperature | 438.54 K |
| \( q_c \) | Coolant flow rate | 103.14 L min\(^{-1}\) |
| \( q \) | Process flow rate | 100 L min\(^{-1}\) |
| \( C_{A0} \) | Feed concentration | 1 mol l\(^{-1}\) |
| \( T_0 \) | Feed temperature | 350 K |
| \( T_{in} \) | Inlet coolant temperature | 350 K |
| \( V \) | CSTR volume | 100 L |
| \( hA \) | Heat transfer term | \( 7 \times 10^5 \) cal min\(^{-1}\) K\(^{-1}\) |
| \( k_a \) | Reaction rate constant | \( 7.2 \times 10^{10} \) min\(^{-1}\) |
| \( E/R \) | Activation energy term | \( 1 \times 10^4 \) K |
| \( \Delta H \) | Heat of reaction | \( -2 \times 10^3 \) cal mol\(^{-1}\) |
| \( \rho_0 \) | Liquid densities | \( 1 \times 10^3 \) g l\(^{-1}\) |
| \( c_p \) | Specific heats | \( 1 \) cal g\(^{-1}\) K\(^{-1}\) |
| \( k_v \) | Valve constant | \( 10 \) L\(^{1/2}\) min\(^{-1}\) |

### Table 2: Signs of residues for different types of additive faults in the CSTR.

| \( f_{c_A} \) | \( r_T \) | \( r_V \) |
|----------|------------|------------|
| ± \( +c_A \) | ± 0 | ± 0 |
| ± \( +T \) | ± 0 | ± 0 |
| ± \( +V \) | 0 0 | ± 0 |
Figure 5: Actual CSTR temperature without FTC, measured temperature in the CSTR, set-point and temperature with FTC. Notice that the following changes was implemented: (1) a set-point change in the reactor volume at \( t = 5 \) min, (2) a set-point change in the CSTR temperature at \( t = 15 \) min and, (3) a 5% degradation in the temperature measuring element at \( t = 30 \) min.

Figure 6: (a) Dynamic response of reactant concentration \((c_A)\) when a degradation of temperature sensor take place with and without FTC. (b) Dynamic response of manipulated variable \((q_c)\) with and without FTC.
Figure 7: Residues of $r_T$, $r_V$ and $r_cA$ to a fault in the temperature sensor.

Figure 8: Actual and measured temperature and CSTR set-point. Notice that the following changes: (1) a set-point change in the volume at $t = 5$ min, (2) a set-point change in the CSTR temperature at $t = 15$ min and, (3) a 5% degradation in the volume measuring element at $t = 35$ min.
that due to the actual volume of the reactor is not in the set-point value, it is necessary to increase the coolant flow to extract the heat required to bring the temperature back to the set-point.

5 Conclusions

In this paper, the design of an active fault tolerant control was presented, showing an adaptation to a fault in both an actuator and a sensor. To achieve this, two schemes that allow to compute residues through analytical redundancy was presented. The main proposal of this work is the use of observer banks to diagnostic sensor and actuator faults. In this context, output observers were used to detect sensor fault while an unknown input observer was used to identify manipulated variable fault.

This fault diagnosis strategy is applied to a CSTR, showing that the methodologies presented lead to satisfactory results. Furthermore, it is emphasized that the chosen example has specially interest in the chemical industry and, although there is many examples in the literature with non-linear systems using this methodology [13-8, among others], but there is few references in FDI applied to CSTR [20,3].

Finally, this work allows to understand even better the behavior of the CSTR when different faults taken placed.
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