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Abstract. Thermal error of CNC machine tools is one of the main factors affecting the machining accuracy. The data-driven method for thermal error modeling is an effective and efficient, but they have some flaws, such as poor accuracy, bad robustness, and etc. because of having no quite enough data set and imbalanced data set. In this paper, a new method based on transfer learning for thermal error modeling is presented for solving the issue of imbalanced data set. The dataset of monitoring the temperature field of the machine tools includes monitoring data of three kinds of operating conditions, namely stopping, idling, and machining. When the fewer idling data is used to train a model, the larger stopping data are introduced as train aids. Transfer learning is adopted to fully learn the common characteristics of the two different working conditions, which can effectively solve the problem of imbalanced dataset. The experimental results prove that our method have better performance than other methods trained only with limited idling data.

1. Introduction

The continuous development of manufacturing industry has put forward higher requirements for the accuracy of CNC machine tools.[1]. Thermal error is the most important factor affecting the accuracy of the machine tool, accounting for 60% of the total error [2].

Compared with the method of reducing thermal error from the design stage [3], the thermal error compensation method is more cost-effective. Accurate thermal error prediction model determines the effectiveness of thermal error compensation. Data-driven thermal error modeling aims to build a model that takes temperature data as input and thermal error as output. Machine learning and deep learning have been widely applied to data-driven thermal error modeling. Early data-driven thermal error modeling mainly used the least squares method [4] and regression analysis [5]. Multiple linear regression model and artificial neural network model [6] are the commonly used models. On this basis, some researchers use genetic algorithm to optimize the model to improve prediction accuracy and robustness [7-9]. However, the data-driven thermal error model do not perform well due to having no quite enough dataset and imbalanced dataset. The dataset of monitoring the temperature field of the machine tools includes monitoring data of three kinds of operating conditions, namely stopping, idling, and machining. Limited by the number of experiments and measurement methods, it is difficult to obtain abundant training data in the idling and stopping state while it is relatively easy to acquire adequate data in the stopping state. The amount of data we obtained under the three operating conditions is quite different.

With transfer learning, knowledge acquired from source domain might be retained and reused in a new target domain [10, 11]. Deep transfer learning (DTL) is a combination of transfer learning and deep
learning. The DTL strategy has been applied in image classification, fault diagnosis, medical image recognition and other areas [12, 13].

In order to address the problem of imbalanced dataset, a new DTL method for thermal error modeling is presented, which can solve the issue of imbalanced dataset and performs well on test data. Transfer learning is used to learn the common characteristics of the data in stopping condition and idling condition while training, which improves the performance of the model and effectively address the issue of imbalanced dataset. In the rest of this paper, the experiment and data source are introduced in Section 2. The thermal error modelling method using transfer learning is presented in Section 3. The thermal error experiments are conducted in Section 4. And the conclusions are draw in Section 5.

2. Experimental setup
The proposed DTL method is verified on a ZK5540A CNC machine tool. The structure of the ZK5540A CNC machine tool is shown in figure 1.

![Figure 1. The structure of ZK5540A CNC machine tool.](image)

Fiber Bragg Grating (FBG) temperature sensors are applied to monitor the temperature field of ZK5540A. There are 124 temperature sensors placed on various locations of ZK5540A and 4 temperature sensors placed around the ZK5540A. Table 1 shows the arrangement of the temperature sensors at each position.

| Points   | Positions | Number of Points |
|----------|-----------|------------------|
| T1-T52   | Spindle   | 52               |
| T53-T60  | Beam      | 8                |
| T61-T92  | Column    | 32               |
| T93-T124 | Guide rail| 32               |
| T125-T128| Environment| 4               |

The cutting tool of ZK5540A is replaced with a test rod and laser displacement sensors (DIS sensors) are placed to measure the displacement in different directions. It is hard to monitor the thermal error data under the machining condition, therefore, we only monitor the thermal error data under stopping and idling condition.

There are two experimental conditions in our experiments: measurement in downtime and measurement during spindle rotation at different constant speeds. Continuous measurement for 24 hours in the state of downtime and 500, 1000, 1500, 2000 r/min separately for a continuous 5h in the state of spindle rotation at constant speeds. Collect data every 5s, which means 17280 samples are collected in stopping state and 3600 samples are collected in every rotation experiment. This indirectly simulates the imbalance of data under different working conditions. Samples in rotation experiment are used for model validation. Both temperature and thermal errors change slowly, therefore in model validation, the collected data can be down sample to 360 samples. Research shows that the thermal error during machine tool operation is mainly the Z axial thermal error [14]. Therefore, the thermal error of Z axial is the main research object of thermal error modelling.
3. Deep transfer learning method for thermal error modeling

As shown in figure 2, the DTL method is composed of thermal error prediction module and domain adaptation module, which is modified from [13]. The two modules share the output of feature extractor. The convolution layer in feature extractor can automatically learn the data features. Based on the extracted features, it performs regression fitting on the thermal error. The domain adaptation module connects the features extracted by the convolutional layer to learn the domain-invariant features.

![Figure 2. Structure illustration of DTL method.](image)

3.1. Thermal error prediction

As shown in figure 3, thermal error prediction module can be viewed as a simple CNN model, which includes input layer, feature extractor, fully connected layer, and output layer. And figure 2 shows the details of feature extractor.

![Figure 3. The structure of thermal error prediction.](image)

The input is target domain data. After the convolution and pooling operations, the input temperature measurement point information is mapped to the features output by the pool1 layer. The output of feature extractor is flattened by FC1, and the output of FC2 is the predicted thermal error. Define mean square error as prediction loss function:

$$L_p = \frac{1}{N} \sum_{n=1}^{N} (y_n - \hat{y}_n)^2$$

(1)

$N$ is number of the training samples, $y_n$ is the ground truth of thermal error, $\hat{y}_n$ denotes the predicted value of the corresponding thermal error.

3.2. Domain adaptation
Domain adaptation module is to learn the domain-invariant features, it has two core sub-modules, domain adversarial module and MMD metric module. Figure 4 shows the structure of domain adaptation.

**Figure 4.** The structure of domain adaptation.

The domain adversarial sub-module can be viewed as a classifier. The output of feature extractor is reversed by gradient and then fed into the full connection layer. The output layer $D_O$ can be regarded as a logistic regression classifier.

The goal of general classifiers is to separate different categories as much as possible. Different from general classifiers, the goal of domain adversarial sub-module is not to separate the two categories as much as possible in the training process in order to learn common features of two domains. Domain classification loss can be defined as [13]:

$$L_D = \frac{1}{N} \sum_{i=1}^{N} \left( y_i \log d(x_i) + (1 - y_i) \log \left(1 - d(x_i)\right) \right)$$  \hspace{1cm} (2)

$y_i$ is the true domain label of $i$th sample, and $d(x_i)$ is the predicted domain label for $i$th sample. Domain label is to distinguish between the source domain and the target domain.

The discrepancy of two domains is estimated by MMD metric, which is based on the corresponding RKHS distance [15]. The formula of MMD is as follows:

$$D = MMD(X_s, X_t) = \left\| \frac{1}{N_s} \sum_{i=1}^{N_s} \varphi(x_i^s) - \frac{1}{N_t} \sum_{j=1}^{N_t} \varphi(x_j^t) \right\|_H$$  \hspace{1cm} (3)

$N_s$ and $N_t$ are the sample number of source domain and target domain, and $\varphi(\cdot)$ represents the function of feature extractor and full connection layer.

The cost function of the proposed method is presented as follows:

$$L = L_p - \lambda L_D + \mu D$$  \hspace{1cm} (4)

During the training process, $\lambda$ change from 1 to 0, $\mu$ change from $10^{-3}$ to $10^{-5}$. And the adaptive moment estimation (Adam) algorithm is used to minimize the cost function.

4. Results and discussion

Mean square error and prediction accuracy can be used as a measure of the performance of the model. The residual value is the error between the ground truth value and the fitting value, which can be used to examine the rationality of the model assumptions and the reliability of the data.

In our experiment, we define the data measured in the stopping condition as the source domain data, and the target domain data is obtained by the spindle rotating at a constant speed.

In order to verify the proposed methods, we have also implemented three methods that do not adopt transfer learning strategies to compare with our method. The four model are tested on the data of the machine tool under 500r/min and 2000r/min. Table 2 shows the results of different speeds in four models, figure 5 and figure 6 show the comparison of different speeds in four models.
Table 2. The result of different speeds in four models

| Model | Speed    | $|e_i|_{max}/\mu m$ | MSE          | Prediction accuracy |
|-------|----------|--------------------|--------------|--------------------|
| MRA   | 500r/min | 19                 | $7.6 \times 10^{-5}$ | 86.29%             |
| MRA   | 2000r/min| 18                 | $8.7 \times 10^{-5}$ | 87.69%             |
| BP    | 500r/min | 16                 | $7.1 \times 10^{-6}$ | 91.37%             |
| BP    | 2000r/min| 16                 | $6.4 \times 10^{-6}$ | 92.07%             |
| CNN   | 500r/min | 12                 | $5.7 \times 10^{-6}$ | 94.02%             |
| CNN   | 2000r/min| 12                 | $6.0 \times 10^{-6}$ | 95.13%             |
| DTL   | 500r/min | 11                 | $6.1 \times 10^{-6}$ | 94.87%             |
| DTL   | 2000r/min| 10                 | $5.8 \times 10^{-6}$ | 95.91%             |

Figure 5. Comparison of different models in 500r/min.
Figure 6. Comparison of different models in 2000r/min.

Table 2 shows that the extremum of residual errors of DTL model is 10μm, while the extremum of residual errors of other models is about 18μm. The prediction accuracy of the DTL model is maintained at about 95% and the MSE value of DTL model is maintained about $5.8 \times 10^{-6}$, the performance of which is slightly better than the CNN model, much better than MRA and BP model. Figures 5 and 6 show the ground truth value curve and the prediction curves of each model at different speed, it can be seen that the prediction curves of MRA and BP are far from the ground truth values, while the prediction curves of CNN and DTL models are basically consistent with the experimental measurements.

5. Conclusion

In order to address the problem of imbalanced dataset, we have adopted transfer learning strategy that introduces a large number of relevant data when modelling, which can effectively improve the prediction accuracy and robustness of the model. Abundant predictability tests are conducted under idling state, and the performance of the DTL model is better than the other models without transfer learning strategy in terms of accuracy and robustness. Verifications are only carried out when spindle rotation at constant speed. For spindle rotation with different speed spectra and the actual cutting state, it still needs further research.

Acknowledgments

The Fundamental Research Funds for the Central Universities and (WUT:2018III069GX), (WUT:2019II071GX), as well as the contributions from all collaborators with in above-mentioned projects.

References

[1] Bryan J 1990 International status of thermal error research (1990) CIRP annals 39 645-56
[2] Ramesh R, Mannan M and Poo A 2000 Error compensation in machine tools—a review: part I: geometric, cutting-force induced and fixture-dependent errors International Journal of Machine Tools and Manufacture 40 1235-56

[3] Mayr J, Jedrzejewski J, Uhlmann E, Donmez M A, Knapp W, Härtig F, Wendt K, Moriwaki T, Shore P and Schmitt R 2012 Thermal issues in machine tools CIRP annals 61 771-91

[4] Yang J 2003 RESEARCH ON ON-LINE MODELING METHOD OF THERMAL ERROE COMPENSATION MODEL FOR CNC MACHINES Journal of Mechanical Engineering 39 81

[5] Chen J-S 1996 A study of thermally induced machine tool errors in real cutting conditions International Journal of Machine Tools and Manufacture 36 1401-11

[6] El Ouafi A, Guillot M and Barka N 2013 An integrated modeling approach for ANN-based real-time thermal error compensation on a CNC turning center. In: Advanced Materials Research: Trans Tech Publ) pp 907-15

[7] Hao W, Hongtao Z, Qianjian G, Xiushan W and Jianguo Y 2008 Thermal error optimization modeling and real-time compensation on a CNC turning center Journal of materials processing technology 207 172-9

[8] Huang Y, Zhang J, Li X and Tian L 2014 Thermal error modeling by integrating GA and BP algorithms for the high-speed spindle The International Journal of Advanced Manufacturing Technology 71 1669-75

[9] Yu-Fenga S U, Yuan W X, Liu D P, Liu W F and Duan Z Y 2013 A Thermal Errors Compensation Model for High-speed Motorized Spindle Based on BP Neural Network Modular Machine Tool & Automatic Manufacturing Technique

[10] Lu J, Behbood V, Hao P, Zuo H, Xue S and Zhang G 2015 Transfer learning using computational intelligence: a survey Knowledge-Based Systems 80 14-23

[11] Weiss K, Khoshgoftaar T M and Wang D 2016 A survey of transfer learning Journal of Big data 3 9

[12] Talo M, Baloglu U B, Yildirim Ö and Acharya U R 2019 Application of deep transfer learning for automated brain abnormality classification using MR images Cognitive Systems Research 54 176-88

[13] Guo L, Lei Y, Xing S, Yan T and Li N 2018 Deep convolutional transfer learning network: A new method for intelligent fault diagnosis of machines with unlabeled data IEEE Transactions on Industrial Electronics 66 7316-25

[14] Hu J, Zhou Z, Liu Q, Lou P and Li R 2019 Key point selection in large-scale FBG temperature sensors for thermal error modeling of heavy-duty CNC machine tools Frontiers of Mechanical Engineering

[15] Gretton A, Borgwardt K, Rasch M, Schölkopf B and Smola A J 2007 A kernel method for the two-sample-problem. In: Advances in neural information processing systems, pp 513-20