Multiband superconductors with degenerate excitation gaps
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Abstract
There is a tacit assumption that multiband superconductors are essentially the same as multigap superconductors. More precisely, it is usually assumed that the number of excitation gaps in the single-particle energy spectrum of a uniform superconductor (i.e. number of peaks in the density of states of the superconducting electrons) determines the number of contributing bands in the corresponding superconducting model. Here we demonstrate that contrary to this widely accepted viewpoint, the superconducting magnetic properties are sensitive to the number of contributing bands even when the spectral gaps are degenerate and cannot be distinguished. In particular, we find that the crossover between superconductivity types I and II—the intertype regime—is strongly affected by the difference between characteristic lengths of multiple contributing condensates. The reason for this is that condensates with diverse characteristic lengths, when coexisting in one system, interfere constructively or destructively, which results in multi-condensate magnetic phenomena regardless of the presence/absence of the multigap spectrum of a superconducting multiband material.
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1. Introduction
The concept of the multiband superconductivity was introduced in 1959 [1, 2] as a possible explanation of a multigap fine structure observed in frequency dependent conductivity of superconducting Pb and Hg, extracted from the infrared absorption spectrum [3]. Despite the long history of the concept and several other experimental results about the multigap character of some superconductors [4, 5], its detailed and unambiguous confirmation was obtained only in 2000s after experiments with MgB² [see, e.g., reference [6] and references therein]. The observation of two well distinguished energy gaps in the excitation spectrum of MgB² [7, 8] [the density
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of states (DOS) of the superconducting electrons contains two peaks] ignited widespread interest in multiband superconductivity, boosting further experimental and theoretical studies. After a decade of intensive investigations, it became clear that multiple overlapping single-particle bands are present in many superconducting materials, ranging from iron-based [9] to organic high-$T_c$ [10] and even topological superconductors [11, 12]. Recent first principle calculations have demonstrated that the Fermi surface of Pb comprises two Fermi sheets, confirming multiband nature of its superconducting state proposed [1] to explain pioneering experiments in [3].

It is widely assumed that a key marker for the multiband superconductivity is the appearance of multiple energy gaps in the single-particle spectrum of a homogeneous (bulk)
superconductor. Then, if the spectrum does not exhibit the multigap structure, the superconducting properties are expected to be those of single-band materials. More generally, it is usually assumed that the number of spectral gaps determines the number of contributing bands in a superconducting model that captures the essential physics of interest. A well-known example is MgB$_2$ which exhibits two spectral gaps associated with $\pi$ and $\sigma$ states [6–8]. Accordingly, theoretical models for superconductivity in MgB$_2$ consider two contributing bands (see, e.g., references [6, 13–19]) despite the fact that the first principle calculations reveal [20, 21] four single-particle bands for MgB$_2$, see also reference [6]. The two $\sigma$ bands have different microscopic parameters (diverse Fermi sheets) but degenerate excitation gaps and the same holds for the $\pi$ bands. A general perception is that the two-band model is sufficient to fully describe the superconducting state with the two spectral gaps.

However, there exists another approach that regards a multiband superconductor as a system governed by a set of competing characteristic lengths associated with different bands, see calculations of the healing lengths for different partial condensates in, e.g., references [18, 19, 22–25]. The single-particle spectrum of superconducting electrons is usually measured for bulk superconductors to avoid problems with the interpretation of nonuniform measurements. When the corresponding tunnelling measurements reveal, for example, a single peak in the DOS, it does not mean that the position-dependent gap functions of different contributing condensates are always the same. Their characteristic spatial lengths can be different due to peculiarities of the Fermi surface.

For clean systems (under consideration in the present work) such difference appears due to the presence of the band-dependent Fermi velocities. It is well-known that the Fermi velocity affects the condensate length in the single-band case. Similarly, the band-dependent Fermi velocities have an effect on the lengths of the partial condensates in multiband materials. However, here the physics is more complicated because of the interaction between the condensates. There is complex competition of the interband interactions with the disparity of the band Fermi velocities, and it becomes more nontrivial in the presence of magnetic effects. In general, the disparity of the Fermi velocities increases the difference between the condensate lengths while the interband interactions support the so-called 'lengths-locking' regime (see the details of the 'lengths-locking' regime in [25]). Thus, the appearance of multiple characteristic lengths and the existence of many excitation gaps are both consequences of multiple sheets of the Fermi surface, interpreted as separate single-particle bands. However, these features appear on different levels of the theory—the system can have multiple energy gaps in the excitation spectrum but a single condensate length and, vice versa, a multiband superconductor can have multiple condensate lengths but a single spectral gap.

As is well known, the competition of different length-scales can lead to non-trivial physical consequences, e.g., to the spontaneous pattern formation [26]. Examples of systems with spontaneous patterns are well-known in the literature and include magnetic films [26, 27], liquid crystals [28], multilayer soft tissues [29], lipid monolayers [30], granular media [31] etc. A possibility of symmetry breaking patterns of vortices (labyrinth and stripes) induced by the presence of two condensate components with significantly different coherence lengths has recently attracted much interest in the context of unusual mixed (Shubnikov) phase configurations observed in MgB$_2$ (see, e.g., references [32, 33] and references therein). Coupled condensates coexisting in one material with diverse coherence lengths can interfere (interact) constructively or destructively, giving rise to phenomena absent in superconductors with a single-band condensate. In addition to the labyrinths and stripes of vortices mentioned above, other effects can be listed, e.g., chiral solitons [34–36], possible fractional vortices [37–42], hidden criticality [23], unusual oscillations in the current carrying state [43], enhancement of the intertype superconductivity [44, 45], unconventional Shapiro steps in the Josephson junctions [46, 47], the multiband vortex splitting effects [37, 48], a giant paramagnetic Meissner effect [49], multiband screening of superconducting fluctuations [50], gapless states and the related phase dependence of the excitation spectrum due to crossband pairing [51], etc.

In the present work we demonstrate that the crossover between superconductivity types I and II—the intertype (IT) regime (see, e.g., [44, 45])—is strongly affected by the difference between healing lengths of multiple contributing condensates even when the corresponding excitation gaps are degenerate and cannot be distinguished. Our analysis is done by using the formalism of the extended Ginzburg–Landau (EGL) theory [52, 53] generalized to the case of an arbitrary number of contributing bands. Here we consider systems in which the position-dependent gap functions associated with different contributing condensates have the same phases, i.e. there is no frustration related to the broken time-reversal symmetry, see e.g. [54–56]. The case of the gap functions with different phases [54–56] can also be appealing and can provide additional illustrations supporting our present conclusions. However, it requires a different variant of the EGL formalism and separate consideration.

The paper is organized as follows. In section 2 we discuss our formalism based on the $\tau$-expansion of the microscopic equations, with $\tau = 1 - T/T_c$, the proximity to the critical temperature. It goes to one order beyond the standard Ginzburg–Landau (GL) approach, which is sufficient to describe a finite IT domain between types I and II in the phase diagram of the superconducting magnetic response. This formalism is then used in section 3, where boundaries of the IT domain are obtained for different configurations of the multiband structure. Conclusions are given in section 4.

2. Multiband EGL formalism

The EGL formalism is a convenient tool that can be employed when the physics beyond the GL theory is of interest but full microscopic calculations are impractical. A relevant example is the crossover between superconductivity types I and II—the IT regime. It is well known that within the GL theory, the crossover is reduced to a single point—it takes place at the
critical GL parameter \([57–59]\) \( \kappa = \kappa_0 = 1/\sqrt{2} \) \((\kappa = \lambda_L/\xi_{GL}\)) where \( \lambda_L \) and \( \xi_{GL} \) are the London magnetic penetration depth and GL coherence length. However, as is known since 70s, this GL-based picture is valid only in the limit \( T \to T_c \) (more precisely, in the lowest order in \( \tau \)). At \( T < T_c \) (beyond the lowest order in \( \tau \)) there is a finite temperature-dependent crossover interval of \( \kappa \)'s \([60–76]\), which the GL theory does not capture. In the corresponding finite domain in the \( \kappa-T \) plane (the IT domain), the system has nonstandard field dependence of the magnetization \([60–65]\) with unconventional spatial configurations of the mixed state \([44, 61, 69–76]\), governed by long-range attraction of vortices \([60–68]\) and many-vortex interactions \([92]\)—the so-called intermediate mixed state.

For the derivation of the EGL formalism, we employ the M-band generalization of the two-band BCS model \([1, 2]\) with the \( s \)-wave pairing in all contributing bands and the Josephson-like Cooper-pair transfer between the bands. For illustration, we consider a system in the clean limit and assume that all available bands have parabolic single-particle energy dispersions with 3D spherical Fermi surfaces. The pairing is controlled by the symmetric real coupling matrix \( g_{\nu} \) with the elements \( g_{\nu \omega} \). The derivation of the formalism comprises two main steps: (1) the multiband Neumann–Tewordt (NT) functional is obtained from the microscopic model and (2) the \( \tau \)-expansion is applied to reconstruct the NT functional. We outline main details of these steps, highlighting important differences in comparison with the two-band EGL approach \([53]\). The obtained formalism is then used in the analysis of the boundaries of the IT domain in the \( \kappa-T \) phase diagram.

### 2.1. Multiband Neumann–Tewordt functional

The NT functional \([77, 78]\) is obtained from the microscopic expression for the condensate free energy by accounting for higher powers and higher gradients of the band-dependent gap functions \( \Delta_\nu = \Delta_\nu(x) \), as compared to the GL functional. (Notice that from here on we use the notion ‘gap function’ for \( \Delta_\nu(x) \) while the excitation or spectral gap is the feature of the single-particle spectrum of the uniform superconductor.) Only the terms giving the GL theory and its leading corrections are taken into account. The general expression for the free energy density of \( M \)-band \( s \)-wave superconductor (relative to that of the normal state at zero field) can be written as \([44, 53]\)

\[
f = \frac{B^2}{8\pi} + \langle \Delta, \partial \Delta \rangle + \sum_{\nu=1}^{M} f_\nu[\Delta_\nu],
\]

where \( B \) is the magnetic field, \( \langle \Delta, \partial \Delta \rangle = \sum_{\nu} \langle \partial \Delta_\nu \partial \Delta_\nu \rangle \) denotes the scalar product of vectors \( \partial \Delta \) and \( \partial \Delta \) in the band space, and the functional \( f_\nu[\Delta_\nu] \) reads

\[
f_\nu = - \sum_{n=0}^{\infty} \frac{1}{n+1} \int \prod_{j=1}^{n+1} d^3y J_{\nu,2n+1}(x, \{ y \}_{2n+1}) \times \Delta_\nu(x) \Delta_\nu(y_1) \ldots \Delta_\nu(y_{2n}) \Delta_\nu(y_{2n+1}),
\]

with \( \{ y \}_{2n+1} = \{ y_1, \ldots, y_{2n+1} \} \). The integral kernels in equation (2) are given by \((m \text{ is odd})\)

\[
K_{\nu,m}(x, \{ y \}_{m}) = - T \sum_\omega G_{\nu,\omega}^{(B)}(x, y) K_{\nu,\omega}^{(B)}(y_1, y_2) \ldots \times G_{\nu,\omega}^{(B)}(y_{m-1}, y_m) G_{\nu,\omega}^{(B)}(y_m, x),
\]

where \( \omega \) is the fermionic Matsubara frequency, \( G_{\nu,\omega}^{(B)}(x, y) \) is the Fourier transform of the single-particle Green function calculated in the presence of the magnetic field and \( G_{\nu,\omega}^{(B)}(x, y) = -G_{\nu,\omega}^{(B)}(y, x) \). For \( G_{\nu,\omega}^{(B)} \) we employ the standard approximation sufficient to derive the extended GL theory

\[
G_{\nu,\omega}^{(0)}(x, y) = \exp \left[ \frac{i e}{\hbar c} \int_y^x A(z) \cdot dz \right] G_{\nu,\omega}^{(0)}(x, y),
\]

where the integral in the exponent is taken along the classical trajectory of a charge carrier in a magnetic field with the vector potential \( A \). Here the Green function for zero field writes

\[
G_{\nu,\omega}^{(0)}(x, y) = \frac{d^3k}{(2\pi)^3} \frac{\exp[ik \cdot (x-y)]}{i \hbar \omega - \xi_\nu(k)},
\]

where the band-dependent single-particle energy dispersion reads

\[
\xi_\nu(k) = \xi_\nu(0) + \frac{\hbar^2 k^2}{2m_\nu} - \mu,
\]

with \( m_\nu \) the band effective mass, \( \xi_\nu(0) \) the band lower edge, and \( \mu \) the chemical potential.

To get simpler differential structure of the functional (1), one invokes the gradient expansion for the band gap functions and the vector potential as

\[
\Delta_\nu(x) = \Delta_\nu(x) + ((y - x) \cdot \nabla_\nu) \Delta_\nu(x) + \ldots,
\]

\[
A(x) = A(x) + ((y - x) \cdot \nabla_\nu) A(x) + \ldots,
\]

which makes it possible to represent non-local integrals in \( f_\nu \) as a series in powers of \( \Delta_\nu \), its gradients and field spatial derivatives. The series are infinite and therefore a truncation procedure is needed. The GL theory follows from the standard Gor’kov truncation \([79]\). To incorporate the leading corrections to the GL formalism, one needs to go beyond the Gor’kov approximation. As the form of \( f_\nu \) is not sensitive to the number of contributing bands, one can apply the truncation procedure to each of the band contributions separately and utilize the previous results derived for the single- and two-band cases, see reference \([53]\). The resulting multiband NT functional reads

\[
f = \frac{B^2}{8\pi} + \langle \Delta, \partial \Delta \rangle + \sum_{\nu=1}^{M} \left\{ \left[ A_\nu + a_\nu \left( \tau + \frac{\tau^2}{2} \right) \right] |\Delta_\nu|^2 + \frac{\hbar \nu}{2} (1 + 2 \tau) |\Delta_\nu|^4 - \frac{\hbar \nu}{3} |\Delta_\nu|^6 + K_\nu(1 + 2 \tau) |D\Delta_\nu|^2 - Q_\nu \left( D^2|\Delta_\nu|^2 + \frac{1}{3} \text{rot} B \cdot L + \frac{4e^2}{\hbar c^2} B^2 |\Delta_\nu|^2 \right) - \frac{\hbar \nu \mu}{2} \left[ (\Delta_\nu^* D\Delta_\nu + \Delta_\nu^2 |D\Delta_\nu|^2 + c.c.) \right] \right\},
\]
with \( \mathbf{D} = \nabla - i(2e/\hbar)c \mathbf{A} \) and \( I_\nu = (4e/\hbar)c \text{ Im} [\Delta^*_\nu \mathbf{D} \Delta_\nu] \). The band dependent coefficients in equation (8) are

\[
A_\nu = N_\nu \ln \left( \frac{2T}{\hbar \omega_c} \right), \quad \alpha_\nu = -N_\nu, \quad \beta_\nu = N_\nu \frac{7\zeta(3)}{8\pi^2 T_c^2},
\]

\[
c_\nu = N_\nu \frac{93\zeta(5)}{128\pi^4 T_c^2}, \quad \gamma_\nu = \frac{b_\nu}{6} \hbar^2 v_F^2, \quad Q_\nu = c_\nu = \frac{c_\nu}{30} \hbar^4 v_F^4, \quad \mathcal{L}_\nu = \frac{c_\nu}{9} \hbar^2 v_F^2, \quad (9)
\]

where \( \omega_c \) is the cut-off frequency, \( N_\nu \) is the band DOS, \( v_F \) denotes the band Fermi velocity, \( T_c \) is in the energy units, and \( \zeta(\ldots) \) and \( \Gamma \) are the Riemann zeta-function and Euler constant.

The NT functional appears as a natural extension of the GL theory. The initial motivation of its derivation was to have an approach beyond the GL theory, which preserves, to some extent, the simplicity of the GL formalism. Such an approach is especially important in the case of spatially nonuniform problems. Unfortunately, the stationary point equations derived from the NT functional are rather complex even for the single-band case and not easier to solve than the original microscopic equations (see, e.g., equation (3) in reference [80]). Furthermore, these equations admit unphysical solutions [80] such as weakly damped oscillations of the condensate near the core of a single vortex state. The roots of this problem lie in the fact that the NT free energy functional is not bound from below because the coefficients \( c_\nu, Q_\nu \), and \( \mathcal{L}_\nu \) are positive. We also note in passing that a similar functional is commonly used in the analysis of the Fulde–Ferrel–Larkin–Ovchinnikov (FFLO) pairing (see, e.g., references [81–83]), however, in that case the sign of \( c_\nu, Q_\nu \), and \( \mathcal{L}_\nu \) is changed due to the spin–magnetic interaction, which marks the appearance of the stable FFLO regime.

2.2. Perturbative \( \tau \)-expansion

It was suggested for the single-band case (see reference [80] and references therein) that to eliminate the nonphysical solutions, the NT functional should be restructured by applying the perturbative \( \tau \)-expansion, based on the fact that the fundamental small parameter of the microscopic equations is the proximity to the critical temperature \( \tau \). The stationary solution for the order parameter within the NT approach contains all odd powers of \( \tau/2 \) while the truncation of the infinite series in equation (3) does not distort only the two lowest orders \( \tau^{1/2} \) (the GL term) and \( \tau^{3/2} \) (the leading correction to the GL term). Incomplete higher-order terms in \( \tau \) should be removed by means of the \( \tau \)-expansion. A similar approach was subsequently applied to the two-band NT functional [53]. Here we generalize it to the case of an arbitrary number of contributing bands \( M \).

Following this approach, we represent the band gap functions and fields in the form of \( \tau \)-series [52, 53]

\[
\Delta_\nu = \tau^{1/2} \left[ \Delta^{0\nu}(0) + \tau \Delta^{1\nu}(1) + \ldots \right], \quad A = \tau^{1/2} \left[ A^{0 \nu}(0) + \tau A^{1\nu}(1) + \ldots \right], \quad B = \tau \left[ B^{0\nu}(0) + \tau B^{1\nu}(1) + \ldots \right], \quad (10)
\]

One also takes into account divergent condensate and field characteristic lengths \( \propto \tau^{-1/2} \) that affect spatial gradients in the NT functional. This is formally done by introducing the spatial scaling as \( x \rightarrow \tau^{1/2} x \) (see discussion after equation (10) in reference [52]). Notice that to get the stationary solution in the two lowest orders in \( \tau \), one also needs to operate with \( \Delta^{(2)}_\nu \) but only in intermediate expressions.

Inserting equation (10) into equation (8) and applying the scaling \( x \rightarrow \tau^{1/2} x \), one obtains the free energy density as

\[
f = \tau^2 \left[ \tau^{-1} f^{(-1)}(1) + f^{(0)}(0) + f^{(1)}(1) + \ldots \right]. \quad (11)
\]

Notice that the two lowest orders in the band gap functions and the field produce three lowest orders in the free energy but, as is shown below, the contribution \( f^{(-1)} \) is zero for the stationary point. This contribution reads as

\[
f^{(-1)} = \langle \bar{\Delta}(0), \bar{L} \bar{\Delta}(0) \rangle, \quad (12)
\]

where the matrix elements of \( \bar{L} \) are defined as

\[
L_{\nu^\prime \nu} = g_{\nu^\prime \nu} - A_\nu \delta_{\nu^\prime \nu}, \quad (13)
\]

with \( g_{\nu^\prime \nu}^{-1} \) being elements of the inverse coupling matrix \( g^{-1} \) and \( \delta_{\nu^\prime \nu} \) denoting the Kronecker symbol. The next-order term \( f^{(0)} \) is the GL functional

\[
f^{(0)} = \frac{B^{0\nu}(0) + B^{1\nu}(1)}{8\pi} + \left( \langle \bar{\Delta}(0), \bar{L} \bar{\Delta}(1) \rangle + c.c. \right) + \sum_{\nu=1}^{M} f^{(0)}_\nu, \quad (14)
\]

where \( f^{(0)}_\nu \) is given by

\[
f^{(0)}_\nu = a_\nu |\Delta^{(0)}(0)|^2 + \frac{b_\nu}{2} |\Delta^{(0)}(0)|^4 + K_\nu |D^{0\nu}(0)|^2, \quad (15)
\]

and \( D^{0\nu} = \nabla - i(2e/\hbar)c A^{0\nu} \). Finally, the highest-order term in equation (11) is given by

\[
f^{(1)} = \frac{B^{0\nu}(0) \cdot B^{1\nu}(1)}{4\pi} + \left( \langle \bar{\Delta}(0), \bar{L} \bar{\Delta}(2) \rangle + c.c. \right) + \left( \bar{\Delta}(1), \bar{L} \bar{\Delta}(1) \right) + \sum_{\nu=1}^{M} f^{(1)}_\nu, \quad (16)
\]

where

\[
f^{(1)}_\nu = (a_\nu + b_\nu |\Delta^{(0)}(0)|^2) \left( \Delta^{0\nu}(1) \Delta^{(1\nu)+} + c.c. \right) + \frac{\alpha_\nu}{2} |\Delta^{(0)}(0)|^2
\]

\[
+ b_\nu |\Delta^{(0)}(0)|^4 - \frac{c_\nu}{3} |\Delta^{(0)}(0)|^6 + 2K_\nu |D^{0\nu}(0)|^2
\]

\[
+ K_\nu \left[ \left( D^{0\nu}(0)^* \Delta^{0\nu}(1)+ + c.c. \right) - A^{(1\nu)} \cdot \bar{J}^{(1\nu)} \right]
\]

\[
- Q_\nu \left( D^{0\nu}(0) \Delta^{0\nu}(1)+ + c.c. \right) - 4A^{(1\nu)} \cdot \bar{J}^{(1\nu)}
\]

\[
- \frac{\mathcal{L}_\nu}{2} \left\{ 8|\Delta^{0\nu}(0)|^2 |D^{0\nu}(0)|^2
\]

\[
+ \left( \Delta^{0\nu}(0)^* D^{0\nu}(0)^2 + c.c. \right) \right\}, \quad (17)
\]

and \( \bar{J}^{(0)} \) is the lowest-order term in the \( \tau \)-expansion of \( \bar{L} \).

The \( \tau \)-expansion of the NT functional is then used to derive a set of the stationary-point equations for the gap functions and
fields contributions—each of the equations correspond to a particular order of the $\tau$-expansion. The equation in the lowest order reads
\[ \frac{\delta F^{(-1)}}{\delta A^{(0)}(0)} = \tilde{L} \tilde{A}^{(0)} = 0, \] (18)
where $F^{(-1)}$ the free energy contribution obtained by integrating $f^{(-1)}$. This is the linearized gap equation in the multiband BCS theory that determines $T_c$. It has a nontrivial solution when
\[ \det \tilde{L} = 0. \] (19)
Recalling the definition of $L$, which includes $A_\nu$ and, hence, depends on $T_c$, one sees that equation (19) determines zeros of an $M$-degree polynomial of the variable $\ln(2e^2\hbar\omega_c/\pi T_c)$. One should choose the smallest root of this polynomial, which gives the largest $T_c$. Here we assume that this solution is non-degenerate. This implies that the solution of the gap equation (18) corresponds to a one-dimensional irreducible representation of the system symmetry group. The opposite occurs in a particular case when the superconducting system has a symmetry additional to $U(1)$, which is reflected in a special symmetry of the matrix $L$ and results in the appearance of multi-component order parameter (see references [55, 84, 87]).

Once $T_c$ is determined, it is convenient to introduce the eigenvalues and eigenvectors of $L$ as
\[ L \tilde{c} = 0 \] (20)
with the zero eigenvalue and
\[ L \tilde{\eta}_j = \Lambda_j \tilde{\eta}_j, \] (21)
with nonzero eigenvalues $\Lambda_j \neq 0$. As the matrix $L$ is real and symmetric, the vectors $\tilde{c}$ and $\tilde{\eta}_j$ can be chosen such that they form an orthonormal basis so that $\langle \tilde{c}, \tilde{c} \rangle = 1$, $\langle \tilde{c}, \tilde{\eta}_j \rangle = 0$ and $\langle \tilde{\eta}_j, \tilde{\eta}_j \rangle = \delta_{jj}$. Then a general solution to the gap equation (18) reads in the form
\[ \tilde{A}^{(0)} = \psi(\mathbf{x}) \tilde{c}, \] (22)
where $\psi(\mathbf{x})$ controls the spatial profiles of all band condensates in the lowest order in $\tau$.

The shape of $\psi(\mathbf{x})$ is governed by the stationary point equations associated with the GL functional (14). The first one of those is given by
\[ \frac{\delta F^{(0)}}{\delta \tilde{A}^{(0)}(0)} = L \tilde{\Delta}^{(0)} + \tilde{W} [\tilde{\Delta}^{(0)}] = 0, \] (23)
where $F^{(0)}$ is the free-energy term corresponding to $f^{(0)}$ and the components of $\tilde{W}$ read
\[ W_\nu = a_\nu \Delta^{(0)} + b_\nu \Delta^{(0)} \Delta^{(0)} = K_\nu \Delta^{(0)} \Delta^{(0)}. \] (24)
The second (Maxwell) equation is obtained as
\[ \frac{\delta F^{(0)}}{\delta \Delta^{(0)}(0)} = \frac{1}{4\pi} \text{rot} \mathbf{B}^{(0)} - \sum_{\nu=1}^{M} K_\nu \eta_\nu^{(0)} = 0. \] (25)
Notice that the equation $\delta F^{(0)}/\delta \tilde{A}^{(1)}(0)$ coincides with equation (18) while $\delta F^{(0)}/\delta \Delta^{(1)}(0)$ is an identity relation because $A^{(1)}$ does not contribute to $f^{(0)}$. By projecting equation (23) onto $\tilde{c}$ and keeping in mind that $\tilde{c}^\dagger \tilde{L} = 0$, one gets
\[ a\psi + b|\psi|^2 - K \mathbf{D}^{(0)2} \psi = 0, \] (26)
where coefficients $a$, $b$ and $K$ are averages over the contributing bands
\[ a = \sum_{\nu=1}^{M} a_\nu |\epsilon_\nu|^2, \quad b = \sum_{\nu=1}^{M} b_\nu |\epsilon_\nu|^4, \quad K = \sum_{\nu=1}^{M} K_\nu |\epsilon_\nu|^2, \] (27)
and $\epsilon_\nu$ are the components of $\tilde{c}$. Similarly, equation (25) is reduced to
\[ \text{rot} \mathbf{B}^{(0)} = 4\pi K \tilde{\eta}_\nu^{(0)}, \] (28)
where $\tilde{\eta}_\nu^{(0)}$ is obtained from $\tilde{\eta}_\nu^{(0)}$ by substituting $\psi$ for $\Delta^{(0)}$.

Therefore, the GL equations for the $M$-band system are given by equations (26) and (28). The corresponding condensate state is described by a single-component order parameter $\psi(\mathbf{x})$, in full agreement with the Landau theory in the case of a non-degenerate solution for $T_c$, see also references [16, 86, 87]. We note that the number of the components of the order parameter is determined by the dimensionality of the relevant irreducible representation of the corresponding symmetry group [57, 84], not by the number of the bands. The single-component order parameter means that the standard classification of the superconducting magnetic response is applied here: we have types I and II with the IT regime in between. The presence of multiple bands is reflected only in the expressions for the coefficients $a$, $b$ and $K$.

Using the eigenvectors of $L$ as the basis, we represent the next-to-leading contribution to the gap function as
\[ \tilde{\Delta}^{(1)} = \varphi(\mathbf{x}) \tilde{c} + \sum_{i=1}^{M-1} \varphi_i(\mathbf{x}) \tilde{\eta}_i, \] (29)
with new position-dependent functions $\varphi$ and $\varphi_i$ to be found. Inserting equation (29) in equation (23), one obtains the equation
\[ \sum_{i=1}^{M-1} \Lambda_i \varphi_i \tilde{\eta}_i + \tilde{W} [\tilde{\Delta}^{(0)}] = 0. \] (30)
Equation (30) is solved by projecting it onto $\tilde{\eta}_j$, which yields $M - 1$ equations for $\varphi_j$, i.e.,
\[ \varphi_j = -\frac{1}{\Lambda_j} \left( \alpha_j \varphi + \beta_j |\psi|^2 - \Gamma_j \mathbf{D}^{(0)2} \psi \right), \] (31)
where the coefficients $\alpha_j$, $\beta_j$ and $\Gamma_j$ are of the form
\[ \alpha_j = \sum_{\nu=1}^{M} a_\nu |\eta_\nu^{(0)}|^2, \quad \beta_j = \sum_{\nu=1}^{M} b_\nu |\eta_\nu^{(0)}|^4, \quad \Gamma_j = \sum_{\nu=1}^{M} K_\nu |\eta_\nu^{(0)}|^2, \] (32)
and $\eta_\nu^{(0)}$ are components of $\tilde{\eta}_\nu$. Equations (29), (31), and (32) generalize the corresponding expressions for the two-band case [53]. One should keep in mind that the present formalism involves the eigenvectors of $L$ while $\tilde{\Delta}^{(1)}$ in reference [53] was
represented as a linear combination of other explicitly chosen vectors. Therefore, to recover the expression for $\tilde{\Delta}^{(1)}$ in reference [53], one needs to express $\bar{c}$ and $\bar{\eta}_j$ for $M = 2$ in terms of the vectors used in reference [53].

Thus, $M - 1$ functions $\varphi_i$, which determine the second term for $\tilde{\Delta}^{(1)}$ in equation (29), are found from the simple algebraic expressions (31) when using solutions to the GL equations (26) and (28). To find the first term in equation (29), that depends on $\varphi$ and the leading correction to the field $A^{(1)}$, one needs to solve the system of equations resulting from the projection of equation (30) onto the eigenvector $\bar{c}$ and zero functional derivatives of the free-energy contribution corresponding to $f^{(1)}$. However, as will be shown below, $\varphi$ and $A^{(1)}$ do not contribute to the boundaries of the IT domain. We note, however, that $\varphi$ is necessary to calculate the band healing lengths—this calculation is outlined in the appendix A.

2.3. Free energy at the stationary point and thermodynamic critical field

The stationary free energy density is found by substituting the obtained stationary solutions into the corresponding expressions for the free energy functional, i.e.,

$$f_{st} = \tau^2 \left[ f_{st}^{(0)} + \tau f_{st}^{(1)} + \ldots \right],$$

(33)

where the term of the order $\tau$ is absent by the virtue of equation (18) and the first non-vanishing contribution is the GL free energy

$$f_{st}^{(0)} = \frac{B_{02}^{(0)}}{8\pi} + \frac{b}{2} |\psi|^4 + K |D^{(0)}\psi|^2,$$

(34)

we have also taken into account that $\langle \tilde{\Delta}^{(0)}, \tilde{\Delta}^{(1)} \rangle = 0$, which follows from equation (18).

To find the leading order correction to the stationary GL free energy, we first rearrange the terms in $f^{(1)}$ that include $\Delta^{(0)}_\psi$ and $\Delta^{(1)}_\psi$. For the stationary solution the sum of these terms in equation (16) can be represented as

$$\langle \tilde{\Delta}^{(0)}, \tilde{\Delta}^{(1)} \rangle + \left( \langle \tilde{\Delta}^{(1)}, \tilde{W} \rangle + c.c. \right) = -\langle \tilde{\Delta}^{(1)}, \tilde{\Delta}^{(1)} \rangle,$$

(35)

where equation (23) is taken into consideration. Using equations (26) and (31), we further obtain that $\langle \tilde{\Delta}^{(1)}, \tilde{\Delta}^{(1)} \rangle$ can be expressed only in terms of $\psi$ as

$$\langle \tilde{\Delta}^{(1)}, \tilde{\Delta}^{(1)} \rangle = |\psi|^2 \sum_{i=1}^{M-1} \frac{a_i^2 |\alpha_i|^2}{\Lambda_i} + 2 |\psi|^4 \sum_{i=1}^{M-1} \frac{ab \text{ Re}[\bar{\alpha}_i \bar{\beta}_i]}{\Lambda_i},$$

$$+ |\psi|^6 \sum_{i=1}^{M-1} \frac{b_i^2 |\beta_i|^2}{\Lambda_i},$$

(36)

where the dimensionless parameters $\bar{\alpha}_i$ and $\bar{\beta}_i$ are defined by

$$\bar{\alpha}_i = \frac{\alpha_i}{a} \frac{\Gamma_i}{K}, \quad \bar{\beta}_i = \frac{\beta_i}{b} - \frac{\Gamma_i}{K}.$$

(37)

Then, $f^{(1)}$, given by equations (16) and (17), can be represented for the stationary solution in the form

$$f_{st}^{(1)} = B_0^{(0)} \cdot B^{(1)} - A^{(1)} \cdot \text{rot} B_0^{(0)} + \frac{\gamma_a}{2} |\psi|^2$$

$$+ \frac{\gamma_b |\psi|^4 - \gamma_c |\psi|^6 + 2K |D^{(0)}\psi|^2}{3}$$

$$- \frac{Q \left( |D^{(0)}\psi|^2 + \frac{1}{3} \text{rot} B^{(0)} \cdot B^{(0)} \cdot \psi+ \frac{4e^2 B_0^{(02)}}{\hbar c^2} |\psi|^2 \right)}{2}$$

$$- \frac{L}{2} \left\{ 8 |\psi|^2 |D^{(0)}\psi|^2 + \text{Re} \left[ \psi^2 (D^{(0)}\psi)^* \right]^2 \right\},$$

(38)

where

$$Q = \sum_{\nu=1}^{M} Q_\nu |\epsilon_\nu|^2, \quad L = \sum_{\nu=1}^{M} L_\nu |\epsilon_\nu|^4, \quad c = \sum_{\nu=1}^{M} c_\nu |\epsilon_\nu|^6.$$ (39)

and

$$\gamma_a = a - 2 \sum_{i=1}^{M-1} a_i^2 |\alpha_i|^2, \quad \gamma_b = b - 2 \sum_{i=1}^{M-1} \frac{ab \text{ Re}[\bar{\alpha}_i \bar{\beta}_i]}{\Lambda_i},$$

$$\gamma_c = c + 3 \sum_{i=1}^{M-1} \frac{b_i^2 |\beta_i|^2}{\Lambda_i}.$$ (40)

Using the above result, one can calculate the thermodynamic critical field $H_c$, which is also sought in the form of the $\tau$-expansion

$$H_c = \tau \left[ H^{(0)}_c + \tau H^{(1)}_c + \ldots \right].$$ (41)

By virtue of the definition, $H_c$ can be obtained from

$$H^2_0 = \frac{4\pi a^2}{b},$$ (42)

where $f_{st,0}$ is the free energy density of the Meissner state. In the lowest (GL) order, the uniform solution of equation (26) is given by $\psi_0 = \sqrt{|a|/b}$. This yields the corresponding contribution to the thermodynamic critical field as

$$H^{(0)}_c = \sqrt{\frac{4\pi a^2}{b}},$$ (43)

see equations (33), (34), and (41). $H^{(0)}_c$ is formally the same as that for the single- and two-band cases in references [52, 53] but with the difference that $a$ and $b$ are now averages over $M$ contributing bands. The next-order contribution to $H_c$ is obtained from equations (33), (38), and (41), which gives

$$\frac{H^{(1)}_c}{H^{(0)}_c} = -\frac{1}{2} \frac{ca}{3b^2} - \sum_{i=1}^{M-1} \frac{a_i^2 |\alpha_i - \beta_i|^2}{\Lambda_i}.$$ (44)

Here the third term in the left-hand side has a different form as compared to the corresponding expressions for the single- and two-band cases in references [52, 53]. The origin of the differences has been already discussed after equation (32).
2.4. Gibbs free energy difference

A type I superconductor can only have a spatially uniform Meissner condensate state, which undergoes an abrupt transition to the normal state when the amplitude of the applied field \( H \) exceeds \( H_c \). Type II superconductors, in addition to the Meissner phase, develop a nonuniform (mixed) state between the lower \( H_{c1} \) and upper \( H_{c2} \) critical fields, where \( H_{c1} \leq H < H_{c2} \). A formal criterion for switching from type I to type II is that at \( H = H_c \) the Meissner state becomes less energetically favourable than the mixed state. It is investigated by using the Gibbs free energy so that the switching criterion is obtained as the vanishing difference between the Gibbs free energies of the Meissner and nonuniform states. The Gibbs free energy density for a superconductor at \( H = H_c \) is given by \( g = f_a - H_c B/4\pi \), where the field \( H \) and found from the stationary-point equations for the corresponding condensate state. For the Meissner state we have \( B = 0 \) and \( g = g_0 = f_a(0) = -H_c^2/8\pi \). Thus, the density of the Gibbs free energy difference \( g = g - g_0 \) is written as

\[
g = f_a - \frac{H_c B}{4\pi} - \frac{H_c^2}{8\pi} \tag{45}
\]

To calculate \( g \), it is convenient to use the dimensionless quantities

\[
\begin{align*}
x &= \frac{x}{\sqrt{\lambda}}, & \tilde{A} &= \frac{A}{\kappa \lambda H_c^2}, & B &= \frac{\sqrt{2\kappa_H} B}{H_c^2}, \\
\tilde{\psi} &= \frac{\psi}{\psi_0}, & \tilde{g} &= \frac{4\pi g}{H_0^2}, & \tilde{G} &= \frac{4\pi G}{H_0^2 (\sqrt{2\lambda_H})^2},
\end{align*}
\]

where \( G \) is the integral of \( g \) and

\[
\lambda_L = \frac{\hbar c}{|e| \sqrt{\frac{b}{32\pi K|a|}}}, \quad \kappa = \frac{\lambda_0}{\xi_G} = \lambda_L \sqrt{|a|/K} \tag{47}
\]

We note that equation (47) differs from the conventional definitions for the GL coherence length \( \xi_G \) and London penetration depth \( \lambda_0 \) by the absence of the factor \( \tau^{-1/2} \). This difference appears due to the scaling \( x \to \tau^{1/2} x \) used in the derivation of the \( \tau \)-expansion. Using the dimensionless units, we write the GL equations as

\[
\psi - i \frac{\psi |\psi|^2}{2} + \frac{1}{2\kappa^2} D_{00}^{00} \psi = 0, \quad \text{rot} \ B^{(0)} = i\psi, \tag{48}
\]

\[
D^{00} = \nabla + iA^{00}, \quad i\bar{\psi} = 2 \text{ Im} \left[ \psi D^{00*} \psi^* \right] \text{ and the spatial gradients are also dimensionless. Hereafter we omit the tilde for brevity.}
\]

The \( \tau \)-expansion for \( g \) is obtained from equations (33), (34), (38), and (45) in the form

\[
g = \tau^2 \left[ g^{(0)} + \tau g^{(1)} + \ldots \right], \tag{49}
\]

where

\[
g^{(0)} = \frac{1}{2} \left( 1 - \frac{B^{(0)}}{\sqrt{2\kappa}} \right)^2 - |\psi|^2 + \frac{1}{2} |\psi|^4 + \frac{D^{00}(\psi)^2}{2\kappa^2} \tag{50}
\]

\[
g^{(1)} = \left( 1 - \frac{B^{(0)}}{\sqrt{2\kappa}} \right) \left( \frac{\gamma_a}{2} - \bar{c} \gamma_c - \gamma_b \right) - \frac{\gamma_b}{2} |\psi|^2 + \frac{\gamma_a}{2} |\psi|^4 + \bar{c} \gamma_c |\psi|^6 + \frac{D^{00}(\psi)^2}{\kappa^2} + \frac{\bar{Q}}{4\kappa^3} \left( D^{002}(\psi)^2 + \frac{\bar{Q}^2}{3} + B^{002} |\psi|^4 \right) + \frac{\bar{L}}{4\kappa^2} \left\{ 8 |\psi|^2 D^{00} |\psi|^2 + \text{Re} \left[ \psi^2 (D^{00*} \psi)^2 \right] \right\}, \tag{51}
\]

where the dimensionless parameters are given by

\[
\bar{c} = \frac{ca}{\sqrt{2\lambda}}, \quad \bar{Q} = \frac{Q a}{\kappa^2}, \quad \bar{L} = \frac{L a}{\kappa b}, \quad \bar{\gamma}_a = \frac{\gamma_a}{a}, \quad \bar{\gamma}_b = \frac{\gamma_b}{b}, \quad \bar{\gamma}_c = \frac{\gamma_c}{c}. \tag{52}
\]

We note that to derive equation (51), we rearrange equation (38) by using the identity \( A^{(1)} = \text{rot} \ B^{(0)} = A^{(1)} \), \( \text{rot} \ (B^{(0)} - H_0^2) \). It is then integrated by parts, giving \( B^{(1)} \), \( (B^{(0)} - H_0^2) \) while surface integrals vanish. This makes sure that the next-to-lowest order contribution to \( B \) does not appear in the Gibbs free energy difference, similarly to \( \varphi \) contributing to \( \Delta(\kappa) \). Thus, the Gibbs free energy difference, taken in the lowest and next-to-lowest orders in \( \tau \) depends only on the solution to the GL equations. One also notes that the GL contribution \( g^{(0)} \) is not sensitive to \( M \) which enters only its leading correction \( g^{(1)} \).

2.5. B point and intertype domain

Integrating equation (49) yields the Gibbs free energy difference \( G \). However, since the goal of our study is superconducting properties in the vicinity of the B point, in addition to the \( \tau \)-expansion we apply the expansion with respect to \( \delta_K = \kappa - \kappa_0 \) which gives

\[
G = G^{(0)} + \frac{dG^{(0)}}{d\kappa} \delta_K + G^{(1)} \tau, \tag{53}
\]

where only the linear contributions in \( \kappa \) \( \delta_K \) and \( \tau \) are kept and the expansion coefficients are calculated at \( \kappa = \kappa_0 \). A significant advantage of this approach is that at \( \kappa_0 \) the GL theory simplifies considerably because the condensate-field configurations become self-dual being related by [88]

\[
B^{(0)} = 1 - |\psi|^2, \tag{54}
\]

while the order parameter \( \psi \) satisfies the first order differential equation

\[
(D^{(0)} - iD^{(0}) \psi = 0. \tag{55}
\]

Here the field is taken along the z-direction so that \( \psi \) is not dependent on \( z \) and one can use \( D^{00} = D^{00}_z + D^{00}_y \). Equations (54) and (55) are often referred to as the Bogomol’nyi equations [88] (in the context of superconductivity they are also known as the Sarma solution [58]). Using these equations, one can demonstrate that the first contribution to the Gibbs free energy difference \( G^{(0)} \) vanishes identically for any solution of the GL equations, which is a manifestation of the fact that at \( H = H_c \) the self-dual GL theory is infinitely degenerate. The GL theory predicts that at \( \kappa_0 \) the normal state \( \psi = 0 \)
is stable above $H_c$ while below $H_c$ the Meissner state $\psi = 1$ appears. Then, the mixed state appears only at $H = H_c$, hosting a plethora of exotic condensate-field configurations. Corrections to the GL theory break the degeneracy and successive self-dual configurations of the magnetic flux and condensate determine the properties of the IT mixed state.

With the Bogomolnyi equations, the Gibbs free energy difference given by equation (53) is reduced to

$$\frac{G}{\tau T L} = -\sqrt{2} \int d\kappa \delta \kappa + (I, A + J B) \tau,$$

where $L$ is the system size along the direction of the field, $I$ and $J$ are given by the integrals

$$I = \int d^3x |\psi|^2 (1 - |\psi|^2), \quad J = \int d^3x |\psi|^4 (1 - |\psi|^2),$$

while coefficients $A$ and $B$ are given by

$$A = 2(1 + \bar{Q}) - \gamma_b - 2 \gamma_c, \quad B = 2\bar{L} - \frac{5}{3} \bar{Q} - 2 \gamma_c.$$  

Apart from the constants, that depend on $M$ contributing bands, this expression for the Gibbs free energy difference is the same as obtained earlier for single- and two-band superconductors [44].

Now we have everything at our disposal to determine the boundaries of the IT domain on the $\kappa-T$ plane. Its lower boundary $\kappa_{\min}^*(T)$ separates type I and IT regimes and marks the appearance/disappearance of the mixed state [44]. At this boundary the upper critical field $H_{c2}$ approaches $H_c$. The condensate vanishes at $H_{c2}$ and so the Gibbs free energies of the normal and condensate states become equal. At the same time the normal and Meissner states have the same Gibbs free energy at $H_c$. Therefore, the lower boundary of the IT domain is found from the criterion $G = 0$ taken together with the condition $\psi \to 0$. The latter means $\mathcal{J}/\mathcal{I} = 0$ in equation (56). Then one finds

$$\kappa_{\min}^* = \kappa_0(1 + \tau A).$$

The upper boundary $\kappa_{\max}^*(T)$ separates type II and IT regimes and is determined by changing the sign of the long range interaction between vortices [44]—it is repulsive in type II and attractive in the IT domain. In order to calculate $\kappa_{\max}^*(T)$, one finds the asymptote of the GL solution for two vortices at large distance between them. The position dependent part of this asymptotic solution is plugged into equation (56), which yields the long-range interaction potential between two vortices. As the scaled GL equations (48) are independent of the number of contributing bands, one can adopt the long-range asymptote of the two-vortex solution $\psi$ found previously in the two-band case [44], which yields $\mathcal{J}/\mathcal{I} = 2$. Then, the upper boundary is obtained as

$$\kappa_{\max}^* = \kappa_0 [1 + \tau (A + 2B)].$$

3. Role of multiple bands

3.1. General observations

A transparent structure of all contributions in the EGL formalism makes it possible to obtain important preliminary results before calculating $\kappa_{\min}^*$ and $\kappa_{\max}^*$. The most significant observation is that the multigap structure and the disparity between characteristic lengths of different band condensates appear on different levels of the theory, leading to different physical consequences. Multiple excitation gaps appear in the lowest order in $\tau$ of the EGL theory; following equation (22), a multiband superconductor in the GL regime has, in general, multiple excitation gaps while the contributing band condensates are governed by the unique GL coherence length $\xi_{GL}$. Thus, on the level of the GL theory superconducting magnetic properties of a multiband system are the same as those of the single-band superconductor having the only energy gap in the excitation spectrum.

Differences between the condensate characteristic lengths and, thus, between spatial profiles of different band condensates appear only when the corrections to the GL theory are taken into account, i.e., in the next-to-lowest order in $\tau$. Using the EGL approach, one calculates the band condensate healing lengths, to find a band-dependent leading correction to $\xi_{GL}$ as $|\xi_c - \xi_f| \propto \tau \xi_{GL}$ (see appendix A and reference [24]). Thus, one can expect that phenomena associated with the disparity between the band condensate lengths are notable only at sufficiently low temperatures.

However, an important exception is the vicinity of the B point, i.e., the IT domain between types I and II. Here the GL theory is close to degeneracy and the next-to-lowest corrections in $\tau$ (and, thus, the difference between the band condensate lengths) play a crucial role in shaping the superconducting magnetic properties. In this case the mixed state becomes very sensitive to all characteristics of the multiband system, including the number of contributing bands and parameters of multiple Fermi sheets comprising the complex Fermi surface. The multiband structure can, therefore, have a notable effect on the IT domain, justifying the focus of this work.

It is also of significance, that the number of the energy gaps in the excitation spectrum of a uniform multiband superconductor is not always equal to the number of the contributing bands $M$, which can be seen from the corresponding gap equation

$$\Delta_\nu = \sum_{\nu'} \lambda_{\nu\nu'} n_{\nu'} \int_0^{\hbar \omega_c} d\tilde{\omega} \frac{\Delta_{\nu'}}{E_{\nu'}} [1 - 2f(E_{\nu'})],$$

where $E_{\nu'} = \sqrt{\epsilon_{\nu'}^2 + |\Delta_{\nu'}|^2}$ is the single-particle excitation energy, $\lambda_{\nu\nu'} = g_{\nu\nu'} N$ denotes the dimensionless coupling constant, $N = \sum_{\nu} N_\nu$ is the total single-particle DOS, $n_{\nu} = N_{\nu}/N$ is the relative DOS for band $\nu$, $f(E_{\nu'})$ is the Fermi distribution function. For example, all the excitation gaps $\Delta_\nu = \Delta_\nu(T)$ (i.e., the gap functions for the uniform case) become
degenerate when the quantity
\[ D_\nu = \sum_{\nu'=1}^{M} \lambda_{\nu'}/n_{\nu'}/ \] (62)
assumes the same value for all contributing bands.

3.2. Microscopic parameters

The IT domain boundaries \( \kappa_{\min}^* \) and \( \kappa_{\max}^* \) depend on the following microscopic parameters: the dimensionless couplings \( \lambda_{\nu'}/n_{\nu'} \) and \( g_{\nu'}/N \) (with \( N = \sum_{\nu} n_{\nu} \) the total DOS), the relative band DOSs \( n_{\nu} = N_{\nu}/N \), and the band velocities ratios \( v_{\nu}/v_{1} \). Since \( T_0 \approx \hbar \omega_c \), the cut-off frequency \( \omega_c \), does not contribute to \( \kappa_{\min}^* \) and \( \kappa_{\max}^* \).

For the calculations we choose realistic values of the parameters, recalling that in two-band superconductors the interband dimensionless couplings are typically in the range 0.2–0.7 while the intraband coupling is much smaller (see reference [44] and references therein). The relative band DOSs are usually similar for all bands so below we use \( n_{\nu} = 1/M \) for any \( \nu \). The range of \( v_{\nu}/v_{1} \) can be estimated from the first principle calculations as well as from the ARPES measurements. For example, the angle-averaged Fermi velocities in the \( ab \) plane of MgB\(_2\) are calculated from first principles as \( v_{\nu}^{ab} = 4.4 \times 10^5 \) m s\(^{-1}\) for the \( \sigma \) states and \( v_{\nu}^{ab} = 5.35 \times 10^5 \) m s\(^{-1}\). In addition, ARPES measurements for iron chalcogenide FeSe\(_{0.35}\)Te\(_{0.65}\) have revealed three contributing bands with the maximal ratio of the band Fermi velocities close to 4 (see reference [90] and discussion in reference [24]).

In order to illustrate the role of the multiband structure in the presence of degenerate gaps, we consider models with one and two spectral gaps. In particular, in figure 1 for the one-band system we use \( \lambda = 0.35 \) whereas for the two-band system \( \lambda_{11} = \lambda_{22} = 0.3, \lambda_{12} = 0.05 \) (\( n_{\nu} = 1/2 \), as mentioned in the previous paragraph). This choice ensures that the both variants exhibit the same single energy gap in the excitation spectrum. In figure 2 we consider multiband superconductors comprising \( M \) contributing bands, with \( M = 3, 4, 5 \). The dimensionless couplings are chosen so that to get the same single excitation gap as in figure 1, namely, we adopt \( \lambda_{\nu,\nu,\nu} = 0.05 \) and \( \lambda_{\nu,\nu} = 0.35 - 0.05 (M - 1) \). In this case \( D_\nu \) given by equation (62) does not depend on \( \nu \) (with \( n_{\nu} = 1/M \)). To consider the two-gap case, we investigate the two- and four-band materials, see figure 3. We take \( \lambda_{11} = 0.175, \lambda_{22} = 0.125, \lambda_{12} = 0.05 \) for the two-band system and \( \lambda_{11} = \lambda_{22} = 0.3, \lambda_{13} = \lambda_{44} = 0.2 \) and \( \lambda_{\nu,\nu,\nu}/n_{\nu} = 0.05 \) for the four-band superconductor; the relative band DOSs for all contributing bands are assumed equal. To illustrate variations in the boundaries of the IT domain, we assume that the relative Fermi velocities depend on the variable parameter \( \beta \). For the two band system in figures 1 and 3 we use \( \beta = v_{2}/v_{1} \). For the \( M \)-band models in figure 2 we set \( \beta = v_{\nu}/v_{1} \) and \( v_{\nu} = v_{2} \) for \( \nu > 2 \). Finally, for the four-band model in figure 3 we utilize a more complicated parametrization \( \beta = v_{2}/v_{1} = v_{3}/v_{1} = v_{4}/2v_{1} \). We stress that our qualitative conclusions do not depend on a particular choice of the microscopic parameters.

3.3. Numerical results for the IT domain boundaries

Using the chosen microscopic parameters, we examine excitation gaps, the boundaries of the IT domain as well as the condensate healing lengths for superconductors with one, two and four bands.

Figure 1 illustrates a comparison between the one- and two-band models. The both models exhibit the same single energy gap in the excitation spectrum, as shown in figure 1(a). However, the difference between them is apparent in figure 1(b) which shows \( d\kappa_{\min}^*/d\nu \) and \( d\kappa_{\max}^*/d\nu \) as functions of the Fermi velocities ratio \( \beta = v_{2}/v_{1} \). The calculation reveals a notable dependence of the IT domain boundaries of the two-band model on \( \beta \) (dotted lines) in comparison with the one-band case, for which the IT boundaries are given by the material-independent constants \(-0.29 \) and 0.67, [44] as illustrated by solid lines. The difference between the two cases is maximal in the limits \( \beta < 1 \) and \( \beta \gg 1 \) but disappears when \( \beta = 1 \).

To clarify the physical roots of the obtained results, we utilize the formalism of reference [24] (for reader’s convenience, outlined in appendix A), and calculate the derivative \( d(\xi_{\|} - \xi_{\perp})/d\tau \), where \( \xi_{\|} - \xi_{\perp} \) is the absolute value of the difference of the band healing lengths \( \xi_{2} \) and \( \xi_{1} \) for the two-band system in question. To the next-to-lowest order in \( \tau \), we have \( \xi_{\|} = \xi_{\perp} + \tau(\xi_{\perp}^{(1)}), \) with \( \xi_{\perp}^{(1)} = \xi_{GL} \), see references [24, 53, 86, 87]. (This healing-length expression should be multiplied by \( \tau^{-1/2} \) to return to the standard definition.) Therefore, taken to one order beyond the GL theory, \( d(\xi_{\perp} - \xi_{\|})/d\tau \) is equal to \( (\xi_{\perp}^{(1)} - \xi_{\perp}^{(2)})/\tau \) and is not \( \tau \)-dependent. The result is given in figure 1(c) in units of the GL coherence length \( \xi_{GL} \). Comparing figures 1(b) and (c) demonstrates that the size of the IT domain closely follows the healing length difference—the domain size grows with increasing the difference. One can thus see that even though the two-band system has a single gap in its excitation spectrum, its magnetic properties are strongly affected by the presence of multiple condensates with different characteristic lengths and, in general, differ significantly from those of the single-band case. The only exception is the case of \( \xi_{1} = \xi_{2} \), when the excitation spectra and magnetic properties of the single- and two-band systems become indistinguishable. At this point the quantity \( d(\xi_{\perp} - \xi_{\|})/d\tau \) exhibits a pronounced minimum at which the slope of \( d(\xi_{\|} - \xi_{\perp})/d\tau \), as a function of \( \beta \), changes its sign abruptly. Notice that this discontinuity of the derivative with respect to \( \beta \) is not a consequence of any phase transition but appears because the lengths \( \xi_{1} \) and \( \xi_{2} \) cross each other at \( \beta = 1 \).

To gain a further insight, figure 2 demonstrates the boundaries of the IT domain for multiband superconductors with the number of the contributing bands \( M = 3, 4, 5 \). These multiband superconductors have the only excitation gap being the same as in figure 1. One observes that the IT domain boundaries are sensitive to a particular value of \( M \) so that the results are different from those for the one-band and two-band models. This difference is pronounced for \( \beta < 1 \) and \( \beta \gg 1 \), i.e. when the characteristic lengths of the partial condensates deviate significantly from each other. Due to the choice of the band Fermi velocities, we have two distinguished condensate lengths \( \xi_{1} \) and \( \xi_{2} \), the latter is equal to \( \xi_{\|} \), with \( \nu > 2 \). Similarly
and single-band (solid) cases, the single-band results are material independent quantities in question.

Figure 1. Results for one- and two-band superconductors with the microscopic parameters given in section 3.2, chosen so that both materials have the same excitation gap, degenerate for the two-band system, shown in panel (a) as a function of $T$ (in units of $T_c$). Panel (b) plots slopes of the IT domain boundaries $d\kappa_{\text{max}}^*/d\tau$ (two upper lines) and $d\kappa_{\text{min}}^*/d\tau$ (two lower lines) versus $\beta = v_2/v_1$ for the two-band (dotted) and single-band (solid) cases, the single-band results are material independent quantities $-0.29$ and $0.67$. Panel (c) shows the derivative $d(\xi_2 - \xi_1)/d\tau$ versus $\beta$, where $|\xi_2 - \xi_1|$ is the absolute value of the difference of the band healing lengths $\xi_2$ and $\xi_1$ for the two-band system in question.

Figure 2. The slopes of the IT domain boundaries $d\kappa_{\text{max}}^*/d\tau$ (upper lines) and $d\kappa_{\text{min}}^*/d\tau$ (lower lines) for the case of a single spectral gap in the model with the number of bands $M = 3$ (dashed line), $M = 4$ (dotted) and $M = 5$ (dashed-dotted). The microscopic parameters are discussed in section 3.2 and chosen so that all the given materials have the same temperature-dependent gap as in figure 1. The results are versus $\beta = v_2/v_1$, with $v_{\nu} = v_2$ for $\nu > 2$; the single-band boundaries are the universal constants $-0.29$ and $0.67$ shown as a guide for the eye by the solid line.

Figure 3. Results for two- and four-band materials, calculated with the microscopic parameters given in section 3.2 and chosen such that both materials have two excitation gaps. Panel (a) shows the gaps versus temperature (in units of $T_c$). Panel (b) plots slopes of the IT domain boundaries $d\kappa_{\text{max}}^*/d\tau$ (two upper lines) and $d\kappa_{\text{min}}^*/d\tau$ (two lower lines) versus $\beta = v_2/v_1$, $\beta = v_3/v_1$ (for the two-band case, solid lines) and $\beta = v_2/v_1 = v_3/v_1 = v_4/2v_1$ (for the four-band system, dashed lines).

To figure 1, when $\xi_1 = \xi_2$, i.e. for $\beta = 1$, the IT boundaries of the $M$-band model approach the boundaries of the IT domain for the one-band model. One sees again that the crossover between types I and II is determined by the number of contributing bands and by the interplay of the related condensate characteristic lengths. Obviously, the IT behavior cannot be captured by the model with the number of bands equal to the number of gaps in the single-particle spectrum of the uniform superconductor.

A further illustration is given in figure 3 which compares results for the two- and four-band systems. The parameters are chosen such that both systems have the same two excitation gaps (see figure 3(a)). In particular, spectral gaps are degenerate for bands 1, 2 and 2, 3 in the four-band case. The IT domain boundaries (their $\tau$-derivatives) for the two-band system are shown in figure 3(b) versus $\beta = v_2/v_1$ by solid lines. One can see that in general, the corresponding IT domain is significantly different from the two-band IT domain shown in figure 1(b), which is a consequence of the two excitation gaps in the present case. However, the two-band IT boundaries in figure 3(b) are still close to the single-band ones in vicinity of $\beta = 1$. Here the difference between the healing lengths $\xi_1$ and $\xi_2$ is minimal and the two-band system exhibits a nearly single-band superconducting magnetic response, despite the presence of two excitation gaps. We again observe that the presence/absence of diverse characteristic lengths of multiple condensates coexisting in one material is more essential for the superconducting magnetic properties than the presence/absence of multiple gaps in the excitation spectrum of the uniform superconductor.

The quantities $d\kappa_{\text{max}}^*/d\tau$ and $d\kappa_{\text{min}}^*/d\tau$ for the four-band system are given by dotted lines in figure 3(b) versus $\beta = v_2/v_1 = v_3/v_1 = v_4/2v_1$. One sees that the IT domain boundaries for the four-band case are close to the two-band IT bound-
aries at $\beta \sim 3$. For $\beta \gtrsim 3$ the size of the IT domain for the two-band system is notably larger and, on the contrary, for $\beta \lesssim 3$ the IT domain is larger in the four-band case. One also notes that unlike the two-band case the IT domain for the four-band system in figure 3(b) never approaches the single-band result (cf figure 1(b)). In general, one can expect that the larger is the number of competing superconducting condensates with different characteristics, the more significant are the deviations from the single-condensate physics.

4. Conclusions

In this work we have demonstrated that the presence of multiple competing lengths, each connected with corresponding partial condensate, is a more fundamental feature of a multiband superconductor for its magnetic properties than the presence of multiple gaps in the excitation spectrum. This is illustrated by considering boundaries of the IT domain in the phase diagram of the superconducting magnetic response. For example, our results have revealed that a superconductor can have many gaps in the excitation spectrum while exhibiting standard magnetic properties of a single-band material. There is also a reverse situation, when a superconductor has a single energy gap in the excitation spectrum but multiple competing characteristic lengths of contributing band condensates, which results in notable changes of the superconducting magnetic properties in the IT regime as compared to the single-band case. Generally, our analysis shows that the multi-condensate physics can appear irrespective of the presence/absence of multiple spectral gaps. Two superconductors with different numbers of the contributing bands but with the same energy gaps in their excitation spectra (some of the spectral gaps are degenerate) can exhibit different magnetic properties sensitive to the spatial scales of the band condensates. This discrepancy between different manifestations of multiple bands in superconducting materials must be taken into account in analysis of experimental data and, generally, in studies of multiband superconductors. In addition, given the significant advances in chemical engineering of various materials, including multiband superconductors, it is of great importance to search for systems that enrich our knowledge of and understanding the physics of the materials. Multiband superconductors with degenerate excitation gaps can be a good example of such systems, clearly demonstrating that ‘multiband’ can be dramatically different from ‘multigap’.

Our analysis has been performed within the EGL approach that takes into account the leading corrections to the GL theory in the perturbative expansion of the microscopic equations in $\tau = 1 - T/T_c$. This formalism, previously constructed for single- and two-band systems, has been extended in the present work to the case of an arbitrary number of contributing bands. Its advantage is that it allows one to clearly distinguish various effects appearing due to the multiband structure in different types of superconducting characteristics. It particular, it reveals solid correlations between changes in the IT domain with the competition of multiple characteristic lengths of the contributing condensates.
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Appendix A. Leading correction to the GL coherence length

He we employ the EGL approach to calculate the band dependent healing lengths $\xi_{\nu}$, up to the leading corrections to the GL coherence length. The GL theory of multiband superconductors has a single order parameter which yields equal healing lengths for different band condensates. (A multiband superconductor can have more than one order parameter in the GL regime when the solution of the linearized gap equation for $T_c$ is degenerate [55]; this case is not considered here.) However, when one takes into account the leading corrections to GL theory, band healing lengths become different. These corrections have been calculated earlier [24] for the one-band and two-band systems, and we now recall those results and extend them to the case of an arbitrary number of contributing bands.

We consider the condensate that occupies a half space $x > 0$ and is suppressed for $x \leq 0$. Each band condensate recovers its bulk value in a distance (measured from the interface $x = 0$) that is called the band healing length $\xi_{\nu}$. This length is defined from the criterion

$$\frac{\Delta_\nu(\xi_{\nu})}{\Delta_\nu(\infty)} = \frac{\Delta_\nu^{(0)}(\xi_{\nu}^{(0)})}{\Delta_\nu^{(0)}(\infty)}. \quad (A.1)$$

where $\xi_{\nu}$ is given by the $\tau$-expansion

$$\xi_{\nu} = \xi_{\nu}^{(0)} \left( 1 + \tau \xi_{\nu}^{(1)} \right), \quad (A.2)$$

and, taken in the lowest order in $\tau$, the band healing length coincides with the GL coherence length $\xi_{\nu}^{(0)} = \xi_{GL}$. We solve the GL equation (48) without magnetic field and with the boundary conditions $\psi(0) = \psi(\infty) = 0$, with $\psi$ the first derivative with respect to $x$ measured in units of $\xi_{GL}$. The well-known solution reads as [91]

$$\psi = \tanh \left( x/\sqrt{2} \right), \quad (A.3)$$

where $\psi$ is given in units of $\psi_0 = \sqrt{\alpha/\beta}$. One sees from equation (22) that $\psi$ controls $\Delta^{(0)}$. The next-to-lowest contribution to $\Delta_{\nu}$ is given by equation (29). In this equation $\varphi_{\nu}$ are explicitly expressed via
ψ by equation (31) but ϕ should be obtained from the stationary equation \( \delta F^{(1)}/\delta \Delta^{(0)} = 0 \), where \( F^{(1)} \) corresponds to \( f^{(1)} \) in equation (11). The projection of this equation onto the eigenvector \( \vec{c} \) yields the equation for \( \phi \) that can be written as

\[
(1 - 3\psi^2)\phi + \phi'' = A\psi + B\psi^3 + C\psi^5 + D\psi\psi'^2, \tag{A.4}
\]

where \( \phi \) is in units of \( \psi_0 \), \( \phi'' \) is the second derivative with respect to the scaled variable \( x \), and the coefficients read as

\[
A = \frac{3}{2} + \frac{Q}{2} + \sum_{i=1}^{M-1} \frac{\alpha_i^2}{\Lambda_i},
\]

\[
B = 5\bar{L} - 4\bar{Q} - 2\sum_{i=1}^{M-1} \frac{\Gamma_i(\alpha_i - \beta_i)}{\bar{K}\Lambda_i} + \frac{2K\alpha_i\beta_i}{\bar{K}\Lambda_i}.
\tag{A.5}
\]

\[
C = 3\bar{c} + 3\bar{Q} - 5\bar{L} + 3\sum_{i=1}^{M-1} \frac{\beta_i^2}{\Lambda_i},
\]

\[
D = 6\bar{Q} - 5\bar{L} - 6\sum_{i=1}^{M-1} \frac{\beta_i^3}{\bar{K}\Lambda_i},
\]

where \( K, \Gamma_j, \bar{c}, \bar{L}, \alpha_j, \beta_j, \bar{\alpha}_j \), and \( \bar{\beta}_j \) are given by equations (27), (32), (37), and (52). Here we consider that vectors \( \vec{c} \) and \( \vec{n}_j \) have only real components, i.e., \( \alpha_j = \alpha_j^* \), \( \beta_j = \beta_j^* \), and \( \Gamma_j = \Gamma_j^* \).

The solution of equation (A.4) at \( \phi(0) = \phi'(0) = 0 \) is obtained as

\[
\phi = -\frac{3(A + B) + 5C + D}{6} \tanh \left( \frac{x}{\sqrt{2}} \right) + \frac{2C + D}{x} \times \tanh \left( \frac{x}{\sqrt{2}} \right) - \frac{A - C}{2} \frac{x}{\sqrt{2}} \sech^2 \left( \frac{x}{\sqrt{2}} \right). \tag{A.6}
\]

Then, using equations (22), (29), (A.3), and (A.6), one finds

\[
\xi_{\nu^\prime}^{(1)} = \frac{A - C}{2} + \sqrt{2} \psi \left( \frac{1}{\sqrt{2}} \right) \left( \frac{2C + D}{6} + \sum_{i=1}^{M-1} \frac{\beta_i}{\Lambda_i} \frac{\eta_{\nu}}{\epsilon_{\nu}} \right). \tag{A.7}
\]

We note that only the last term in this expression contributes to the difference between the healing lengths of two different bands \( \nu \) and \( \nu' \), so that

\[
\xi_{\nu} - \xi_{\nu'} = 0.86 \tau \xi_{\nu} \sum_{i=1}^{M-1} \frac{\beta_i}{\Lambda_i} \frac{\eta_{\nu}}{\epsilon_{\nu}} \left( \frac{\eta_{\nu}}{\epsilon_{\nu}} - \frac{\eta_{\nu'}}{\epsilon_{\nu'}} \right), \tag{A.8}
\]

with \( \psi(1/\sqrt{2}) = 0.86 \).

Let us consider, for illustration, equation (A.7) for the two-band system with degenerate excitation gaps. In this case the eigenvector of the matrix \( L \) with zero eigenvalue satisfies \( \epsilon_1 = \epsilon_2 \). Then, for equal band Fermi velocities the parameter \( \beta_1 = 0 \) as \( \beta_1/b = \Gamma_1/K \), see the definition of these quantities in section 2.2. Since only \( \nu = 1 \) contributes to the sum in equation (A.7), we find \( \xi_{\nu}^{(1)} = \xi_{\nu}^{(2)} \). Thus, the healing lengths \( \xi_1 \) and \( \xi_2 \) are the same (at least up to the leading correction to the GL theory), which is in agreement with the results given in figure 1(c), where the healing length difference drops to zero at \( v_2 = v_1 \). The same conclusion can easily be obtained for \( M > 2 \), when all excitation gaps are degenerate and the bands have the same Fermi velocity.
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