A Dynamic Deep Neural Network For Multimodal Clinical Data Analysis
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Abstract

Clinical data from electronic medical records, registries or trials provide a large source of information to apply machine learning methods in order to foster precision medicine, e.g. by finding new disease phenotypes or performing individual disease prediction. However, to take full advantage of deep learning methods on clinical data, architectures are necessary that 1) are robust with respect to missing and wrong values, and 2) can deal with highly variable-sized lists and long-term dependencies of individual diagnosis, procedures, measurements and medication prescriptions. In this work, we elaborate limitations of fully-connected neural networks and classical machine learning methods in this context and propose AdaptiveNet, a novel recurrent neural network architecture, which can deal with multiple lists of different events, alleviating the aforementioned limitations. We employ the architecture to the problem of disease progression prediction in rheumatoid arthritis using the Swiss Clinical Quality Management registry, which contains over 10,000 patients and more than 65,000 patient visits. Our proposed approach leads to more compact representations and outperforms the classical baselines.

Introduction

Driven by increased computational power and larger datasets, deep learning (DL) techniques have successfully been applied to process and understand complex data (LeCun, Bengio, and Hinton 2015). In recent years, the adoption of electronic medical records (EMRs), registries and trial datasets has heavily increased the amount of captured patient data from thousands up to millions of individuals patients. Those datasets can be used to predict individual disease progression and outcomes in medicine to assist patients and doctors. Especially deep learning methods are more and more applied to process clinical data (Miotto et al. 2016, Shickel et al. 2017, Rajkomar et al. 2018, Hoang and Ho 2019) and learn from former experiences on a large scale as a potential tool to guide treatment and surveillance (Komorowski et al. 2018).

To establish high-quality decision making systems for clinical datasets, machine learning (ML) methods have to be able to deal with the varying structure of the data, containing variable-sized lists of diagnosis, procedures, measurements and medication prescriptions. Capturing long-term dependencies and handling irregular event sequences with variable time spans in between is crucial to model complex disease progressions of patients in personalized medicine.

Classical ML models, such as Random Forests (RFs) (Breiman 2001), and fully-connected networks (FCNs) or recurrent neural networks (RNNs) were applied successfully to predict disease progression (Vodencarevic et al. 2018) and disease outcomes (Kourou et al. 2015). However, classical FCN architectures are limited to a fixed number of...
input features. As consequence, these models can only consider a fixed number of events, such as visits or medication prescriptions and adjustments. As a simple workaround, only the last $N$ visits and $M$ medication prescriptions can be considered and older entries ignored. In case patients have less than $N$ entries for visits or $M$ medication adjustments, dummy values have to be used to guarantee a fixed number of input features. However, depending on the choice of $N$ and $M$, the full patient history is not considered.

Classical recurrent neural networks, such as long short-term memories (LSTMs) (Hochreiter and Schmidhuber 1997) can deal with variable-sized inputs and can handle irregularly timed events. In previous work, LSTMs were used for outcome prediction in intensive care units (Lipton et al. 2015), heart failure prediction (Maragatham and Devi 2019), Alzheimer’s disease progression prediction (Lee et al. 2019) and other applications (Baytas et al. 2017; Pham et al. 2017). However, the proposed architectures can only deal with one variable-sized list of one feature representation, which is limiting when working with clinical data. In this work, we aim at exploiting and unifying all available patient data. The resulting neural network architecture has to be able to deal with multiple variable-sized lists of different events like visits, medication adjustments or imaging, which all have different feature representations. In Liu et al. (2018) and Liu et al. (2019), this problem was approached by using large one-hot encodings, which contain features for all different event types. However, this approach leads to a high amount of dummy values and has limited flexibility.

We propose AdaptiveNet, a recurrent neural network architecture that can be trained in an end-to-end fashion. The scheme of the architecture is shown in Figure 1. AdaptiveNet can deal with multiple variable-sized lists of different event types by using multiple fully-connected encoding network modules to project all event types to the same latent space. Then, the sorted list of latent event representations is fed to a recurrent unit in order to compute a latent representation describing the full patients history. We employ AdaptiveNet for the problem of disease progression prediction in rheumatoid arthritis (RA) and evaluate the performance on the Swiss Clinical Quality Management (SCQM) dataset.

Related Work

Data in health care and biology often contains a variety of missing and wrong values. Previous work already addressed missing values in time series (Schafer and Graham 2002), but did not provide good performance when the missing rate was too high and inadequate samples were kept. While classical methods can omit missing data by performing analysis only on the observed data, for deep neural network architectures this is not straightforward. A possible solution is to fill in the missing values with substituted values, e.g. by smoothing or interpolation (Nancy, Khanna, and Arputharaj 2017). In Rubin (1976), it was shown that missing values can provide useful information about target labels in supervised learning tasks. In Che et al. (2016) this fact was exploited by using recurrent neural networks that are aware of missing values.

Other network architectures, such as convolutional neural networks (CNNs) (Nguyen et al. 2016), Transformer architectures (Li et al. 2019), or graph neural networks (GNNs) (Zhou et al. 2018) were also used to process clinical data (Choi et al. 2019). In contrast to CNNs, which are limited to their initial grid size, Transformers and GNNs are able to deal with variable-sized input lists. In general, these architectures could be extended to deal with multiple variable-sized lists in the same manner as described in this work for RNNs. However, since we want to cover temporal long-term dependencies in timeseries, we focus on RNNs.

Projecting objects to a latent space and pooling the latent vectors was already proposed in the Deep Set architecture (Zaheer et al. 2017). As pooling component, any permutation-invariant operator can be used, such as the sum. This approach was extended in Huegle et al. (2019) by projecting different object types to the same latent space using multiple encoders and pooling the objects by the sum in the context of off-policy reinforcement learning. In this work, we use a recurrent unit as pooling function to cover temporal dependencies.

In the application of RA, there is only few prior work on disease progression prediction. In Vodencarevic et al. (2018), rheumatic flares were predicted using Logistic Regression and Random Forests. Defining flares by DAS28-EST $\geq 3.2$ and Swollen Joint Count $28 \geq 2$, they achieved an AUC of about 80% in a small study with a group of 314 carefully selected patients from the Utrecht Patient Oriented Database. Disease detection, which is less sophisticated than disease progression prediction, was performed in Shiehadze, Sajed, and Aftakie (2015). Using an ensemble of decision trees, they achieved an accuracy of 85% and a sensitivity and specificity of 44% and 74% on a dataset of around 2500 patients referred to a rheumatology clinic in Iran. Lin et al. (2013) performed disease detection based on classical ML methods trained on > 2500 clinical notes and lab values. With an SVM, they achieved the best performance with an AUC score of 0.831.

Methods

In this section, we describe the disease progression prediction problem and how input samples can be generated from clinical datasets. Finally, the architecture of AdaptiveNet is explained in detail.

Disease Progression Prediction

Disease progression prediction based on a clinical dataset can be modeled as time-series prediction, where for a patient at time point $t$ the future disease activity at time point $t + \Delta t$ is predicted. The dataset consists of records for a set of
patients $\mathcal{R} = \bigcup_j \mathcal{R}_j$. Records can contain general patient information (e.g., age, gender, antibody-status) and multiple lists of events. The subset $\mathcal{R}_j(t) \subseteq \mathcal{R}_j$, denotes all records of a patient $j$ collected until time point $t$ with

$$R_j(t) = \{ e^{\text{patient}}(t) \} \cup E^{\text{visit}}(t) \cup E^{\text{med}}(t),$$

where $e^{\text{patient}}(t)$ contains general patient information collected until time point $t$. $E^k(t)$ is a list of events collected until time point $t$, where

$$E^k(t) = \{ e^k(t_e) \mid e^k(t_e) \in \mathcal{R}_j \text{ and } t_e \leq t \},$$

for all event types $k \in \{ \text{visit, med} \}$. Visit events contain information like joint swelling or patient reported outcomes (e.g. joint pain, morning stiffness and HAQ) and lab values (e.g. CRP, BSR). Medication events contain adjustment information, such as drug type and dose. In the same manner, further lists of other event types could be added, such as imaging data (e.g. MRI, radiograph). Considering records $R_j(t)$ as input, we aim to learn a function $f : (R_j(t), \Delta t) \rightarrow \mathbb{R}$ that maps the records at time point $t$ to the expected change of the disease level score, until time $t + \Delta t$ with

$$f(R_j(t), \Delta t) = \operatorname{score}_j(t + \Delta t) - \operatorname{score}_j(t).$$

To account for variable time spans, for all events, the time distance $\Delta t$ to the prediction time point is added as additional input feature. Records with included time feature are denoted as $R_j(t, \Delta t)$ and event lists with $E^k(t, \Delta t)$. If not denoted explicitly in the following, we assume that $\Delta t$ is included in all records and lists.

**Sample Generation from Clinical Data**

To train ML models on a clinical dataset in a supervised fashion, input samples and the corresponding labels are constructed over all patient records $\mathcal{R}_j$ by iterating over the list of visit time points $\mathcal{T}^{\text{visit}}_j$ and over all follow-up visits until the next medication adjustment. The list of time points for medication treatments is denoted as $\mathcal{T}^{\text{med}}_j$. The sample generation procedure is shown in Algorithm 1.

**AdaptiveNet**

In order to deal with the above defined patient records $R_j(t)$ and the corresponding variable-sized event lists $E^k(t)$ for a time point $t$, we propose the neural network architecture AdaptiveNet, which is able to deal with $K$ input sets $E^1, \ldots, E^K$, where every set can have variable length and different feature representations. With neural network modules $\phi^1, \ldots, \phi^K$, every element of the $K$ lists can be projected to a latent space and a sorted list of latent events can be computed as

$$\Psi(R_j(t)) = \Psi(E^1, \ldots, E^K) = \operatorname{sort} \left( \bigcup_k \bigcup_{e \in E^k(t)} \phi^k(e) \right),$$

with $1 \leq k \leq K$, sorted according to the time points of the events. The output vectors $\phi^k(\cdot) \in \mathbb{R}^F$ of the encoder networks $\phi^k$ have the same length $F$. These network modules can have an arbitrary architecture. In this work, we use fully-connected network modules to deal with numerical and categorical input features. We additionally propose to share the parameters of the last layer over all encoder networks. Then, $\phi^k(\cdot)$ can be seen as a projection of all input objects to the same encoded event space (effects of which we investigate further in the results). The prediction $\hat{y}$ of the network is then computed as

$$\hat{y}(R_j(t)) = \rho \left( \text{LSTM} \left[ \Psi(R_j(t)) \right] \ || e^{\text{Patient}} \right),$$

where $||$ denotes concatenation of the vectors and $\rho$ is a fully-connected network module. In this work, we use an LSTM [Hochreiter and Schmidhuber 1997] to pool the events by a recurrent unit. The scheme of the architecture is shown in Figure 1. To tackle the disease progression prediction problem, in this work, we use two encoder modules $\phi^1, \phi^2$ for the set of event types $\{ \text{visit, med} \}$. It is straightforward to add other event types, for example imaging data. In this case, the encoder module could consist of a convolutional neural network, which can optionally be pre-trained and have fixed weights.

**Experimental Setup**

In this section, we first explain the dataset and describe how to perform disease progression prediction in RA. After that, we explain baselines and training details, such as hyperparameter optimization and architectural choices.

**Data Set**

In this work, we use the Swiss Clinical Quality Management (SCQM) database [Uitz et al. 2000] for rheumatic diseases, which includes data of over 10,000 patients with RA, assessed during consultations and via the mySCQM online application. The database consists of general patient information, clinical data, disease characteristics, ultrasound, radiographs, lab values, medication treatments and patient reported outcome (HAQ, RADI4-5, SF12, EuroQol). Patients were followed-up with one to four visits yearly and clinical information was updated every time. The data collection was approved by a national review board and all individuals willing to participate, signing an informed consent form before enrolment in accordance with the Declaration of Helsinki.
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### Disease Progression Prediction in RA

To represent the disease level, we use the hybrid score DAS28-BSR as prediction target, which contains DAS28 (Disease Activity Score 28) and the inflammation blood-marker BSR (blood sedimentation rate). DAS28 defines the disease activity based on 28 joints (number of swollen joints, number of painful joints and questionnaires). For training and evaluation, we consider only visits with available DAS28-BSR score. We focus on 13 visit features, selected by a medical expert. All visit features are shown in Table 1. Additionally, we consider eight medications. The corresponding features are listed in Table 2 and general patient features in Table 3.

### Baselines

As baselines, we consider a Naive Baseline where we set $f(R_t(t), \Delta t) \approx 0$, which means no change in the disease level. Further, we compare to a Random Forest (ensemble of decision trees) and a classical Fully-Connected Network. In order to deal with the variable patient history lengths of the clinical dataset, for both RF and the FCN architecture the inputs have to be padded with dummy values (e.g., $-1$). Since we want to consider the full patient history without any loss of information, we pad the input until the maximum number of visit features is reached for the patient with the longest history, and analogously for medication features. Considering a maximum history length over many years can lead to a huge input size and large amount of dummy values, complicating reliable estimation of relevant correlations considerably. For a history length of 5 years, the input sizes of the RF and FCN are 1178, due to a maximum of 35 visits for one patient. In contrast, AdaptiveNet has 8 input features for general patient information, 21 input features for medications and 2.5

### Training

To train our models, we considered only patients with more than two visits and a minimum prediction horizon of 3 months up to a maximum of one year. In total, we trained on 28601 samples. For preprocessing, we scaled all features on 28601 samples. For preprocessing, we scaled all features

---

| Numerical | Missing [%] | Mean (± Std.) |
|-----------|-------------|---------------|
| minimal disease activity | 1.6 | 1.3 (±1.1) |
| number swollen joints | 6.6 | 3.3 (±4.6) |
| number painful joints | 6.9 | 3.5 (±5.3) |
| bsr | 14.6 | 18.5 (±17.1) |
| das28bsr score | 16.4 | 3.2 (±1.4) |
| pain level* | 22.4 | 3.3 (±2.7) |
| disease activity | 22.7 | 3.4 (±2.7) |
| index* | | |
| haq score | 27.8 | 0.8 (±0.7) |
| weight [kg] | 36.5 | 70.7 (±15.6) |
| height [cm] | 40.8 | 165.3 (±12.2) |
| crp | 45.4 | 7.32 (±12.7) |
| $\Delta t$ (5y history) | 0.0 | 2.2 (±1.4) |

| Categorical | Values [%] |
|-------------|------------|
| morning stiffness* | 22.7 | all day (1.9%) |
| | | < 0.5h (15.4%) |
| | | 0.5-1h (12.0%) |
| | | > 4h (1.6%) |
| | | 12h (6.1%) |
| | | 24h (3.5%) |
| | | no (36.8%) |
| | | current (9.3%) |
| | | former (12.3%) |
| | | never (18.2%) |
| smoker | 60.2 | |

| Numerical | Missing [%] | Mean (± Std.) |
|-----------|-------------|---------------|
| age | 0.0 | 58.8 (±13.0) |
| disease duration | 2.7 | 12.2 (±9.5) |

| Categorical | Values [%] |
|-------------|------------|
| gender | 0.0 | male (26.0%) |
| | | female (74.0%) |
| r-factor | 9.1 | yes (62.9%) |
| | | no (28.0%) |
| anti-ccp | 31.6 | yes (42.4%) |
| | | no (26.0%) |

Table 1: Visit features. The values for $\Delta t$ are shown for a prediction horizon of 1 year and a maximum history length of 5 years. (*) This score is a rheumatoid arthritis disease activity index (RADAI).

Table 2: Medication features.

| Numerical | Missing [%] | Mean (± Std.) |
|-----------|-------------|---------------|
| drug | | |
| dmdm mtx | | 24.1 |
| prednison | | 16.8 |
| adalimumab | | 7.9 |
| etanercept | | 7.3 |
| tocilizumab | | 4.0 |
| abatacept | | 4.0 |
| rituximab | | 3.5 |
| golimumab | | 2.4 |
| other | | 30.1 |
| type | | |
| prednison | | 16.8 |
| dmdm | | 24.1 |
| biologic | | 29.0 |
| other | | 30.1 |
| dose | | |
| < 10 [mg] | | 9.6 |
| 10 - 15 [mg] | | 12.6 |
| > 15 [mg] | | 36.5 |

| Numerical | Missing [%] | Mean (± Std.) |
|-----------|-------------|---------------|
| $\Delta t$ (5y history) | 0.0 | 2.2 (±1.3) |

Table 3: General patient features.
Table 4: Architecture of AdaptiveNet, where FC denotes fully-connected layers, seq(\textsuperscript{\textcircled{1}}) variable-sized lists of events and \( B \) the batch size. (*) A second FC(100) layer is used in experiments with parameter-sharing for the encoders.

| Model        | Parameter          | Config. Space                        |
|--------------|--------------------|--------------------------------------|
| RF           | max depth          | [8, 10, 12, 15]                       |
| FCN          | num hidden layers  | [2, 3, 4]                            |
|              | hidden dim         | [32, 64, 100]                         |
|              | dropout rate       | [0.0, 0.1, 0.25]                      |
| AdaptiveNet  | \( \phi(1) \): hidden dim | [32, 64, 100]                         |
|              | \( \rho(1) \): hidden dim | [1.2]*                                |
|              | \( \rho \): hidden dim | [64, 100, 200]                        |
|              | dropout rate       | [1.2, 3]                             |
|              |                    | [0.0, 0.1, 0.25]                      |

Table 5: Configuration spaces of the different approaches. The best performing architectural choices are shown in bold. (*) For experiments with parameter-sharing in the last layer, one additional layer of the same hidden dimension is added.

All architectures were trained with a batch size of 12. To train the neural networks, weights \( w \) are updated in supervised fashion via gradient descent on a minibatch of samples \( X \) and labels \( y \) of size \( B \) using the update rule:

\[
w \leftarrow w - \alpha \nabla_w L(w),
\]

with learning rate \( \alpha \) and loss \( L \). The loss is computed as:

\[
L(w) = \frac{1}{B} \sum_{i=1}^{B} (y_i - \hat{y}(X_i))^2.
\]

For further evaluation, we use the trained regression model to perform classification. Defining two classes as active disease (DAS28-BSR \( \leq 2.6 \)) and in remission (DAS28-BSR \( < 2.6 \)), we can classify between future disease levels by estimating the absolute disease level with \( f^{abs}(R_j(t), \Delta t) = score_j(t) + f(R_j(t), \Delta t) \). AdaptiveNet achieves an accuracy of 76% and an Area Under the Curve (AUC) score of 0.735. Please note that these results can not directly be compared to the performance of the flare prediction approach shown in (Vodencarevic et al. 2018) due to different definitions of active disease levels and different datasets (10,000 patients in this study vs. 314 patients).

For evaluation, we use the trained regression model to perform classification. Defining two classes as active disease (DAS28-BSR \( \leq 2.6 \)) and in remission (DAS28-BSR \( < 2.6 \)), we can classify between future disease levels by estimating the absolute disease level with \( f^{abs}(R_j(t), \Delta t) = score_j(t) + f(R_j(t), \Delta t) \). AdaptiveNet achieves an accuracy of 76% and an Area Under the Curve (AUC) score of 0.735. Please note that these results can not directly be compared to the performance of the flare prediction approach shown in (Vodencarevic et al. 2018) due to different definitions of active disease levels and different datasets (10,000 patients in this study vs. 314 patients).

All ML methods outperform the Naive Baseline significantly, which has a MSE of 1.369. The performance of the RF decreases with increasing history size from a MSE of 0.983 for 6 months to a MSE of 1.058, probably due to the huge amount of input features. In contrast, both neural network architectures are able to profit from longer histories. With a MSE of 0.988 for history of 6 months, the FCN shows slightly worse performance than the RF. However, for longer histories, the FCN outperforms the RF, showing MSEs of 0.953 for 1 year and 1.058 for 5 years. The best performance over all history lengths is achieved by AdaptiveNet with a MSE of 0.957 for 6 months up to 0.907 for a history length of 5 years, which corresponds to an error of 7.94% in the range of the target value (change of DAS28-BSR).

Using parameter sharing in the last layer in the \( \phi(\cdot) \) modules, the network performs slightly better for long histories. With parameter sharing, the MSE of the disease progression prediction for AdaptiveNet for a considered maximum his-
AdaptiveNet provides a flexible architecture to deal with multiple variable-sized lists of clinical events of different types, such as clinical visits or medication adjustments. The flexibility of the architecture allows to exploit and integrate all available data into the decision making process in a unified and compact manner. Compared to classical approaches, AdaptiveNet is more robust in disease prediction, avoiding missing values and handling irregular visits by a recurrent unit. AdaptiveNet can be applied for various ML applications based on clinical datasets like EMRs, registries or multi-modal time series with missing values. As can be seen in the plot, the learned representations for visits and medications are nicely clustered and well separated, which partly explains the good performance of this architecture.

Conclusion

AdaptiveNet provides a flexible architecture to deal with multiple variable-sized lists of clinical events of different types, such as clinical visits or medication adjustments. The flexibility of the architecture allows to exploit and integrate all available data into the decision making process in a unified and compact manner. Compared to classical approaches, AdaptiveNet is more robust in disease prediction, avoiding missing values and handling irregular visits by a recurrent unit. AdaptiveNet can be applied for various ML applications based on clinical datasets like EMRs, registries or trials. We are convinced that flexible and integrative deep learning systems such as AdaptiveNet can boost personalized medicine by considering as much data as possible to create high-quality machine-learned evidence.

Acknowledgement

A list of rheumatology offices and hospitals that are contributing to the SCQM registries can be found on www.scqm.ch/institutions. The SCQM is financially supported by pharmaceutical industries and donors. A list of financial supporters can be found on www.scqm.ch/sponsor. We gratefully thank all patients and doctors for their support.

References

Baytas et al. 2017 Baytas, I. M.; Xiao, C.; Zhang, X.; Wang, F.; Jain, A. K.; and Zhou, J. 2017. Patient subtyping via time-aware lstm networks. In Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’17, 65–74. New York, NY, USA: ACM.

Breiman 2001 Breiman, L. 2001. Random forests. Machine Learning 45.

Che et al. 2016 Che, Z.; Purushotham, S.; Cho, K.; Sontag, D.; and Liu, Y. 2016. Recurrent neural networks for multivariate time series with missing values. Scientific Reports 8.

Choi et al. 2019 Choi, E.; Xu, Z.; Li, Y.; Dusenberry, M. W.; Flores, G.; Xue, Y.; and Dai, A. M. 2019. Graph convolutional transformer: Learning the graphical structure of electronic health records. CoRR abs/1906.04716.

Hoang and Ho 2019 Hoang, K. H., and Ho, T. B. 2019. Learning and recommending treatments using electronic medical records. Knowledge-Based Systems 181:104788.

Hochreiter and Schmidhuber 1997 Hochreiter, S., and Schmidhuber, J. 1997. Long short-term memory. Neural Comput. 9(8):1735–1780.

Huegle et al. 2019 Huegle, M.; Kalweit, G.; Werling, M.; and Boedecker, J. 2019. Dynamic interaction-aware scene understanding for reinforcement learning in autonomous driving.

Kingma and Ba 2014 Kingma, D. P., and Ba, J. 2014. Adam: A method for stochastic optimization. CoRR abs/1412.6980.

Komorowski et al. 2018 Komorowski, M.; Celi, L.; Badawi, O.; Gordon, A.; and Faisal, A. 2018. The artificial intelligence clinician learns optimal treatment strategies for sepsis in intensive care. Nature Medicine 24.

Kourou et al. 2015 Kourou, K.; Exarchos, T. P.; Exarchos, K. P.; Karamouzis, M. V.; and Fotiadis, D. I. 2015. Machine learning applications in cancer prognosis and prediction. Computational and Structural Biotechnology Journal 13:8 – 17.

LeCun, Bengio, and Hinton 2015 LeCun, Y.; Bengio, Y.; and Hinton, G. 2015. Deep learning. Nature 521:436–44.

Lee et al. 2019 Lee, G.; Nho, K.; Kang, B.; Sohn, K.-A.; and Kim, D. 2019. Predicting alzheimers disease progression using multi-modal deep learning approach. Scientific Reports 9:1952.

Li et al. 2019 Li, Y.; Rao, S.; Solares, J. R. A.; Hassaine, A.; Canoy, D.; Zhu, Y.; Rahimi, K.; and Khorshidi, G. S. 2019. BEHRT: transformer for electronic health records. CoRR abs/1907.09538.

Lin et al. 2013 Lin, C.; Karlson, E. W.; Canhao, H.; Miller, T. A.; Dligach, D.; Chen, P. J.; Perez, R. N. G.; Shen, Y.; Weinblatt, M. E.; Shadick, N. A.; Plenge, R. M.; and Savova, G. K. 2013. Automatic prediction of rheumatoid arthritis disease activity from the electronic medical records. PLOS ONE 8(8):1–10.
[Lipton et al. 2015] Lipton, Z. C.; Kale, D. C.; Elkan, C.; and Wetzel, R. C. 2015. Learning to diagnose with lstm recurrent neural networks. CoRR abs/1511.03677.

[Liu et al. 2018] Liu, L.; Shen, J.; Zhang, M.; Wang, Z.; and Tang, J. 2018. Learning the joint representation of heterogeneous temporal events for clinical endpoint prediction. CoRR abs/1803.04837.

[Liu et al. 2019] Liu, L.; Li, H.; Hu, Z.; Shi, H.; Wang, Z.; Tang, J.; and Zhang, M. 2019. Learning hierarchical representations of electronic health records for clinical outcome prediction. CoRR abs/1903.08652.

[Maragatham and Devi 2019] Maragatham, G., and Devi, S. 2019. Lstm model for prediction of heart failure in big data. J. Med. Syst. 43(5):1–13.

[Miotto et al. 2016] Miotto, R.; Li, L.; Kidd, B. A.; and Dudley, J. T. 2016. Deep patient: An unsupervised representation to predict the future of patients from the electronic health records. In Scientific reports.

[Nancy, Khanna, and Arputharaj 2017] Nancy, J. Y.; Khanna, N. H.; and Arputharaj, K. 2017. Imputing missing values in unevenly spaced clinical time series data to build an effective temporal classification framework. Comput. Stat. Data Anal. 112(C):63–79.

[Nguyen et al. 2016] Nguyen, P.; Tran, T.; Wickramasinghe, N.; and Venkatesh, S. 2016. Deepr: A convolutional net for medical records.

[Pham et al. 2017] Pham, T.; Tran, T.; Phung, D.; and Venkatesh, S. 2017. Predicting healthcare trajectories from medical records: A deep learning approach. Journal of Biomedical Informatics 69:218–229.

[Rajkomar et al. 2018] Rajkomar, A.; Oren, E.; Chen, K.; Dai, A.; Hajaj, N.; Liu, P.; Liu, X.; Sun, M.; Sundberg, P.; Yee, H.; Zhang, K.; Duggan, G.; Flores, G.; Hardt, M.; Irvine, J.; Le, Q.; Litsch, K.; Marcus, J.; Mossin, A.; and Dean, J. 2018. Scalable and accurate deep learning for electronic health records. npj Digital Medicine 1.

[Rubin 1976] Rubin, D. B. 1976. Inference and missing data. Biometrika 63(3):581–592.

[Schafer and Graham 2002] Schafer, J. L., and Graham, J. W. 2002. Missing data: Our view of the state of the art. Psychological Methods 7(2):147–177.

[Shickel et al. 2017] Shickel, B.; Tighe, P.; Bihorac, A.; and Rashidi, P. 2017. Deep EHR: A survey of recent advances on deep learning techniques for electronic health record (EHR) analysis. CoRR abs/1706.03446.

[Shiezadeh, Sajedi, and Aflakie 2015] Shiezadeh, Z.; Sajedi, H.; and Aflakie, E. 2015. Diagnosis of rheumatoid arthritis using an ensemble learning approach. volume 5, 139–148.

[Uitz et al. 2000] Uitz, E.; Fransen, J.; Langenegger, T.; and Stucki, P. D. m. G. 2000. Clinical quality management in rheumatoid arthritis: putting theory into practice. swiss clinical quality management in rheumatoid arthritis. Rheumatology (Oxford, England) 39:542–9.

[van der Maaten and Hinton 2008] van der Maaten, L., and Hinton, G. 2008. Visualizing data using t-SNE. Journal of Machine Learning Research 9:2579–2605.

[Vodencarevic et al. 2018] Vodencarevic, A.; Goes, M.; Medina, O.; de Groot, M.; Haitjema, S.; Solinge, W.; Hoefer, I.; Peelen, L.; Laar, J.; Zimmermann-Rittereiser, M.; Hamans, B.; and Welsing, P. 2018. Predicting flare probability in rheumatoid arthritis using machine learning methods. 187–192.

[Zaheer et al. 2017] Zaheer, M.; Kottur, S.; Ravanbakhsh, S.; Poczos, B.; Salakhutdinov, R. R.; and Smola, A. J. 2017. Deep sets. In Guyon, I.; Luxburg, U. V.; Bengio, S.; Wallach, H.; Fergus, R.; Vishwanathan, S.; and Garnett, R., eds., Advances in Neural Information Processing Systems 30. Curran Associates, Inc. 3391–3401.

[Zhou et al. 2018] Zhou, J.; Cui, G.; Zhang, Z.; Yang, C.; Liu, Z.; and Sun, M. 2018. Graph neural networks: A review of methods and applications. CoRR abs/1812.08434.