Remote Sensing to Minimize Energy Consumption of Six-axis Robot Arm Using Particle Swarm Optimization and Artificial Neural Network to Control Changes in Real Time
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We propose a new method for the analysis and design of a robotic system that minimizes the energy consumption of a six-axis robot arm by controlling the velocity and acceleration of each arm of the robot to achieve the specified trajectory of the robot determined from a lean manufacturing method. A dynamic model of the PUMA 560 robot has been simulated on MATLAB, while the Robotics Toolbox and particle swarm optimization (PSO) are utilized to search for optimal paths and the optimal velocity and acceleration of the robot arms. The optimal velocity and acceleration are described as those giving minimum overall energy consumption constrained by a specified cycle time of the entire robotic system. Typically, the picking and placing of materials are carried out by humans, causing a variation in production rate, whereas our system using a robot arm ensures a stable production rate. Moreover, the optimal results obtained from PSO are adopted to train an artificial neural network (ANN) to extend the design system from discrete optimal values to a continuous and near-optimal value. In other words, the ANN is used to obtain an approximate optimal value between those obtained from PSO to make the system applicable to a real-world system. As shown by the simulation results, this method reduces the energy consumption of 12.3% from the initial energy and reduces the time for optimization by 99.8% compared with that for the PSO technique.

1. Introduction

Lean manufacturing techniques are used to improve the production process in factories. The improvement yields the most optimal time of the production process (1,2) in terms of motion and production layout. To serve industry 4.0, the proposed method remotely controls the production parameters continuously, considering the time, cost, transportation cost, safety, and reliability. This system minimizes the amounts of all materials in the supply chain and reduces labor costs (3–7). Remote sensing has a number of applications such as detecting the temperature of electromagnetic compatibility (EMC) on aerospace platforms (8) wireless remote control to send data to a server for processing (9), and using a smartphone as a mobile gateway to send data from a sensor to a server for processing (10).
However, current production employs industrial robot (IR) arms for many tasks where the speed can be remotely controlled from anywhere. When using many robotic arms, energy must be considered because the energy cost is one of the main production costs. The total energy consumption in the industrial sector is 37% of the total energy consumption in the world.\(^{(11)}\) The automotive industry is one of the largest industries in the world. In the automotive industry, the energy consumption by IRs in the production line is about 8% of the total energy consumption\(^{(12)}\) and the proportion is likely to increase in the future. The energy consumption of robots is of interest because it is a direct cost of business. For the above reasons, research and development to reduce the energy consumption of IR is important.

Many studies have been performed on hardware such as the type of robot arm that should be selected by considering energy consumption\(^{(13)}\) or electric energy loss from materials.\(^{(14)}\) There have also been many studies on software. For example, research on choosing the trajectory of a robot arm found that a parabolic trajectory can achieve the lowest energy consumption.\(^{(15)}\) The trajectory of a robot arm can be controlled by the working cycle time of the robot arm to optimize the use of energy.\(^{(16-22)}\) There have been many attempts to control the trajectory and time from the last working point to the home point of a robot arm in accordance with the standard cycle time with the aim of reducing time and energy consumption.\(^{(23,24)}\) In addition to controlling the time and movement path, the results of research on controlling the speed, acceleration, and torque of a motor can also be used to optimize the time for which robot moves.\(^{(25,26)}\) Various algorithms for obtaining an optimal condition related to a robot arm have been developed. Particle swarm optimization (PSO) is one of the algorithms used to find optimized values. There are a variety of applications of PSO. One example is the optimal scheduling of the production of thin-film transistors (TFTs), with production capacity allocated by finding the most appropriate production sequence and resolving the bottlenecks of the process occurring in normal production planning.\(^{(27-30)}\) PSO can be used for the path planning of mobile robots to decide complex paths, such as the paths of 10 mobile robots moving around obstacles.\(^{(31)}\)

To adjust the conditions to respond to changes, neural networks can be used to find continuous data for rapid adjustment, for example, when designing an application to calculate energy efficiency in home appliances\(^{(32)}\) and industry.\(^{(33)}\) They have also been used to design wind turbines on a farm\(^{(34)}\) and to predict motor trouble to reduce the energy loss resulting from the low efficiency of faulty motors.\(^{(35)}\)

In industry 4.0, industries will be integrated with the production world owing to network connectivity in the form of the Internet of Things (IoT), which will connect all devices in the production system. A network system will be able to communicate and exchange information from anywhere at any time. As an advantage of industry 4.0, customers should be able to place orders in an application via a phone or computer to control the production cycle time from anywhere. However, a remote-control system for IR to operate at the required time while maintaining the lowest energy consumption has not yet been found. In response to this problem we present a system of remote sensing for controlling a robot arm that can also minimize energy consumption.
2. Modeling of Energy Consumption

For the production system to receive information about customer requirements, the customer must enter the number of required pieces into the system. The quantity of the product required by the customer can be converted to the maximum TackTime of production by

\[ TackTime = \frac{Working\ Time}{Demand}. \]  

In Eq. (1), TackTime is the maximum time required for the system to control the speed of the production line. This time is used to determine the speed and acceleration appropriate for movement while using the minimum energy to control the movement of a robot arm. Normally, the production line is designed by the lean manufacturing technique, which focuses on reducing all waste in a production line. However, the energy consumption is not typically considered in the design. Therefore, the energy consumption must be considered in the dynamics of the robot arm, which is determined by the angular coordinates of the robot arm shown in Fig. 1. The movement path can be applied to simulate the trajectory of a robot in a current production system or in the development of a new system.

In each operation, the sum of the energy must be calculated for each path. The energy consumption for the operation is a nonlinear function of the execution time. The same robot also consumes energy while idling after the completion of the operation.

The study of the robot energy is necessary to develop the dynamics of the robot model. A dynamic equation describes the relationship between force and movement. It is important to consider the equation for movement in robot design, including by simulation, to develop an algorithm for control. There are many ways to formulate a dynamic equation of a robot arm. The equation incorporates the force, torque, speed, acceleration, and position.

The torque equation can be expressed as follows, where \( q \) is the resulting angle, \( \dot{q} \) is speed, and \( \ddot{q} \) is acceleration, while the torque must be on the trajectory.

![Fig. 1. (Color online) Simulation model of PUMA 560.](image)
The total energy consumption of the path is given by the integral of the absolute value of the product of torque and speed. The power consumed by the robot at any given instance of time is given by

$$P = |\tau \dot{q}|.$$ \hspace{1cm} (3)

Thus, the total energy consumption is

$$E = \int_0^T |\tau \dot{q}| dt.$$ \hspace{1cm} (4)

Energy can be calculated from the torque and time. Obviously, the energy consumption is related to the speed and acceleration of the robot arm movement, which means that reducing the speed and acceleration can reduce energy consumption.

The study shows that the PSO algorithm can find the optimal solution to most equations, then an appropriate result can be obtained by tuning the obtained solution. The process can obtain the result by considering the following equation:

$$E = \int_0^T \left( |M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) + \tau_f| \right) \times \dot{q} \times dt.$$ \hspace{1cm} (5)

From this equation, the energy in joules can be calculated and used as a fitness value in PSO optimization, the flow chart for which is shown in Fig. 2.

The PSO technique can find only one optimal value. In this paper, we propose the use of neural network techniques to find the velocity and acceleration in every period.

As shown in Fig. 3, in the artificial neural network (ANN), all nodes in the input layer send signals to all nodes in the first hidden layer, and all nodes in the first hidden layer send signals to all nodes in the next layer. This is performed until all nodes in the last hidden layer send signals to the nodes in the output layer. The results from such processing will be the output values. Therefore, the values obtained from the ANN will provide the speed and acceleration required in every period to control the robot so that it uses energy efficiently.

### 3. Case Study of Energy Optimization

For industry 4.0, it is necessary to adjust conditions for production in real time. Therefore, we propose the design of a system able to receive a work order from a mobile application and to send data to the production line as shown in Fig. 4.

To adjust the speed and acceleration to reduce energy use in the production system, the program simulation applies a PUMA 560 robot with the D–H parameters in Table 1. Figure 5 shows the dimensions of the robot.
Fig. 2. (Color online) Flow chart for PSO optimization.

Fig. 3. Diagram of the backpropagation neural network.
In the simulation of the relationship between energy consumption and time, the robot moves from point A to point B and the distance between points A and B is set to 100 mm on the X-axis. The starting time of this path is 0.15 s and the energy consumed by the robot arm is measured at intervals of 0.1 s up to 5 s. Figure 6 shows the result of the simulation with the same distance between A and B but different total times of the trajectory. Lower energy consumption is obtained for longer times, which can be achieved when moving, i.e., when the robot arm moves slowly. The energy consumption can be reduced because the cycle time of each process does not need to change with the minimum cycle time. This is because the robot arm has a waiting time before the next cycle.

The study of the robot to reduce its energy consumption is performed by finding the suitable time, velocity, and acceleration of the moving robot. The initial time of the total trajectory is set to 6.60 s with a maximum time of the trajectory of 12.09 s to compare the decrease in energy consumption.

| Link | a (m) | a (rad) | d (m) |
|------|-------|---------|-------|
| 1    | 0     | π/2     | 0.67  |
| 2    | 0.4318| 0       | 0     |
| 3    | 0.4318| −π/2    | 0.1505|
| 4    | 0     | π/2     | 0     |
| 5    | 0     | −π/2    | 0     |
| 6    | 0     | 0       | 0.2   |

In Fig. 4, the system diagram for robot remote control is shown. In Fig. 5, the dimensions of PUMA 560 are illustrated. In Fig. 6, the graph showing the relationship between energy consumption and time is depicted.
Figure 7 shows the layout of a process and Figs. 8 and 9 show movement in the simulation and the parameters of PSO with a particle size of 25, 100 iterations, and velocities of 0.3 to 1.0 simulated by MATLAB. The energy from the initial time is presented in Table 2. The data used for training in the neural network simulation obtained from PSO with a period of 1 s are shown in Table 3.

| Path     | Time | Velocity | Acc. | Energy   |
|----------|------|----------|------|----------|
| 1 (0.613, 0.587, 0) | 0.30 | 38.78    | 461.60 | 767.70   |
| 2 (0.513, 0.587, 0) | 0.30 | 270.79   | 3231.40 | 743.50   |
| 3 (0.609, 0, −0.092) | 1.00 | 10.51    | 33.90  | 1473.20  |
| 4 (0.709, 0, −0.092) | 0.30 | 1.25     | 26.30  | 541.60   |
| 5 (0.609, 0, −0.092) | 0.30 | 2.21     | 26.30  | 542.40   |
| 6 (0.424, −0.569, −0.075) | 1.00 | 1.89     | 6.10   | 916.20   |
| 7 (0.524, −0.569, −0.075) | 0.30 | 0.93     | 20.80  | 469.40   |
| 8 (0.424, −0.569, 0) | 0.30 | 1.84     | 21.90  | 324.50   |
| 9 (0.0424, −0.569, 0) | 1.00 | 0.37     | 19.80  | 574.70   |
| 10 (0.424, −0.569, 0) | 0.30 | 2.32     | 27.60  | 600.70   |
| 11 (0.513, 0.587, 0) | 1.50 | 2.74     | 8.50   | 1201.30  |
| Total    | 6.60 | —        | —     | 8155.20  |
Figure 10 shows the lines of best fit between the actual output and the output obtained with the proposed neural network. The correlation coefficient $R$ between the actual output and the training result was 1 and that between the training result and the actual data was 0.9988. The system calculates the speed, acceleration, and energy of the most suitable movements of the robotic arm.
4. Results

MATLAB is applied to optimize the energy consumption resulting from moving the robot arm. Figure 11 shows the number of iterations with different fitness values. Table 4 shows the minimum energy consumption obtained by PSO. This method reduces energy consumption from 8155.20 to 7148.6 J, a decrease of 12.3%. On the other hand, the total moving time is increased by 71.8% from 6.60 to 11.34 s.

After applying an ANN, the data obtained from PSO creates continuous data of angular velocity and acceleration (Fig. 12). To minimize the energy consumed by the robot arm, the ANN provides the acceleration and speed for different cycle times.

When entering the cycle time into the system, the system correctly calculated the speed and acceleration. The time required by the PSO technique to obtain the optimal value was 1690.80 s in addition to the 2 s required by the neural network. This means that the time will be reduced significantly when an order is entered from a remote controller.

Table 4
Minimum energy consumption obtained from PSO.

| Path                | Time | Velocity | Acc. | Energy |
|---------------------|------|----------|------|--------|
| 1 (0.613, 0.587, 0) | 0.45 | 26.30    | 176.09| 758.10 |
| 2 (0.513, 0.587, 0) | 0.87 | 97.07    | 359.04| 734.80 |
| 3 (0.609, 0, −0.092)| 2.11 | 4.86     | 7.23 | 1200.10|
| 4 (0.709, 0, −0.092)| 0.41 | 0.93     | 12.23| 531.00 |
| 5 (0.609, 0, −0.092)| 0.30 | 2.21     | 26.32| 542.40 |
| 6 (0.424, −0.569, −0.075) | 1.98 | 0.92     | 1.45 | 635.40 |
| 7 (0.524, −0.569, −0.075) | 0.49 | 0.63     | 7.93 | 461.80 |
| 8 (0.424, −0.569, 0) | 0.73 | 0.76     | 3.23 | 308.80 |
| 9 (0.0424, −0.569, 0) | 0.67 | 0.56     | 47.03| 566.60 |
| 10 (0.424, −0.569, 0) | 0.73 | 0.96     | 4.07 | 567.60 |
| 11 (0.513, 0.587, 0) | 2.60 | 1.55     | 2.73 | 842.00 |
| Total               | 11.34| —        | —    | 7148.60|

Fig. 11. (Color online) Number of iterations with different fitness values.

Fig. 12. (Color online) Continuous data of (a) velocity and (b) acceleration obtained from the neural network.
5. Conclusion

Because of the widespread use of robot arms in industry, the cost of the energy consumed by them is significant. We present a new method of remote control to adjust production in real time by using energy optimization techniques to maximize the efficiency of remote-control production orders. By applying IoT technology, our method can control a robot arm by adjusting its speed while minimizing its energy consumption. Our method can be applied to smart factories to obtain the most effective time and minimize energy consumption when receiving orders from a distance.
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