Abstract

Video inpainting aims to fill the given spatiotemporal holes with realistic appearance but is still a challenging task even with prosperous deep learning approaches. Recent works introduce the promising Transformer architecture into deep video inpainting and achieve better performance. However, it still suffers from synthesizing blurry texture as well as huge computational cost. Towards this end, we propose a novel Decoupled Spatial-Temporal Transformer (DSTT) for improving video inpainting with exceptional efficiency. Our proposed DSTT disentangles the task of learning spatial-temporal attention into 2 sub-tasks: one is for attending temporal object movements on different frames at same spatial locations, which is achieved by temporally-decoupled Transformer block, and the other is for attending similar background textures on same frame of all spatial positions, which is achieved by spatially-decoupled Transformer block. The interweaving stack of such two blocks makes our proposed model attend background textures and moving objects more precisely, and thus the attended plausible and temporally-coherent appearance can be propagated to fill the holes. In addition, a hierarchical encoder is adopted before the stack of Transformer blocks, for learning robust and hierarchical features that maintain multi-level local spatial structure, resulting in the more representative token vectors. Seamless combination of these two novel designs forms a better spatial-temporal attention scheme and our proposed model achieves better performance than state-of-the-art video inpainting approaches with significant boosted efficiency. Training code and pretrained models are available at https://github.com/ruiliu-ai/DSTT.

1. Introduction

Video inpainting is the task to fill spatiotemporal holes in video frames with realistic and coherent content. It has a wide range of real-world applications such as object removal [23, 36], video completion [5, 4] and video restoration [18].

Despite the prevalence of deep learning methods, video inpainting remains a challenging task due to the complexity of visual contents and deteriorated video frames such as motion blur, occlusion induced by camera movement and large object movements. Although deep learning-based image inpainting approaches have made great progress [13, 34, 35], processing videos frame-by-frame can hardly generate videos with temporal consistency. Some other works used propagation-based methods to align and propagate temporally-consistent visual contents to obtain more vivid inpainting results [33, 10]. However, they usually fail when faced with occluded stationary backgrounds. End-to-end training a deep generative model for video inpainting and performing direct inference has drawn great attention in recent years. These methods, however, usually yield blurry videos by using 3D convolution [29, 5, 4]. Very recently, attention mechanisms are adopted to further promote both realism and temporal consistency via capturing long-range...
correspondences. Temporally-consistent appearance is implicitly learned and propagated to the target frame via either frame-level attention [23] or patch-level attention [36].

These methods improve video inpainting performance to a great extent, yet still suffer from the following shortcomings: On the one hand, processing spatial-temporal information propagation with self-attention modules is challenging in complex scenarios, for example, the arbitrary object movement (see Fig. 2). A camel is occluded for some frames and appears at some other frames, but the previous method [36] can not attend and propagate it precisely. On the other hand, Transformer-based attention inevitably brings huge computational cost, hindering its usage in real-world applications.

To tackle the challenges, we propose the decoupled spatial-temporal Transformer (DSTT) framework for video inpainting with an interleaving stack of temporally-decoupled and spatially-decoupled Transformer blocks. Specifically, following STTN [36], we first extract the downsampled feature maps and embed this feature map into many spatiotemporal token vectors with a convolution-based encoder. Then the obtained spatiotemporal tokens pass through a stack of Transformer blocks for thorough spatial-temporal propagation. Different from the Transformer block in STTN that simultaneously processes spatial-temporal propagation, we decouple the spatial propagation and temporal propagation into 2 different Transformer blocks. In temporally-decoupled Transformer block, the obtained tokens are spatially divided into multiple zones, and the model calculates the attention between tokens from different frames’ same zone, which is used to model temporal object movement. By contrast, in spatially-decoupled Transformer block, the model calculates the attention between all tokens from the same frame. This is designed for modeling the stationary background texture in the same frame. These two different Transformer blocks are stacked in an interleaving manner such that all spatial-temporal pixels can be interacted with each other, leading to thorough spatial-temporal searching and propagation. Meanwhile, this spatial-temporal operation becomes much easier after this decoupling scheme, resulting in better video inpainting performance, as shown in Fig. 2. Not only can the occluded object be displayed, but also more coherent texture can be synthesized.

Although an effective and efficient way is provided for thorough spatiotemporal propagation, learning representative and robust feature representation before entering the Transformer blocks is still significant. Because roughly separating image into many patches and squeezing them into token vectors like ViT [7] is not a good way to dealing with low-level vision tasks due to the requirement of maintaining spatial structure. Therefore we also design a hierarchical CNN-based encoder for making the extracted feature maps maintain multi-level local spatial structure. By mixing feature maps from various levels that possess different sizes of receptive fields, the characteristics of obtained feature maps vary from channel to channel, which is beneficial to reaching information interaction along spatial and temporal dimension in following Transformer blocks.

By adopting such a pipeline, the proposed approach achieves state-of-the-art performance on video completion and object removal with much fewer FLOPs and achieves faster inference speed (see Fig. 1). In summary:

- We propose a novel decoupled spatial-temporal Transformer (DSTT) framework for video inpainting to improve video inpainting quality with higher running efficiency, by disentangling the task of spatial-temporal propagation into 2 easier sub-tasks. A hierarchical encoder is also introduced for capturing robust and representative features. The seamless combination of decoupled spatial-temporal Transformer and hierarchical encoder benefits video inpainting performance a lot.

- Extensive experiments demonstrate that the proposed DSTT can outperform other state-of-the-art video inpainting approaches both qualitatively and quantitatively, even with significant boosted efficiency.
2. Related Work

2.1. Conventional Video Inpainting

Prior to the prevalence of deep learning, conventional video inpainting approaches usually extend from patch-based image inpainting methods [2, 3, 6, 8, 9]. Sampling patches from known region to fill the holes was firstly proposed in [8] and developed to a milestone as a commercial product [1]. Patwardhan et al. extended image texture synthesis [8] to temporal domain for video inpainting based on a greedy patch completion scheme [24, 25] but these methods only work for stationary camera or constrained camera deformation while ignores the challenge of dynamic camera motion in most natural video sequences.

For solving this problem, Wexler et al. directly take 3-D spatiotemporal patches as processing units and cast this as a global optimization problem by alternating patch search step and color reconstruction step [31]. Newson et al. adapt PatchMatch algorithm [1] to video for further enhancing the temporal dependencies and accelerating the process of patch matching [22]. Flow and color completion [27] introduce a motion field estimation step for capturing pixel flow more accurately. Finally Huang et al. take all of steps including patch search, color completion and motion field estimation into account simultaneously and perform an alternate optimization on these steps, reaching excellent performance [12]. Although it works well in various settings, the huge computational complexity during optimization process impedes its wide application in real scenarios.

2.2. Deep Video Inpainting

Deep learning boosts image inpainting with excellent performance and high efficiency [13, 21, 34, 35], which inspires its transition to video modality. Deep learning-based video inpainting approaches usually fall into propagation-based approaches and inference-based approaches.

On the one hand, propagation-based approaches with optical flow, represented by DFVI [33] and its edge-aware extension [10], use off-the-shelf deep learning-based flow extraction technique [14] for obtaining optical flow with higher robustness and efficiency. Then they need to learn a deep neural network to complete the obtained flows according to the corrupting mask and finally propagate appearance from reference frames to the target frame for completing video sequences. However, these methods usually fail when faced with minor background movements in that they can not find relevant texture among those reference frames. There are other attempts for learning the video completion network with flow or homography estimation module on-the-fly, for performing pixel propagation at the intermediate neural network under the guidance of optical flow [37], depth [20] or homography [18].

On the other hand, Wang et al. for the first time combine 2D and 3D convolution in a fully convolutional neural network for directly inferring missing contents in video sequences [29]. ViNet adopts a recurrent neural network to aggregate temporal features from neighboring frames [15]. Chang et al. develop a learnable Gated Temporal Shift Module and improve it to 3D gated convolution with temporal PatchGAN for free-form video inpainting [5, 4]. Hu et al. combine 3D convolution with a region proposal-based strategy for refining inpainting results [11].

For better modeling long-range correspondences from distant frames in video sequences, OPN [23] proposes an asymmetric attention for calculating the similarities between hole regions on target frame and valid regions on reference frames. Similarly an attention-based dynamic long-term context aggregation module is proposed for globally refining feature maps in [19]. Going a further step, STTN [36] directly transfer the overall multi-head Transformer architecture [28] into this task and propose to learn a deep generative model along spatial-temporal dimension. However, it brings a huge computational cost on training and inference, causing the impractical usage in real-time applications. In this work, we propose a novel and effective video inpainting framework endorsed by 2 carefully-designed modules, which boosts the efficiency significantly.

3. Method

Video inpainting targets at filling a corrupted video sequence with plausible contents and smooth pixel flows. Let \( X^t = \{X^1, X^2, \ldots, X^t\} \) denote a corrupted video sequence with length \( t \) where \( X^i \) means the \( i \)-th frame of this video sequence. We aim to learn a mapping function that takes the corrupted video \( X^t \) as input and outputs a realistic video \( Y^t \). However, there is usually no ground truth \( Y^t \) provided for training in real scenarios. We therefore formulate this problem as a self-supervised learning framework by randomly corrupting an original videos with a randomly generated mask sequence \( M^t \), i.e., \( X^t = Y^t \odot M^t \) where \( \odot \) denotes element-wise multiplication. \( M^t \) is a binary mask whose values are either 0 referring to the original regions or 1 meaning the corrupted regions that need filling. Our goal is thus to learn a mapping \( G \) for reconstructing the original videos, i.e., \( Y^t = G(X^t, M^t) \), benefited from which a huge quantity of natural videos can be used for training our framework.

The overall framework of our proposed method is illustrated in Fig. 3. Given a corrupted video sequence with its corresponding mask sequence, individual frames are first input into a frame-based hierarchical encoder \( G_{HE} \) for downsampling and embedding into spatial-temporal token vectors. With such hierarchical channel-mixing encoder, the robust and representative feature maps are extracted from the input video clip. After that, we feed the obtained tokens into an interweaving stack of Decoupled Spatial-
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Templar Transformer (DSTT) $G_{DSTT}$ for fully aggregating information across tokens of different frames. At last, these processed tokens are transformed by a frame-based CNN decoder $G_{Dec}$ and synthesize the final frames, composing the inpainted video. The overall generator $G$ can thus be formulated as

$$G = G_{HE} \circ G_{DSTT} \circ G_{Dec}.$$  

3.1. Hierarchical Encoder

As briefly introduced above, our proposed model includes a stack of specifically-designed Transformer blocks for propagating spatial-temporal information from the known regions outside the hole region at each frame. However, roughly separating image into many patches and squeezing them into token vectors like ViT [7] is not a good way to dealing with low-level vision tasks due to the requirement of maintaining spatial structure. Although the patch-level self-attention provides a general spatial structure based on the relative position between different patches, the local spatial structure in each patch is corrupted, which is unfavorable for image/video synthesis. Therefore, a smart and elaborate encoder is needed for extracting robust and representative token vectors.

To achieve this, we propose a novel hierarchical encoder (HE) that mixes the feature maps from different levels frame by frame, to produce tokens containing rich information for each frame. Specifically, given an input image $X^i \in \mathbb{R}^{h \times w \times 3}$, $i = 1, \ldots, t$, four cascaded convolutions with kernel size 3,3,3,3 and stride 2,1,2,1 make it a down-sampled feature map $F^i_1 \in \mathbb{R}^{h/4 \times w/4 \times c}$. Starting from this feature, we establish our hierarchical structure for multi-level channel mixing, as shown in Fig. 3.

We name the feature map $F^i_1$ as the first-level feature map for clearly illustrating our hierarchical structure. It first passes through a convolution layer with kernel size $3 \times 3$ to obtain the second-level feature map $F^i_2 \in \mathbb{R}^{h/4 \times w/4 \times c}$ whose shape is consistent with first-level feature map while possessing a larger receptive field, i.e., a larger local spatial structure. It is then concatenated with the first-level one, having the feature map $F^i_2 \in \mathbb{R}^{h/4 \times w/4 \times 2c}$ that include both first-level and second-level local spatial structure.

Then at each layer of our hierarchical encoder, all different-level features will go into next-level, with growing larger receptive field and a first-level feature is always concatenated to the hierarchical feature map. This process is formulated as

$$\tilde{F}^i_{j+1} = \text{ReLU}(\text{Conv}(F^i_j)), \quad \tilde{F}^i_{j+1} \in \mathbb{R}^{h/4 \times w/4 \times c}$$

$$F^i_{j+1} = \text{Concat}(\tilde{F}^i_{j+1}, F^i_j), j = 1, \ldots, L - 1,$$

where $\text{Conv}$ denotes a regular convolution operation with kernel size $3 \times 3$, $\text{ReLU}$ denotes the Rectified Linear Unit for modelling non-linear transformation, $\text{Concat}$ denotes the concatenation along channel dimension and $L$ denotes the total number of hierarchical layers. We empirically set $L = 4$ for our final model and the related ablation study is provided in Section 4.3.

With this processing, the finally obtained feature map will include multi-level (from first-level to $L$-th level) local spatial structures of the input image, thus leading to robust and representative feature maps, which is beneficial to the follow-up general patch-level spatial-temporal aggregation. To further maintain the original local spatial structure, we adopt a group convolution at each layer to separately process feature refinement for various levels. Since the highest-level feature always has least channels, we correspondingly set the number of groups at $j$-th layer to $2^{j-1}$, which avoids feature fusion in the intermediate layers and hence the original local spatial structure at all different levels brings into the last output feature.

After $L$ times recursion, the processed feature would be embedded with a convolution layer with kernel size $7 \times 7$ and stride $3 \times 3$ to obtain the final output feature representation $F^i_t \in \mathbb{R}^{h/12 \times w/12 \times 2c}$, $i = 1, \ldots, t$.  

Figure 3. The illustration of proposed framework which is composed of a hierarchical encoder and a stack of decoupled temporal-spatial Transformer blocks, for improving its effectiveness and efficiency. In hierarchical encoder, features of different levels are represented as different colors. The higher the level of feature is, the darker its color is. With such hierarchical grouping processing, the local spatial structures of difference levels are stored in the final robust and representative features.
3.2. Decoupled Spatial Temporal Transformer

Different from STTN [36] that simultaneously processes spatial and temporal propagation, we disentangle this challenging task into 2 easier tasks: a temporally-decoupled Transformer block for searching and propagating features from smaller spatial zone along temporal dimension and a spatially-decoupled Transformer block for searching and propagating features from the whole spatial zone without other frames. Two such blocks are stacked for reaching arbitrary pixels across all the spatial-temporal positions.

Specifically, given the token feature $F^t$, we split it into $s^2$ zones along both the height and width dimension where each zone of $F^t$ is denoted as $P_{jk}^t \in \mathbb{R}^{h/(12 \cdot s) \times w/(12 \cdot s) \times 2c}$ where $j, k = 1, \ldots, s$. So far we have a total number of $t \cdot s^2 \cdot n$ tokens where $n = h/(12 \cdot s) \cdot w/(12 \cdot s)$. We then take 2 different ways to grouping these tokens together. One way is to group them together along temporal dimension, i.e., $P_{jk}^t = \{F_{jk}^t, \ldots, F_{jk}^{t+s}\}$, $j, k = 1, \ldots, s$ so that temporally-decoupled Transformer block takes each $P_{jk}^t$ as input and performs multi-head self-attention across tokens in it. By doing so, continuous movement of complex object in a small spatial zone can be detected and propagated into target hole regions. Another way is to gather them along spatial dimension $P_i^t = \{F_{1i}^t, F_{2i}^t, \ldots, F_{si}^t\}$, $i = 1, \ldots, t$ so that spatially-decoupled Transformer block takes each $P_i^t$ as input and performs multi-head self-attention across tokens in it. This helps the model detect similar background textures in the spatially-neighboring pixels and propagate these textures to target hole regions to achieve coherent completion. Two different ways are illustrated clearly as in Fig. 4. Both of temporally-decoupled and spatially-decoupled self-attention modules are followed by a vanilla feed forward network, composing two different Transformer blocks, which is formulated as

$$P_{jk}^t = \text{FFN}(\text{MSA}(P_{jk}^t) + P_{jk}^t) + P_{jk}^t, \quad (2)$$

$$p^t = \text{FFN}(\text{MSA}(p^t) + p^t) + p^t, \quad (3)$$

where the former equation stands for the temporally-decoupled Transformer block and the latter stands for the spatially-decoupled Transformer block. FFN denotes the vanilla feed forward net and MSA denotes multi-head self-attention module. Note that the mechanism of temporally-decoupled MSA and spatially-decoupled MSA are same, only their inputs vary in different grouping ways and thus different searching zones.

By doing so, we significantly reduce the computational complexity of MSA from $O(t^2 s^4 n c)$ into $O(t^2 s^2 n^2 c)$ (temporally-decoupled MSA) and $O(t s^4 n c)$ (spatially-decoupled MSA). Although $t = 5$ is chosen during training, using a larger $t$ during inference will produce videos with much better visual quality and temporal consistency. So the inference speed is boosted to a great extent. Following STTN [36], we set the number of all stacked Transformer blocks to 8. As for the stacking strategy, we empirically make a temporally-decoupled block followed by a spatially-decoupled block and repeat this for 4 times. The related ablation study is conducted in Section 4.3.3.

3.3. Optimization Objective

As outlined above, we end-to-end train our DSTT framework in a self-supervised manner. After passing through the generator $G$ introduced above, we obtain the inpainted video sequence $\hat{Y}^t = G(X^t, M^t)$.

For constraining the synthesized video $\hat{Y}^t$ to recover the original video $Y^t$, we firstly choose a simple pixel-level reconstruction loss $L_1$ between them as our supervision. Note that the $L_1$ for valid region and hole region may be of distinct importance so we calculate them separately. The reconstruction loss for hole region is formulated as:

$$L_{\text{hole}} = \frac{\| M^t \odot (\hat{Y}^t - Y^t) \|_1}{\| M^t \|_1} \quad (4)$$

and the reconstruction loss for valid region is formulated as:

$$L_{\text{valid}} = \frac{\| (1 - M^t) \odot (\hat{Y}^t - Y^t) \|_1}{\| 1 - M^t \|_1} \quad (5)$$

where $\odot$ denotes element-wise multiplication.

In addition, to enhance the realism and temporal coherence of the generated video, we adopt a similar structure of Temporal Patch Generative Adversarial Network (T-PatchGAN) [4] as our discriminator $D$, for training with
Figure 5. Qualitative comparison with other methods on video completion and object removal.

Table 1. User study on different methods.

| Method | Rank 1 | Rank 2 | Rank 3 |
|--------|--------|--------|--------|
| Ours   | 47.30% | 43.22% | 14.44% |
| CAP [18] | 25.25% | 14.68% | 63.97% |
| STTN [36] | 27.45% | 42.10% | 21.59% |

the generator in an adversarial manner. The discriminator attempts to distinguish the generated videos from real ones, while the generator attempts to synthesize a video that would be categorized into “real” by the discriminator $D$. So the adversarial loss for $D$ is as:

$$L_D = E_{Y^t} \left[ \log D(Y^t) \right] + E_{\hat{Y}} \left[ \log (1 - D(\hat{Y})) \right]$$  \hspace{1cm} (6)

Contrarily the adversarial loss for $G$ is the opposite direction:

$$L_{adv} = E_{Y^t} \left[ \log D(\hat{Y}^t) \right]$$  \hspace{1cm} (7)

To sum up, our final optimization objective for $G$ is:

$$L = \lambda_{hole} \cdot L_{hole} + \lambda_{valid} \cdot L_{valid} + \lambda_{adv} \cdot L_{adv}$$  \hspace{1cm} (8)

where $\lambda_{hole}$, $\lambda_{valid}$ and $\lambda_{adv}$ are hyper-parameters weighing importance for different terms. We empirically set $\lambda_{hole}$ to 1, $\lambda_{valid}$ to 1 and $\lambda_{adv}$ to 0.01 for following experiments.

4. Experiment

4.1. Implementation

Training details. We use Adam optimizer [16] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and its learning rate starts from 0.0001 and is decayed once with the factor 0.1 at 400,000 iteration. The total training iteration is 500,000. We use 8 GTX 1080Ti GPUs for training and set batch size to 8 as well. The total training time is around 50 hours.

Dataset. Two popular video object segmentation datasets are taken for evaluation. *YouTube-VOS* [32] is composed of 3,471, 474 and 508 video clips in training, validation and test set, respectively. The average number of frames for a video clip is around 150. *DAVIS* [26], short for Densely Annotated Video Segmentation, contains 150 video clips with densely annotated object mask sequence. We split this dataset into a training set including 90 video clips and a test set including 60 video clips randomly.

Compared methods. We mainly choose deep video inpainting approaches for comparison. *VINet* [15] uses a recurrent neural network to aggregate temporal features for the hole video clip. *DFVI* [33] propagate relevant appearance from reference frames to target one with completed optical flow. *CAP* [18] performs propagation by a learned homography-based alignment module. *LGTSM* [5] adopts a learnable temporal shift module with a temporal discriminator for completing videos.

Evaluation metrics. Structural SIMilarity (SSIM) and Peak Signal to Noise Ratio (PSNR) are chosen as our metrics for evaluating the quality of reconstructed images compared to original ones. Higher value of these two metrics indicates better reconstruction quality. An optical flow-based warping error $E_{warp}$ is chosen for measuring the temporal consistency [17]. Video-based Fréchet Inception Distance (VFID) is adopted for measuring the similarity between the statistics of synthesized videos and that of real videos [30, 36]. Lower value suggests perceptually closer to natural videos. In addition, we count the FLOPs and
Table 2. Quantitative results of video completion on YouTube-VOS and DAVIS dataset. B is short for Billion.

| Models     | YouTube-VOS | DAVIS      | Efficiency |
|------------|-------------|------------|------------|
|            | Accuracy    |            | FLOPs      | FPS        |
|            | PSNR ↑      | SSIM ↑     | VFID ↓     | E_pool ↑   |            |            |
| VI [15]    | 29.20       | 0.9434     | 0.072      | 0.1490     | 28.96      | 0.9411     | 0.199      | 0.1785     | -          | -          |
| DFVI [33]  | 29.16       | 0.9429     | 0.066      | 0.1509     | 28.81      | 0.9404     | 0.187      | 0.1880     | -          | -          |
| LG [5]     | 29.74       | 0.9504     | 0.070      | 0.1859     | 28.57      | 0.9409     | 0.170      | 0.2566     | 261B       | 18.7       |
| CAP [18]   | 31.58       | 0.9607     | 0.071      | 0.1470     | 30.28      | 0.9521     | 0.182      | 0.1824     | 211B       | 15.0       |
| STTN [36]  | 32.34       | 0.9655     | 0.053      | 0.1451     | 30.67      | 0.9560     | 0.149      | 0.1779     | 233B       | 24.3       |
| Proposed   | **32.66**   | **0.9646** | **0.052**  | **0.1430** | **31.75**  | **0.9650** | **0.148**  | **0.1716** | **128B**   | **37.3**   |

1 VI and DFVI are not end-to-end training methods with complicated stages whose running speed highly rely on optical flow extraction, warping, etc., so their efficiency are not projectable with others, usually with longer time.

Table 3. Ablation study on the effect of hierarchical encoder.

| Models | PSNR ↑ | SSIM ↑ | VFID ↓ |
|--------|--------|--------|--------|
| L = 0  | 30.76  | 0.9578 | 0.185  |
| L = 1  | 30.94  | 0.9593 | 0.178  |
| L = 2  | 31.05  | 0.9599 | 0.175  |
| L = 3  | 31.09  | 0.9602 | 0.172  |
| L = 4 (std) | 31.15 | 0.9606 | 0.170  |
| L = 5  | 31.12  | 0.9604 | 0.171  |
| L = 6  | 31.16  | 0.9607 | 0.170  |

4.2. Comparison with Other Methods

We perform experiments by comparing our framework with other deep video inpainting approaches on video completion and object removal. For video completion task, we use a sequence of stationary multiple square masks to corrupt the original video clips and wish the algorithm to recover the original videos totally. For object removal task, we use off-the-shelf moving object segmentation mask sequences to corrupt the corresponding videos and wish the algorithm to synthesize perceptually natural videos with sharp and clear textures.

**Qualitative comparison.** As can be seen in Fig. 5, in video completion task, our framework could synthesize sharp and clear appearance with spatial consistency. In object removal task, our framework could create realistic background textures in invisible or occluded regions. Our model achieves competitive qualitative performance compared with state-of-the-arts on both tasks.

**Quantitative comparison.** Since there is no ground-truth for object removal task, the quantitative evaluation is only conducted on video completion task. The quantitative results are summarized in Table 2, from which we observe that our model obtains best quantitative results in all evaluation metrics on DAVIS dataset. And our model ranks 1-st in PSNR, VFID and E_pool and ranks 2-nd in SSIM on YouTube-VOS test set, yet with fewest FLOPs and highest FPS, showing the strong capability and high efficiency of our model in video inpainting.

**User study.** We further perform a user study to evaluate the visual quality of our model, where CAP [18] and STTN [36] are chosen as strong baselines. From DAVIS [26] test set, we randomly sample 15 videos for object removal tasks and 15 videos for video completion. 40 volunteers participate in the user study. For each comparison, we present three videos generated by different approaches and ask volunteers to rank based on visual quality, as summarized in Table 1.

4.3. Ablation Study

We investigate how each component in our framework impacts the performance of video completion by ablation study. The quantitative metrics PSNR, SSIM and VFID at 250,000 iteration are summarized in Table 3 to 5. We use std, short for standard, to denote our released version of the proposed model, and we use TDB to denote temporally-decoupled block and SDB to denote spatially-decoupled block in following subsections if not specified.

**The effect of TDB and SDB.** We use an ablative comparison by removing the intermediate spatially-decoupled and temporally-decoupled Transformer blocks separately. As shown in Fig. 6, the synthesized results from SDB show better stationary texture by detecting and sampling the texture distribution from other pixels in the same frame, and the results from TDB display better appearance of moving object which are propagated from other frames (caused by camera motion in this case). The combination of all SDB and TDB results in better performance and robustness.

**The effect of hierarchical encoder.** With a hierarchical channel mixing strategy, it learns robust and representative feature maps for follow-up spatial-temporal propagation. We explore its effectiveness of different number of layers on video completion by setting $L = 0, \ldots, 6$. We first set $L = 0$, which means that the original first-level features $F^i_0 \in \mathbb{R}^{h/4 \times w/4 \times c}$ are directly embedded into multiple tokens for entering the following Transformer blocks. As can be seen from Table 3, its PSNR and SSIM drop by 1.25%
Table 4. Ablation study on the effect of the number of zones.

| Models | PSNR ↑ | SSIM ↑ | VFID ↓ | FPS |
|--------|--------|--------|--------|-----|
| 1 (s = 1)   | 31.10  | 0.9599 | 0.172  | 31.5|
| 4 (s = 2) (std) | 31.15  | 0.9606 | 0.170  | 37.3|
| 9 (s = 3)   | 31.05  | 0.9596 | 0.170  | 41.6|
| 16 (s = 4)  | 30.92  | 0.9586 | 0.171  | 44.9|
| 25 (s = 5)  | 30.82  | 0.9579 | 0.171  | 47.4|

and 0.29% respectively, and its VFID increases by 8.82%, which proves the importance of learning hierarchical feature representations.

Then we set \( L = 1, 2, 3, 5, 6 \) that lower than the layers of standard model \( (L = 4) \) for investigating the effect of the number of layers adopted in hierarchical encoder on video inpainting performance. We observe that as the number of layers grows from 1 to 3, both PSNR and SSIM increase step by step, and VFID decreases gradually as well, suggesting the effectiveness of our hierarchical design. As the number of layers grows, the aggregated information is more comprehensive from various local spatial structures. However, when it is greater than 5, the performance does not get better, which indicates that the improvement of such hierarchical scheme is not unlimited under this configuration. By considering both efficiency and accuracy, we choose \( L = 4 \) as our released version for comparing with state-of-the-arts, as demonstrated in Section 4.1.

The effect of the number of zones. As mentioned in Section 3.2, we need to split the each feature map into \( s^2 \) zones along the spatial dimension. We now set \( s = 1, \ldots, 5 \) where the larger \( s \) indicates a smaller zone area. As can be seen from Table 4, the model setting \( s = 1 \) that directly searches all spatial-temporal tokens instead of split zones, performs worse than standard model \( (s = 2) \) with PSNR and SSIM dropped by 0.16% and 0.07% and VFID increased by 1.18%. This phenomenon verifies our assumption that splitting zones can make the modelling of pixel movements easier. An easier task essentially results in better performance. In addition, as the value of \( s \) grows from 3 to 5, the inference speed becomes faster and faster, but the performance drops step by step. Considering both accuracy and efficiency, we finally choose \( s = 2 \) as our released version.

The effect of different stacking strategies. We investigate the different stacking ways for combining the TDB and SDB, of which the results are reported in Table 5.

First, stacking two different blocks in an interweaving manner is always the best option no matter starting from TDB or SDB. By comparing the results in row 1-3 of Table 5, we conclude that in the models starting from TDB, the closer the distance between two same blocks is, the model performs worse. Same trend is also found in the models starting from SDB by comparing the row 4-6 of Table 5. This is because alternate searching along different dimension directions makes the most flexible way of information propagation.

Then we compare the row 1 and row 4 of Table 5, both of which are composed of one TDB followed by one SDB.
But the model starting from SDB performs worse than the model starting from TBD. The PSNR and SSIM of s1t1-x4 drops by 0.29% and 0.03%, respectively and its VFID is increased by 1.76%, compared with our standard t1s1-x4 model. Similar phenomenon could be found in row 2 compared with row 5 and row 3 compared with row 6. We argue this is because starting from TBD can borrow feature from other frames at the first Transformer block, which utilizes the internal characteristics of videos that pixel flowing is continuous as time grows, making a good starting point. However, the model starting from SDB can merely searching other patches in its own frame at the first layer, which may not always find enough good texture, especially facing the hard case of occlusion or complex background.

5. Conclusion

In this work, we propose a novel DSTT framework for effective and efficient video inpainting. This is achieved by our specifically-designed decoupled spatial-temporal Transformer with hierarchical encoder. Extensive experiments verify that our method achieves state-of-the-art performance in video completion and object removal compared with other video inpainting approaches, with significant boosted efficiency.
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