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Abstract. Probabilistic generative neural networks are useful for many applications, such as image classification, speech recognition and occlusion removal. However, the power budget for hardware implementations of neural networks can be extremely tight. To address this challenge we describe a design methodology for using approximate computing methods to implement Approximate Deep Belief Networks (ApproxDBNs) by systematically exploring the use of (1) limited precision of variables; (2) criticality analysis to identify the nodes in the network which can operate with such limited precision while allowing the network to maintain target accuracy levels; and (3) a greedy search methodology with incremental retraining to determine the optimal reduction in precision to enable maximize power savings under user-specified accuracy constraints. Experimental results show that significant bit-length reduction can be achieved by our ApproxDBN with constrained accuracy loss.
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1 Introduction

Neural networks provide high performance for applications such as image recognition, text retrieval and pattern completion [1][2]. Enabling such algorithms to operate on low-power, realtime platforms such as mobile phones and Internet of Things (IoT) devices is an area of critical interest [3][4][5]. Fortunately, because neural networks are inherently error-resilient [6], high accuracy of arithmetic representations and operations is not necessary to generate sufficiently accurate performance of such algorithms. Researchers have explored the error-resilience properties of neural networks to achieve power efficiency, such as the use of limited variable precision [7][8]. The majority of hardware neural network implementations have been done for feedforward deterministic networks [4][7]. On the other hand, stochastic Deep Belief Networks (DBNs) have been used for generating and recognizing images [9], video sequences [10], and motion-capture data [11]. Here, we develop a design methodology that uses limited variable precision to implement a Discriminative DBN which performs classification tasks.

We are motivated, in part, by the work of Venkataramani et al. [7] who rank neurons based on their impact on the overall performance of the network and apply limited precision to “less critical” (or “resilient”) nodes, followed by a retraining process to “heal the error” caused by approximation so that the power
benefit of approximation can be maximized with tolerable accuracy drop. In this paper, we carry criticality analysis and retraining to the domain of stochastic, generative neural networks. When applying approximation, two things to be decided are the number of approximated neurons and the approximation degree, which for us is the variable precision. Previous work \cite{7,12} usually chooses a fixed number of approximated neurons, however this choice is based on some manually chosen threshold and could reduce opportunities for approximation. We propose to use an iteratively changing number of approximated neurons and an iteratively changing degree of approximation to fully exploit the potential of approximation.

In this paper, we develop a methodology for designing energy efficient implementations of a Discriminative DBN (DDBN) that meets a required level of discrimination performance. We particularly focus on the reduction of variable precision (VP), which is synonymous with variable bit-length. The problem is to find the bit-length distribution which results in lowest power within specified performance constraints. To find the distribution we propose a context dependent (i.e., application domain data-dependent) design framework for the principled approximation of the variables of a DDBN used for inference purposes. This is done by first performing criticality analysis on a full-precision DDBN to provide a guideline for choosing the neurons to reduce VP and then, based on the criticality analysis, we search in a greedy way for the lowest VPs satisfying the given network accuracy constraint. With these VPs, we retrain the DDBN to improve its performance, leaving room for further VP reduction. We repeat this approximation-retraining process until the accuracy constraint is violated with any further bit-length reduction. Summarizing, our contributions are:

- The use of criticality analysis on a stochastic, generative model such as DBN to decide which neurons are less critical and are therefore more amenable to approximation.
- The use of retraining on an approximated DBN to optimize network parameters with limited precision.
- The development of a greedy search methodology to determine the optimal bit-length distribution indicating minimum power designs within user-specified accuracy constraints.

2 Discriminative Deep Belief Networks

2.1 Restricted Boltzmann Machines

A Restricted Boltzmann Machine (RBM) \cite{13} is a generative stochastic neural network that can learn a probability distribution over a set of inputs (Fig. 1). The conditional distributions are \cite{11}:

\[
P(h_j|v) = \sigma(b_j + \sum_i v_i W_{ij}) \quad \text{and} \quad P(v_i|h) = \sigma(b_v + \sum_j h_j W_{ij}),
\]

where \(\sigma(x)\) is the sigmoid function. The training method is described in \cite{14}.
2.2 Discriminative Deep Belief Networks

Deep Belief Networks (DBNs) are probabilistic generative models which learn a deep hierarchical representation of the training data. Reference [4] shows that DBNs are just stacked RBMs and can be learned in a greedy manner by sequentially learning RBMs. To use a DBN as a classifier, one simple way is to replace the last RBM with a Discriminative RBM [9], created by concatenating $h^{(L-1)}$ and the “one-hot” class vector $c$, as shown in Fig. 2. It is trained in the same way as a DBN without class units, but with the additional constraints on $c$ such that [2]

$$P(c_i|h^{(L)}) = \text{softmax}(b_i^c + \sum_j h_j^{(L)} W_{ij}^c).$$ (2)

with $\text{softmax}(x_i) = \exp(x_i)/\sum_k \exp(x_k)$. This architecture results in a Discriminative Deep Belief Network (DDBN). When used for inference, hidden units and classification units are successively sampled using previous-layer-conditional probabilities. Sampling is repeated and classification units averaged to get the final classification result.

Fig. 1. RBM is a bipartite graph, consisting of a visible layer vector $v$ and a hidden layer vector $h$. $b^v$ and $b^h$ are biases for $v$ and $h$ respectively, and $W$ is the weight between them.

Fig. 2. Discriminative DBN used for classification. It has a classification layer concatenated with the second last hidden layer to form a Discriminative RBM instead of the last RBM. The dotted arrows show the direction of signal propagation in inference, from input to the last hidden layer $h^{(L)}$ to the classification layer $c$.

3 Criticality Analysis

Previous work implementing approximate computing frameworks for neural networks includes ApproxANN [7] and AxNN [12] where neuron criticality analysis is implemented to identify neurons which are less critical to the overall accuracy of the network and where approximate computing elements can be instantiated. In these feedforward neural networks, the Euclidean distance between the output of classification and the true label is used as the loss function during training of such networks. During criticality analysis, the derivative of this loss function is calculated with respect to the value of every neuron as that neuron’s error contribution to classification error on the current sample. The magnitude of the average error contributions over all training samples is then used to characterize the criticality of the particular neuron. In our work we are concerned with the
stochastic generative model of the DDBN and only consider the criticality of hidden neurons because in a DDBN these are the major source of computation and power consumption.

To generalize the criticality analysis of feedforward deterministic neural network \[7\] to generative stochastic model DDBNs, there are two key steps: (i) choose a relevant loss function expressible as a function of the values of hidden neurons, and (ii) create a surrogate stochastic derivative since we don’t have the derivative of a continuous and deterministic loss function as in feedforward deterministic networks. This “derivative” is used to determine the error contribution of the hidden neurons for the specific sample.

Our choice of loss function is Loss = \(|t - P(c)|^2\), where \(t\) is the one-hot true label vector of the sample. It should be noted that this loss function is not the same one used in the DDBN training, but it properly interprets classification accuracy which is used as the metric evaluating the performance of Discriminative DBN inference. To calculate the derivatives, we need the values of hidden neurons to be continuous, therefore we use the probabilities \(a^{(l)}\) instead of binary states \(h^{(l)}\) in Fig. 3 for the values of hidden neurons in criticality analysis. With the notations illustrated in Fig. 3, \(P(c)\) is the same as \(a^c\), and the derivative is

\[
\frac{\partial \text{Loss}}{\partial h^{(L)}_i} = \sum_j \sum_l \left( \frac{\partial \text{Loss}}{\partial a^c_j} \frac{\partial a^c_j}{\partial z^c_{jl}} \frac{\partial z^c_{jl}}{\partial h^{(L)}_i} \right) = \sum_j (a^c_j - t_j) \sum_l (a^c_{ij} - a^c_{ij}) W^c_{il}.
\]

(3)

This is the contribution of \(h^{(L)}_i\) to the accuracy. To obtain the contribution of \(h^{(l)}_i\) with \(l < L\), we apply the chain rule:

\[
\frac{\partial \text{Loss}}{\partial h^{(l)}_i} = \sum_j \frac{\partial \text{Loss}}{\partial h^{(l+1)}_j} \frac{\partial h^{(l+1)}_j}{\partial h^{(l)}_i},
\]

(4)

where the second factor can be derived as follows:

\[
\frac{\partial h^{(l+1)}_j}{\partial h^{(l)}_i} = \frac{\partial \sigma(h^{(l)}_j)}{\partial h^{(l)}_i} = \mathbb{1}_{i=j} (h^{(l+1)}_j - (h^{(l+1)}_j)^2).
\]

(5)

To determine the criticality of a hidden unit \(h_i\) from the above equations, we take the magnitude of the average contribution evaluated on all training images.
4 Approximate Deep Belief Networks Design Approach

4.1 Limited Variable Precision (VP)

Fixed-point is preferred to floating-point representation because the latter requires extensive area and power for digital hardware implementations [15]. We use $Q_{m,n}$ to denote the fixed-point number format with the most significant bit being the $m$th bit to the left of the decimal point (including sign bit), and $n$ bits fractional part. The sum $m + n$ is the total bit-length. Our experiments show that replacing floating-point 64-bit by fixed-point 64-bit representations ($Q_{0,64}$ for activation function outputs and $Q_{8,56}$ for others) doesn’t affect the network performance, so we use 64-bit fixed-point VP as our implementation baseline. When working on further bit-length reduction, it is usual to just change the fractional bit length in limited bit length designs and leave the integer bit length intact [3], we do the same in our limited VP design by reducing $n$ in $Q_{m,n}$.

4.2 Accuracy Improvement with Retraining

The original DDBN is trained with floating-point 64-bit full precision and therefore its parameters such as weights and biases may not be optimal after the approximations based on limited precision are introduced. Thus it is necessary to perform retraining of the Approximated DDBN using limited precision to reduce the impact of approximation on classification performance. The initial values of parameters in retraining are set to the previous trained network parameter values after approximation and after each round of updates in retraining, the parameters are represented by limited precision.

![ApproxDBN Design Approach](image)

**Fig. 4.** ApproxDBN Design Approach. $h, c$ here stand for variables feeding into hidden and classification layers.
4.3 Approximate DBN Design Approach

Our approach to designing an ApproxDBN with multiple limited VPs based on a full-precision trained DDBN is illustrated in Fig. 4. It finds the optimal VP configuration under some user-specified accuracy constraints in a greedy manner. There are two phases of variable bit-length reduction. In the first phase (P1 in Fig. 4), we apply uniform bit-length reduction for all variables until the accuracy drops below the constraint. In the second phase (P2), we try to further reduce the precisions of some variables in the hidden layers. The basic idea is to first use criticality analysis to decide the criticality order of all hidden neurons, and then reduce the precisions of the less critical neurons in a greedy manner until the accuracy constraint is violated. Then retraining is performed with limited VPs in-place to improve the accuracy. The approximation-retraining process is repeated until no bit-length reduction can be done with the accuracy constraint anymore. Specifically, maximum bit-length reduction is obtained with three loops. The outermost loop (Level 1 in Fig. 4) calculates the criticality order of hidden neurons with the input DDBN, and after approximation, retrains the DDBN before the next iteration. The middle loop (Level 2) decides which neurons to apply bit-length reduction based on a iteratively changing threshold to allow less and less neurons reduce precision. The innermost loop (Level 3) is where approximation is done. It iterates to reduce bit-lengths of the neurons chosen by Level 2 until the bit-length drops to 0 or the accuracy drops below the constraint. The program terminates when no further bit-length change occurs.

5 Experimental Results

5.1 Experimental Setup

We use a Discriminative DBN to perform classification on the MNIST dataset, which contains 60,000 training samples and 10,000 test samples of 28 x 28 grayscale handwritten digits. The image data are binarized using a threshold of 0.5. Therefore the DDBN structure in our analysis is composed of 784 input units and 10 class units. Baseline DDBN has a floating-point 64-bit variable precision.

5.2 Benefits of Criticality Analysis

![Fig. 5. Accuracy relative to baseline vs. the number of approximated neurons with random approximating order and criticality analysis based approximating order for 4 different DDBN structures having one layer through four layers. a-b-c means there are three hidden layers with respectively a, b and c neurons in each layer, etc. The baseline accuracies for the 4 structures are 93.41%, 93.51%, 94.24% and 95.07% respectively.]

We show the benefits of criticality analysis by exploring four different DDBN structures with the MNIST dataset (see Fig. 5). For each DDBN, we set the
baseline bit-length to Q8.8 and approximate different numbers (0 to all) of hidden neurons by setting their bit-length to 0. As seen in Fig. 5, approximating less critical neurons results in higher accuracies compared to approximating the same numbers of neurons randomly for DDBNs with more than 1 layer.

5.3 ApproxDBN Design Flow

![Diagram](https://via.placeholder.com/150)

**Fig. 6.** The relative accuracy and sum of bit-length change while obtaining ApproxDBN with a 300-200-100 DDBN and a maximum accuracy loss of 10%.

We demonstrate the change in accuracy and the sum of hidden neurons bit-length during the ApproxDBN design flow as the network goes through successive iterations of criticality determination and retraining (Fig. 6). For each iteration in Phase 2, approximation is first applied to existing relatively high precision neurons as a result of which classification accuracy is reduced. This is followed by retraining which results in adjustment of network parameters to the updated precision and this consequently results in performance improvement. This process is repeated until at the end of the 6th iteration the accuracy can’t stay above 90%, the target accuracy anymore with any approximation. The sum of bit-length keeps decreasing during the process, and the design methodology operates in a greedy way to make sure no variable will have bit-length increase in the process so that the overall power consumption will be reduced.

5.4 Benefits of Using Criticality Analysis and Retraining

Using a 300-200-100 DDBN, Fig. 7 shows that both criticality analysis and retraining help ApproxDBN obtain a distribution of more lower bit-length variables. Criticality based selection of approximated neurons performs much better than random based selection in reduction of VPs. Retraining is important if more accuracy loss has been allowed in the bit-length reduction stages of Fig. 6 as then there will be more room for accuracy improvement with retraining.

6 Conclusion

An approximate computing framework with constrained accuracy loss has been developed for Discriminative Deep Belief Networks (DDBNs). This framework makes use of limited variable precisions, and systematically identifies and approximates neurons that least affect network performance via application of criticality analysis and retraining. Experimental results on DDBNs using the
Fig. 7. Bit-length distribution for (1) ApproxDBN, the approximate DDBN using our design methodology, (2) ApproxDBN without criticality analysis, (3) ApproxDBN without retraining, and (4) ApproxDBN without both criticality analysis and retraining, under different relative accuracy loss constraints.

MNIST dataset show a significant reduction of bit-length with little accuracy loss. Future work involves extending such approximate computing techniques to more general network architectures utilizing approximate multipliers and performing generative tasks such as pattern completion and denoising.
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