Systems of small-noise stochastic reaction-diffusion equations satisfy a large deviations principle that is uniform over all initial data

M. Salins  
Boston University  
msalins@bu.edu

August 11, 2021

Abstract

Large deviations principles characterize the exponential decay rates of the probabilities of rare events. Cerrai and Röckner [13] proved that systems of stochastic reaction-diffusion equations satisfy a large deviations principle that is uniform over bounded sets of initial data.

This paper proves uniform large deviations results for a system of stochastic reaction–diffusion equations in a more general setting than Cerrai and Röckner. Furthermore, this paper identifies two common situations where the large deviations principle is uniform over unbounded sets of initial data, enabling the characterization of Freidlin-Wentzell exit time and exit shape asymptotics from unbounded sets.

1 Introduction

This paper investigates uniform large deviations principles for systems of stochastic reaction-diffusion equations. Let $\mathcal{O} \subset \mathbb{R}^d$ be a bounded open set with smooth boundary. Let $r \in \mathbb{N}$ be fixed. For $\varepsilon > 0$, and continuous initial data $x : \mathcal{O} \times \{1, \ldots, r\} \to \mathbb{R}$, $X_{\varepsilon}(t, \xi) = (X_{\varepsilon,1}(t, \xi), \ldots, X_{\varepsilon,r}(t, \xi))$ is the $\mathbb{R}^r$-valued random field solution to the equations for $i \in \{1, \ldots, r\}$. 

1
\[
\begin{aligned}
\frac{\partial X_{t,i}^\varepsilon}{\partial t}(t, \xi) &= \mathcal{A}_i X_{x,i}^\varepsilon(t, \xi) + f_i(t, \xi, X_x^\varepsilon(t, \xi)) \\
&\quad + \sqrt{\varepsilon} \sum_{n=1}^r \sigma_{in}(t, \xi, X_x^\varepsilon(t, \xi)) \frac{\partial w_n}{\partial t}(t, \xi), \\
X_x^\varepsilon(t, \xi) &= 0, \quad \xi \in \partial \Omega, \quad t \geq 0 \\
X_x^\varepsilon(0, \xi) &= x(\xi), \quad \xi \in \Omega.
\end{aligned}
\] (1.1)

In the above equation, \{\mathcal{A}_i\}_{i=1}^r are elliptic second-order differential operators, \(\sigma_{in}\) are globally Lipschitz continuous in the third variable, and \(f_i\) can be written as \(f_i(t, \xi, x) = g_i(t, \xi, x_i) + h_i(t, \xi, x)\) where \(g_i\) is continuous and non-increasing in its third argument and \(h_i\) is globally Lipschitz continuous in its third argument. The multiplicative noise coefficients \(\sigma_{in}\) are Lipschitz continuous in their third variable. The Gaussian noises \(\frac{\partial w_n}{\partial t}\) are white in time, but possibly correlated in space.

As \(\varepsilon \to 0\), the stochastic perturbations disappear and the solutions converge to the solution of the unperturbed system of partial differential equations \(X_0^\varepsilon\). This convergence is uniform over finite time intervals in the sense that for any \(T > 0\),

\[
\lim_{\varepsilon \to 0} \sup_{t \in [0,T]} \sup_{\xi \in \Omega} \sup_{i \in \{1, \ldots, r\}} |X_{x,i}^\varepsilon(t, \xi) - X_{x,i}^0(t, \xi)| = 0 \text{ in probability.} \tag{1.2}
\]

Over unbounded time intervals, however, the stochastic system \(X_x^\varepsilon\) will behave fundamentally differently than \(X_0^\varepsilon\) for any positive \(\varepsilon > 0\) if the \(\sigma_{in}\) terms are sufficiently non-degenerate. For example, let \(D \subset C(\Omega \times \{1, \ldots, r\})\) be a collection of continuous functions that are invariant under the unperturbed dynamics. This means that if \(x \in D\), then \(X_0^\varepsilon(t, \cdot) \in D\) for all \(t > 0\). Under reasonable assumptions on \(D\) and \(\sigma_{in}\), one can show that for any \(\varepsilon > 0\), \(X_x^\varepsilon\) exits \(D\) with probability one. The Freidlin-Wentzell exit time problem characterizes the exponential divergence rate of the exit time

\[
\tau_x^\varepsilon := \inf\{t > 0 : X_x^\varepsilon(t, \cdot) \notin D\} \tag{1.3}
\]

as well as the limiting behavior of the exit shape \(X_x^\varepsilon(\tau_x^\varepsilon, \cdot)\). Some results on exit time problems for stochastic partial differential equations can be found in \[\ldots\].

A large deviations principle characterizes the exponential decay rates of rare probabilities \[\ldots\]. An important step for characterizing
Freidlin-Wentzell exit behaviors is to prove that solutions $X^x_t$ to the system (1.1) satisfy a large deviations principle that is uniform with respect to the initial data $x \in D$. The exact definition of the uniform large deviations principle is Definition 3.1.

In [13], Cerrai and Röckner proved that systems of stochastic reaction-diffusion equations with a small non-Gaussian noisy perturbation, like (1.1), satisfy a uniform large deviations principle that is uniform over subsets of initial data that are bounded in the supremum norm. Their result significantly improved upon large deviations results by Freidlin [27], Sowers [45], Peszat [39], and Kallianpur and Xiong [31] by removing assumptions about global Lipschitz continuity of the reaction terms and ellipticity assumptions about the multiplicative noise terms. Furthermore, [13] was the first paper to address the uniformity of the large deviations for the stochastic reaction-diffusion equation with respect to initial data in non-compact bounded sets.

This current paper significantly strengthens Cerrai and Röckner’s results. First, we further relax Cerrai and Röckner’s assumptions, removing their assumptions about the local Lipschitz continuity and polynomial growth rate of the reaction terms. We assume only that the reaction terms that can be written as the sum of a decreasing function and a Lipschitz continuous function (see Assumption 1). We prove that this large class of stochastic reaction-diffusion equations satisfy a large deviations principle that is uniform over sets of initial data that are bounded in the supremum norm (Theorem 4.1).

The other main results of this paper show that in two common situations the large deviations principle holds uniformly over all continuous initial data, not just over bounded subsets of initial data. These results enable the characterization of Freidlin-Wentzell exit time and exit shape asymptotics when the exit set $D$ is unbounded.

If the multiplicative noise coefficients $\sigma_{in}$ are uniformly bounded, then the large deviations principle will hold uniformly over all continuous initial data (Theorem 4.2). In particular, whenever the system is exposed to additive noise, the large deviations principle holds uniformly over all initial data. Results about large deviations principles holding uniformly for unbounded sets of initial conditions, even in the additive noise case, were only previously known for equations with globally Lipschitz continuous reaction term (43).

Next, we consider the case where the reaction terms $f_i$ feature super-linear dissipativity. This means that there exist constants $\mu > 0, m > 1,$
and $c_0 > 0$ such that the decreasing functions $v_i \mapsto g_i(t, \xi, v_i)$ satisfy

$$g_i(t, \xi, v_i) \text{sign}(v_i) \leq -\mu|v_i|^m \text{ for } |v_i| > c_0.$$  

(1.4)

This case is motivated by the Allen-Cahn equation where the reaction term is an odd-degree polynomial with negative leading coefficient such as $f_i(t, \xi, x) = -x_i^3 + x_i$ (see, for example, [24]). Such a superlinear dissipative nonlinearity strongly forces the solutions towards finite values. In the presence of super-linear dissipativity, the large deviations principle can be uniform over all continuous initial conditions even when the multiplicative noise coefficients are unbounded (Theorem 4.3). The allowable growth rate of the multiplicative noise coefficients depends on the degree $m$ of super-linear dissipativity of the reaction term. This is the first result showing that the large deviations principle holds uniformly over all initial conditions when the multiplicative noise coefficients are unbounded.

Proving that these large deviations principles hold uniformly over unbounded sets of initial data requires a fundamentally different approach than the one used by Cerrai and Röckner [13]. Their argument relies on the assumption that the forcing term $f$ is locally Lipschitz continuous, and then uses localization techniques to approximate their equation by equations with globally Lipschitz forcing terms to prove the results. Such an approach can never lead to results that are uniform over unbounded sets of initial data.

The assumption of local Lipschitz continuity is replaced by a monotonicity condition (see, for example, [35]). In Assumption 1 below, we assume that $f_i = g_i + h_i$ is the sum of a decreasing function $g_i$, which does not need to be locally Lipschitz continuous, and a globally Lipschitz continuous function $h_i$. In Section 6 we prove that this assumption implies that an associated solution mapping is globally Lipschitz continuous, even when $g_i$ fails to be locally Lipschitz continuous. No localization techniques are required, enabling the proof of results that are uniform over unbounded subsets of initial data.

The proofs of the three main uniform large deviations results (Theorems 4.1, 4.2, and 4.3) are based on a variational principle for functions of infinite dimensional Wiener processes that is due to Budhiraja and Dupuis [5]. In the context of the reaction-diffusion equation (1.1), Budhiraja and Dupuis proved that for any bounded, continuous $h : C([0, T] \times \bar{O} \times \{1, \ldots, r\}) \to \mathbb{R}$, $\varepsilon > 0$, and $x \in C(\bar{O} \times \{1, \ldots, r\})$,

$$\varepsilon \log \mathbb{E} \exp \left( \frac{h(X_{\varepsilon}^x)}{\varepsilon} \right) = -\inf_{u \in \mathcal{U}} \mathbb{E} \left[ \frac{1}{2} \sum_{n=1}^r \int_0^T \int_\mathcal{O} |u_n(s, \xi)|^2 d\xi ds + h(X_{\varepsilon}^x, u) \right].$$  

(1.5)
In the above expression, \( \mathcal{A} \) is a collection of stochastic controls \( u \in L^2(\Omega \times [0,T] \times \mathcal{O} \times \{1,\ldots,r\}) \) that are adapted to the natural filtration of the driving noises and \( X^{\varepsilon,u} \) is the solution to the controlled reaction diffusion equation

\[
\begin{aligned}
\frac{\partial X^{\varepsilon,u}_{x,i}(t,\xi)}{\partial t}(t,\xi) &= A_i X^{\varepsilon,u}_{x,i}(t,\xi) + f_i(t,\xi, X^{\varepsilon,u}_{x}(t,\xi)) \\
&+ \sqrt{\varepsilon} \sum_{n=1}^{r} \sigma_{in}(t,\xi, X^{\varepsilon,u}_{x}(t,\xi)) \frac{\partial w_n}{\partial t}(t,\xi) \\
&+ \sum_{n=1}^{r} \sigma_{in}(t,\xi, X^{\varepsilon,u}_{x}(t,\xi)) Q_n u_n(t,\xi),
\end{aligned}
\]

\( (1.6) \)

The linear operators \( Q_n \) are the covariances of the noises \( w_n \) (see Assumption 4 below).

A major advancement in streamlining the proofs of uniform large deviations principles for small-noise SPDEs is the weak convergence approach due to Budhiraja, Dupuis, and Maroulas [7]. In the context of these reaction diffusion equations, their result shows that \( X^{\varepsilon} \) satisfy a large deviations principle that holds uniformly over compact sets of initial data if whenever \( x_n \to x \) in the supremum norm, \( \varepsilon_n \to 0 \) and \( u_n \rightharpoonup u \) in distribution in the weak topology on \( L^2([0,T] \times \mathcal{O} \times \{1,\ldots,r\}) \), the associated control problems \( X^{\varepsilon,n,u}_x \) converge weakly to \( X^{0,u}_x \). Many authors have applied this approach to prove that many SPDEs satisfy large deviations results that are uniform over compact sets of initial data [1–3, 6, 8, 9, 13, 18, 22, 26, 29, 30, 32–34, 36, 37, 40–42, 46, 47, 49, 50]. The restriction to compact sets of initial data is due to the fact that their argument is based on weak convergence and if the initial data, \( x_n \), do not belong to a compact subset then it is possible that no subsequence of \( X^{\varepsilon,n,u}_x \) will converge weakly.

Of course, there are many applications, including Freidlin-Wentzell exit problems, where large deviations principles must hold uniformly over non-compact sets. In fact, because bounded subsets of infinite dimensional Banach spaces cannot be compact, Cerrai and Röckner’s results about uniformity of large deviations principles holding over bounded subsets of initial data [13] cannot be proved directly via the weak convergence approach.

In [43, we proved that the variational principle can be used to prove large deviations principles that are uniform over non-compact and even unbounded subsets of initial data, but we require a stronger notion of convergence of controlled equations than weak convergence. Specifically, if for a
set $D \subset C(\bar{O} \times \{1, \ldots, r\})$ of continuous initial data and for any $\delta > 0$ and $N > 0$,

$$\lim_{\varepsilon \to 0} \sup_{x \in D} \sup_{u \in \mathcal{A}_N} \mathbb{P}\left( |X_{\varepsilon, u}^x - X_0^x|_{C([0,T] \times \bar{O} \times \{1, \ldots, r\})} > \delta \right) = 0,$$

then $\{X_{\varepsilon}^x\}$ satisfies a uniform large deviations principle that is uniform over $x \in D$. In the above expression, $\mathcal{A}_N$ is the set of controls

$$\mathcal{A}_N := \left\{ u \in \mathcal{A} : \mathbb{P}\left( \sum_{n=1}^r \int_0^T \int_{\bar{O}} |u_n(s, \xi)|^2 \, d\xi \, ds \leq N \right) = 1 \right\}.$$

In this paper, we are particularly interested in the case where $D = C(\bar{O} \times \{1, \ldots, r\})$ is the entire function space. Using the specific form of the systems of stochastic reaction diffusion equations (1.1), we will be able to prove this kind of convergence in probability holds uniformly over unbounded subsets of initial data, proving our main results.

In Section 2 we fix our main notations, present the main assumptions, and define the mild solution. In Section 3 we recall the definition of the uniform large deviations principle (ULDP) and we recall the major results about variational representations of infinite dimensional Brownian motion and sufficient conditions that imply uniform large deviations principles. In Section 4 we present the three main results of the paper. In Section 5 we give an example application of the main results.

Before proving the three main results, in Section 6 we study the properties of a fixed-point mapping $\mathcal{M}$ and show that this mapping is well-posed and globally Lipschitz continuous under our weak assumptions that the vector field $f$ is the sum of a decreasing function and a Lipschitz continuous function. In Section 7 we prove that the mild solutions to the stochastic reaction-diffusion equations and the controlled stochastic reaction diffusion equation exist and are unique under our weak assumptions. These existence and uniqueness results do not appear elsewhere in the literature.

In Section 8 we prove Theorem 4.1 which says that Cerrai and Röckner’s result about uniformity of the large deviations principle over bounded subsets can be recovered under our weaker assumptions. In Section 9 we prove Theorem 4.2 which says that when $\sigma$ is uniformly bounded, the large deviations principle is uniform over all initial conditions. In Section 10 we prove Theorem 4.3 which says that when the non-linearity $f$ features super-linear dissipativity and $\sigma$ is unbounded but does not grow too quickly, then the stochastic reaction-diffusion equation satisfies a large deviations principle that is uniform over all initial conditions.
In Appendix A we recall results about the left-derivative of a supremum norm for a continuous process. In Appendix B we recall important estimates on the stochastic convolution due to Cerrai [11, 12]. In Appendix C we recall bounds that are uniform with respect to the initial conditions of a stochastic reaction-diffusion equation when the reaction terms features super-linear dissipativity.

2 Notations and assumptions

2.1 Notations

For a Euclidean set $A \subset \mathbb{R}^j$ for some $j \in \mathbb{N}$ let $C(A)$ be the set of continuous functions $y : A \to \mathbb{R}$. Because of the imposed boundary conditions in (1.1), we will work in the spaces of continuous functions with zero boundary conditions. Let

$$\tilde{E} := \{ y \in C(\bar{O}) : y(\xi) = 0 \text{ for } \xi \in \partial O \}. \hspace{1cm} (2.1)$$

be the space of continuous functions on $\bar{O}$ with zero boundary conditions endowed with the supremum norm

$$|y|_{\tilde{E}} := \sup_{\xi \in \partial O} |y(\xi)|. \hspace{1cm} (2.2)$$

Any continuous vector-valued function $x = (x_1, ..., x_r) : \bar{O} \to \mathbb{R}^r$ can be equivalently thought of as a scalar-valued continuous function in the space $C(\bar{O} \times \{1, ..., r\})$. Let

$$E := \{ x \in C(\bar{O} \times \{1, ..., r\}) : x_i(\xi) = 0 \text{ for } i \in \{1, ..., r\}, \xi \in \partial O \} \hspace{1cm} (2.3)$$

and, for $T > 0$,

$$E_T := \left\{ \varphi \in C([0,T] \times \bar{O} \times \{1, ..., r\}) : \varphi_i(t, \xi) = 0 \text{ for } i \in \{1, ..., r\}, t \in [0,T], \xi \in \partial O \right\}. \hspace{1cm} (2.4)$$

$E$ and $E_T$ are endowed with the supremum norms

$$|x|_E := \sup_{i \in \{1, ..., r\}} \sup_{\xi \in \bar{O}} |x_i(\xi)| \hspace{1cm} (2.5)$$

and

$$|\varphi|_{E_T} := \sup_{i \in \{1, ..., r\}} \sup_{\xi \in \bar{O}} \sup_{t \in [0,T]} |\varphi_i(t, \xi)|. \hspace{1cm} (2.6)$$
We remark that this is a slightly different definition than the $E = C(\bar{O} : \mathbb{R}^r)$ with $|x|_E = \sup_{\xi \in \bar{O}} \left( \sum_{i=1}^r |x_i(\xi)|^2 \right)^{\frac{1}{2}}$ norm that was used in [13]. Even though the norms are equivalent, the supremum norm is more convenient for our purposes than the mixture of the supremum and Euclidean norms.

We will show in Theorem 7.1 that the solutions $X^\xi$ to the SPDE (1.1) exist, are unique, and are $E_T$-valued if their initial data is in $E$.

Throughout the paper we will use other common function spaces including $L^p$ spaces. If no measure is specified, then $L^p$ spaces are defined with respect to the Lebesgue measure on uncountable sets and the counting measure on discrete sets. For example for $p \geq 1$, $L^p([0, T] \times \bar{O} \times \{1, \ldots, r\})$ is the set of functions $u : [0, T] \times \bar{O} \times \{1, \ldots, r\}$ for which the norm

$$|u|_{L^p([0, T] \times \bar{O} \times \{1, \ldots, r\})} := \left( \sum_{n=1}^r \int_0^T \int_{\bar{O}} |u_n(t, \xi)|^p \, d\xi \, dt \right)^{\frac{1}{p}} < +\infty. \quad (2.7)$$

For any Banach spaces $\mathcal{E}_1, \mathcal{E}_2$, the set $\mathcal{L}(\mathcal{E}_1, \mathcal{E}_2)$ is the space of bounded linear operators from $\mathcal{E}_1$ to $\mathcal{E}_2$. If $\mathcal{E}_1 = \mathcal{E}_2$, then the notation $\mathcal{L}(\mathcal{E}_1) = \mathcal{L}(\mathcal{E}_1, \mathcal{E}_1)$.

### 2.2 Main assumptions

Now we specify our main assumptions about the objects in (1.1). Assumptions 1, 2, 3, and 4 hold throughout the paper. Later in Section 4 we introduce Assumption 5, which is only used in Theorem 4.2 and Assumption 6 which is only used in Theorem 4.3.

**Assumption 1 (Vector field).** The vector field $f : [0, +\infty) \times \bar{O} \times \mathbb{R}^r \times \{1, \ldots, r\} \to \mathbb{R}$ can be written as

$$f_i(t, \xi, u) = g_i(t, \xi, u_i) + h_i(t, \xi, u). \quad (2.8)$$

For any $i \in \{1, \ldots, r\}$, $t \geq 0$, $\xi \in \bar{O}$, the function $\mathbb{R} \ni x \mapsto g_i(t, \xi, x)$ is continuous and decreasing in the sense that for any $x, y \in \mathbb{R}$ such that $x > y$

$$g_i(t, \xi, x) - g_i(t, \xi, y) \leq 0, \quad (2.9)$$

There exists an increasing function $L : [0, +\infty) \to [0, +\infty)$ such that for any $x, y \in \mathbb{R}^r$,

$$\sup_{i \in \{1, \ldots, r\}} \sup_{s \in [0, t]} \sup_{\xi \in \bar{O}} |h_i(s, \xi, x) - h_i(s, \xi, y)| \leq L(t) \sup_{i \in \{1, \ldots, r\}} |x_i - y_i| \quad (2.10)$$
and
\[\sup_{i \in \{1, \ldots, r\}} \sup_{s \in [0, t]} \sup_{\xi \in \mathcal{O}} |h_i(s, \xi, x)| \leq L(t) \left(1 + \sup_{i \in \{1, \ldots, r\}} |x_i|\right). \tag{2.11}\]

**Assumption 2** (Multiplicative noise coefficient). There exists an increasing function \(L : [0, +\infty) \to [0, +\infty)\) such that for all \(x, y \in \mathbb{R}^r\),
\[\sup_{i, n \in \{1, \ldots, r\}} \sup_{s \in [0, t]} |\sigma_{in}(s, \xi, x) - \sigma_{in}(s, \xi, y)| \leq L(t) \sup_{i \in \{1, \ldots, r\}} |x_i - y_i| \tag{2.12}\]
and for any \(x \in \mathbb{R}^r\)
\[\sup_{i, n \in \{1, \ldots, r\}} \sup_{s \in [0, t]} |\sigma_{in}(s, \xi, x)| \leq L(t) \left(1 + \sup_{i \in \{1, \ldots, r\}} |x_i|\right) \tag{2.13}\]

**Assumption 3** (Elliptic operators). The spatial domain \(\mathcal{O} \subset \mathbb{R}^d\) is open, bounded, and has smooth boundary. For \(i \in \{1, \ldots, r\}\), the second-order elliptic operators \(\mathcal{A}_i\) are of the form
\[\mathcal{A}_i \varphi(\xi) := \sum_{j=1}^d \sum_{k=1}^d a_{ik}(\xi) \frac{\partial^2 \varphi}{\partial \xi_j \partial \xi_k}(\xi) + \sum_{j=1}^d b_j(\xi) \frac{\partial \varphi}{\partial \xi_j}(\xi). \tag{2.14}\]
In the above expression, \(a_{ik}^j : \mathcal{O} \to \mathbb{R}\) are continuously differentiable and \(b_j : \mathcal{O} \to \mathbb{R}\) are continuous. The matrix \((a_{ik}^j(\xi))_{jk}\) is symmetric and uniformly elliptic in the sense that there exists \(\kappa > 0\) such that for any vector \((x_1, \ldots, x_d)\),
\[\inf_{\xi \in \mathcal{O}} \inf_{i \in \{1, \ldots, r\}} \sum_{j=1}^d \sum_{k=1}^d a_{ik}^j(\xi)x_jx_k \geq \kappa \sum_{j=1}^d x_j^2. \tag{2.15}\]

**Proposition 2.1.** The operators \(\mathcal{A}_i\) can be written as
\[\mathcal{A}_i = \mathcal{B}_i + \mathcal{L}_i\]
where
\[\mathcal{B}_i \varphi(\xi) := \sum_{j=1}^d \sum_{k=1}^d \frac{\partial}{\partial \xi_k} \left(a_{ik}^j(\xi) \frac{\partial \varphi}{\partial \xi_j}(\xi)\right) \tag{2.16}\]
is self-adjoint and
\[\mathcal{L}_i \varphi(\xi) := \sum_{j=1}^d \left(b_j(\xi) - \sum_{k=1}^d \frac{\partial a_{ik}^j}{\partial \xi_k}(\xi)\right) \frac{\partial \varphi}{\partial \xi_j}(\xi) \tag{2.17}\]
is a first-order differential operator.

For each \( i \in \{1, \ldots, r\} \), there exists an orthonormal system of eigenvectors \( \{e_{i,k}\}_{k=1}^{\infty} \subset L^2(O) \) and eigenvalues \( \{\alpha_{i,k}\}_{k=1}^{\infty} \) such that the realization \( B_i \) of \( B_i \) in \( L^2(O) \) with the imposed boundary conditions satisfies

\[
B_i e_{i,k} = -\alpha_{i,k} e_{i,k}.
\]

The eigenvalues are non-negative, diverge to infinity, and can be written in increasing order \( 0 \leq \alpha_{i,k} \leq \alpha_{i,k+1} \). By elliptic regularity results, for fixed \( k, i, e_{i,k} \in \tilde{E} \) defined in (2.1). See, for example, [23, Chapter 6.5].

**Assumption 4 (Noise).** Fix a filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}) \). The driving noise \( w = (w_1, \ldots, w_r) \) can be formally written as the sum

\[
w_n(t, \xi) := \sum_{j=1}^{\infty} \lambda_{n,j} W_{n,j}(t) f_{n,j}(\xi)
\]

where for fixed \( n \in \{1, \ldots, r\} \), \( \{f_{n,j}\}_{j=1}^{\infty} \) is an orthonormal basis of \( L^2(O) \), and for each fixed \( n, j \) \( f_{n,j} \in \tilde{E} \). Such a sequence \( f_{n,j} \) exists because one could take \( f_{n,j} := e_{n,j} \) \[2.18\]. \( \{\{W_{n,j}\}_{j=1}^{\infty}\}_{n=1}^{r} \) is a countable collection of independent one-dimensional Brownian motions on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}) \). The numbers \( \lambda_{n,j} \geq 0 \) and there exists \( \beta \in (0, 1) \) and \( \rho \in [2, +\infty] \) such that

\[
\frac{\beta(\rho - 2)}{\rho} < 1,
\]

\[
\sum_{i=1}^{r} \sum_{k=1}^{\infty} \alpha_{i,k}^{-\beta} |e_{i,k}|^2_{\tilde{E}} < \infty,
\]

and

\[
\sum_{j=1}^{\infty} \sum_{n=1}^{r} \lambda_{n,j}^\rho |f_{n,j}|^2_{\tilde{E}} < \infty, \text{ if } \rho < +\infty
\]

\[
or \sup_{j} \sup_{n} \lambda_{n,j} < +\infty, \text{ if } \rho = +\infty,
\]

where \( \alpha_{i,k}, e_{i,k} \) are the eigenvalues of \( B_i \) from \[2.18\].

**Remark 2.2.** Cerrai [11,12] proved that Assumption 4 is a sufficient condition that implies that mild solutions to the stochastic reaction-diffusion equation are continuous functions of space and time.
For $n \in \{1,..r\}$, let $Q_n : L^2(O) \rightarrow L^2(O)$ be the bounded linear operator

$$Q_nf_{n,j} = \lambda_{n,j}f_{n,j}$$  \hspace{1cm} (2.24)

and let $Q : L^2(O \times \{1,..r\}) \rightarrow L^2(O \times \{1,..r\})$ be defined so that for any $n \in \{1,...,r\}$, and $\xi \in O$,

$$[Qu]_n(\xi) = [Q_nu](\xi).$$  \hspace{1cm} (2.25)

### 2.3 Semigroups and mild solution

Let $S_i(t)$ be the semigroup on $\tilde{E}$ generated by the elliptic operator $A_i$ with zero boundary conditions. It is standard that $S_i(t)$ is a $C_0$ semigroup on $\tilde{E}$ (see [23]).

For $x \in E$, let $[S(t)x]_i(\xi) := [S_i(t)x](\xi)$. In this way, $S(t) : E \rightarrow E$ is a $C_0$ contraction semigroup on $E$.

The mild solution for $X^\varepsilon_{x,i}$ is defined to be the solution to the system of integral equations for $i \in \{1,...r\}$,

$$X^\varepsilon_{x,i}(t) = S_i(t)x_i + \int_0^t S_i(t-s)F_i(s,X^\varepsilon_x(s))ds + \sqrt{\varepsilon} \sum_{n=1}^r \int_0^t S_i(t-s)R_{in}(s,X^\varepsilon_x(s))dw_n(s).$$  \hspace{1cm} (2.26)

In the above equation, the spatial variable $\xi$ has been suppressed.

$F_i : [0, +\infty) \times E \rightarrow \tilde{E}$ is the Nemytskii operator where for any $i \in \{1,...r\}$, $t > 0$, $\xi \in O$, and $x \in E$,

$$[F_i(t,x)](\xi) := f_i(t,\xi,x(\xi)),\hspace{1cm} (2.27)$$

and $R_{in} : [0, +\infty) \times E \rightarrow \mathcal{L}(L^2(O))$ is defined such that for any $i,n \in \{1,..r\}$, $t > 0$, $\xi \in O$, and $x \in E$, and $h \in L^2(O)$,

$$[R_{in}(t,x)h](\xi) = \sigma_{in}(t,\xi,x(\xi))h(\xi).\hspace{1cm} (2.28)$$

By the definition of the noise (2.19), the stochastic convolution can be understood as the infinite sum of one-dimensional Ito integrals

$$\int_0^t S_i(t-s)R_{in}(s,X^\varepsilon_x(s))dw_n(s) = \sum_{j=1}^\infty \int_0^t S_i(t-s)R_{in}(s,X^\varepsilon_x(s))\lambda_{n,j}f_{n,j}dW_{n,j}(s).$$

The properties of the stochastic convolution can be found in [11] and are included in Appendix B below.
Definition 2.3. The mild solution to (1.1) is defined to be the \( E_T \)-valued solution to

\[
X_\varepsilon^x(t) = S(t)x + \int_0^t S(t-s)F(s, X_\varepsilon^x(s))ds + \sqrt{\varepsilon} \int_0^t S(t-s)R(s, X_\varepsilon^x(s))dw(s)
\]

(2.29)

In the above equation \( F : [0, +\infty) \times E \to E \) is the vector \( F = (F_1, ..., F_r) \) and \( R : [0, +\infty) \times E \to \mathcal{L}(L^2(O \times \{1, ..., r\})) \) is the matrix \( R = (R_{in})_{in} \). We prove that there exists a unique mild solution in Section 7.

To prove the large deviations results we will study the convergence properties of mild solutions to the stochastic control problems (1.6). The mild solution to (1.6) will solve the integral equation

\[
X_{\varepsilon,u}^x(t) = S(t)x + \int_0^t S(t-s)F(s, X_{\varepsilon,u}^x(s))ds + \sqrt{\varepsilon} \int_0^t S(t-s)R(s, X_{\varepsilon,u}^x(s))dw(s) + \int_0^t S(t-s)R(s, X_{\varepsilon,u}^x(s))Qu(s)ds.
\]

(2.30)

3 Uniform large deviations principle and the equicontinuous uniform Laplace principle

In this section we recall the definitions of Freidlin and Wentzell’s uniform large deviations principle (ULDP) and a result from [43] that proves that the uniform convergence in probability of certain controlled process implies that a collection of processes satisfies the ULDP.

Let \( (\mathcal{E}, \vartheta) \) be a Polish space and let \( \mathcal{E}_0 \) be a set used for indexing (there are no topological assumptions on \( \mathcal{E}_0 \)). When we apply these results in the sequel, we will set \( \mathcal{E} = E_T \) and \( E_0 = E \). Let \( \{ Y_\varepsilon^x \}_{x \in \mathcal{E}_0, \varepsilon > 0} \) be a collection of \( \mathcal{E} \)-valued random variables. For every \( x \in \mathcal{E}_0 \), let \( I_x : \mathcal{E} \to [0, +\infty] \) be a lower-semicontinuous function called a rate function. For each \( x \in \mathcal{E}_0 \) and \( s \geq 0 \), let

\[
\Phi_x(s) := \{ \varphi \in \mathcal{E} : I_x(\varphi) \leq s \}
\]

be the level sets of the rate function. Let \( \text{dist}_{\mathcal{E}} : \mathcal{E} \times 2^\mathcal{E} \to [0, +\infty) \) be defined as the minimal distance between an element of \( \mathcal{E} \) and a set

\[
\text{dist}_{\mathcal{E}}(\varphi, \Psi) := \inf_{\psi \in \Psi} \vartheta(\varphi, \psi).
\]

(3.1)
Definition 3.1 (Uniform large deviations principle (ULDP) (Section 3.3 of [28])). A family \( \{Y_x^\varepsilon\}_{x \in E_0, \varepsilon > 0} \) of \( E \)-valued random variables satisfies a uniform large deviations principle uniformly over a set \( D \subset E_0 \) with respect to the rate functions \( I_x \) if

1. for any \( \delta > 0 \) and \( s_0 \geq 0 \),
\[
\liminf_{\varepsilon \to 0} \inf_{x \in D} \inf_{\varphi \in \Phi_x(s_0)} (\varepsilon \log P(\varphi(Y_x^\varepsilon, \varphi) < \delta) + I_x(\varphi)) \geq 0. \tag{3.2}
\]
and

2. for any \( \delta > 0 \) and \( s_0 \geq 0 \),
\[
\limsup_{\varepsilon \to 0} \sup_{x \in D} \sup_{s \in [0, s_0]} (\varepsilon \log P(\text{dist}_E(Y_x^\varepsilon, \Phi_x(s)) \geq \delta) + s) \leq 0. \tag{3.3}
\]

The following theorem describes a sufficient condition that implies that measurable functions of a countable collection of Brownian motions satisfy the ULDP.

Suppose that \( W = \{W_j(\cdot)\}_{j=1}^\infty \) is a countable collection of i.i.d. one-dimensional Brownian motions on a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, P)\). For fixed \( T > 0 \) and any \( x \in E_0 \) suppose that \( \mathcal{G}_x : C([0, T] \times \mathbb{N}) \to E \) is a measurable mapping. For \( \varepsilon \geq 0 \) and \( x \in E_0 \), let
\[
Y_x^\varepsilon := \mathcal{G}_x(\sqrt{\varepsilon}W) \tag{3.4}
\]
For each \( N > 0 \), let \( \mathcal{B}_N \) be the collection of \( u \in L^2(\Omega \times [0, T] \times \mathbb{N}) \) that are adapted to the filtration \( \mathcal{F}_t \) and satisfy
\[
P \left( \sum_{j=1}^\infty \int_0^T |u_j(s)|^2 ds \leq N \right) = 1. \tag{3.5}
\]

For each \( u \in \mathcal{B}_N \), let \( Y_x^{\varepsilon, u} \) denote the controlled \( E \)-valued random variable
\[
Y_x^{\varepsilon, u} := \mathcal{G}_x \left( \sqrt{\varepsilon}W + \int_0^T u(s) ds \right). \tag{3.6}
\]

Proving that a family \( Y_x^\varepsilon \) satisfies a ULDP directly using Definition 3.1 can be cumbersome. The proofs of the main results in this paper are based on Theorem 2.13 of [43], which proves that uniform convergence in probability of the controlled system \( Y_x^{\varepsilon, u} \) to \( Y_x^{0, u} \) as \( \varepsilon \to 0 \) implies the ULDP.
Theorem 3.2 (Theorem 2.13 of [43]). Let $D \subset \mathcal{E}_0$. If for any $\delta > 0$ and $N > 0$,
\[
\lim_{\varepsilon \to 0} \sup_{x \in D} \sup_{u \in \mathcal{B}_N} \mathbb{P} \left( \vartheta \left( Y_{x}^{\varepsilon,u}, Y_{x}^{0,u} \right) > \delta \right) = 0,
\]
then the family $\{ Y_{x}^{\varepsilon} \}$ satisfies a ULDP uniformly over $D$ with respect to the rate functions $I_x : \mathcal{E} \to [0, +\infty]$ defined by
\[
I_x(\varphi) := \inf \left\{ \frac{1}{2} \sum_{j=1}^{\infty} \int_0^T |u_j(s)|^2 ds : \varphi = Y_{x}^{0,u}, u \in L^2([0, T] \times \mathbb{N}) \right\}. \quad (3.8)
\]

In the context of the system of reaction-diffusion equations (2.29), we will let $\mathcal{E}_0 := E$ defined in (2.3) be the set of initial data and for a fixed time horizon $T > 0$ let $\mathcal{E} = \mathcal{E}_T$ defined in (2.4). Because the driving noise is defined in terms of a countable collection of i.i.d. Brownian motions $W = \{ W_{n,j} \}_{j=1}^{\infty} \downarrow_{n=1}$ (see (2.19)) and because we will show that the mild solutions (2.29) exist and are unique (see Corollary 7.2), there exists a measurable mapping $\mathcal{G}_x : C([0, T] \times \{ 1, ..., r \} \times \mathbb{N}) \to \mathcal{E}$ such that $X_{x}^{\varepsilon} := \mathcal{G}_x(\sqrt{\varepsilon}W)$ solves (2.29).

According to (3.5), the spaces $\mathcal{B}_N$ will consist of adapted processes $u \in L^2(\Omega \times [0, T] \times \{ 1, ..., r \} \times \mathbb{N})$ satisfying
\[
\mathbb{P} \left( \sum_{j=1}^{\infty} \sum_{n=1}^{r} \int_0^T \left| u_{n,j}(s) \right|^2 ds \leq N \right) = 1. \quad (3.9)
\]

For $N > 0$ and $u \in \mathcal{B}_N$, the controlled processes $Y_{x}^{\varepsilon,u} = \mathcal{G}_x (\sqrt{\varepsilon}W + \int_0^t u(s)ds)$ solves the integral equation
\[
Y_{x}^{\varepsilon,u}(t) = S(t)x + \int_0^t S(t-s)F(s, Y_{x}^{\varepsilon,u}(s))ds \\
+ \sqrt{\varepsilon} \int_0^t S(t-s)R(s, Y_{x}^{\varepsilon,u}(s))dw(s) \\
+ \int_0^t S(t-s)R(s, Y_{x}^{\varepsilon,u}(s))IQIu(s)ds \quad (3.10)
\]
where $I : L^2(\{ 1, ..., r \} \times \mathbb{N}) \to L^2(\mathcal{O} \times \{ 1, ..., r \})$ is the isometry defined by
\[
[Iu]_n(\xi) := \sum_{j=1}^{\infty} u_{n,j}f_{n,j}(\xi).
\]
In the above expression, $f_{n,j}$ are the orthonormal basis defined in Assumption 4. The noise $w(t)$ is defined in Assumption 4. $F$ and $R$ are the Nemytskii operators defined in (2.27) and (2.28).

Because $I$ is an isometry, we can equivalently define $A_N$ as $I(B_N)$ to be the family of adapted $L^2([0,T] \times \Omega \times \{1,...,r\})$ processes satisfying

$$\mathbb{P}\left( \sum_{n=1}^{r} \int_{0}^{T} \int_{\Omega} |u_n(s,\xi)|^2 d\xi ds \leq N \right) = 1. \quad (3.11)$$

and then define $X^{\varepsilon,u}_x$ for $u \in A_N$,

$$X^{\varepsilon,u}_x(t) = S(t)x + \int_{0}^{t} S(t-s)F(s, X^{\varepsilon,u}_x(s))ds$$
$$+ \sqrt{\varepsilon} \int_{0}^{t} S(t-s)R(s, X^{\varepsilon,u}_x(s))dw(s)$$
$$+ \int_{0}^{t} S(t-s)R(s, X^{\varepsilon,u}_x(s))Qu(s)ds. \quad (3.12)$$

this agrees with (2.30).

The isometry between $B_N$ and $A_N$ and Theorem 3.2 imply the following result that we will use to prove our three main results.

**Corollary 3.3.** Let $D$ be a subset of $E$. If for $T > 0$ and any $\delta > 0$, and $N > 0$,

$$\lim_{\varepsilon \to 0} \sup_{x \in D} \sup_{u \in \mathcal{A}_N} \mathbb{P}\left( |X^{\varepsilon,u}_x - X^{0,u}_x|_{E_T} > \delta \right) = 0, \quad (3.13)$$

then the family $\{X^{\varepsilon}_x\}$ satisfies a ULDP in the $E_T$ norm uniformly over $D$ with respect to the rate functions $I_{x,T} : \mathcal{E} \to [0, +\infty]$ defined by

$$I_{x,T}(\varphi) := \inf \left\{ \frac{1}{2} \sum_{n=1}^{r} \int_{0}^{T} \int_{\Omega} |u_n(s,\xi)|^2 d\xi ds : \varphi = X^{0,u}_x \right\} \quad (3.14)$$

where the infimum is taken over all $u \in L^2([0,T] \times \Omega \times \{1,...,r\})$.

## 4 Main results

The first main result of this paper proves that under Assumptions 1, 2, 3, and 4 the mild solutions $X^{\varepsilon}_x$ satisfy a large deviations principle that is uniform over bounded subsets of initial data $x$. This result generalizes the result of Cerrai and Röckner [13] by removing the restrictions to locally Lipschitz
continuity and polynomial growth of the reaction term $f$. For these results, recall Definition 3.1 of the ULDP and the definitions of the rate function $I_{x,T}$ (3.14) and define the level sets for $s \geq 0$,

$$
\Phi_{x,T}(s) := \{ \varphi \in E_T : I_{x,T}(\varphi) \leq s \}.
$$

(4.1)

**Theorem 4.1.** Assume Assumptions 1, 2, 3, and 4. For any fixed $T > 0$, $X^\varepsilon_x$ satisfy a large deviations principle in $E_T$ that is uniform over bounded subsets of initial data. In particular, for any $K > 0$, any $\delta > 0$, and any $s_0 \geq 0$,

$$
\liminf_{\varepsilon \to 0} \inf_{|x| \leq K} \inf_{\varphi \in \Phi_{x,T}(s_0)} \left( \varepsilon \log P \left( |X^\varepsilon_x - \varphi|_{E_T} < \delta \right) + I_{x,T}(\varphi) \right) \geq 0
$$

(4.2)

and

$$
\limsup_{\varepsilon \to 0} \sup_{|x| \leq K} \sup_{s \in [0,s_0]} \left( \varepsilon \log P \left( \text{dist}_{E_T} (X^\varepsilon_x, \Phi_{x,T}(s)) \geq \delta \right) + s \right) \leq 0.
$$

(4.3)

The proof of Theorem 4.1 is in Section 8.

The next result shows that if we restrict the multiplicative noise coefficient $\sigma$ to be uniformly bounded, then the large deviations principle actually holds uniformly over unbounded subsets of initial data. We continue to assume Assumptions 1, 3, and 4 and we add the following strengthening of Assumption 2.

**Assumption 5 (Bounded $\sigma$).** There exists an increasing function $L : [0, +\infty) \to [0, +\infty)$ such that for all $x, y \in \mathbb{R}^r$,

$$
\sup_{i,j \in \{1, \ldots, r\}} \sup_{s \in [0,t]} \sup_{\xi \in \Omega} |\sigma_{ij}(s, \xi, x) - \sigma_{ij}(s, \xi, y)| \leq L(t) \sup_{i \in \{1, \ldots, r\}} |x_i - y_i|
$$

(4.4)

and

$$
\sup_{i,j \in \{1, \ldots, r\}} \sup_{s \in [0,t]} \sup_{\xi \in \Omega} \sup_{x \in \mathbb{R}^r} |\sigma_{ij}(s, \xi, x)| \leq L(t).
$$

(4.5)

**Theorem 4.2.** Assume Assumptions 1, 3, 4, and 5. For any fixed $T > 0$, $X^\varepsilon_x$ satisfy a large deviations principle in $E_T$ that is uniform over all initial conditions in $E$. In particular, for any $\delta > 0, s_0 \geq 0$,

$$
\liminf_{\varepsilon \to 0} \inf_{x \in E} \inf_{\varphi \in \Phi_x(s_0)} \left( \varepsilon \log P \left( |X^\varepsilon_x - \varphi|_{E_T} < \delta \right) + I_x(\varphi) \right) \geq 0
$$

(4.6)

and

$$
\limsup_{\varepsilon \to 0} \sup_{x \in E} \sup_{s \in [0,s_0]} \left( \varepsilon \log P \left( \text{dist}_{E_T} (X^\varepsilon_x, \Phi_x(s)) \geq \delta \right) + s \right) \leq 0.
$$

(4.7)
The proof of Theorem 4.2 is in Section 9.

The third main result identifies a sufficient condition that implies that the large deviations principle holds uniformly over all initial data even when \( \sigma \) is unbounded. The result requires the reaction term \( f \) to feature sufficiently strong superlinearly dissipativity to counteract the expansive effects of the unbounded \( \sigma \). Specifically we assume the following.

**Assumption 6** (Super-linear dissipativity). The reaction term \( f \) can be written as \( f_i = g_i + h_i \) where \( g_i \) and \( h_i \) satisfy Assumption 1. Additionally, there exists \( m > 1 \) (not necessarily an integer), \( \mu > 0 \), and \( c_0 > 0 \) such that for any \( i \in \{1, \ldots, r\} \), \( t > 0 \), \( \xi \in \bar{O} \), and \( |v_i| > c_0 \),

\[
g_i(t, \xi, v_i) \text{sign}(v_i) \leq -\mu|v_i|^m. \tag{4.8}
\]

We further assume that there exists an increasing function \( L : [0, +\infty) \to [0, +\infty) \) such that for any \( x, y \in \mathbb{R}^r \),

\[
\sup_{i,j \in \{1, \ldots, r\}} \sup_{s \in [0,t]} \sup_{\xi \in \bar{O}} \left| \sigma_{ij}(s, \xi, x) - \sigma_{ij}(s, \xi, y) \right| \leq L(t) \sup_{i \in \{1, \ldots, r\}} |x_i - y_i|. \tag{4.9}
\]

and that there exists

\[
\nu \in \left[0, \frac{m - 1}{2} \left(1 - \frac{\beta(\rho - 2)}{\rho}\right)\right] \cap [0, 1] \tag{4.10}
\]

such that for any \( x \in \mathbb{R}^r \),

\[
\sup_{i,n \in \{1, \ldots, r\}} \sup_{\xi \in \bar{O}} \sup_{t \in [0,T]} |\sigma_{in}(t, \xi, x)| \leq L(T) \left(1 + \sup_{i \in \{1, \ldots, r\}} |x_i| \right)^\nu. \tag{4.11}
\]

**Theorem 4.3.** Assume Assumptions 1, 3, 4, and 6. For any fixed \( T > 0 \) \( X^\varepsilon_x \) satisfy a large deviations principle in \( E_T \) that is uniform over all initial conditions in \( E \). In particular, for any \( \delta > 0, s_0 \geq 0 \),

\[
\liminf_{\varepsilon \to 0} \inf_{x \in E} \inf_{\varphi \in \Phi_x(s_0)} (\varepsilon \log \mathbb{P}(|X^\varepsilon_x - \varphi|_{E_T} < \delta) + I_x(T(\varphi))) \geq 0, \tag{4.12}
\]

\[
\limsup_{\varepsilon \to 0} \sup_{x \in E} \sup_{s \in [0,s_0]} (\varepsilon \log \mathbb{P}(\text{dist}_{E_T}(X^\varepsilon_x, \Phi_x,T(s)) \geq \delta) + s) \leq 0. \tag{4.13}
\]

The proof of Theorem 4.3 is in Section 10.
5 Example: System of stochastic reaction-diffusion equations exposed to space-time white noise in spatial dimension \( d = 1 \)

We consider a class of reaction-diffusion equations with polynomially dissipative forcing and polynomially growing multiplicative noise term in spatial dimension \( d = 1 \). For simplicity, we only consider one equation \((r = 1)\), rather than a system of equations. Let \( m \geq 0 \) and \( \nu \leq 1 \). \( m \) does not need to be an integer. Let \( X_\varepsilon^x(t, \xi) \) be the mild solution to

\[
\begin{cases}
\frac{\partial}{\partial t} X_\varepsilon^x(t, \xi) = \frac{\partial^2}{\partial \xi^2} X_\varepsilon^x(t, \xi) - |X_\varepsilon^x(t, \xi)|^m \text{sign}(X_\varepsilon^x(t, \xi)) \\
+ \sqrt{\varepsilon} (1 + |X_\varepsilon^x(t, \xi)|) \nu \frac{\partial}{\partial t} (t, \xi) \\
X_\varepsilon^x(0, \xi) = x(\xi) \\
X_\varepsilon^x(t, 0) = X_\varepsilon^x(t, \pi) = 0
\end{cases}
\] (5.1)

defined on the one-dimensional spatial domain \( O = (0, \pi) \). \( \frac{\partial}{\partial t} \) is a space-time white noise.

In this spatial dimension \( d = 1 \) setting, the eigenvalues of \( \frac{\partial^2}{\partial \xi^2} \) are \(-\alpha_k\) where \( \alpha_k = k^2 \). Because \( \frac{\partial}{\partial \xi} \) is a space-time white noise, \( \lambda_j \equiv 1 \). These sequences satisfy Assumption 4 with \( \rho = +\infty \) and any \( \beta \in (\frac{1}{2}, 1) \).

For any \( m \geq 0 \), the function \( g(x) = -|x|^m \text{sign}(x) \) is decreasing. For any \( \nu \leq 1 \), \( \sigma(x) := (1 + |x|)^\nu \) is Lipschitz continuous. Therefore, if \( m \geq 0 \) and \( \nu \leq 1 \), Theorem 4.1 guarantees that \( X_\varepsilon^x \) satisfies a ULDP that is uniform over bounded subsets of initial data.

If \( \nu \leq 0 \) (the case of bounded noise coefficients) and \( m \geq 0 \), then Theorem 4.2 guarantees that the system satisfies a uniform large deviations principle that is uniform over all \( E \)-valued initial data.

When \( \nu \) satisfies

\[
\nu < \frac{(m - 1)(1 - \beta)}{2} < \frac{m - 1}{4} \quad \text{and} \quad \nu \leq 1,
\] (5.2)

Theorem 4.3 guarantees that \( \{X_\varepsilon^x\} \) will satisfy a large deviations principle that is uniform over all \( E \)-valued initial data. The restriction \( \nu \leq 1 \) is required because \( \sigma(x) = (1 + |x|)^\nu \) fails to be globally Lipschitz continuous if \( \nu > 1 \).

If \( m = 3 \) and \( \nu < \frac{1}{2} \), then Theorem 4.3 guarantees that \( X_\varepsilon^x \) will satisfy a uniform large deviations principle that is uniform over all continuous initial data. If \( m = 5 \) and \( \nu < 1 \), then the large deviations principle will hold uniformly over all \( E \)-valued data. If \( m > 5 \) and \( \nu \leq 1 \) then \( X_\varepsilon^x \) will satisfy
a uniform large deviations principle that is uniform over all $E$-valued initial conditions.

6 Lipschitz continuity of $M$

In order to prove Theorems 4.1, 4.2, and 4.3 and even to prove that the mild solutions to (2.29) and (2.30) are well defined, we define a mapping $M : E_T \rightarrow E_T$ that sends an element $z \in E_T$ to the fixed point solution

$$M(z)(t) := \int_0^t S(t - s)F(s, M(z)(s))ds + z(t). \quad (6.1)$$

In this section we prove that $M$ is well-defined and globally Lipschitz continuous whenever $f$ satisfies Assumption 1, even if $f$ fails to be locally Lipschitz continuous.

The mapping $M$ is essential to our investigation of the mild solutions to the reaction-diffusion equations because $X^i_x$ will be a mild solution solving (2.29) if and only if

$$X^i_x = M(S(\cdot)x + \sqrt{\varepsilon}Z^i_x)$$

where

$$Z^i_x(t) = \int_0^t S(t - s)R(s, X^i_x(s))dw(s).$$

Similarly, $X^i_{x,u}$ solves (2.30) if and only if

$$X^i_{x,u} = M(S(\cdot)x + Y^i_{x,u} + \sqrt{\varepsilon}Z^i_{x,u})$$

where

$$Y^i_{x,u}(t) = \int_0^t S(t - s)R(s, X^i_{x,u}(s))Qu(s)ds$$

and

$$Z^i_{x,u}(t) = \int_0^t S(t - s)R(s, X^i_{x,u}(s))dw(s).$$

**Theorem 6.1.** For any $z \in E_T$, there exists a solution $M(z) \in E_T$ to (6.1).

**Proof.** Let $g_i$ be the non-increasing functions from Assumption 1. For $n \in \mathbb{N}$, $t \geq 0$ and $\xi \in \mathcal{O}$ define $x \mapsto g_{i,n}(t, \xi, x)$ to be the Yosida approximation

$$g_{i,n}(t, \xi, x) := n \left( J_{i,n}(t, \xi, x) - x \right), \quad J_{i,n}(t, \xi, x) = \left( \bullet - \frac{1}{n}g_i(t, \xi, \bullet) \right)^{-1}(x).$$

Let $f_{i,n}(t, \xi, x) := g_{i,n}(t, \xi, x_i) + h_i(t, \xi, x)$. 
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According to [19, Proposition D.11], for $t \geq 0$, $\xi \in \bar{O}$, $i \in \{1, \ldots, r\}$, and $x, y \in \mathbb{R}$

$$|g_{i,n}(t, \xi, x) - g_{i,n}(t, \xi, y)| \leq 2n|x - y|$$  \hspace{1cm} (6.2)

$$|g_{i,n}(t, \xi, x)| \leq \left|g_{i}(t, \xi, x)\right|$$  \hspace{1cm} (6.3)

$$g_{i,n}(t, \xi, x) - g_{i,n}(t, \xi, y) \leq 0 \text{ for } x > y,$$  \hspace{1cm} (6.4)

$$\lim_{n \to +\infty} g_{i,n}(t, \xi, x) = g_{i}(t, \xi, x).$$  \hspace{1cm} (6.5)

Because $h_{i}$ is Lipschitz continuous (2.10) and $f_{i,n} = g_{i,n} + h_{i}$, for any $t \geq 0$, $\xi \in \bar{O}$, $i \in \{1, \ldots, r\}$, and $x, y \in \mathbb{R}^{r}$,

$$|f_{i,n}(t, \xi, x) - f_{i,n}(t, \xi, y)| \leq (2n + L(t))|x - y|$$  \hspace{1cm} (6.6)

$$|f_{i,n}(t, \xi, x)| \leq \left|f_{i}(t, \xi, x)\right| + 2|h_{i}(t, \xi, x)|$$  \hspace{1cm} (6.7)

$$f_{i,n}(t, \xi, x) - f_{i,n}(t, \xi, y) \leq L(t)|x - y| \text{ for } x > y,$$  \hspace{1cm} (6.8)

$$\lim_{n \to +\infty} f_{i,n}(t, \xi, x) = f_{i}(t, \xi, x).$$  \hspace{1cm} (6.9)

Let $F_{n} : [0, T] \times E \to E$ be the Nemytskii operator for $(f_{1,n}, \ldots, f_{r,n})$

$$[F_{n}(t, x)]_{i}(\xi) = f_{i,n}(t, \xi, x(\xi)).$$  \hspace{1cm} (6.10)

Because the $f_{i,n}$ are each globally Lipschitz continuous, standard Picard iteration arguments show that there exists a unique solution $u_{n} \in E_{T}$ solving

$$u_{n}(t) = \int_{0}^{t} S(t - s)F_{n}(s, u_{n}(s))ds + z(t).$$

We prove some uniform bounds on the sequence $u_{n}$. Let $v_{n}(t) = u_{n}(t) - z(t)$. These $v_{n}$ are weakly differentiable and they solve the integral equation

$$v_{n}(t) = \int_{0}^{t} S(t - s)F_{n}(s, v_{n}(s) + z(s))ds.$$

The $v_{n}$ weakly solve the differential equation

$$\frac{\partial v_{n,i}}{\partial t}(t, \xi) = A_{i}v_{n,i}(t, \xi) + g_{i,n}(t, \xi, v_{n,i}(t, \xi) + z_{i}(t, \xi)) + h_{i}(t, \xi, v_{n}(t, \xi) + z(t, \xi)).$$

Arguing as in Theorem 7.7 of [19] and Proposition 6.2.2 of [10], we can assume without loss of generality that $v_{n}$ are strongly differentiable.
By Proposition A.1 in the appendix, for $i_t \in \{1, \ldots, r\}$, $\xi_t \in \mathcal{O}$, such that $v_{i_t}(t, \xi_t) \text{sign}(v_{i_t}(t, \xi_t)) = |v(t, \cdot)|_E$,

\[
\frac{d}{dt}|v_n(t)|_E 
\leq A_{i_t} v_{n,i_t}(t, \xi_t) \text{sign}(v_{n,i_t}(t, \xi_t)) 
+ g_{i_t,n}(t, \xi_t, v_{n,i_t}(t, \xi_t) + z_{n,i_t}(t, \xi_t)) \text{sign}(v_{n,i_t}(t, \xi_t)) 
+ h_{i_t}(t, \xi_t, v_n(t, \xi_t) + z_n(t, \xi_t)) \text{sign}(v_{n,i_t}(t, \xi_t)).
\]

Because $A_{i_t}$ is a second-order elliptic differential operator (see Assumption 3) and $i_t, \xi_t$ are a maximizer or minimizer, the concavity of a function at its maximum/minimum implies that

\[
A_{i_t} v_{n,i_t}(t, \xi_t) \text{sign}(v_{n,i_t}(t, \xi_t)) \leq 0.
\]

Because $g_{i_t,n}(t, \xi_t, \cdot)$ is non-increasing and $h_{i_t}$ is Lipschitz continuous, by adding and subtracting $f_{i_t,n}(t, \xi_t, z(t, \xi_t)) \text{sign}(v_{n,i_t}(t, \xi_t))$, we see that

\[
\frac{d}{dt}|v_n(t)|_E 
\leq f_{i_t,n}(t, \xi_t, z(t, \xi_t)) |v_{n,i_t}(t, \xi_t)| 
+ (g_{i_t,n}(t, \xi_t, v_{n,i_t}(t, \xi_t) + z_{n,i_t}(t, \xi_t)) - g_{i_t,n}(t, \xi_t, z_{n,i_t}(t, \xi_t))) |v_{n,i_t}(t, \xi_t)| 
+ |h_{i_t}(t, \xi_t, v_{n,i_t}(t, \xi_t) + z_{i_t}(t, \xi_t)) - h_{i_t}(t, \xi_t, z_{i_t}(t, \xi_t))| 
\leq \sup_n \sup_{s \in [0, T]} \sup_{i \in \{1, \ldots, r\}} \sup_{\xi \in \mathcal{O}} |f_{i_t,n}(s, \xi, z(s, \xi))| + L(t)|v_{i_t}(t, \xi_t)|.
\]

By Grönwall’s inequality and (6.7),

\[
\sup_n \sup_{t \in [0, T]} |v_n(t)|_E \leq C_T \sup_n \sup_{s \in [0, T]} \sup_{i \in \{1, \ldots, r\}} \sup_{\xi \in \mathcal{O}} |f_{i,n}(s, \xi, z(s, \xi))| < +\infty.
\]

Then

\[
\sup_n |u_n|_{E_T} \leq \sup_n (|v_n|_{E_T} + |z|_{E_T}) < +\infty.
\]

By (6.7) and (2.11)

\[
\sup_n |F_n(\cdot, u_n(\cdot))|_{E_T} \leq |F(\cdot, u_n(\cdot))|_{E_T} + 2L(T)(1 + |u_n|_{E_T}) < +\infty
\]

By standard elliptic regularity arguments, because

\[
v_n(t) = \int_0^t S(t-s)F_n(s, u_n(s))ds
\]
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and \( \sup_n |F_n(\cdot, u_n(\cdot))|_{ET} < +\infty \), there exist \( \gamma > 0 \), \( \beta > 0 \) such that
\[
\sup_n \sup_{i \in \{1, \ldots, r\}} \sup_{\xi, \eta \in \mathcal{O}} \sup_{s \neq t} \sup_{\xi \neq \eta} \frac{|v_n,i(t, \xi) - v_n,i(s, \eta)|}{|t - s|^{\gamma} + |x - y|^{\beta}} < +\infty.
\]

By the Arzela-Ascoli Theorem, there exists a subsequence (relabeled \( v_n \)) and a limit \( \tilde{v} \in ET \) such that \( v_n \to \tilde{v} \) in the \( ET \) norm.

By the dominated convergence theorem and (6.9),
\[
\tilde{v}(t) = \int_0^t S(t-s)F(s, \tilde{v}(s) + z(s))ds.
\]

Then \( \tilde{u} := \tilde{v} + z \) is a solution to (6.1).

**Theorem 6.2** (Lipschitz continuity of \( \mathcal{M} \)). For any \( T > 0 \), \( \mathcal{M} \) is a Lipschitz continuous operator from \( ET \to ET \). There exists \( C_T > 0 \) depending only on \( L(T) \) from Assumption 7 such that for any \( z_1, z_2 \in ET \),
\[
|\mathcal{M}(z_1) - \mathcal{M}(z_2)|_{ET} \leq C_T |z_1 - z_2|_{ET}.
\]

(6.11)

In particular, this theorem proves that the solution to (6.1) is unique.

**Proof.** Let \( z_1, z_2 \in ET \). Let \( u_1 := \mathcal{M}(z_1) \) and \( u_2 := \mathcal{M}(z_2) \) be solutions to (6.1). Let \( \tilde{u} = u_1 - u_2 \) and \( \tilde{z} = z_1 - z_2 \). Let \( v_1 = u_1 - z_1, v_2 = u_2 - z_2 \). Let \( \tilde{v} = v_1 - v_2 \). Then by the definition (6.1),
\[
\tilde{v}(t) = \int_0^t S(t-s)(F(s, v_1(s) + z_1(s)) - F(s, v_2(s) + z_2(s)))ds.
\]

Because \( \tilde{v} \) is written as a convolution with a semigroup generated by an elliptic operator, \( \tilde{v} \) is weakly differentiable and
\[
\frac{\partial \tilde{v}_i}{\partial t}(t, \xi) = \mathcal{A}_i \tilde{v}_i(t, \xi) + (f_i(t, \xi, v_1(t, \xi) + z_1(t, \xi)) - f_i(t, \xi, v_2(t, \xi) + z_2(t, \xi))).
\]

By arguing as in Theorem 7.7 of [19] or Proposition 6.2.2 of [10], we can assume without loss of generality that \( \tilde{v} \) is strongly differentiable.

By Proposition [A.1] in the Appendix, for any \( t > 0 \) and any index \( i_t \in \{1, \ldots, r\} \) and \( \xi_t \in \mathcal{O} \) such that
\[
|\tilde{v}(t)|_E = \tilde{v}_{i_t}(t, \xi_t) \text{sign}(\tilde{v}_{i_t}(t, \xi_t)),
\]
\[
\frac{d^-}{dt} |\bar{v}(t)|_E
\leq A_i(t_\xi(t_\xi)) \text{sign}(\bar{i}_i(t_\xi(t_\xi)))
+ (g_i(t_\xi(t_\xi), v_1, t_\xi(t_\xi) + z_1, t_\xi(t_\xi)) - g_i(t_\xi(t_\xi), v_2, t_\xi(t_\xi) + z_2, t_\xi(t_\xi))) \text{sign}(\bar{i}_i(t_\xi(t_\xi)))
+ (h_i(t_\xi(t_\xi), v_1, t_\xi(t_\xi) + z_1, t_\xi(t_\xi)) - h_i(t_\xi(t_\xi), v_2, t_\xi(t_\xi) + z_2, t_\xi(t_\xi))) \text{sign}(\bar{i}_i(t_\xi(t_\xi))),
\]

where \( g_i \) is the non-increasing function and \( h_i \) is the Lipschitz continuous function from Assumption 3.

By the ellipticity condition on \( A_i \) from Assumption 3 because \( \xi_t \) is a maximizer or minimizer of \( \bar{i}_i(t_\cdot) \), the concavity of a function at its maximum/minimum implies that

\[ A_i(t_\xi(t_\xi)) \text{sign}(\bar{i}_i(t_\xi(t_\xi))) \leq 0. \]

For any \( t > 0 \) there are two cases: either

\[ \text{sign}(\bar{i}_i(t_\xi(t_\xi))) = \text{sign}(\bar{i}_i(t_\xi(t_\xi) + \bar{z}_i(t_\xi(t_\xi))) \]

or

\[ \text{sign}(\bar{i}_i(t_\xi(t_\xi))) \neq \text{sign}(\bar{i}_i(t_\xi(t_\xi) + \bar{z}_i(t_\xi(t_\xi))). \]

If \( \text{sign}(\bar{i}_i(t_\xi(t_\xi))) = \text{sign}(\bar{i}_i(t_\xi(t_\xi) + \bar{z}_i(t_\xi(t_\xi))), \) then because \( g_i \) is non-increasing, \( g_i(t_\xi(t_\xi), v_1, t_\xi(t_\xi) + z_1, t_\xi(t_\xi)) - g_i(t_\xi(t_\xi), v_2, t_\xi(t_\xi) + z_2, t_\xi(t_\xi))) \text{sign}(\bar{i}_i(t_\xi(t_\xi))) \leq 0. \)

Due to the Lipschitz continuity of \( h \) \[ \frac{d^-}{dt} |\bar{v}(t)|_E \leq L(t)|\bar{v}(t)|_E + L(t)|\bar{z}(t)|_E. \]

On the other hand, if \( \text{sign}(\bar{i}_i(t_\xi(t_\xi))) \neq \text{sign}(\bar{i}_i(t_\xi(t_\xi) + \bar{z}_i(t_\xi(t_\xi))), \) then 

\[ |\bar{i}_i(t_\xi(t_\xi)| \leq |\bar{z}_i(t_\xi(t_\xi)|. \]

Because \( i_t \) and \( \xi_t \) maximize \( \bar{v} \), and the \( E \) norm is a supremum norm, in the case where \( \text{sign}(\bar{i}_i(t_\xi(t_\xi))) \neq \text{sign}(\bar{i}_i(t_\xi(t_\xi) + \bar{z}_i(t_\xi(t_\xi))), \)

\[ |\bar{v}(t)|_E = |\bar{i}_i(t_\xi(t_\xi)| \leq |\bar{z}_i(t_\xi(t_\xi)| \leq |\bar{z}(t)|_E. \]

We have shown that for any given \( t > 0 \) there are only two possibilities. For any \( t > 0 \), either

\[ \frac{d^-}{dt} |\bar{v}(t)|_E \leq L(t)|\bar{v}(t)|_E + L(t)|\bar{z}(t)|_E. \]
or

\[ |\tilde{v}(t)|_E \leq |\tilde{z}(t)|_E. \]

For \( t \in [0, T] \), let \( \phi(t) := \max\{|\tilde{z}|_{E_T}, |\tilde{v}(t)|_E\} \). Note that because \( |\tilde{v}(0)|_E = 0 \) it follows that \( \phi(0) = |\tilde{z}|_{E_T} \). Therefore,

\[
\phi(t) \leq |\tilde{z}|_{E_T} + \int_0^t \frac{d}{ds} |\tilde{v}(s)|_E 1\{ |\tilde{v}(s)|_E > |\tilde{z}|_{E_T} \} ds
\]

\[
\leq C_T |\tilde{z}|_{E_T} + L(T) \int_0^t (|\tilde{v}(s)|_E + |\tilde{z}(s)|_E) ds
\]

\[
\leq C_T |\tilde{z}|_{E_T} + 2L(T) \int_0^t \phi(s) ds.
\]

By Grönwall’s inequality, there exists \( C_T > 0 \) such that

\[
\sup_{t \in [0,T]} \phi(t) \leq C_T |\tilde{z}|_{E_T}.
\]

Therefore

\[ |\tilde{v}|_{E_T} \leq C_T |\tilde{z}|_{E_T}. \]

Because \( \tilde{u}(t) = \tilde{v}(t) + \tilde{z}(t) \),

\[ |\tilde{u}|_{E_T} \leq (C_T + 1)|\tilde{z}|_{E_T}, \]

proving our result.

\[ \square \]

7 Existence and uniqueness of the solution to controlled stochastic reaction diffusion equations

In this section we prove that under Assumptions 1, 2, 3, and 4, the solutions to the controlled SPDE (2.30) exist and are unique. Because our assumptions are weaker than previous results, these existence and uniqueness results cannot be found in the literature. The existence of the mild solutions to the uncontrolled SPDE (2.29) is a corollary obtained by using the trivial control \( u \equiv 0 \). Notice that our assumptions are strictly weaker than those in [11] or [13].

**Theorem 7.1.** For any \( x \in E \), \( N > 0 \), \( u \in \mathcal{A}_N \), and \( \varepsilon > 0 \), there exists a unique solution \( X_{x}^{\varepsilon,u} \) to (2.30) and the solution is \( E_T \) valued.
Proof. We build a contraction mapping. Let \( \hat{E}_T \) denote the collection of continuous random fields \( \psi : \Omega \times [0, T] \times \overline{O} \times \{1, \ldots, r\} \rightarrow \mathbb{R} \) that are adapted to the filtration \( \mathcal{F}_t \).

By the definition of \( \mathcal{M}(6.1) \), \( X_{x}^{\varepsilon,u} \) is a solution to (2.30) if and only if it satisfies
\[
X_{x}^{\varepsilon,u} = \mathcal{M}(S(\cdot)x + Y^u(X_{x}^{\varepsilon,u}) + \sqrt{\varepsilon}Z(X_{x}^{\varepsilon,u})) \tag{7.1}
\]
where for any \( \psi \in \hat{E}_T \), \( Y^u(\psi) \in \hat{E}_T \) and \( Z(\psi) \in \hat{E}_T \) are defined by
\[
Y^u(\psi)(t) = \int_0^t S(t - s)R(s, \psi(s))Qu(s)ds \tag{7.2}
\]
and
\[
Z(\psi)(t) = \int_0^t S(t - s)R(s, \psi(s))dw(s). \tag{7.3}
\]

Let \( K_{x}^{\varepsilon,u} : \hat{E}_T \rightarrow \hat{E}_T \) be defined by
\[
K_{x}^{\varepsilon,u}(\psi) = \mathcal{M}(S(\cdot)x + Y^u(\psi) + \sqrt{\varepsilon}Z(\psi)).
\]

Let \( \beta, \rho > 0 \) be the constants from Assumption 4. Let \( \alpha \in \left(0, \frac{1}{2} \left(1 - \frac{\beta(\rho - 2)}{\rho}\right)\right) \), \( \gamma \in (0, \alpha) \), and \( p > \max\left\{\frac{1}{\alpha - \gamma}, \frac{d}{\gamma}\right\} \). By Theorem 6.2 there exists a constant \( C_T > 0 \) such that for \( \psi_1, \psi_2 \in L^p(\Omega : E_T) \),
\[
\mathbb{E}|K_{x}^{\varepsilon,u}(\psi_1) - K_{x}^{\varepsilon,u}(\psi_2)|_{E_T}^p \leq C_T \left( \mathbb{E}|Y^u(\psi_1) - Y^u(\psi_2)|_{E_T}^p + \varepsilon^{\frac{\gamma}{2}}\mathbb{E}|Z(\psi_1) - Z(\psi_2)|_{E_T}^p \right). \tag{7.4}
\]

By Theorem B.5 in the Appendix,
\[
\mathbb{E}|Z(\psi_1) - Z(\psi_2)|_{E_T}^p \leq C \mathbb{E} \int_0^T \left( \int_0^t (t - s)^{-2\alpha - \frac{\beta(\rho - 2)}{\rho}} \max_{i \in \{1, \ldots, r\}} |R_i(s, \psi_1(s)) - R_i(s, \psi_2(s))|^2_{E} ds \right)^{\frac{p}{2}} dt.
\]

By the Lipschitz continuity of \( R \), and the fact that \(-2\alpha - \frac{\beta(\rho - 2)}{\rho} > -1\),
\[
\mathbb{E}|Z(\psi_1) - Z(\psi_2)|_{E_T}^p \leq C_T \int_0^T \mathbb{E}|\psi_1 - \psi_2|_{E_t}^p dt. \tag{7.5}
\]

Similarly, by Theorem B.6 because \( u \in A_N \),
\[
\mathbb{E}|Y^u(\psi_1) - Y^u(\psi_2)|_{E_T}^p \leq C_T N^{\frac{p}{2}} \int_0^T \mathbb{E}|\psi_1 - \psi_2|_{E_t}^p dt. \tag{7.6}
\]
By (7.4), (7.5), and (7.6),

\[ E \left| K_{x}^{\varepsilon,u}(\psi_1) - K_{x}^{\varepsilon,u}(\psi_2) \right|_{E_T}^p \leq C_T \left( \varepsilon^\frac{p}{2} + N^\frac{p}{2} \right) \int_0^T |\psi_1 - \psi_2|^p_E dt. \]

There exists a \( T_0 \) small enough so that \( C_T T_0 \left( \varepsilon^\frac{p}{2} + N^\frac{p}{2} \right) < 1 \). Then \( K_{x}^{\varepsilon,u} \) is a contraction mapping on \( L^p(\Omega : E_{T_0}) \) and there exists a unique fixed point \( X_{x}^{\varepsilon,u} \) solving (7.1) for \( t \in [0, T_0] \). This argument can be repeated on \([T_0, 2T_0], [2T_0, 3T_0] \) and so forth to prove that there exists a unique global solution to the control equation (7.1).

**Corollary 7.2.** For any \( x \in E \) and \( \varepsilon > 0 \), there exists a unique global mild solution to the uncontrolled SPDE \( X_{x}^{\varepsilon} \).

**Proof.** This is immediate by using the trivial control \( u \equiv 0 \) in Theorem 7.1 because \( X_{x}^{\varepsilon} = X_{x}^{\varepsilon,0} \).

Next we prove that the solutions to the control equation (7.1) are bounded in \( L^p(\Omega : E_{T}) \) uniformly for \( u \in A_N \), and bounded subsets of \( \varepsilon > 0 \) and bounded subsets of \( x \in E \).

**Theorem 7.3.** For \( T > 0 \) and \( p > 1 \), there exists \( C_{T,p} > 0 \) such that for any \( N > 0 \), \( u \in A_N \), \( \varepsilon > 0 \), and \( x \in E \),

\[ E \left| X_{x}^{\varepsilon,u} \right|_{E_T}^p \leq C_{T,p} e^{C_{T,p}(\varepsilon^\frac{p}{2} + N^\frac{p}{2})} \left( 1 + |x|_{E}^p \right). \] (7.7)

**Proof.** By (7.1) and the Lipschitz continuity of \( M \), Theorem 6.2

\[ E \left| X_{x}^{\varepsilon,u} \right|_{E_T}^p = E \left| M \left( S(\cdot)x + Y^u(X_{x}^{\varepsilon,u}) + \varepsilon Z(X_{x}^{\varepsilon,u}) \right) \right|_{E_T}^p \leq C_p E \left| M \left( S(\cdot)x + Y^u(X_{x}^{\varepsilon,u}) + \varepsilon Z(X_{x}^{\varepsilon,u}) \right) - M(0) \right|_{E_T}^p + C_p |M(0)|_{E_T}^p \leq C_{T,p} \left( 1 + |x|_{E}^p + E[Y^u(X_{x}^{\varepsilon,u})]_{E_T}^p + \varepsilon^\frac{p}{2} E[Z(X_{x}^{\varepsilon,u})]_{E_T}^p \right). \]

By Theorem B.5, Theorem B.6 and the fact that \( R \) has linear growth, for large enough \( p \),

\[ E \left| X_{x}^{\varepsilon,u} \right|_{E_T}^p \leq C_{T,p} \left( 1 + |x|_{E} + \left( \varepsilon^\frac{p}{2} + N^\frac{p}{2} \right) \right) \int_0^T E \left| X_{x}^{\varepsilon,u} \right|_{E_t}^p dt. \]

The result follows by Grönwall’s inequality. □

**Corollary 7.4.** For \( T > 0 \) and \( p > 1 \), there exists \( C_{T,p} > 0 \) such that for any \( \varepsilon > 0 \), and \( x \in E \),

\[ E \left| X_{x}^{\varepsilon} \right|_{E_T}^p \leq C_{T,p} e^{C_{T,p}(\varepsilon^\frac{p}{2} + N^\frac{p}{2})} \left( 1 + |x|_{E}^p \right). \] (7.8)

26
Proof. This is an immediate consequence of Theorem 7.3 and the fact that $X_x^\varepsilon = X_x^{\varepsilon,0}$.

8 Uniform large deviations principle over bounded subsets of $E$ — Proof of Theorem 4.1

In this section, we use Corollary 3.3 to prove that the mild solutions $\{X_x^\varepsilon\}_{\varepsilon > 0}$ to (1.1) satisfy a uniform large deviations principle that is uniform over bounded subsets of $E$.

Proof of Theorem 4.1. By Corollary 3.3, it is sufficient to prove that for any $K > 0$, $N > 0$, and $\delta > 0$,

$$\lim_{\varepsilon \to 0} \sup_{|x|, E \leq K} \sup_{u \in A_N} \mathbb{P} \left( \left| X_x^\varepsilon - X_x^{0,u} \right|_{E_T} > \delta \right) = 0.$$  \hfill (8.1)

Let

$$Y_x^{\varepsilon,u}(t) = \int_0^t (t - s) R(s, X_x^\varepsilon(s)) Q u(s) ds$$ \hfill (8.2)

and

$$Z_x^{\varepsilon,u}(t) = \int_0^t (t - s) R(s, X_x^\varepsilon(s)) dw(s).$$ \hfill (8.3)

Using this notation,

$$X_x^{\varepsilon,u} = \mathcal{M} (S(\cdot) x + Y_x^{\varepsilon,u} + \sqrt{\varepsilon} Z_x^{\varepsilon,u}),$$

where $\mathcal{M} : E_T \to E_T$ solves (8.1).

By the Lipschitz continuity of $\mathcal{M}$ (Theorem 6.2),

$$|X_x^{\varepsilon,u} - X_x^{0,u}|_{E_T} \leq C_T |Y_x^{\varepsilon,u} - Y_x^{0,u}|_{E_T} + C_T \sqrt{\varepsilon} |Z_x^{\varepsilon,u}|_{E_T}. \hfill (8.4)$$

By Theorem 3.6 for $u \in A_N$, $\varepsilon > 0$, and $x \in E$,

$$|Y_x^{\varepsilon,u} - Y_x^{0,u}|_{E_T} \leq C N^2 \sup_{t \in [0,T]} \left( \int_0^t (t - s)^{\frac{\beta(\rho - 2)}{\rho}} \max_{i \in \{1, ..., r\}} \left| R_i(s, X_x^\varepsilon(s)) - R_i(s, X_x^{0,u}(s)) \right|_{E_T}^2 ds \right)^{\frac{1}{2}}.$$

By the Lipschitz continuity of $R$ (Assumption 2),

$$|Y_x^{\varepsilon,u} - Y_x^{0,u}|_{E_T} \leq C N^2 \sup_{t \in [0,T]} \left( \int_0^t (t - s)^{\frac{\beta(\rho - 2)}{\rho}} \left| X_x^\varepsilon(s) - X_x^{0,u}(s) \right|_{E_T}^2 ds \right)^{\frac{1}{2}}.$$
By Assumption (2.20), $\frac{\beta(\rho - 2)}{\rho} < 1$. For $p > \frac{2}{1 - \frac{2(\rho - 2)}{\rho}}$, the Hölder inequality shows that
\[
|Y^\varepsilon,u_x - Y^0,u_x|_{E^T} \leq C_{p,T}N^\frac{2}{p} \int_0^T |X^\varepsilon,u_x - X^0,u_x|_{E^t} dt \quad (8.5)
\]
Let $\alpha \in \left(0, \frac{1}{2} \left(1 - \frac{\beta(\rho - 2)}{\rho}\right)\right)$, $\gamma \in (0, \alpha)$, and $p > \max\left\{\frac{1}{\alpha - \gamma}, \frac{2}{\gamma}\right\}$. By Theorem 3.5,
\[
E|I^\varepsilon_{x,u}|_{E^T}^p \leq C_{T,p}E \left(1 + E|X^\varepsilon,u_x|_{E^T}^p\right).
\]
By (7.7),
\[
E|I^\varepsilon_{x,u}|_{E^T}^p \leq C_{T,p}e^{\left(e^{\frac{p}{2}} + N^{\frac{p}{2}}\right)C_{T,p}} \left(1 + |x|_{E}^p\right).
\]
Therefore by (8.4), (8.5), and (8.7),
\[
E|X^\varepsilon,u_x - X^0,u_x|_{E^T}^p \leq C_{T,p}e^{\left(e^{\frac{p}{2}} + N^{\frac{p}{2}}\right)C_{T,p}} \left(1 + |x|_{E}^p\right).
\]
By Grönwall’s inequality, for any $K > 0$,
\[
\sup_{|x|_E \leq K} \sup_{u \in A_N} E|X^\varepsilon,u_x - X^0,u_x|_{E^T}^p \leq \varepsilon^\frac{p}{2}C_{T,p}e^{\left(e^{\frac{p}{2}} + N^{\frac{p}{2}}\right)C_{T,p}} (1 + K^p).
\]
By the Chebyshev inequality,
\[
\lim_{\varepsilon \to 0} \sup_{|x|_E \leq K} \sup_{u \in A_N} \mathbb{P}\left(|X^\varepsilon,u_x - X^0,u_x|_{E^T} > \delta\right) = 0.
\]
Then Theorem 4.1 is a consequence of Corollary 3.3. 
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9 Uniform large deviations when $\sigma$ is uniformly bounded – Proof of Theorem 4.2

Proof of Theorem 4.2. By Corollary 3.3 it suffices to show that for any $\delta > 0$ and $N > 0$,

$$\lim_{\epsilon \to 0} \sup_{x \in E, u \in A_N} \mathbb{P} \left( |X^{\epsilon,u}_x - X^{0,u}_x|_{ET} > \delta \right) = 0.$$

Let $Y^{\epsilon,u}_x$ and $Z^{\epsilon,u}_x$ be the solutions to (8.2) and (8.3). Then

$$X^{\epsilon,u}_x = M(S(\cdot)x + Y^{\epsilon,u}_x + \sqrt{\epsilon}Z^{\epsilon,u}_x).$$

By the Lipschitz continuity of $M$ (Theorem 6.2), (8.4) holds. By Theorem 6.6, (8.5) holds. By Theorem 6.5 for large enough $p > \frac{2}{1 - \frac{\beta(\rho - 2)}{\rho}}$, there exists $C_{T,p} > 0$ such that

$$E|Z^{\epsilon,u}_x|_p^p \leq C_{T,p} \int_0^T \left( \int_0^t (t - s)^{-2\alpha - \frac{\beta(\rho - 2)}{\rho}} \max_{i \in \{1, \ldots, r\}} |R_i(s, X^{\epsilon,u}_x(s))|^2_{E'} ds \right)^{\frac{p}{2}} dt. \quad (9.1)$$

By (8.4), (8.5), and (9.2), there exists $C_{T,p} > 0$ such that for any $x \in E$, $\epsilon > 0$, $N > 0$, and $u \in \mathcal{A}_N$,

$$E|X^{\epsilon,u}_x - X^{0,u}_x|_p^p \leq C_{T,p}N^2 \int_0^T \mathbb{E}|X^{\epsilon,u}_x - X^{0,u}_x|_{E_t}^p dt + C_{T,p}\epsilon^{\frac{p}{2}}. \quad (9.3)$$

By Grönwall’s inequality,

$$E|X^{\epsilon,u}_x - X^{0,u}_x|_{E_T}^p \leq C_{T,p}\epsilon^{\frac{p}{2}}e^{C_{p,T}N^{\frac{p}{2}}T}. \quad (9.4)$$

This estimate is uniform with respect to $x \in E$ and therefore

$$\lim_{\epsilon \to 0} \sup_{x \in E, u \in A_N} \mathbb{E}|X^{\epsilon,u}_x - X^{0,u}_x|_{E_T}^p = 0. \quad (9.5)$$

By the Chebyshev inequality,

$$\lim_{\epsilon \to 0} \sup_{x \in E, u \in A_N} \mathbb{P} \left( |X^{\epsilon,u}_x - X^{0,u}_x|_{E_T} > \delta \right) = 0.$$

Then Theorem 4.2 is a consequence of Corollary 3.3. \qed
Uniform large deviations when $f$ has super-linear dissipativity – Proof of Theorem 4.3

Proof of Theorem 4.3. By Corollary 3.3, it is sufficient to show that for any $\delta > 0$ and $N > 0$,

$$\lim_{\varepsilon \to 0} \sup_{x \in E \ u \in A} \mathbb{P} \left( \left| X_{x,u} - X_{0} \right|_{E_{T}} > \delta \right) = 0.$$  

For $x \in E$, define $M_{x} : E_{T} \to E_{T}$ by

$$M_{x}(\varphi) := M(S(\cdot)x + \varphi). \quad (10.1)$$

Under the super-linear dissipativity assumption (Assumption 6), $M_{x}$ satisfies certain bounds that are independent of the initial condition $x$. These results are presented in Appendix C.

We observe that $X_{x,u}^{\varepsilon}$ can be written as

$$X_{x,u}^{\varepsilon} = M_{x}(Y_{x,u}^{\varepsilon} + \sqrt{\varepsilon}Z_{x,u}^{\varepsilon}) \quad (10.2)$$

where

$$Y_{x,u}^{\varepsilon}(t) = \int_{0}^{t} S(t-s)R(s,X_{x,u}^{\varepsilon}(s))Qu(s)ds \quad (10.3)$$

$$Z_{x,u}^{\varepsilon}(t) = \int_{0}^{t} S(t-s)R(s,X_{x,u}^{\varepsilon}(s))dw(s) \quad (10.4)$$

By Theorem B.5 for $u \in A_{N}, \varepsilon > 0, x \in E$, and any $\alpha \in \left(0, \frac{1}{2}\left(1 - \frac{\beta(\rho-2)}{\rho}\right)\right)$, $\gamma \in (0, \alpha)$, and $p > \max\left\{\frac{1}{\alpha - \gamma}, \frac{d}{\gamma}\right\}$,

$$\mathbb{E}|Z_{x,u}^{\varepsilon}|^{p}_{E_{T}} \leq C_{T,p} \mathbb{E} \left( \int_{0}^{T} \left( \int_{0}^{t} (t-s)^{-2\alpha - \frac{\beta(\rho-2)}{\rho}} \max_{i \in \{1, \ldots, r\}} |R_{i}(s,X_{x,u}^{\varepsilon}(s))|_{E}^{2} ds \right)^{\frac{p}{2}} dt. \right.$$  

By the assumed growth rate on $\sigma$ (and therefore $R$) in Assumption 6,

$$\mathbb{E}|Z_{x,u}^{\varepsilon}|^{p}_{E_{T}} \leq C_{T,p} \int_{0}^{T} \mathbb{E} \left( \int_{0}^{t} (t-s)^{-2\alpha - \frac{\beta(\rho-2)}{\rho}} (1 + |X_{x,u}^{\varepsilon}(s)|_{E}^{2}) ds \right)^{\frac{p}{2}} dt. \right.$$  

By the fact that $X_{x}^{\varepsilon} = M_{x}(Y_{x}^{\varepsilon} + Z_{x}^{\varepsilon})$ and (C.2),

$$|X_{x}^{\varepsilon}(t)|_{E} \leq C_{t} \left(1 + t^{-\frac{1}{m-1}} + |Y_{x,u}^{\varepsilon} + \sqrt{\varepsilon}Z_{x,u}^{\varepsilon}|_{E_{T}}\right) \quad (10.5)$$
Therefore,

\[
E|Z_{x, u}^{\varepsilon, u}|_{E_T}^p \\
\leq C_{T, p} \int_0^T E \left( \int_0^t (t - s)^{-2\alpha - \frac{\beta(\rho - 2)}{\rho}} \left( 1 + s^{-\frac{2\nu}{m - 1}} + |Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_s}^2 \right) ds \right) \frac{p}{2} dt.
\]

By (4.10) we can choose

\[
\alpha := 1 - \frac{\beta(\rho - 2)}{\rho} - \frac{2\nu}{m - 1} \in \left( 0, \frac{1}{2} \right).
\]

Then for any \( t > 0 \), by the properties of the Beta function, for any \( t > 0 \),

\[
\int_0^t (t - s)^{-2\alpha - \frac{\beta(\rho - 2)}{\rho}} s^{-\frac{2\nu}{m - 1}} ds \\
= \int_0^1 (1 - s)^{-2\alpha - \frac{\beta(\rho - 2)}{\rho}} s^{-\frac{2\nu}{m - 1}} ds \\
= \frac{\pi}{\sin \left( \frac{2\nu\pi}{m - 1} \right)}.
\]

(10.6)

Furthermore, by Assumption 6 \( \nu \in [0, 1] \). There will exist large enough constants such that

\[
E|Z_{x, u}^{\varepsilon, u}|_{E_T}^p \leq C_{T, p} \left( 1 + \int_0^T E|Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_t}^p dt \right).
\]

(10.7)

Similarly, by Theorem B.6 and (C.2)

\[
|Y_{x, u}^{\varepsilon, u}|_{E_T} \leq C_T N^\frac{p}{2} \sup_{t \in [0, T]} \int_0^t (t - s)^{-\frac{\beta(\rho - 2)}{\rho}} \left( 1 + s^{-\frac{2\nu}{m - 1}} + |Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_s}^2 \right) ds \\
\leq C_T N^\frac{p}{2} \left( 1 + \sup_{t \in [0, T]} \int_0^t (t - s)^{-\frac{\beta(\rho - 2)}{\rho}} \left( |Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_s}^2 \right) ds \right).
\]

By a Hölder inequality,

\[
|Y_{x, u}^{\varepsilon, u}|_{E_T}^p \leq C_T N^\frac{p}{2} \left( 1 + \int_0^T |Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_t}^p dt \right).
\]

(10.8)

Combining (10.7) and (10.8),

\[
E|Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_T}^p \leq C_{T, p} \left( N^\frac{p}{2} + \varepsilon \frac{p}{2} \right) \left( 1 + \int_0^T |Y_{x, u}^{\varepsilon, u} + \varepsilon Z_{x, u}^{\varepsilon, u}|_{E_t}^p dt \right).
\]
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By Grönwall’s inequality,
\[
\mathbb{E}|Y_x^{\varepsilon,u} + \sqrt{\varepsilon}Z_x^{\varepsilon,u}|_{E_T}^p \leq C_{T,p}(N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})e^{C_{T,p}(N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})}.
\] (10.9)

From Theorem B.5, (10.6), and (10.9) we can conclude that
\[
\varepsilon^\frac{p}{2}\mathbb{E}|Z_x^{\varepsilon,u}|_{E_T}^p \leq C_{T,p}^\frac{p}{2}(1 + N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})e^{C_{T,p}(N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})}.
\] (10.10)

The above bound is uniform over \(x \in E\).

The remainder of the proof is very similar to the proofs of Theorems 4.1 and 4.2. By the Lipschitz continuity of \(M\) (Theorem 6.2),
\[
|X_x^{\varepsilon,u} - X_0^{0,u}|_{E_T} \leq C_T|Y_x^{\varepsilon,u} - Y_0^{0,u}|_{E_T} + C_T\sqrt{\varepsilon}|Z_x^{\varepsilon,u}|_{E_T}
\]
By (8.5),
\[
|Y_x^{\varepsilon,u} - Y_0^{0,u}|_{E_T} \leq C_{T,p}N_{\varepsilon}^\frac{p}{2}\int_0^T |X_x^{\varepsilon,u} - X_0^{0,u}|_{E_t}^p dt
\]
Therefore, (10.10) implies
\[
\mathbb{E}|X_x^{\varepsilon,u} - X_0^{0,u}|_{E_T}^p \leq C_{T,p}N_{\varepsilon}^\frac{p}{2}\int_0^T \mathbb{E}|X_x^{\varepsilon,u} - X_0^{0,u}|_{E_t}^p dt + \varepsilon^\frac{p}{2}C_{T,p}(N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})e^{C_{T,p}(N_{\varepsilon}^\frac{p}{2} + \varepsilon^\frac{p}{2})}.
\]
By Grönwall’s inequality, there exists \(C_{N,T,p} > 0\) such that for all \(\varepsilon \in (0, 1),\)
\[
\sup_{x \in E} \sup_{u \in A_N} \mathbb{E}|X_x^{\varepsilon,u} - X_0^{0,u}|_{E_T}^p \leq C_{N,T,p}\varepsilon^\frac{p}{2}
\]
By the Chebyshev inequality,
\[
\lim_{\varepsilon \to 0} \sup_{x \in E} \sup_{u \in A_N} \mathbb{P}(|X_x^{\varepsilon,u} - X_0^{0,u}|_{E_T} > \delta) = 0.
\]
Then Theorem 4.3 is a consequence of Corollary 3.3.
A The left derivative of the supremum norm

Let \( E = \{ x \in C(\bar{O} \times \{1, \ldots, r\}) : x(\xi) = 0 \text{ for } \xi \in \partial O \} \) endowed with the supremum norm

\[
|x|_E := \sup_{\xi \in \bar{O}} \sup_{i \in \{1, \ldots, r\}} |x_i(\xi)|.
\]

For a real-valued function \( \phi : [0, T] \to \mathbb{R} \), define the left derivative by

\[
\frac{d^- \phi}{dt}(t) = \lim_{h \downarrow 0} \sup_{t, h} \frac{\phi(t) - \phi(t - h)}{h}.
\]

Let \( \psi : [0, T] \times \bar{O} \times \{1, \ldots, r\} \to \mathbb{R} \) be differentiable in its first argument.

**Proposition A.1** (Proposition D.4 of [19]). Assume that \( \psi : [0, T] \times \bar{O} \times \{1, \ldots, r\} \) has a continuous partial derivative in time. The left-derivative of the \( E \) norm is bounded above by

\[
\frac{d^-}{dt} |\psi(t, \cdot)|_E \leq \left[ \frac{\partial \psi}{\partial t} \right]_{i_t} (t, \xi_t) \text{sign}(\psi_{i_t}(t, \xi_t)) \quad (A.1)
\]

for any maximizer/minimizer \((i_t, \xi_t) \in \{1, \ldots, r\} \times \bar{O}\) such that

\[
|\psi_{i_t}(t, \xi_t)| = |\psi(t, \cdot)|_E. \quad (A.2)
\]

**Proof.** Fix \( t > 0 \). Let \((i_t, \xi_t) \in \{1, \ldots, r\} \times \bar{O}\) be a maximizer/minimizer of \( \psi(t, \cdot) \) such that

\[
|\psi_{i_t}(t, \xi_t)| = |\psi(t, \cdot)|_E.
\]

Notice that for another time \( h \in (0, t), \)

\[
\psi_{i_t}(t - h, \xi_t) \text{sign}(\psi_{i_t}(t, \xi_t)) \leq |\psi(t - h, \cdot)|_E.
\]

The left-derivative of \( |\psi(t)|_E \) is

\[
\frac{d^-}{dt} |\psi(t)|_E
\]

\[
= \lim_{h \downarrow 0} \sup_{h, t} \frac{|\psi(t)|_E - |\psi(t + h)|_E}{h}
\]

\[
\leq \lim_{h \downarrow 0} \sup_{h, t} \frac{(\psi_{i_t}(t, \xi_t) - \psi_{i_t}(t - h, \xi_t)) \text{sign}(\psi_{i_t}(t, \xi_t))}{h}
\]

\[
= \left[ \frac{\partial \psi}{\partial t} \right]_{i_t} (t, \xi_t) \text{sign}(\psi_{i_t}(t, \xi_t)).
\]

\[\square\]
B Continuity in time and space of the stochastic convolution

This appendix collects some results from [11,12] about the continuity of stochastic convolution terms.

Assume Assumptions 3, and 4. Let $E$ be defined by (2.4). For arbitrary $\sigma \in E$, define the multiplication operators $R_n : [0,T] \to \mathcal{L}(L^2(\mathcal{O}))$ such that for any $n \in \{1,...,r\}$, $t \in [0,T]$, and $\xi \in \mathcal{O}$, and $f \in L^2(\mathcal{O})$.

\[ [R_n(t)f](\xi) := \sigma_n(t,\xi)f(\xi). \quad (B.1) \]

In this appendix, we investigate the continuity in time and space of the stochastic convolutions $Z_i(t) := \int_0^t S_i(t-s) \sum_{n=1}^r R_n(s)dw_n(s)$ (B.2) solving

\[ dZ_i(t) = A_iZ_i(t) + \sum_{n=1}^r R_n(t)dw_n(t). \]

In these expressions, $S_i(t)$ are the semigroups defined in Section 2.3 generated by the unbounded operators $A_i$ and $w_n$ are Gaussian noises satisfying Assumption 4. $Z_i(t)$ also solves

\[ dZ_i(t) = B_iZ_i(t) + L_iZ_i(t) + \sum_{n=1}^r R_n(t)dw_n(t), \]

where $B_i$ and $L_i$ are defined in Proposition 2.1. The mild solution of $Z_i$ solves

\[ Z_i(t) = \int_0^t T_i(t-s)L_iZ_i(s)ds + \tilde{Z}_i(t) \quad (B.3) \]

where

\[ \tilde{Z}_i(t) := \int_0^t T_i(t-s) \sum_{n=1}^r R_n(s)dw_n(s) \quad (B.4) \]

where $T_i(t)$ is the semigroup generated by the realization of $B_i$ in $L^2(\mathcal{O})$ where $A$ satisfies Assumption 3 and $w$ satisfies Assumption 4. Similar results can be found in Section 4 of [11]. For $i \in \{1,...,r\}$, let $T_i(t)$ be the semigroup on $H = L^2(\mathcal{O})$ generated by $B_i$ (see Proposition 2.1). There exists a kernel

\[ K_i(t,\xi,\eta) := \sum_{k=1}^{\infty} e^{-\alpha_{i,k}t}e_{i,k}(\xi)e_{i,k}(\eta) \quad (B.5) \]
such that for any \( \varphi \in L^2(\mathcal{O}) \) and \( t > 0 \),

\[
[T_i(t)\varphi](\xi) = \int_{\mathcal{O}} K_i(t, \xi, \eta)\varphi(\eta)d\eta. \tag{B.6}
\]

The \( T_i(t) \) semigroups have many useful smoothing properties including for \( \gamma \in (0, 1) \), \( p > 1 \),

\[
|T_i(t)\varphi|_{W^\gamma,p(\mathcal{O})} \leq C t^{-\frac{\gamma}{2}}|\varphi|_{L^p(\mathcal{O})} \tag{B.7}
\]

\[
|T_i(t)\varphi|_{C(\mathcal{O})} \leq C t^{-\frac{1}{2}}|\varphi|_{C^{-1}(\mathcal{O})} \tag{B.8}
\]

We use the stochastic factorization method of Da Prato and Zabczyk [19]. For \( \alpha \in \left(0, \frac{1}{2}\right) \), let

\[
\tilde{Z}_{i,\alpha}(\tau) := \int_{0}^{\tau} (\tau - s)^{-\alpha} T_i(\tau - s) \sum_{n=1}^{r} R_n(s)dw_n(s). \tag{B.9}
\]

Then because \( \int_{s}^{t}(t - \tau)^{\alpha-1}(\tau - s)^{-\alpha}d\tau = \frac{\pi}{\sin(\pi\alpha)} \),

\[
\tilde{Z}_i(t) = \frac{\sin(\pi\alpha)}{\pi} \int_{0}^{t} (t - \tau)^{1-\alpha} \tilde{Z}_{i,\alpha}(\tau)d\tau. \tag{B.10}
\]

**Lemma B.1.** Let \( \sigma \in \mathcal{E} \). Let \( R_n \in \mathcal{L}(L^2(\mathcal{O})) \) be given by \( [R_n h](\xi) = \sigma(\xi)h(\xi) \). Let \( \{f_{n,j}\} \) and \( \beta > 0 \) be as in Assumption 4. Then for any \( i \in \{1, \ldots, r\} \), \( t > 0 \), and \( \xi \in \mathcal{O} \),

\[
\sum_{j=1}^{\infty} \left( \left( T_i(t) \sum_{n=1}^{r} R_n f_{n,j} \right)(\xi) \right)^2 \leq C t^{-\beta}|\sigma|_E^2. \tag{B.11}
\]

**Proof.** Using the Kernel representation of the semigroup \( \text{(B.6)} \),

\[
\sum_{j=1}^{\infty} \left( \left( T_i(t) \sum_{n=1}^{r} R_n f_{n,j} \right)(\xi) \right)^2 \leq \sum_{j=1}^{\infty} \left( \int_{\mathcal{O}} \left( \sum_{n=1}^{r} K_i(t, \xi, \eta)\sigma_n(\eta)f_{n,j}(\eta)d\eta \right)^2 \right)
\]

\[
\leq C \sum_{j=1}^{\infty} \sum_{n=1}^{r} \left( \int_{\mathcal{O}} K_i(t, \xi, \eta)\sigma_n(\eta)f_{n,j}(\eta)d\eta \right)^2.
\]
Because, for fixed $n$, $\{f_{n,j}\}_{n=1}^{\infty}$ is a complete orthonormal basis of $L^2(\mathcal{O})$, 
\[
\sum_{n=1}^{r} \sum_{j=1}^{\infty} \left( \int_{\mathcal{O}} K_i(t, \xi, \eta) \sigma_n(\eta) f_{n,j}(\eta) d\eta \right)^2 \leq \sum_{n=1}^{r} \int_{\mathcal{O}} (K_i(t, \xi, \eta) \sigma_n(\eta))^2 d\eta 
\leq C |\sigma|^2 \int_{\mathcal{O}} (K_i(t, \xi, \eta))^2 d\eta.
\]  
(B.12)

Because $\{e_{i,k}\}_{k=1}^{\infty}$ are an orthonormal basis of eigenfunctions, by (B.5) 
\[
\int_{\mathcal{O}} (K_i(t, \xi, \eta))^2 d\eta 
\leq \int_{\mathcal{O}} \left( \sum_{k=1}^{\infty} e^{-\alpha_{i,k} t} e_{i,k}(\eta) e_{i,k}(\xi) \right)^2 d\eta 
\leq \sum_{k=1}^{\infty} e^{-2\alpha_{i,k} t} |e_{i,k}(\xi)|^2
\]

Let $c_{\beta} := \sup_{x>0} x^\beta e^{-x} < +\infty$. Then, 
\[
\sum_{k=1}^{\infty} e^{-2\alpha_{i,k} t} |e_{i,k}(\xi)|^2 \leq \sum_{k=1}^{\infty} 2^{-\alpha_{i,k} t} |e_{i,k}|_{L^2(\mathcal{O})}^2 t^{-\beta} (2\alpha_{i,k} t)^\beta e^{-2\alpha_{i,k} t} 
\leq c_{\beta} t^{-\beta} \sum_{k=1}^{\infty} \alpha_{i,k}^{-\beta} |e_{i,k}|_{L^2(\mathcal{O})}^2 
\leq C t^{-\beta}.
\]

The sum is finite by Assumption 4. The result now follows from (B.12).

Lemma B.2. For each $n \in \{1, ..., r\}$, let $\{f_{n,j}\}_{j=1}^{\infty}$ be the complete orthonormal basis of $L^2(\mathcal{O})$ and let $\{\lambda_{n,j}\}_{j=1}^{\infty}$ be the eigenvalues from Assumption 4. Let $\beta$ and $\rho$ be the constants from Assumption 4. There exists $C > 0$ such that for any $\sigma \in E$, $R_n$ defined as in Lemma B.1, $i \in \{1, ..., r\}$, $t > 0$, and $\xi \in \mathcal{O}$, 
\[
\sum_{j=1}^{\infty} \left( \frac{T_i(t)}{\sum_{n=1}^{r} R_n \lambda_{n,j} f_{n,j}} (\xi) \right)^2 \leq C t^{-\beta \frac{(r-2)\rho}{\rho}} |\sigma|^2_E.
\]  
(B.13)
Proof. By the Hölder inequality with exponents $\frac{\rho}{2}$ and $\frac{\rho}{\rho-2}$,

$$\sum_{j=1}^{\infty} \left( \left( T_i(t) \sum_{n=1}^{r} R_n \lambda_{n,j} f_{n,j} \right)(\xi) \right)^2 \leq C \sum_{j=1}^{\infty} \left( \sum_{n=1}^{r} \left( T_i(t) R_n \lambda_{n,j} f_{n,j} \right)(\xi) \right)^2$$

Because $T_i(t)$ is a contraction semigroup on $\tilde{E}$,

$$\left| (T_i(t) R_n f_{n,j})(\xi) \right| \leq \sup_{\eta \in \Omega} |\sigma_n(\eta) f_{n,j}(\eta)| \leq |\sigma|_E |f_{n,j}|_{L^\infty(\Omega)}. \quad (B.14)$$

Therefore,

$$\sum_{j=1}^{\infty} \sum_{n=1}^{r} \lambda_{n,j}^\rho \left| (T_i(t) \sigma_n f_{n,j})(\xi) \right|^2 \leq \left( \sum_{j=1}^{\infty} \sum_{n=1}^{r} \lambda_{n,j}^\rho |f_{n,j}|^2_{L^\infty(\Omega)} \right)^{\frac{\rho}{\rho-2}} |\sigma|^2_E.$$

The summation in the above display is finite by Assumption 4. By also applying (B.11),

$$\left( \sum_{j=1}^{\infty} \sum_{n=1}^{r} \lambda_{n,j}^\rho \left| (T_i(t) \sigma_n f_{n,j})(\xi) \right|^2 \right)^{\frac{\rho}{\rho-2}} \left( \sum_{j=1}^{\infty} \left( (T_i(t) \sigma_n f_{n,j})(\xi) \right)^2 \right) \leq C \frac{t^{-\beta}}{\rho} |\sigma|^2_E.$$  

Lemma B.3 (Estimates on $\tilde{Z}_{i,\alpha}$). Let $\sigma \in E_T$ and let $\tilde{Z}_{i,\alpha}$ be given by (B.9). For any $p > 1$ there exists a constant $C > 0$ such that for any $i \in \{1, \ldots, r\}$, $t > 0$, $\xi \in D$,  

$$\mathbb{E}|\tilde{Z}_{i,\alpha}(t,\xi)|^p \leq C \mathbb{E} \left( \int_0^t (t-s)^{-2\alpha-\frac{\beta(\rho-2)}{\rho}} |\sigma(s)|^2_E ds \right)^{\frac{p}{2}} \quad (B.15)$$
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Proof. By (2.19) and the BDG inequality, for any $\xi \in \mathcal{O}$, $t > 0$,  
\[
E|\tilde{Z}_{i,\alpha}(t, \xi)|^p 
\leq C E \left( \sum_{j=1}^{\infty} \int_0^t (t-s)^{-2\alpha} \left| \left( T_i(t-s) \sum_{n=1}^{r} R_n(s) \lambda_{n,j} f_{n,j} \right)(\xi) \right|^2 ds \right)^{\frac{p}{2}}. 
\]

By (B.13),  
\[
E|\tilde{Z}_{i,\alpha}(t, \xi)|^p \leq C E \left( \int_0^t (t-s)^{-2\alpha - \frac{\beta(p-2)}{p}} \left| \sigma(s) \right|^2_E ds \right)^{\frac{p}{2}}. 
\]

\[\square\]

**Theorem B.4** (Bounds on $\tilde{Z}_i$). Let $\tilde{Z}_i$ be given by (B.4). For $\alpha \in \left(0, \frac{1}{2} \left(1 - \frac{\beta(p-2)}{p}\right)\right)$, $\gamma \in (0, \alpha)$, $p > \max \left\{ \frac{1}{\alpha - \gamma}, \frac{d}{\gamma} \right\}$, and $T > 0$, there exists $C = C(\alpha, \gamma, p, T) > 0$ such that  
\[
E \sup_{t \in [0,T]} \sup_{\xi \in \mathcal{O}} |\tilde{Z}_i(t, \xi)|^p \leq C E \int_0^T \left( \int_0^t (t-s)^{-2\alpha - \frac{\beta(p-2)}{p}} \left| \sigma(s) \right|^2_E ds \right)^{\frac{p}{2}} dt. 
\]

(B.16)

Proof. The fractional Sobolev space $W^{\gamma,p}(\mathcal{O})$ embeds continuously into $E$ whenever $\gamma \in (0, 1)$ and $\gamma p > d$ [21]. Therefore, by factorization (B.10), the fractional Sobolev embedding, and the regularization of the $T_i$ semigroups (B.7),  
\[
E \sup_{t \in [0,T]} \sup_{\xi \in \mathcal{O}} |\tilde{Z}_i(t, \xi)|^p 
\leq C E \sup_{t \in [0,T]} |\tilde{Z}_i(t)|^p_{W^{\gamma,p}(\mathcal{O})} 
\leq C E \sup_{t \in [0,T]} \left( \int_0^t (t-s)^{\alpha-1} |T_i(t-s)|^{\alpha}_E \tilde{Z}_{i,\alpha}(s) ds \right)^{\frac{p}{2}}_{W^{\gamma,p}(\mathcal{O})} 
\leq C E \sup_{t \in [0,T]} \left( \int_0^t (t-s)^{\alpha-1-\gamma} |\tilde{Z}_{i,\alpha}(s)|_{L^p(\mathcal{O})} ds \right)^{\frac{p}{2}}. 
\]

By the H"older inequality,  
\[
\leq C \left( \int_0^T (t-s)^{\frac{(\alpha-1-\gamma)p}{p-1}} ds \right)^{\frac{p-1}{p}} E \int_0^T |\tilde{Z}_{i,\alpha}(t)|^p_{L^p(\mathcal{O})} dt. 
\]
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By the fact that \( p > \frac{1}{\alpha - \gamma} \), the first integral on the right-hand side is finite. By Lemma \[ \text{B.3} \] \[ \text{B.16} \] follows.

**Theorem B.5.** Let \( Z_i \) be given by \[ \text{B.2} \]. For \( \alpha \in \left( 0, \frac{1}{2} \right) \left( 1 - \frac{\beta (\rho - 2)}{\rho} \right) \), \( \gamma \in (0, \alpha) \), \( p > \max \left\{ \frac{1}{\alpha - \gamma}, \frac{d}{\alpha} \right\} \), and \( T > 0 \), there exists \( C = C(\alpha, \gamma, p, T) > 0 \) such that

\[
E \sup_{t \in [0, T]} \sup_{\xi \in \mathcal{O}} |Z_i(t, \xi)|^p \leq C E \int_0^T \left( \int_0^t (t-s)^{-2\alpha - \frac{\beta (\rho - 2)}{\rho}} |\sigma(s)|^2_E ds \right)^{\frac{p}{2}} dt
\]

(B.17)

**Proof.** By \[ \text{B.3} \] and \[ \text{B.8} \],

\[
|Z_i(t)|^p_E \leq \left( \int_0^t |T_i(t-s)L_i Z_i(s)|_E^2 ds \right)^p + C |\tilde{Z}_i(t)|^p_E
\]

\[
\leq C \left( \int_0^t (t-s)^{-\frac{\beta (\rho - 2)}{\rho}} |Z_i(s)|_E^2 ds \right)^p + C |\tilde{Z}_i(t)|^p_E.
\]

By the Hölder inequality for \( p > 2 \),

\[
|Z_i(t)|^p_E \leq C \left( \int_0^t (t-s)^{-\frac{\beta (\rho - 2)}{\rho}} ds \right)^{p-1} \int_0^t |Z_i(s)|_E^p ds + C |\tilde{Z}_i(t)|^p_E.
\]

Taking expectation and applying Grönwall’s inequality,

\[
E \sup_{t \in [0, T]} |Z_i(t)|^p_E \leq C_{T,p} \sup_{t \in [0, T]} |\tilde{Z}_i(t)|_E.
\]

The result follows from \[ \text{B.16} \].

We finish this section with the analysis of similar terms where the stochastic noise has been replaced by a \( L^2([0, T] \times \mathcal{O} \times \{1, \ldots, r\}) \) control.

**Theorem B.6.** Let \( u = (u_1, \ldots, u_r) \in L^2([0, T] \times \mathcal{O} \times \{1, \ldots, r\}) \). Let \( \sigma \in \mathcal{E}_T \) and let \( R \) be given by \[ \text{B.1} \]. Let \( Y_i^u \) (weakly) solve

\[
dY_i^u(t) = [A_i Y_i^u(t) + \sum_{n=1}^r R_n(t) Q_n(t) u_n(t)] dt.
\]

Then \( Y_i^u \in C([0, T] \times \mathcal{O}) \) and there exists \( C > 0 \), independent of \( u \) and \( \sigma \) such that

\[
\sup_{t \in [0, T]} \sup_{\xi \in \mathcal{O}} |Y_i^u(t, \xi)| \leq C N^{\frac{1}{2}} \sup_{t \in [0, T]} \left( \int_0^t (t-s)^{-\frac{2\beta (\rho - 2)}{\rho}} |\sigma(s)|^2_E ds \right)^{\frac{1}{2}}.
\]

(B.18)
where
\[ N = |u|^2_{L^2([0,T] \times \mathcal{O} \times \{1, \ldots, r\}^r)} = \sum_{n=1}^{r} \int_0^T \int_{\mathcal{O}} |u_n(s, \xi)|^2 d\xi ds \]

**Proof.** As we did for the stochastic term, let
\[
\tilde{Y}_i^u(t) = \int_0^t T_i(t - s) \sum_{n=1}^{r} R_n(s) Q_n u_n(s) ds. \tag{B.19}
\]
This is the solution to
\[
d\tilde{Y}_i^u(t) = [B_i \tilde{Y}_i^u(t) + \sum_{n=1}^{r} R_n(t) Q_n u_n(t)] dt.
\]
We can rewrite (B.19) as
\[
\tilde{Y}_i^u(t) = \sum_{n=1}^{r} \sum_{j=1}^{\infty} \int_0^t T_i(t - s) R_n(s) \lambda_{n,j} f_{n,j} \langle u_n(s), f_{n,j} \rangle_{L^2(\mathcal{O})} ds.
\]
By the Hölder inequality, for any \( \xi \in \mathcal{O} \),
\[
|\tilde{Y}_i^u(t, \xi)| \leq \left( \sum_{n=1}^{r} \sum_{j=1}^{\infty} \int_0^t \langle T_i(t - s) R_n(s) \lambda_{n,j} f_{n,j} \rangle_{(\xi)}^2 ds \right)^{\frac{1}{2}} \times \left( \sum_{n=1}^{r} \sum_{j=1}^{\infty} \int_0^t \langle u_n(s), f_{n,j} \rangle_{L^2(\mathcal{O})}^2 ds \right)^{\frac{1}{2}}.
\]
By (B.13) and the fact that \( \{f_{n,j}\}_{j=1}^{\infty} \) is a complete orthonormal basis of \( L^2(\mathcal{O}) \), for any \( t > 0 \) and \( \xi \in \mathcal{O} \),
\[
|\tilde{Y}_i^u(t, \xi)| \leq C \left( \int_0^t (t - s)^{-\frac{\beta - 2}{2}} |\sigma(s)|^2 d\xi ds \right)^{\frac{1}{2}} \left( \sum_{n=1}^{r} \int_0^t \int_{\mathcal{O}} |u_n(s, \eta)|^2 d\eta ds \right)^{\frac{1}{2}}.
\]
The continuity of \( \tilde{Y}_i^u \) in space in time can be shown by standard arguments (see, for example, [38]).
Then \( Y_i^u(t) \) solves
\[
Y_i^u(t) = \int_0^t T_i(t - s) L_i Y_i^u(s) ds + \tilde{Y}_i^u(t).
\]
By (B.8),
\[
|Y_i^u(t)|_{\tilde{E}} \leq \int_0^t (t - s)^{-\frac{1}{2}} |Y_i^u(s)|_{\tilde{E}} ds + |\tilde{Y}_i^u(t)|_{\tilde{E}}.
\]
The result follows by Grönwall’s inequality.
C Bounds on the fixed-point mapping that are uniform with respect to the initial condition.

Let $E$ and $E_T$ be defined as in Section 2. For any $z \in E_T$ with $z(0) = 0$ and $x \in E$ let $M_x(z)$ be the solution to the fixed-point problem

$$M_x(z)(t) := M(S(\cdot)x + z)$$

where $M$ is the fixed point mapping defined in (6.1) and $S$ is the semi-group defined in Section 2.3. The following result establishes bounds on $M_x$ that are independent of $x$ when the vector field $f$ features super-linear dissipativity (see Assumption 6).

**Theorem C.1.** Assume Assumptions 1, 3, and 6. For any $t > 0$ there exists $C_t > 0$ (increases as $t$ increases), independent of $x \in E$, such that for any $z \in E_t$ with $z(0) = 0$ and any $x \in E$,

$$|M_x(z)(t)|_E \leq C_t \left( 1 + t^{-\frac{1}{m-1}} + |z|_E \right).$$

**Proof.** Let

$$v(t) = M_x(z)(t) - z(t).$$

$v(t)$ solves the integral equation

$$v(t) = S(t)x + \int_0^t S(t-s)F(v(s) + z(s))ds.$$

Therefore, $v$ is weakly differentiable and solves

$$\frac{\partial}{\partial t} v_i(t, \xi) = A_i v_i(t, \xi) + g_i(v_i(t, \xi) + z_i(t, \xi)) + h_i(v(t, \xi) + z(t, \xi)).$$

Using the arguments of Theorem 7.7 in [19] and Proposition 6.2.2 of [10] we may assume without loss of generality that $v$ is strongly differentiable.

By Proposition A.1 and Assumption 6 for any $i \in \{1, ..., r\}$ and $\xi_i \in O$ such that

$$|v(t)|_E = |v_{i_t}(t, \xi_i)|$$

$$\frac{d^-}{dt} |v(t)|_E \leq A_{i_t} v_{i_t}(t, x_t) \text{sign}(v_{i_t}(t, \xi_i))$$

$$+ g_{i_t}(t, \xi_t, v_{i_t}(t, \xi_t) + z_{i_t}(t, \xi_t)) \text{sign}(v_{i_t}(t, \xi_t))$$

$$+ h_{i_t}(t, \xi, v(t, \xi_t) + z(t, \xi_t)) \text{sign}(v_{i_t}(t, \xi_t)).$$
Because \((i_t, \xi_t)\) is a maximizer and \(A_{i_t}\) is an elliptic operator, the concavity of a function at is maximum/minimum implies that
\[
A_{i_t}v_{i_t}(t, x_t)\text{sign}(v_{i_t}(t, \xi_t)) \leq 0. \tag{C.6}
\]

We will estimate this derivative when \(|v(t)|_E\) is large. If \(|v(t)|_E \geq c_0 + 2|z|_{E_T}\), where \(c_0\) is from Assumption 6, then
\[
|v_{i_t}(t, \xi_t) + z_{i_t}(t, \xi_t)| \geq |v_{i_t}(t, \xi_t)| - |z_{i_t}(t, \xi_t)| \geq \frac{1}{2}|v_{i_t}(t, \xi_t)| > c_0 \tag{C.7}
\]
and
\[
\text{sign}(v_{i_t}(t, \xi_t) + z_{i_t}(t, \xi_t)) = \text{sign}(v_{i_t}(t, \xi_t)). \tag{C.8}
\]
Therefore, (C.3), (C.7), and (C.8) guarantee that
\[
g_{i_t}(t, \xi_t, v_{i_t}(t, \xi_t) + z_{i_t}(t, \xi_t))\text{sign}(v_{i_t}(t, \xi_t)) \leq -\frac{\mu}{2m}|v_{i_t}(t, \xi_t)|^m = -\frac{\mu}{2m}|v(t)|^m. \tag{C.9}
\]
By (2.11) in Assumption 1, for any \(t \in [0, T]\),
\[
|h_{i_t}(t, \xi, v(t, \xi_t) + z(t, \xi_t))\text{sign}(v_{i_t}(t, \xi_t))| \leq L(t)(1 + |v(t) + z(t)|_E) \leq L(t) \left(1 + \frac{3}{2}|v(t)|_E\right). \tag{C.10}
\]
There exists a constant \(C_T > c_0\), depending on \(\mu\), \(c_0\), and \(L(T)\) such that whenever \(|v(t)|_E \geq C_T + 2|z|_{E_T}\),
\[
-\frac{\mu}{2m}|v(t)|^m_{E_T} + L(T) \left(1 + \frac{3}{2}|v(t)|_E\right) \leq -\frac{\mu}{2m+1}|v(t)|^m_{E_T}. \tag{C.11}
\]
Therefore, whenever \(t \in [0, T]\) and
\[
|v(t)|_E \geq C_T + 2|z|_{E_T} \tag{C.12}
\]
it follows from the above estimates that
\[
\frac{d^-}{dt}|v(t)|_E \leq -\frac{\mu}{2m+1}|v(t)|^m_{E_T}. \tag{C.13}
\]
We now separate this analysis into two cases: \(|v(0)|_E \leq C_T + 2|z|_{E_T}\) and \(|v(0)|_E > C_T + 2|z|_{E_T}\).
If \(|v(0)|_E \leq C_T + 2|z|_{E_T}\), then \(|v(t)|_E \leq C_T + 2|z|_{E_T}\) for all \(t \in [0, T]\) because \(\frac{d^-}{dt}|v(t)|_E < 0\) when \(|v(t)|_E = C_T + 2|z|_{E_T}\). The negative left-derivative implies that \(|v(t)|_E\) cannot ever reach the value \(C_T + 2|z|_{E_T}\) if it starts below that value.
On the other hand, when $|v(0)|_E > C_T + 2|z|_{E_T}$, let $\tau = \inf\{t \in [0,T] : |v(t)|_E \leq C_T + 2|z|_{E_T}\}$. Observe that (C.13) holds for all $t \in [0,\tau]$. By a comparison principle, there exists $C > 0$ such that for all $t \in [0,\tau]$\[
|v(t)|_E \leq C t^{-\frac{1}{m-1}} \text{ for all } t \in [0,\tau]
\]uniformly with respect to initial data. Then for $t \in (\tau,T]$,

$$|v(t)|_E \leq C_T + 2|z|_{E_T}$$

because $|v(t)|_E$ cannot exceed this value once it goes below it.

These calculations show that, independent of initial data, $|v(t)|_E$ is bounded by

$$|v(t)|_E \leq \max\left\{C t^{-\frac{1}{m-1}}, C_T + 2|z|_{E_T}\right\} \text{ for all } t \in [0,T].$$

Finally,

$$|M^x(z)(t)|_E \leq |v(t)|_E + |z(t)|_E \leq C t \left(1 + t^{-\frac{1}{m-1}} + |z|_{E_t}\right)$$
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