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Abstract

We present and analyse a space–time discontinuous Galerkin method for wave propagation problems. The special feature of the scheme is that it is a Trefftz method, namely that trial and test functions are solution of the partial differential equation to be discretised in each element of the (space–time) mesh. The method considered is a modification of the discontinuous Galerkin schemes of Kretzschmar et al. [25] and of Monk and Richter [28]. For Maxwell’s equations in one space dimension, we prove stability of the method, quasi-optimality, best approximation estimates for polynomial Trefftz spaces and (fully explicit) error bounds with high order in the meshwidth and in the polynomial degree. The analysis framework also applies to scalar wave problems and Maxwell’s equations in higher space dimensions. Some numerical experiments demonstrate the theoretical results proved and the faster convergence compared to the non-Trefftz version of the scheme.
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1 Introduction

In this paper we analyse the Trefftz discontinuous Galerkin (Trefftz-DG) finite element method for the space–time discretisation of time-dependent wave propagation problems.

Space–time finite element approximations of time-dependent wave problems constitute a viable alternative to methods based on finite element discretisations in space combined with time-stepping schemes. They provide a setting where high-order approximation in both space and time is obtained by simply increasing the order of the basis functions, spectral convergence of the error in the space–time domain can be achieved by $p$-refinement, and the $hp$-refinement techniques developed for spatial discretisations can be directly imported to space–time meshes and polynomial spaces. In particular, when local mesh refinement in space–time is implemented, the smallest space elements do not put constraints on the CFL condition in the rest of the domain. Space–time finite elements with continuous space discretisations were introduced in [12,13,21,22,24,33] (several references to earlier works can be found in [22]); space–time DG methods have been studied in [5,10,16,26,28,34].

In order to reduce the number of degrees of freedom needed to obtain a given accuracy, the space–time DG approach can be combined with the use of Trefftz approximating spaces, namely discrete spaces whose elements are piecewise solutions of the equation to be discretised.
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While the literature on Trefftz finite elements for time-harmonic wave propagation problems is nowadays quite developed (see e.g. [4,6,11,14,23,29,32] for different approaches using Trefftz-type basis functions and e.g. [2,15,19,20] for theoretical analyses), Trefftz methods for time-dependent wave problems are relatively new. For time-dependent scalar wave problems, a global Trefftz approach was first introduced in [27]. Space–time Trefftz methods enforcing the continuity constraints by Lagrange multipliers have been designed, based on the second order in time formulation [30,35], while a Trefftz-DG method has been introduced in [25] for the electromagnetic wave problem in the one-dimensional spatial case and extended in [8] to the multidimensional case and to transparent boundary conditions. Numerical tests have shown that these methods actually deliver high-order space–time convergence, but no theoretical analysis was available.

Here, we focus on the discontinuous Galerkin approach, and we aim at developing an error analysis of space–time Trefftz-DG methods, based upon the framework developed in [19] for time-harmonic wave problems.

Following [25], the model problems we consider are the time-dependent Maxwell equations in one space dimension, with piecewise constant material coefficients and with either Dirichlet or Robin boundary conditions; they also cover the case of 1D scalar wave problems formulated as a first order system (see Remark 2.1). We prove that the Trefftz-DG method is well-posed and quasi-optimal, as its bilinear form is coercive and continuous in a DG norm, that the \( L^2 \) norm of the error is controlled, and that the scheme is dissipative. Since the Trefftz-DG method we consider is not of interior penalty type, no inverse estimates are needed, thus our scheme and its analysis also work with non-polynomial Trefftz approximations. The analysis framework of section 4 immediately extends to both scalar wave problems and Maxwell’s equations in higher space dimensions, see Remark 3.4. What is specific to the 1D spatial case, instead, are the best approximation properties of space–time Trefftz finite element spaces, and therefore the error convergence rates (see sections 5 and 6).

For the case of polynomial approximations, we prove that the Trefftz-DG method has a much better asymptotic behaviour in terms of accuracy per number of degrees of freedom, for both the \( h \) - and the \( p \)-versions, than standard methods using full polynomial discrete spaces. The approximation bounds for Trefftz spaces and those for full polynomial spaces have the same order \( h^{p+1} \), with \( h \) the meshsize and \( p \) the polynomial degree, but a local full polynomial space of degree \( p \) for the approximation of \((E, H)\) has dimension \((p+1)(p+2) = O(p^2)\), while the corresponding Trefftz space has only dimension \( 2p+2 = O(p) \). The constants in the final error bounds for the Trefftz-DG method (see Theorem 6.2) are completely explicit. A further advantage of the use of a Trefftz method is that its variational formulation only involves integrals on the skeleton of the space–time mesh, thus avoiding the computational burden of the calculation of volume integrals. We also present some numerical tests confirming these theoretical results, highlighting the faster convergence (both in the meshwidth and in the polynomial degree) compared to the non-Trefftz version of the method, and the mild dependence of the numerical error on the flux stabilisation parameters, which we introduce for analysis purposes.

The article is structured as follows. In section 2 we introduce the initial boundary value problems to be discretised and in section 3 we describe the DG formulation and its Trefftz version. In section 4 we prove the well-posedness of the Trefftz-DG method and the a priori error bounds in DG and \( L^2 \) norms. In section 5 we define local polynomial Trefftz spaces and prove best approximation estimates in anisotropic space–time Sobolev norms and in section 6 we combine the previous results into \( hp \)-error bounds for the Trefftz-DG scheme. Finally, in section 7 we show the results of some numerical experiments and in section 8 we outline some possible extensions of the scheme and of its analysis. Appendix A contains a different proof of the stability bound needed to control the \( L^2 \) norm of the error; this proof gives a better constant than that in section 4.2 but holds only for constant coefficients.

## 2 Model problems

In this section, we introduce the model problems we are going to consider in the rest of this paper, namely the time-dependent Maxwell equations in one space dimension, with either perfectly electrically conducting or absorbing boundary conditions. We refer to Remark 3.4 below for the three-dimensional case, while the case of the acoustic wave problem is discussed
in Remark 2.1 (in one space dimension) and again in Remark 3.4 (in any space dimension).

Given a space domain $\Omega = (x_L, x_R)$ and a time domain $I = (0, T)$, we set $Q := \Omega \times I$. We denote by $n_Q = (n^x_Q, n^y_Q)$ the outward pointing unit normal vector on $\partial Q$.

We assume the electric permittivity $\varepsilon = \varepsilon(x)$ and the magnetic permeability $\mu = \mu(x)$ to satisfy $\varepsilon(x) \geq \varepsilon_*, \mu(x) \geq \mu_*$ and to be piecewise constant in $\Omega$. The speed of light in the material is $c(x) := (\varepsilon(x)\mu(x))^{-1/2}$.

We consider the Maxwell equations for an electromagnetic wave propagating along the direction $x$, in terms of the one-component electric and magnetic fields $E = E_0$ and $H = H_x$, respectively.

In the case of Dirichlet boundary conditions, the corresponding initial boundary value problem reads as

\[
\begin{align*}
\frac{\partial E}{\partial x} + \frac{\partial (\mu H)}{\partial t} &= 0 & \text{in } Q, \\
\frac{\partial H}{\partial x} + \frac{\partial (\varepsilon E)}{\partial t} &= J & \text{in } Q, \\
E(\cdot, 0) &= E_0, & H(\cdot, 0) &= H_0 & \text{on } \Omega, \\
E(x_L, \cdot) &= E_L, & E(x_R, \cdot) &= E_R & \text{on } I,
\end{align*}
\]

(1)

assuming sufficiently regular data $J, E_0, H_0, E_L, E_R$. The case $E_L = E_R = 0$ models a perfectly electric conductor.

We also consider the case of absorbing (Robin) boundary conditions:

\[
\begin{align*}
\frac{\partial E}{\partial x} + \frac{\partial (\mu H)}{\partial t} &= 0 & \text{in } Q, \\
\frac{\partial H}{\partial x} + \frac{\partial (\varepsilon E)}{\partial t} &= J & \text{in } Q, \\
E(\cdot, 0) &= E_0, & H(\cdot, 0) &= H_0 & \text{on } \Omega, \\
\varepsilon^{1/2} E(x_L, \cdot) + \mu^{1/2} H(x_L, \cdot) &= g_L & \text{on } I, \\
\varepsilon^{1/2} E(x_R, \cdot) - \mu^{1/2} H(x_R, \cdot) &= g_R & \text{on } I.
\end{align*}
\]

(2)

Remark 2.1. The case of the scalar wave equation in one space dimension

\[
\frac{\partial^2 U}{\partial t^2} - c^2 \frac{\partial^2 U}{\partial x^2} = c^2 J
\]

(3)

can be traced back to either (1) or (2) by setting $E = \frac{\partial U}{\partial t}$, $H = -\frac{\partial U}{\partial x}$ and $\mu = 1$, (where $c^2 = 1/\varepsilon \mu$ as above). The Dirichlet boundary conditions become $\frac{\partial U}{\partial x}(x_L, \cdot) = E_L$ and $\frac{\partial U}{\partial x}(x_R, \cdot) = E_R$. The absorbing boundary conditions become $\varepsilon^{1/2} \frac{\partial U}{\partial x} + \mu^{1/2} \frac{\partial U}{\partial x} = g_L$, $\varepsilon^{1/2} \frac{\partial U}{\partial x} - \mu^{1/2} \frac{\partial U}{\partial x} = g_R$.

In the following, we introduce the space–time Trefftz-DG method and develop its analysis in the case of the initial boundary value problem with Dirichlet boundary conditions (1). We address the case of the problem with Robin boundary conditions (2) in section 4.4 and in Remarks 6.4 and 6.5.

3 Space–time DG discretisation

Let $K \subset Q$ be a Lipschitz subdomain such that $\varepsilon$ and $\mu$ are constant in $K$; we denote by $n_K = (n^x_K, n^y_K)$ the outward pointing unit normal vector on $\partial K$. Assume $E, H \in H^1(K)$. Multiplying the first and the second equation of (1) by the test functions $v_H, v_E \in H^1(K)$ respectively, and integrating by parts we obtain

\[
\begin{align*}
- \int_K \left( E \frac{\partial v_H}{\partial x} + \mu H v_H + H \frac{\partial v_E}{\partial x} + \varepsilon E \frac{\partial v_E}{\partial t} \right) dx dt \\
+ \int_{\partial K} \left( (Ev_H + Hv_E)n^x_K + (\mu Hv_H + \varepsilon Ev_E)n^y_K \right) ds = \int_J v_H dx dt.
\end{align*}
\]

(Here and in the following we omit writing the trace operator $\text{Tr} : H^1(K) \to L^2(\partial K).$)
3.1 Mesh and DG notation

We introduce a mesh $\mathcal{T}_h$ on $Q$, such that its elements are rectangles with sides parallel to the space and time axes, and all the discontinuities of the parameters $\varepsilon$ and $\mu$ lie on interelement boundaries (note that the method described in this paper can be generalised to allow discontinuities lying inside the elements as in [25]). The mesh may have hanging nodes.

We denote with $\mathcal{F}_h = \bigcup_{K \in \mathcal{T}_h} \partial K$ the mesh skeleton and its subsets:

- $\mathcal{F}_{h,\text{hor}}^\alpha$ - the union of the internal horizontal element sides ($\alpha = \text{constant}$),
- $\mathcal{F}_{h,\text{ver}}^\alpha$ - the union of the internal vertical element sides ($\alpha = \text{constant}$),
- $\mathcal{F}_h^0 := [x_L, x_R] \times \{0\}$,
- $\mathcal{F}_h^T := [x_L, x_R] \times \{T\}$,
- $\mathcal{F}_h^L := \{x_L\} \times [0, T]$,
- $\mathcal{F}_h^R := \{x_R\} \times [0, T]$.

We define the following broken Sobolev space:

$$H^1(\mathcal{T}_h) := \{ v \in L^2(Q), \mid v \mid_K \in H^1(K) \forall K \in \mathcal{T}_h \}$$

and the averages and jumps of functions $\phi \in H^1(\mathcal{T}_h)$:

- $\langle \phi \rangle := \frac{1}{2} (\phi_{|K_1} + \phi_{|K_2})$ on $\partial K_1 \cap \partial K_2 \subset \mathcal{F}_{h,\text{ver}}^\alpha$,
- $[\phi]_x := \phi_{|K_1} n_{K_1} + \phi_{|K_2} n_{K_2}$ on $\partial K_1 \cap \partial K_2 \subset \mathcal{F}_{h,\text{ver}}^\alpha$,
- $[\phi]_t := \phi_{|K_1} n_{K_1} + \phi_{|K_2} n_{K_2}$ on $\partial K_1 \cap \partial K_2 \subset \mathcal{F}_{h,\text{hor}}^\alpha$.

We note that $[\phi]_x$ is the trace of $\phi$ from the left minus that from the right; $[\phi]_t$ is the trace from lower times minus that from higher times. On $\mathcal{F}_{h,\text{hor}}^\alpha$, we denote by $\phi^-$ the trace of $\phi \in H^1(\mathcal{T}_h)$ taken from the adjacent element with lower time.

3.2 DG formulation

We introduce a (vector) finite dimensional subspace $V_p(\mathcal{T}_h) \subset H^1(\mathcal{T}_h)^2$. The space–time DG discretisation of the initial-boundary value problem (1) consists in finding $(E_{hp}, H_{hp}) \in V_p(\mathcal{T}_h)$ such that, for all $K \in \mathcal{T}_h$ and for all $(v_E, v_H) \in V_p(\mathcal{T}_h)$, it holds

$$- \int_K \left( E_{hp} \frac{\partial v_H}{\partial x} + \mu H_{hp} \frac{\partial v_H}{\partial t} + H_{hp} \frac{\partial v_E}{\partial x} + \varepsilon H_{hp} \frac{\partial v_E}{\partial t} \right) dx dt$$

$$+ \int_{\partial K} \left( \hat{E}_{hp} v_H + \hat{H}_{hp} v_E \right) n_K^x + \left( \varepsilon \hat{E}_{hp} v_E + \mu \hat{H}_{hp} v_H \right) n_K^t \right) ds = \int_K J v_H dx dt. \quad (4)$$

The numerical fluxes $\hat{E}_{hp}$ and $\hat{H}_{hp}$ are defined on the mesh skeleton $\mathcal{F}_h$ as

$$\hat{E}_{hp} := \begin{cases} E_{hp} & \text{on } \mathcal{F}_{h,\text{hor}}^\alpha, \\ \langle E_{hp} \rangle + \beta [H_{hp}]_x & \text{on } \mathcal{F}_{h,\text{ver}}^\alpha \\ E_L & \text{on } \mathcal{F}_h^L, \\ E_R & \text{on } \mathcal{F}_h^R \end{cases}$$

and

$$\hat{H}_{hp} := \begin{cases} H_{hp} & \text{on } \mathcal{F}_{h,\text{hor}}^\alpha, \\ \langle H_{hp} \rangle + \alpha \langle E_{hp} \rangle_x & \text{on } \mathcal{F}_{h,\text{ver}}^\alpha \\ H_0 & \text{on } \mathcal{F}_h^T, \\ H_L & \text{on } \mathcal{F}_h^L, \\ H_R & \text{on } \mathcal{F}_h^R \end{cases}$$

where $\alpha \in L^\infty(\mathcal{F}_{h,\text{ver}} \cup \mathcal{F}_h^L \cup \mathcal{F}_h^R)$ and $\beta \in L^\infty(\mathcal{F}_{h,\text{hor}}^\alpha)$ are two positive flux parameters. The fluxes are chosen as upwind fluxes on horizontal mesh edges, and centred fluxes with the addition of a penalty jump stabilisation on vertical edges; other choices are possible.

Summing (4) over all the elements $K \in \mathcal{T}_h$, we obtain the variational formulation

$$\text{seek } (E_{hp}, H_{hp}) \in V_p(\mathcal{T}_h) \text{ such that }$$

$$a_{DG}(E_{hp}, H_{hp}; v_E, v_H) = l_{DG}(v_E, v_H) \quad \forall (v_E, v_H) \in V_p(\mathcal{T}_h), \quad (6)$$
where

\[
a_{DG}(E_{hp}, H_{hp}|v_E, v_H) := - \sum_{K \in \mathcal{T}_h} \int_K \left( E_{hp} \frac{\partial v_H}{\partial x} + \mu H_{hp} \frac{\partial v_H}{\partial t} + H_{hp} \frac{\partial v_E}{\partial x} + \varepsilon E_{hp} \frac{\partial v_E}{\partial t} \right) \, dx \, dt + \int_{\mathcal{F}^+_h} (\varepsilon E_{hp} v_E + \mu H_{hp} v_H) \, dx + \int_{\mathcal{F}^-_h} (\varepsilon E_{hp} v_E + \mu H_{hp} v_H) \, dx
\]

\[
+ \int_{\mathcal{F}^-_h} (\|E_{hp}\|_x + \|H_{hp}\|_x + \alpha [E_{hp}]_x [v_E]_x + \beta [H_{hp}]_x [v_H]_x) \, dt
+ \int_{\mathcal{F}^+_h} (-H_{hp} v_E + \alpha E_{hp} v_E) \, dt + \int_{\mathcal{F}^-_h} (H_{hp} v_E + \alpha E_{hp} v_E) \, dt,
\]

(7)

\[
\ell_{DG}(v_E, v_H) := \int_Q Jv_H \, dx \, dt + \int_{\mathcal{F}_h^0} (\varepsilon E_0 v_E + \mu H_0 v_H) \, dx + \int_{\mathcal{F}_h^+} E_L (v_H + \alpha v_E) \, dt + \int_{\mathcal{F}_h^-} E_R (-v_H + \alpha v_E) \, dt.
\]

Remark 3.1. In [28], a space–time DG discretisation of linear hyperbolic systems in N dimensions is introduced. The formulation (6) with \( \alpha = \beta = \frac{1}{2} \) and \( V_p(\mathcal{T}_h) = P^p(\mathcal{T}_h)^2 \), the space of piecewise polynomials of degree at most \( p \) on \( \mathcal{T}_h \), is a particular case of that of [28]. More precisely, in the notation of [28], assume the initial boundary value problem to be posed in one space dimension \((N = 1)\), and to have a linear hyperbolic system of dimension \( m = 2 \) with time derivative coefficient matrix \( A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), and space derivative coefficient matrix \( A_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). The solution will be the vector field \( \mathbf{u} = (E, H) \). The matrix defining the Dirichlet boundary conditions takes values \( N|_{\mathcal{F}_h^+} = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix} \) and \( N|_{\mathcal{F}_h^-} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), and the space–time mesh is taken as a Cartesian mesh aligned with the space and time axes. The numerical fluxes are defined through the following splitting of the matrix \( M = \begin{pmatrix} n_{K} & n_{K} \\ n_{K} & n_{K} \end{pmatrix} \); on the part of \( \partial K \) with \( n_{K} = 1 \), \( M_+ = \frac{1}{2} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \), \( M_- = \frac{1}{2} \left( \begin{array}{cc} 1 & -1 \\ 1 & -1 \end{array} \right) \), while on the part of \( \partial K \) with \( n_{K} = -1 \), \( M_+ = \frac{1}{2} \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right) \), \( M_- = \frac{1}{2} \left( \begin{array}{cc} -1 & 1 \\ 1 & -1 \end{array} \right) \). With these definitions, the formulation of [28] coincides with (6) with \( V_p(\mathcal{T}_h) = P^p(\mathcal{T}_h)^2 \) and \( \alpha = \beta = \frac{1}{2} \). We remark that here we are interested in using different approximating spaces. Since we consider only meshes aligned with the axis, the semi-explicit time-stepping based on macro elements described in [28, section 3] is not applicable in our setting. However, the flux-splitting technique described there might be used to generalise the DG fluxes (5) to non-Cartesian meshes.

Remark 3.2. Once the discrete space \( V_p(\mathcal{T}_h) \) has been chosen, the variational problem (6) can be solved as a global algebraic linear system. Alternatively, one could partition the time interval \([0, T]\) into subintervals \([t_{j-1}, t_j], j = 1, \ldots, n\), and solve sequentially the formulation in every time slab \( \Omega \times [t_{j-1}, t_j] \) using as initial conditions the traces of the solution in the previous slab. In this second case, the space–time mesh needs to be aligned with the time slabs. The two approaches are algebraically equivalent, but the second one is in general computationally more advantageous. In both cases the method is implicit in time.

### 3.3 Trefftz-DG formulation

In the following we restrict the discussion to the homogeneous initial value problem, i.e. \( J = 0 \) in (1). We define the Trefftz space

\[
\mathbf{T}(\mathcal{T}_h) := \left\{ (v_E, v_H) \in H^1(\mathcal{T}_h)^2, \quad \frac{\partial v_E}{\partial x} + \frac{\partial (\mu v_H)}{\partial t} = \frac{\partial v_H}{\partial x} + \frac{\partial (\varepsilon v_E)}{\partial t} = 0 \quad \text{in all } K \in \mathcal{T}_h \right\}.
\]

If we choose \( V_p(\mathcal{T}_h) \subset \mathbf{T}(\mathcal{T}_h) \), the volume term in the bilinear form (7) vanishes and the formulation reduces to

\[
\text{seek } (E_{hp}, H_{hp}) \in V_p(\mathcal{T}_h) \text{ such that } a_{TDG}(E_{hp}, H_{hp}|v_E, v_H) = \ell_{TDG}(v_E, v_H) \quad \forall (v_E, v_H) \in V_p(\mathcal{T}_h),
\]

(8)
where

\[ a_{TDG}(E_{hp}, H_{hp}; v_E, v_H) := \int_{\mathcal{F}^h} (\varepsilon E_{hp} [v_E]_t + \mu H_{hp} [v_H]_t) \, dx + \int_{\mathcal{F}^h} (\varepsilon E_{hp} v_E + \mu H_{hp} v_H) \, dx \]

\[ + \int_{\mathcal{F}^{ext}} (\{ E_{hp} [v_H]_x + \{ H_{hp} [v_E]_x + \alpha [E_{hp} [v_E]_x + \beta [H_{hp} [v_H]_x] dt + \int_{\mathcal{F}^h} (- H_{hp} v_E + \alpha E_{hp} v_E) \, dt + \int_{\mathcal{F}^h} (H_{hp} v_E + \alpha E_{hp} v_E) \, dt, \]

\[ \ell_{TDG}(v_E, v_H) := \int_{\mathcal{F}^h} (\varepsilon E_0 v_E + \mu H_0 v_H) \, dx \]

\[ + \int_{\mathcal{F}^h} E_0 (v_H + \alpha v_E) \, dt + \int_{\mathcal{F}^h} E_R (- v_H + \alpha v_E) \, dt. \]

**Remark 3.3.** With the choice of \( V_p(\mathcal{T}_h) \) as in section 6 below, and with the choice \( \alpha = \beta = 0 \), the formulation (8) coincides with the method introduced in [25].

**Remark 3.4.** In three space dimensions, Maxwell’s equations with zero source term read:

\[ \nabla \times E + \frac{\partial (\mu H)}{\partial t} = 0, \quad \nabla \times H - \frac{\partial (\varepsilon E)}{\partial t} = 0 \quad \text{in} \, Q. \]

Consider a space–time mesh whose elements are Cartesian products of Lipschitz polyhedra in space and time intervals. In this case, the “horizontal faces” of the mesh skeleton are the polyhedra across which \( t \) varies, the “vertical faces” are those across which \( x \) varies. We define the jumps \([v]|_T := (v^- - v^+)\) on horizontal faces, \([v]|_V := n^1 \times v_{|_{[1]}} + n^2 \times v_{|_{[2]}}\) on vertical faces, and \(\mathcal{F}^h = \partial \Omega \times I\). In the case of Dirichlet boundary conditions \(n^1 \times E = n^0 \times g(x,t)\) on \(\partial \Omega \times I\), with numerical fluxes similar to those in (5) (in particular with \(\tilde{E}_{hp} = \{ E_{hp} \} - \beta [H_{hp}]_T\) and \(\tilde{H}_{hp} = \{ H_{hp} \} + \alpha [E_{hp}]_T\) on \(\mathcal{F}^{ext}\)), and with the obvious definition of the finite dimensional Trefftz space \(V_p(\mathcal{T}_h)\), the Trefftz-DG formulation reads

\[ \text{seek } (E_{hp}, H_{hp}) \in V_p(\mathcal{T}_h) \text{ such that} \]

\[ a^{3D}_{TDG}(E_{hp}, H_{hp}; v_E, v_H) = \ell^{3D}_{TDG}(v_E, v_H) \quad \forall (v_E, v_H) \in V_p(\mathcal{T}_h), \]

with

\[ a^{3D}_{TDG}(E_{hp}, H_{hp}; v_E, v_H) := \int_{\mathcal{F}^h} (\varepsilon E_{hp} \cdot [v_E]_t + \mu H_{hp} \cdot [v_H]_t) \, dx \]

\[ + \int_{\mathcal{F}^{ext}} (\{ E_{hp} \cdot [v_H]_x + \{ H_{hp} \cdot [v_E]_x + \alpha [E_{hp} \cdot [v_E]_x + \beta [H_{hp} \cdot [v_H]_x] \) \, dS \]

\[ + \int_{\mathcal{F}^h} (H_{hp} + \alpha (n^1 \times E_{hp})) \cdot (n^1 \times v_E) \, dS, \]

\[ \ell^{3D}_{TDG}(v_E, v_H) := \int_{\mathcal{F}^h} (\varepsilon E_0 \cdot v_E + \mu H_0 \cdot v_H) \, dx + \int_{\mathcal{F}^h} (n^0 \times g) \cdot (- v_H + \alpha (n^1 \times v_E)) \, dS, \]

where \((E_0, H_0)\) is the initial datum (see also [8]).

For the homogeneous acoustic wave equation \(- \Delta U + c^{-2} \frac{\partial^2 U}{\partial t^2} = 0\) in any space dimension, setting \(\sigma = - \nabla U\) and \(v = \frac{\partial U}{\partial t}\), we have

\[ \nabla v + \frac{\partial \sigma}{\partial t} = 0, \quad \nabla \cdot \sigma + \frac{1}{c^2} \frac{\partial v}{\partial t} = 0 \quad \text{in} \, Q, \]

In the case of Dirichlet boundary conditions with datum \(v = g(x,t)\) on \(\partial \Omega \times I\), again with numerical fluxes similar to those in (5), the Trefftz-DG formulation reads

\[ \text{seek } (v_{hp}, \sigma_{hp}) \in V_p(\mathcal{T}_h) \text{ such that} \]
\[ a_{TDG}(v_{hp}, \sigma_{hp}; w, \tau) := \int_{\mathcal{T}_h} (c^{-2} v_{hp} w + \sigma_{hp} \cdot \tau) \, dx + \int_{\mathcal{T}_h} (c^{-2} v_{hp} w + \sigma_{hp} \cdot \tau) \, dx \\
+ \int_{\mathcal{T}_h} (\|v_{hp}\|_{\mathcal{T}} N + \|\sigma_{hp}\| N + \alpha \|v_{hp}\| N + \beta \|\sigma_{hp}\| N) \, dS \\
+ \int_{\mathcal{T}_h} (\sigma \cdot n_\Omega + \alpha v_{hp}) w \, dS. \]

where \( \sigma_0 = -\nabla U(\cdot, 0) \) and \( v_0 = \frac{\partial u}{\partial t}(\cdot, 0) \) are (given) initial data. Here, the jumps are defined as follows: \( [w] := (w^+ - w^-) \) and \( [\tau] := (\tau^- - \tau^+) \) on horizontal faces, \( [w]_N := w_{|K_1} n_{K_1}^x + w_{|K_2} n_{K_2}^x \) and \( [\tau]_N := \tau_{|K_1} n_{K_1}^x + \tau_{|K_2} n_{K_2}^x \) on vertical faces.

The theoretical results proved in section 4 hold true also in these cases, mutatis mutandis, with very similar proofs.

### 4 Analysis of the Trefftz-DG method

In this section we prove the well-posedness of the Trefftz-DG method and its quasi-optimality in a mesh-dependent norm (Theorem 4.4), as well as error estimates in \( L^2(Q) \) (Corollary 4.8). The analysis is carried out within the framework developed in [19] for time-harmonic wave problems.

#### 4.1 Well-posedness and quasi-optimality

We define two seminorms on \( H^1(\mathcal{T}_h)^2 \):

\[
||| (v_E, v_H) |||^2_{DG} := \frac{1}{2} \left( ||| v_E |||_{L^2(\mathcal{T}_h)} \right)^2 + \frac{1}{2} \left( ||| v_H |||_{L^2(\mathcal{T}_h)} \right)^2 \\
+ \frac{1}{2} \left( ||| \nabla v_E |||_{L^2(\mathcal{T}_h)} \right)^2 + \frac{1}{2} \left( ||| \nabla v_H |||_{L^2(\mathcal{T}_h)} \right)^2 \\
+ \frac{1}{2} \left( ||| \nabla v_E \cdot n_{\mathcal{T}_h} |||_{L^2(\mathcal{T}_h)} \right)^2 + \frac{1}{2} \left( ||| \nabla v_H \cdot n_{\mathcal{T}_h} |||_{L^2(\mathcal{T}_h)} \right)^2.
\]

\[
||| (v_E, v_H) |||^2_{DG^+} := ||| (v_E, v_H) |||^2_{DG} + \left( ||| v_E |||_{L^2(\mathcal{T}_h)} \right)^2 + \left( ||| v_H |||_{L^2(\mathcal{T}_h)} \right)^2 \\
+ \left( ||| \nabla v_E \cdot n_{\mathcal{T}_h} |||_{L^2(\mathcal{T}_h)} \right)^2 + \left( ||| \nabla v_H \cdot n_{\mathcal{T}_h} |||_{L^2(\mathcal{T}_h)} \right)^2.
\]

The parameters \( \varepsilon, \mu, \mu \) enter the DG and the DG+ norms only through their traces on horizontal edges where they are continuous.

While \( ||| \cdot |||_{DG} \) is only a seminorm in \( H^1(\mathcal{T}_h)^2 \), it defines a norm on \( T(\mathcal{T}_h) \).

**Lemma 4.1.** The seminorm \( ||| \cdot |||_{DG} \) (and thus also \( ||| \cdot |||_{DG^+} \)) is a norm on the Trefftz space \( T(\mathcal{T}_h) \).

**Proof.** It suffices to verify that if \( ||| (v_E, v_H) |||_{DG} = 0 \) then \( v_E = v_H = 0 \). If \( ||| (v_E, v_H) |||_{DG} = 0 \), then the pair \((v_E, v_H) \) is \( H^1(\Omega)^2 \) and satisfies the initial value problem (1) with \( E_0 = H_0 = 0, E_L = E_R = 0 \) and \( J = 0 \) (this last identity follows from \((v_E, v_H) \in T(\mathcal{T}_h) \)). Since problem (1) admits a unique solution [9, section 7.2.2e], then \( v_E = v_H = 0 \). \( \square \)

**Proposition 4.2.** (Coercivity). For all \((v_E, v_H) \in H^1(\mathcal{T}_h)^2 \) the following identity holds true:

\[
ad_{DG}(v_E, v_H; v_E, v_H) = ||| (v_E, v_H) |||_{DG}^2.
\]
In particular, the bilinear form $a_{TDG}(\cdot, \cdot)$ is coercive in the space $\mathbf{T}(\mathcal{T}_h)$ with respect to the DG norm, with coercivity constant equal to 1.

Proof. Using the elementwise integration by parts in time and space

$$
\sum_{K \in \mathcal{T}_h} \int_K \frac{\partial F}{\partial t} \, dx \, dt = \int_{\mathcal{F}_h^{\text{hor}}} \left[ F \right]_t \, dx + \int_{\mathcal{F}_h^{\text{ver}}} F \, dx - \int_{\mathcal{F}_h^{\text{art}}} F \, dx
$$

and the jump identity

$$
v^- \left[\nu\right]_t - \frac{1}{2} \left[\nu^2\right]_t = \frac{1}{2} \left[\nu\right]_t^2 \quad \text{on } \mathcal{F}_h^{\text{hor}}, \quad \forall \nu \in H^1(\mathcal{T}_h),
$$

we obtain the identity in the assertion:

$$
a_{DG}(v_E, v_H; v_E, v_H) = \sum_{K \in \mathcal{T}_h} \int_K \left( \frac{1}{2} \frac{\partial}{\partial t} (\epsilon v_E^2 + \mu v_H^2) + \frac{\partial}{\partial x} (v_E v_H) \right) \, dx \, dt
$$

$$
+ \int_{\mathcal{F}_h^{\text{hor}}} (\epsilon v_E^2 [v_E]_t + \mu v_H^2 [v_H]_t) \, dx + \int_{\mathcal{F}_h^{\text{ver}}} (\epsilon v_E^2 + \mu v_H^2) \, dx
$$

$$
+ \int_{\mathcal{F}_h^{\text{ver}}} (\|v_E\| [v_H]_x + \|v_H\| [v_E]_x + \alpha [v_E]^2 + \beta [v_H]^2) \, dt
$$

$$
+ \int_{\mathcal{F}_h^{\text{art}}} (-v_H v_E + \alpha v_E^2) \, dt + \int_{\mathcal{F}_h^{\text{art}}} (v_H v_E + \alpha v_E^2) \, dt
$$

$$
= \int_{\mathcal{F}_h^{\text{hor}}} (\epsilon v_E^2 [v_E]_t + \mu v_H^2 [v_H]_t - \frac{1}{2} \epsilon [v_E]^2_t - \frac{1}{2} \mu [v_H]^2_t) \, dx
$$

$$
+ \frac{1}{2} \int_{\mathcal{F}_h^{\text{ver}}} (\epsilon v_E^2 + \mu v_H^2) \, dx + \frac{1}{2} \int_{\mathcal{F}_h^{\text{art}}} (\epsilon v_E^2 + \mu v_H^2) \, dx
$$

$$
+ \int_{\mathcal{F}_h^{\text{ver}}} (\|v_E\| [v_H]_x + \|v_H\| [v_E]_x - [v_E v_H]_x) + \alpha [v_E]^2 + \beta [v_H]^2 \, dt
$$

$$
+ \int_{\mathcal{F}_h^{\text{art}}} \alpha v_E^2 \, dt + \int_{\mathcal{F}_h^{\text{art}}} \alpha v_E^2 \, dt
$$

$$
\equiv \left(15\right) \left\| (v_E, v_H) \right\|_{DG}^2.
$$

The coercivity of $a_{TDG}(\cdot, \cdot) = a_{DG}(\cdot, \cdot)$ in $\mathbf{T}(\mathcal{T}_h)$ follows from Lemma 4.1. □

**Proposition 4.3 (Continuity).** The following continuity bound holds:

$$
|a_{TDG}(E, H; v_E, v_H)| \leq 2 \left\| (E, H) \right\|_{DG} \left\| (v_E, v_H) \right\|_{DG} \quad \forall (E, H), (v_E, v_H) \in \mathbf{T}(\mathcal{T}_h).
$$

Moreover, when $E_L = E_R = 0$, it holds that

$$
|\ell_{TDG}(v_E, v_H)| \leq \sqrt{2} \left( \left\| \epsilon^{1/2} E_0 \right\|_{L^2(\mathcal{T}_h^0)}^2 + \left\| \mu^{1/2} H_0 \right\|_{L^2(\mathcal{T}_h^0)}^2 \right)^{1/2} \left\| (v_E, v_H) \right\|_{DG}.
$$

Proof. The assertions follow from the definition of the bilinear form and of the linear functional in (9), the norms in (12), and the Cauchy–Schwarz inequality. □

**Theorem 4.4 (Quasi-optimality).** For any finite dimensional $\mathbf{V}_p(\mathcal{T}_h) \subset \mathbf{T}(\mathcal{T}_h)$, the Trefftz-DG formulation (8) admits a unique solution $(E_{hp}, H_{hp}) \in \mathbf{V}_p(\mathcal{T}_h)$. Moreover, the following quasi-optimality bound holds:

$$
\left\| (E, H) - (E_{hp}, H_{hp}) \right\|_{DG} \leq 3 \inf_{(v_E, v_H) \in \mathbf{V}_p(\mathcal{T}_h)} \left\| (E, H) - (v_E, v_H) \right\|_{DG}.
$$
Proof. To prove uniqueness, assume that \( E_L = E_R = E_0 = H_0 = 0 \). Proposition 4.2 implies \( E_{hp} = H_{hp} = 0 \). Existence follows from uniqueness. For (16), the triangle inequality gives
\[
|||(E, H) - (E_{hp}, H_{hp})|||_{DG} \leq |||(E, H) - (v_E, v_H)|||_{DG} + |||(E_{hp}, H_{hp}) - (v_E, v_H)|||_{DG}
\]
for all \((v_E, v_H) \in V_p(T_0)\). Since \((E_{hp}, H_{hp}) - (v_E, v_H) \in V_p(T_0) \subset T(T_0)\), Proposition 4.2, consistency (which follows by construction and from the consistency of the numerical fluxes), and Proposition 4.3 give
\[
|||(E_{hp}, H_{hp}) - (v_E, v_H)|||_{DG}^2 = a_{TDG}(E - v_E, H - v_H; E_{hp} - v_E, H_{hp} - v_H) \\
\leq 2 |||(E, H) - (v_E, v_H)|||_{DG^+}|||(E_{hp}, H_{hp}) - (v_E, v_H)|||_{DG},
\]
which, together with (17), implies (16).

Remark 4.5. If \( E_L = E_R = 0 \), i.e. the lateral boundary conditions are homogeneous, then the right-hand side functional \( \ell_{TDG}(\cdot) \) is continuous in DG norm, see Proposition 4.3. This, together with Proposition 4.2, immediately gives a stability bound on the discrete solutions in terms of the data, i.e.
\[
|||(E_{hp}, H_{hp})|||_{DG} \leq \sqrt{2} \left( \|\varepsilon^{1/2} E_0\|^2_{L^2(F^p_0)} + \|\mu^{1/2} H_0\|^2_{L^2(F^p_0)} \right)^{1/2}.
\]
Otherwise, we only have stability in terms of the exact solution from (16):
\[
|||(E_{hp}, H_{hp})|||_{DG} \leq 4 |||(E, H)|||_{DG^+}.
\]
The reason why a stability bound in terms of \( E_0, H_0, E_L, E_R \) does not hold if \( E_L, E_R \neq 0 \) is that, in this case, the integrals on \( F^L_0 \) and \( F^R_0 \) in the definition of \( \ell_{TDG}(\cdot) \) (see (9)) do not vanish and bounding them by the Cauchy–Schwarz inequality generates terms with \( \sqrt{h} \) on \( F^L_0 \cup F^R_0 \), which only allow to bound \( |\ell_{TDG}(v_E, v_H)| \) from above with \( |||(v_E, v_H)|||_{DG^+} \), instead of the weaker norm \( |||(v_E, v_H)|||_{DG} \):
\[
|\ell_{TDG}(v_E, v_H)| \leq \sqrt{2} \left( \|\varepsilon^{1/2} E_0\|^2_{L^2(F^p_0)} + \|\mu^{1/2} H_0\|^2_{L^2(F^p_0)} \right)^{1/2} \|v_E\|_{DG^+}.
\]
Remark 4.6. Let us fix \( 0 \leq \xi \leq 1 \). In the definition (5) of the numerical fluxes on \( F^\text{ver}_h \) we may substitute to the averages \( \langle E_{hp} \rangle \) and \( \langle H_{hp} \rangle \) the weighted averages \( \langle E_{hp} \rangle_\xi \) and \( \langle H_{hp} \rangle_{1-\xi} \) respectively, where we have set \( \langle \phi \rangle_\xi := \xi \phi_{K_1} + (1 - \xi) \phi_{K_2} \) on \( (\partial K_1 \cap \partial K_2) \subset F^\text{ver}_h \). All the results obtained in this and the following sections remain valid in this case.

4.2 Estimates in \( L^2(Q) \) norm

By virtue of Theorem 4.4, we can control the Trefftz-DG error in DG norm; it is of course desirable to prove a bound on the error measured in a mesh-independent norm. Following the argument developed for time-harmonic problems in [29, Theorem 3.1] (see also [2, Theorem 4.1], [19, Lemma 3.7]), in Proposition 4.7 we prove that the \( L^2(Q) \) norm of any Trefftz function is bounded by its DG norm, thus the error estimate in \( L^2(Q) \) norm readily follows, see Corollary 4.8.

The application of the technique of [29, Theorem 3.1] relies on a certain stability estimate for the following auxiliary problem:
\[
\begin{align*}
\partial v_E / \partial x + \partial (\mu v_H) / \partial t &= \phi & \text{in } Q, \\
\partial v_H / \partial x + \partial (\varepsilon v_E) / \partial t &= \psi & \text{in } Q, \\
v_E(\cdot, 0) &= 0, & \psi_H(\cdot, 0) &= 0 & \text{on } \Omega, \\
v_E(x_L, \cdot) &= 0, & v_E(x_R, \cdot) &= 0 & \text{on } I,
\end{align*}
\]
(18)
for \( \phi, \psi \in L^2(Q) \). More precisely, we will need a bound on the \( L^2 \) norm of the traces of \( v_E \) and \( v_H \) on horizontal and vertical segments in terms of the \( L^2(Q) \) norm of \( (\phi, \psi) \):

\[
\left\| \varepsilon^{1/2} v_E \right\|_{L^2(T_t^{\text{hor}} \cup T_t^{\text{ver}})}^2 + \left\| \mu^{1/2} v_H \right\|_{L^2(T_t^{\text{hor}} \cup T_t^{\text{ver}})}^2 + \left\| \beta^{-1/2} v_E \right\|_{L^2(T_t^{\text{hor}})}^2 + \left\| \alpha^{-1/2} v_H \right\|_{L^2(T_t^{\text{hor}} \cup T_t^{\text{ver}})}^2 \leq C_{\text{stab}}^2 \left( \left\| \varepsilon^{1/2} \phi \right\|_{L^2(Q)}^2 + \left\| \mu^{1/2} \psi \right\|_{L^2(Q)}^2 \right) \quad \forall (\phi, \psi) \in L^2(Q)^2,
\]

for some \( C_{\text{stab}} > 0 \). We have inserted the numerical flux parameters within the third and fourth term on the left-hand side of (19) because this is what we need in the proof of Proposition 4.7 below; then the constant \( C_{\text{stab}} \) will also depend on \( \alpha \) and \( \beta \).

**Proposition 4.7.** Assume that the estimate (19) holds true for \( (v_E, v_H) \) solution of problem (18). Then, for any Trefftz function \( (v_E, w_H) \in T(T_h) \), the \( L^2(Q) \) norm is bounded by the DG norm:

\[
\left\| \mu^{-1/2} v_E \right\|_{L^2(Q)}^2 + \left\| \varepsilon^{-1/2} w_H \right\|_{L^2(Q)}^2 \leq \sqrt{2} C_{\text{stab}} \| (v_E, w_H) \|_{DG},
\]

with \( C_{\text{stab}} \) as in (19).

**Proof.** Let \((v_E, v_H)\) be the solution of the auxiliary problem (18). The space–time vector field \((v_E, \mu v_H)\) belongs to \( H(\text{div}_x; T_t^s) \), thus it has vanishing normal jumps across any smooth curve lying in the interior of \( Q \); in particular \([v_E]_x = [\mu v_H]_t = 0\). Similarly, \((v_H, \varepsilon v_E) \in H(\text{div}_x; T_t^s) \) implies \([v_H]_x = [\varepsilon v_E]_t = 0\). Multiplying the functions to be bounded with the source terms of problem (18) and integrating by parts over the elements, we have

\[
\int_Q \int \left( w_E \varepsilon \phi + w_H \psi \right) dx \, dt
\]

\[
= \sum_{K \in T_h} \int_K \left( \varepsilon w_E \frac{\partial v_E}{\partial x} + \mu v_H \frac{\partial v_H}{\partial x} + \varepsilon w_E \frac{\partial v_E}{\partial t} + \mu v_H \frac{\partial v_H}{\partial t} \right) dx \, dt
\]

\[
= \sum_{K \in T_h} \int_K \left( \varepsilon w_E \frac{\partial v_E}{\partial x} + \mu v_H \frac{\partial v_H}{\partial x} + \varepsilon w_E \frac{\partial v_E}{\partial t} + \mu v_H \frac{\partial v_H}{\partial t} \right) dx \, dt
\]

\[
+ \int_{T_t^{\text{hor}}} \varepsilon w_E v_E n_K^t + \mu v_H v_H n_K^t + w_E v_H n_K^t + w_H v_E n_K^t dx
\]

\[
= \int_{T_t^{\text{hor}}} \varepsilon w_E v_E + \mu v_H v_H dx
\]

\[
+ \int_{T_t^{\text{ver}}} \varepsilon w_E v_E + \mu v_H v_H dx - \int \left( w_E \varepsilon v_E + \mu v_H v_H \right) dx
\]

\[
+ \int_{T_t^{\text{hor}}} \left( w_E v_H + w_H v_E \right) dx + \int_{T_t^{\text{ver}}} \left( w_E v_H + w_H v_E \right) dx
\]

\[
\leq \| (w_E, w_H) \|_{DG}
\]

\[
\leq \sqrt{2} C_{\text{stab}} \| (w_E, w_H) \|_{DG} \left( \| \varepsilon^{1/2} \phi \|_{L^2(Q)}^2 + \| \mu^{1/2} \psi \|_{L^2(Q)}^2 \right)^{1/2},
\]

Since

\[
\left( \left\| \mu^{-1/2} v_E \right\|_{L^2(Q)}^2 + \varepsilon^{-1/2} w_H \right) \}

\leq \sup_{(\phi, \psi) \in L^2(Q)^2} \left( \| \varepsilon^{1/2} \phi \|_{L^2(Q)}^2 + \| \mu^{1/2} \psi \|_{L^2(Q)}^2 \right)^{1/2},
\]
we obtain the desired estimate.

Recalling that the error \((E - E_{hp}), (H - H_{hp})\) \in T(T_h), and combining Proposition 4.7 and the quasi-optimality in DG norm proved in Theorem 4.4, we obtain the following bound on the Trefftz-DG error measured in \(L^2(Q)\) norm.

**Corollary 4.8 (Quasi-optimality in \(L^2(Q)\)).** Under the assumptions of Proposition 4.7, for any finite dimensional Trefftz space \(V_p(T_h) \subset T(T_h)\), the solution \((E_{hp}, H_{hp})\) of the Trefftz-DG formulation \((8)\) satisfies the bound

\[
\left( \|\mu^{-1/2}(E - E_{hp})\|_{L^2(Q)}^2 + \|\varepsilon^{-1/2}(H - H_{hp})\|_{L^2(Q)}^2 \right)^{1/2} \leq 3\sqrt{2} C_{\text{stab}} \inf_{(v_E, v_H) \in V_p(T_h)} \|((E, H) - (v_E, v_H))\|_{DG^+},
\]

with \(C_{\text{stab}}\) as in \((19)\).

We prove now the stability bound \((19)\) for the solution of the initial auxiliary problem \((18)\), with additional assumptions on the flux parameters \(\alpha\) and \(\beta\). The proof is based on differentiation of an energy functional and Gronwall’s lemma. In case of constant material parameters \(\varepsilon\) and \(\mu\), one can derive the bound \((19)\), based on an exact representation of the solution \((18)\), with a better constant \(C_{\text{stab}}\) than that of Lemma 4.9, with no additional assumptions on \(\alpha\) and \(\beta\); see appendix A: the generalisation of this argument to higher space dimensions and general geometries is not straightforward.

We introduce some notation. For an element \(K \in T_h\), we denote by \(h_K^x\) its horizontal edge length and set \(h := \max_{K \in T_h} h_K^x\). For a face \(f \subset \partial h^+, f = \partial K_1 \cup \partial K_2\), we define

\[ h_f^x := \min\{h_{K_1}^x, h_{K_2}^x\}, \quad \varepsilon_f := \max\{\varepsilon_{K_1}, \varepsilon_{K_2}\}, \quad \mu_f := \max\{\mu_{K_1}, \mu_{K_2}\}, \]

while for a face \(f \subset \partial F_h^L \cup \partial F_h^R\), \(f \subset \partial K\),

\[ h_f^x := h_K^x, \quad \varepsilon_f := \varepsilon_K, \quad \mu_f := \mu_K. \]

**Lemma 4.9.** Assume that the flux parameters \(\alpha\) and \(\beta\) have the following expressions on any face \(f \subset \partial F_h^L \cup \partial F_h^R\):

\[
\alpha_{1f} = a \frac{h_f^x}{h_f} \varepsilon_f, \quad \beta_{1f} = b \frac{h_f^x}{h_f} \mu_f,
\]

where \(a\) and \(b\) are positive constants independent of the mesh size, the material coefficients, and the local approximating spaces.

The solution \((v_E, v_H)\) of the initial auxiliary problem \((18)\) satisfies the stability bound \((19)\) with

\[
C_{\text{stab}}^2 \leq (N_{\text{hor}} \varepsilon^T c_\infty^2) + \min\{a^{-1}, b^{-1}\} \left( 4T^2 \frac{h_f^x}{h_f} \varepsilon_f^A + h_f^x \varepsilon_f^2 + 2c_\infty^3 N_{\text{hor}} \varepsilon_f^T \right),
\]

where we have set \(N_{\text{hor}} := \# t, such that (x, t) \in \partial F_h^L \cup \partial F_h^R\) for some \(x_L < x < x_R\) and \(c_\infty := \|\psi\|_{L^\infty(Q)}\).

**Proof.** We assume that \(\phi\) and \(\psi\) are continuous and compactly supported in \(Q\); the general case will follow by a density argument.

Let \((v_E, v_H)\) be the solution of problem \((18)\), and set

\[
\mathcal{E}(t) := \frac{1}{2} \int_{\Omega \times \{t\}} (\varepsilon v_E^2 + \mu v_H^2) \, dx.
\]

The initial conditions give \(\mathcal{E}(0) = 0\), while the equations and the boundary conditions imply

\[
\frac{\partial}{\partial t} \mathcal{E}(t) = \int_{\Omega \times \{t\}} \left( v_E \frac{\partial (v_E)}{\partial t} + v_H \frac{\partial (v_H)}{\partial t} \right) \, dx = \int_{\Omega \times \{t\}} \left( - \frac{\partial}{\partial x} (v_E v_H) + v_E v_H + v_H \phi \right) \, dx
\]

\[ = - v_E(x_R, t) v_H(x_R, t) + v_E(x_L, t) v_H(x_L, t) + \int_{\Omega \times \{t\}} (v_E \psi + v_H \phi) \, dx, \]
which in turns implies
\[
\mathcal{E}(t) = \mathcal{E}(0) + \int_0^t \int_{\Omega \times (0, t)} (v_E \psi + v_H \phi) \, dx \, ds,
\]
and
\[
\frac{\partial}{\partial t} \mathcal{E}(t) \leq \frac{1}{2} \int_{\Omega \times (0, t)} \left( \varepsilon v_E^2 + \varepsilon^{-1} \psi^2 + \mu v_H^2 + \mu^{-1} \phi^2 \right) \, dx
\]
\[
= \mathcal{E}(t) + \frac{1}{2} \left\| \varepsilon^{-1/2} \psi \right\|^2_{L^2(\Omega \times (0, t))} + \frac{1}{2} \left\| \mu^{-1/2} \phi \right\|^2_{L^2(\Omega \times (0, t))}.
\]

Gronwall’s lemma as in [9, p. 624], \( \eta'(t) \leq a(t) \eta(t) + b(t) \Rightarrow \eta(t) \leq e^{\int_0^t a(s) \, ds} (\eta(0) + \int_0^t b(s) \, ds) \), applied to (24) gives
\[
\mathcal{E}(t) \leq e^t \left( \mathcal{E}(0) + \frac{1}{2} \left\| \mu^{-1/2} \phi \right\|^2_{L^2(\Omega \times (0, t))} + \frac{1}{2} \left\| \varepsilon^{-1/2} \psi \right\|^2_{L^2(\Omega \times (0, t))} \right).
\]

Taking into account the definition of \( \mathcal{E}(t) \) in (22), the bound (25) allows to control the terms on horizontal faces. We denote by \( T_{\text{hor}} \) the set \( \{ t \in [0, T], \text{ such that } (x, t) \in \mathcal{F}_h^\text{hor} \cup \mathcal{F}_h^\text{vert} \} \); recall that \( N_{\text{hor}} = \# T_{\text{hor}} \). Using \( 1/\varepsilon = \mu \), we have
\[
\left\| \varepsilon^{1/2} v_E \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{1/2} v_H \right\|^2_{L^2(\Omega \times (0, t))} \\
\leq \sum_{t_j \in T_{\text{hor}}} e^{t_j} \left( \left\| \mu^{-1/2} \phi \right\|^2_{L^2(\Omega \times (0, t_j))} + \left\| \varepsilon^{-1/2} \psi \right\|^2_{L^2(\Omega \times (0, t_j))} \right)
\]
\[
\leq (N_{\text{hor}} e^T \varepsilon)^2 \left( \left\| \varepsilon^{1/2} \phi \right\|^2_{L^2(\Omega)} + \left\| \mu^{1/2} \psi \right\|^2_{L^2(\Omega)} \right).
\]

Integrating (22) in \((0, t)\) gives
\[
\left\| \varepsilon^{1/2} v_E \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{1/2} v_H \right\|^2_{L^2(\Omega \times (0, t))} = 2 \int_0^t \mathcal{E}(s) \, ds
\]
\[
\leq 2 \int_0^t \left( \int_{\Omega \times (0, s)} (v_E \psi + v_H \phi) \, dx \, ds \right) \, ds
\]
\[
\leq t \left[ \left\| \varepsilon^{1/2} v_E \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{1/2} v_H \right\|^2_{L^2(\Omega \times (0, t))} \right]^{1/2}
\]
\[
\cdot \left[ \left\| \varepsilon^{-1/2} \psi \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{-1/2} \phi \right\|^2_{L^2(\Omega \times (0, t))} \right]^{1/2},
\]
which implies
\[
\left\| \varepsilon^{1/2} v_E \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{1/2} v_H \right\|^2_{L^2(\Omega \times (0, t))} \leq t^2 \varepsilon \left[ \left\| \varepsilon^{1/2} \phi \right\|^2_{L^2(\Omega \times (0, t))} + \left\| \mu^{1/2} \psi \right\|^2_{L^2(\Omega \times (0, t))} \right].
\]

We proceed now by bounding the terms on vertical edges. We denote by \( x_K \) the midpoint of \( K \) in \( x \) direction, so that \( 2(x - x_K) \leq h^2 \) for all \((x, t) \in K\), by \( \partial K^{\text{WE}} \) and \( \partial K^{\text{SN}} \) the union of the vertical and horizontal edges of \( K \), respectively. Taking into account the expression of \( \alpha \) and \( \beta \) in (20) and defining for brevity \( A := \min\{\alpha^{-1}, \beta^{-1}\}, \) we have
\[
\left\| \beta^{-1/2} v_E \right\|^2_{L^2(\partial K^{\text{WE}})} + \left\| \alpha^{-1/2} v_H \right\|^2_{L^2(\partial K^{\text{WE}})} \\
\leq A \frac{\varepsilon}{h^2} \left( \left\| \mu^{-1/2} v_E \right\|^2_{L^2(\partial K^{\text{WE}})} + \left\| \varepsilon^{-1/2} v_H \right\|^2_{L^2(\partial K^{\text{WE}})} \right)
\]
\[
= A \frac{\varepsilon}{h^2} \frac{2}{h_K} \int_K \frac{\partial}{\partial x} \left( (x - x_K) \mu^{-1} v_E^2 + (x - x_K) \varepsilon^{-1} v_H^2 \right) \, dx \, dt
\]
\[
= \frac{2A}{h^2} \int_K \left( \mu^{-1} v_E^2 + \varepsilon^{-1} v_H^2 + 2(x - x_K) \left( \mu^{-1} v_E \frac{\partial v_E}{\partial x} + \varepsilon^{-1} v_H \frac{\partial v_H}{\partial x} \right) \right) \, dx \, dt.
\]
\[ \frac{18}{h^2} \int_K \left( \mu^{-1}v^2_\mathcal{E} + \varepsilon^{-1}v^2_H + 2(x - x_K) \left( -\frac{\partial}{\partial t}(v_Ev_H) + \mu^{-1}v_E\phi + \varepsilon^{-1}v_H\psi \right) \right) dx \ dt \\
\leq \frac{2A}{h^2} \int_K \left( 2\mu^{-1}v^2_\mathcal{E} + 2\varepsilon^{-1}v^2_H + (x - x_K)^2 \left( \mu^{-1}\phi^2 + \varepsilon^{-1}\psi^2 \right) \right) dx \ dt \\
+ \frac{2A}{h^2} \int_{\partial KN} 2|v_Ev_H| \ dx 
\]

Using \( 2v_Ev_H \leq (\xi v^2_\mathcal{E} + \frac{1}{\xi} v^2_H) \) with weight \( \xi = \varepsilon = (\mu c)^{-1} \), we have the bound

\[
\sum_{K \in \mathcal{T}_h} \left( \| \beta^{-1/2}v_E \|^2_{L^2(\partial K \wedge \partial \mathcal{W}^R)} + \| \alpha^{-1/2}v_H \|^2_{L^2(\partial K \wedge \partial \mathcal{W}^R)} \right) 
\]

\[
= \frac{4A}{h^2} \| \mu^{-1/2}v_E \|^2_{L^2(Q)} + \frac{4A}{h^2} \| \varepsilon^{-1/2}v_H \|^2_{L^2(Q)} + \frac{Ah^2}{2} \| \mu^{-1/2}\phi \|^2_{L^2(Q)} + \frac{Ah^2}{2} \| \varepsilon^{-1/2}\psi \|^2_{L^2(Q)} \\
+ \frac{2A}{h^2} \int_{\mathcal{T} \cap \mathcal{W}^E} c(v_E^2 + \mu v_H^2) \ dx 
\]

\[
\leq A \left( \frac{47}{h^2} \varepsilon^4 + \frac{h^2}{2} \varepsilon^2 + 2\varepsilon N_{\text{hor}} \right) \left( \| \mu^{1/2}\phi \|^2_{L^2(Q)} + \| \mu^{-1/2}\psi \|^2_{L^2(Q)} \right), 
\]

recalling that \( c_\infty = \| \varepsilon \|^2_{L^\infty(Q)} \).

This, together with (26), gives the bound (19) with constant \( C_{stab}^2 \) as in (21). \( \square \)

In case of a tensor product mesh with all elements having horizontal edges of length \( h^x \) and vertical edges of length \( h^y = h^x/c \), the constant \( C_{stab} \) is proportional to \((h^x)^{-1/2} \). We stress that we cannot expect a bound like (19) with \( C_{stab} \) independent of the meshwidth: indeed if the mesh is refined, say, uniformly, while the term in the brackets in the right-hand side of (19) is not modified, the left-hand side grows (consider e.g. the simple case \( \phi = \mu, \psi = 0, v_E = 0, v_H = t \)).

One could attempt to derive the stability bound (19) by controlling with \( (\phi, \psi) \) either the \( H^1(Q) \) or the \( L^\infty(Q) \) norm of \( (v_E, v_H) \), since both these norms would then control the desired mesh-skeleton norm. However, this is not possible, as the solution of problem (18) is in general not bounded in those norms. Consider for example the simple case with source \( \phi = \psi = \sqrt{T} \chi_{(0 < x < t < t-1)} \) for \( \ell \in \mathbb{N} \), in \( Q = (-3,3) \times (0,1) \) and with \( \varepsilon = \mu = 1 \). The source is uniformly bounded in \( L^2(Q) \) with respect to \( \ell \), namely \( \| \phi \|^2_{L^2(Q)} = \| \psi \|^2_{L^2(Q)} = 1 \), but the solution \( v_E = v_H = \sqrt{T} \chi_{(0 < x < t < t-1)} \) has a jump across \( x = t \), so it does not belong to \( H^1(Q) \), and \( \| v_E \|^2_{L^\infty(Q)} = \| v_H \|^2_{L^\infty(Q)} = \sqrt{T} \) is not uniformly bounded with respect to \( \ell \in \mathbb{N} \).

### 4.3 Energy Considerations

Define the continuous and discrete energies at a given time \( t \in [0, T] \):

\[
\mathcal{E}(t) := \frac{1}{2} \int_{\Omega \times [t]} (\varepsilon E^2 + \mu H^2) \ dx, \\
\mathcal{E}_{hp}(t) := \frac{1}{2} \int_{\Omega \times [t]} (\varepsilon E_{hp}^2 + \mu H_{hp}^2) \ dx.
\]

Consider the case where \( E_L = E_R = 0 \) and \( J = 0 \); we have that the energy is preserved for the continuous problem.

In fact, proceeding like in the first step of the proof of Lemma 4.9, taking into account the equations in (1), together with \( E_L = E_R = 0 \) and \( J = 0 \), we have \( \frac{d}{dt} \mathcal{E}(t) = 0 \), which implies \( \mathcal{E}(t) = \mathcal{E}(0) \) for any \( t > 0 \).

We turn now to the discrete case. In order to compute \( \mathcal{E}_{hp}(T) = \frac{1}{2} \int_{\mathcal{F}_h^T} (\varepsilon E_{hp}^2 + \mu H_{hp}^2) \ dx, \) we consider the identity

\[
0 \overset{(13)}{=} \xi_{TDG}(E_{hp}, H_{hp}) - a_{TDG}(E_{hp}, H_{hp}; E_{hp}, H_{hp}) \overset{(13)}{=} \xi_{TDG}(E_{hp}, H_{hp}) - \| (E_{hp}, H_{hp}) \|^2_{DG},
\]

and obtain, by simply expanding both terms and moving to the left-hand side the term on \( \mathcal{F}_h^T \),

\[
\mathcal{E}_{hp}(T) = \frac{1}{2} \int_{\mathcal{F}_h^T} (\varepsilon E_{hp}^2 + \mu H_{hp}^2) \ dx - \frac{1}{2} \int_{\mathcal{F}_h^T} (\varepsilon(E_{hp} - E_0)^2 + \mu(H_{hp} - H_0)^2) \ dx \overset{(28)}{=}
\]
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\[- \frac{1}{2} \int_{\mathcal{F}^u_h} (\varepsilon [E_{hp}]^2 + \mu [H_{hp}]^2) \, dx - \int_{\mathcal{F}^u_v} (\alpha [E_{hp}]^2 + \beta [H_{hp}]^2) \, dt + \int_{\mathcal{F}^v_h} (\alpha E_{hp}(E_L - E_h) + E_L H_{hp} ) \, dt + \int_{\mathcal{F}^v_h} (\alpha E_{hp}(E_R - E_h) - E_R H_{hp} ) \, dt.\]

Observing the signs in the terms of this expression, we note that in the case \( E_L = E_R = 0 \) the method is dissipative: \( E_{hp}(T) \leq \frac{1}{2} \int_{\mathcal{F}^v_h} (\varepsilon [E_0]^2 + \mu [H_0]^2) \, dx.\)

### 4.4 The problem with Robin boundary conditions

So far we have studied the initial boundary value problem (1) with Dirichlet boundary conditions only \( (E = E_{L/R} \text{ on } \mathcal{F}^L_{h/R}) \). In the case of the problem (2) with Robin boundary conditions \( (\varepsilon^{1/2} E - \mu^{1/2} H_{\nabla Q} = g_{L/R} \text{ on } \mathcal{F}^L_{h/R}) \) the formulation and the analysis of the Trefftz-DG scheme follow in the same way. We outline in this section the differences. We denote the modified quantities with the superscript \( \mathcal{R} \).

We fix a new flux parameter \( \delta \in L^\infty(\mathcal{F}^L_h \cup \mathcal{F}^R_h) \) satisfying \( 0 < \delta_\ast \leq \delta \leq \delta_\ast < 1 \). The numerical fluxes (5) on \( \mathcal{F}^L_h \) and \( \mathcal{F}^R_h \) are modified as

\[
\tilde{\mathcal{E}}^R_{hp} = \begin{cases} 
E_{hp} - \delta (E_{hp} + (\mu/\varepsilon)^{1/2} H_{hp} - \varepsilon^{-1/2} g_L) & \text{on } \mathcal{F}^L_h, \\
E_{hp} - \delta (E_{hp} - (\mu/\varepsilon)^{1/2} H_{hp} - \varepsilon^{-1/2} g_R) & \text{on } \mathcal{F}^R_h,
\end{cases}
\]

\[
\tilde{\mathcal{H}}^R_{hp} = \begin{cases} 
H_{hp} + (1 - \delta)(- (\varepsilon/\mu)^{1/2} E_{hp} - H_{hp} + \mu^{-1/2} g_L) & \text{on } \mathcal{F}^L_h, \\
H_{hp} + (1 - \delta)((\varepsilon/\mu)^{1/2} E_{hp} - H_{hp} - \mu^{-1/2} g_R) & \text{on } \mathcal{F}^R_h.
\end{cases}
\]

This choice arises from imposing consistency (i.e. for \( E_{hp} = E \) and \( H_{hp} = H \) we recover \( \tilde{\mathcal{E}}^R = E \) and \( \tilde{\mathcal{H}}^R = H \)), and imposing that the fluxes themselves satisfy the boundary condition (i.e. \( \varepsilon^{1/2} \tilde{\mathcal{E}}^R_{hp} - \mu^{1/2} \tilde{\mathcal{H}}^R_{hp} n_\nabla Q = g_{L/R} \)). We note that now the parameter \( \alpha \) needs to be defined on \( \mathcal{F}^\ast_{h} \) only (as opposed to on \( \mathcal{F}^\ast_{h} \cup \mathcal{F}^L_h \cup \mathcal{F}^R_h \) in the case of Dirichlet boundary conditions).

The bilinear forms \( a_{DG}(\cdot, \cdot) \) in (7) and \( a_{TDG}(\cdot, \cdot) \) in (9) are modified only in the terms on \( \mathcal{F}^L_h \) and \( \mathcal{F}^R_h \); for example, \( a_{TDG}(\cdot, \cdot) \) becomes

\[
a^R_{TDG}(E_{hp}, H_{hp}; v_E, v_H) = \ldots + \int_{\mathcal{F}^L_h} \left( - (1 - \delta) E_{hp} v_H + \delta (\mu/\varepsilon)^{1/2} H_{hp} v_E - \delta H_{hp} v_H - \delta (\varepsilon/\mu)^{1/2} E_{hp} v_E \right) \, dt \\
+ \int_{\mathcal{F}^R_h} \left( (1 - \delta) E_{hp} v_H + \delta (\mu/\varepsilon)^{1/2} H_{hp} v_E + \delta H_{hp} v_H + (1 - \delta)(\varepsilon/\mu)^{1/2} E_{hp} v_E \right) \, dt.
\]

Similarly, the terms on lateral sides of the linear functional \( \ell_{DG}(\cdot) \) become

\[
\ell^R_{DG}(v_E, v_H) = \ldots + \int_{\mathcal{F}^L_h} \left( \delta \varepsilon^{-1/2} v_H + (1 - \delta) \mu^{-1/2} v_E \right) g_L \, dt \\
+ \int_{\mathcal{F}^R_h} \left( - \delta \varepsilon^{-1/2} v_H + (1 - \delta) \mu^{-1/2} v_E \right) g_R \, dt;
\]

the same holds for \( \ell_{DG}(\cdot) \). We also modify the terms on \( \mathcal{F}^L_h \cup \mathcal{F}^R_h \) in the DG norm in (12) as follows:

\[
\| (v_E, v_H) \|^2_{DG^\ast} = \ldots + \| (1 - \delta)^{1/2}(\varepsilon/\mu)^{1/4} v_E \|^2_{L^2(\mathcal{F}^L_h \cup \mathcal{F}^R_h)} + \| \delta^{1/2}(\mu/\varepsilon)^{1/4} v_H \|^2_{L^2(\mathcal{F}^L_h \cup \mathcal{F}^R_h)}.
\]

Note that now, on \( \mathcal{F}^L_h \) and \( \mathcal{F}^R_h \), both \( v_E \) and \( v_H \) are controlled by the DG\(^R\) norm. For this reason, in view of establishing a continuity property for \( a^R_{TDG}(\cdot, \cdot) \), we define the DG\(^R\ast\) norm to be equal to the DG\(^\ast\) norm in (12) after removing the last term on the lateral sides.

The coercivity property of Lemma 4.1 and Proposition 4.2 holds without modifications for \( a^R_{TDG}(\cdot, \cdot) \) and \( \| \cdot \|^2_{DG^\ast} \). The continuity constant of the sesquilinear form now depends on the parameter \( \delta \):

\[
| a^R_{TDG}(E, H; v_E, v_H) | \leq C^R_c \| (E, H) \|_{DG^\ast} \| (v_E, v_H) \|_{DG^\ast}
\]
for all \((E, H), (v_E, v_H) \in T(T_h)\) with

\[
C^R_c := \sqrt{2} \left( 1 + \max \left\{ \frac{1 - \delta_*}{\delta_*}, \frac{\delta^*}{1 - \delta_*} \right\} \right)^{1/2}.
\]  

(29)

Note that the simplest choice \(\delta = 1/2\) on \(\mathcal{F}^L_h \cup \mathcal{F}^R_h\) gives \(C^R_c = 2\sqrt{2}\). As in Theorem 4.4, the quasi-optimality follows:

\[
\|\|(E, H) - (E_{hp}, H_{hp})\|\|_{DG^*} \leq (1 + C^R_c) \inf_{(v_E, v_H) \in V_p(T_h)} \|\|(E, H) - (v_E, v_H)\|\|_{DG^*}. \tag{30}
\]

The linear functional \(\mathcal{E}^R_{TDG}(\cdot)\) is now bounded in the \(DG^R\) norm, even for non-zero boundary conditions, thus the Trefftz-DG solution depends continuously on the problem data. This is a slightly stronger property than that holding in the Dirichlet case, see Remark 4.5.

Homogeneous Robin boundary conditions, as written in (2) with \(g_L = g_R = 0\), correspond to absorbing materials, i.e. waves hitting the boundary are not reflected back into the domain \(Q\). In the non-homogeneous case, \(g_L\) and \(g_R\) define the wave components entering \(Q\) from the sides. This is reflected in the following energy identity for the continuous problem:

\[
\mathcal{E}^R(R) = \mathcal{E}^R(0) + \int_{\mathcal{F}^L_h} EH \, dt - \int_{\mathcal{F}^R_h} EH \, dt
\]

\[
= \mathcal{E}^R(0) - \int_{\mathcal{F}^L_h \cup \mathcal{F}^R_h} \left( \delta(\mu/\varepsilon)^{1/2} H^2 + (1 - \delta)(\varepsilon/\mu)^{1/2} E^2 \right) \, dt
\]

\[
+ \int_{\mathcal{F}^L_h} \left( \delta \varepsilon^{-1/2} H + (1 - \delta)\mu^{-1/2} E \right) g_L \, dt + \int_{\mathcal{F}^R_h} \left( - \delta \varepsilon^{-1/2} H + (1 - \delta)\mu^{-1/2} E \right) g_R \, dt.
\]

The second equality is derived by splitting \(EH = \delta EH + (1 - \delta)EH\), then substituting in the first and second term the expressions of \(E\) and \(H\), respectively, given by the boundary conditions in (2). Note that the value of the right-hand side is the same for any \(\delta \in [0,1]\).

This identity is closely replicated by the Trefftz-DG discretisation: in the evolution (28) of the discrete energy \(\mathcal{E}_{hp}\), the terms on \(\mathcal{F}^L_h\) and \(\mathcal{F}^R_h\) are substituted by

\[
\mathcal{E}^R_{hp}(T) = \ldots - \int_{\mathcal{F}^L_h \cup \mathcal{F}^R_h} \left( \delta(\mu/\varepsilon)^{1/2} H^2_{hp} + (1 - \delta)(\varepsilon/\mu)^{1/2} E^2_{hp} \right) \, dt
\]

\[
+ \int_{\mathcal{F}^L_h} \left( \delta \varepsilon^{-1/2} H_{hp} + (1 - \delta)\mu^{-1/2} E_{hp} \right) g_L \, dt + \int_{\mathcal{F}^R_h} \left( - \delta \varepsilon^{-1/2} H_{hp} + (1 - \delta)\mu^{-1/2} E_{hp} \right) g_R \, dt.
\]

Defining \(\alpha\) on \(\mathcal{F}^L_h \cup \mathcal{F}^R_h\) to be equal to \((1 - \delta)(\varepsilon/\mu)^{1/2}\), we note that \(||(w_E, w_H)||_{DG} \leq ||(w_E, w_H)||_{DG^R}\) for all Trefftz functions \((w_E, w_H) \in T(T_h)\). This guarantees that the result of Proposition 4.7, namely the control of the \(L^2(Q)\) norm with the DG norm for Trefftz functions, holds for the \(DG^R\) norm as well.

Combining the results sketched in this section with the approximation bounds derived in section 5 (which are independent of the type of boundary conditions employed), we obtain convergence estimates for the Trefftz-DG scheme for problem (2); this is addressed in Remarks 6.4 and 6.5 below.

## 5 Best approximation estimates

### 5.1 Left- and right-propagating waves

In order to approximate the solutions of the Maxwell system, we decompose them into two components, one propagating to the right and one to the left. This allows to represent the solutions in terms of two functions of one real variable. In this section we describe the relation between fields defined in the space–time domain and their one-dimensional representations. In the next section this will be used to reduce the proof of approximation estimates for Trefftz spaces to classical one-dimensional polynomial approximation results.

Let \(D = (x_0, x_1) \times (t_0, t_1)\) be a space–time rectangle such that \(\varepsilon\) and \(\mu\) are constant in it. In correspondence to \(D\), we define the two intervals

\[
\Omega_D^L := (x_0 - ct_1, x_1 - ct_0),
\]

\[
\Omega_D^R := (x_0 + ct_0, x_1 + ct_1),
\]

(31)
and denote their length by
\[ h_D := x_1 - x_0 + c(t_1 - t_0). \] (32)

Their relevance is the following: the restriction to \( D \) of the solution of a Maxwell initial value problem posed in \( \mathbb{R} \times \mathbb{R}^+ \) will depend only on the initial conditions posed on \( \Omega_D^+ \cup \Omega_D^- \); see Figure 1.

Figure 1: The intervals \( \Omega^\pm_D \) in (31) corresponding to the space–time rectangle \( D \).

Let \( \alpha = (\alpha_x, \alpha_t) \in \mathbb{N}_0^2 \) be a multi-index; for a sufficiently smooth function \( v \), we define its anisotropic derivative \( D_c^\alpha v \) as
\[
D_c^\alpha v(x,t) := \frac{1}{c^{\alpha_t}} D_c^\alpha v(x,t) = \frac{1}{c^{\alpha_t}} \frac{\partial^{\alpha}|v(x,t)}{\partial x^{\alpha_x} \partial t^{\alpha_t}}.
\]

Note that, if \( u \) and \( w \) satisfy
\[
u(x,t) = u_0(x - ct), \quad w(x,t) = w_0(x + ct), \quad \text{with} \quad u_0 \text{ and } w_0 \text{ defined in } \Omega_D^+ \text{ and } \Omega_D^-, \text{ respectively, then}
\]
\[
D_c^\alpha u(x,t) = (-1)^{\alpha_t} u_0^{(|\alpha|)}(x - ct),
\]
\[
D_c^\alpha w(x,t) = u_0^{(|\alpha|)}(x + ct).
\]

We define the Sobolev spaces \( W_{\lambda}^j(\Omega) \) and \( H^j(\Omega) \) as the spaces of functions whose \( D_c^\alpha \) derivatives, \( 0 \leq |\alpha| \leq j \), belong to \( L^\infty(\Omega) \) and \( L^2(\Omega) \), respectively. We define the following seminorms:
\[
|v|_{W^j(\Omega)} := \sup_{|\alpha| = j} \|D_c^\alpha v\|_{L^\infty(\Omega)}, \quad |v|_{H^j(\Omega)}^2 := \sum_{|\alpha| = j} \|D_c^\alpha v\|_{L^2(\Omega)}^2.
\]

Note that for \( j = 0 \) they reduce to the usual \( L^\infty(\Omega) \) and \( L^2(\Omega) \) norms and we omit the subscript \( c \). On the segments \( \Omega_D^\pm \), the \( W_{\lambda}^\infty(\Omega_D^\pm) \) and \( H^j(\Omega_D^\pm) \) seminorms are defined in the standard way. We finally define the weighted \( H^j_c(D) \) norm (recall the definition of \( h_D \) in (32))
\[
\|v\|_{H^j_c(D)} := h_D^{-1} \|v\|_{L^2(D)} + h_D \|v\|_{H^j(D)}^2.
\]

Proposition 5.1. Assume that \( u(x,t) = u_0(x - ct) \) for \( (x,t) \in D \). Then, for \( j \in \mathbb{N}_0 \),

(i) \( u \in W^j_{\lambda} \) if and only if \( u_0 \in W^j_{\lambda}(\Omega_D^-) \), and
\[
|u|_{W^j_{\lambda}(\Omega)} = |u_0|_{W^j_{\lambda}(\Omega_D^-)};
\]

(ii) if \( u \in W^j_{\lambda}(\Omega) \), then \( u_0 \in H^j(\Omega_D^-) \), and
\[
|u_0|_{H^j(\Omega_D^-)}^2 \leq h_D \|u\|_{W^j_{\lambda}(\Omega)}^2;
\]

(iii) if \( u_0 \in H^j(\Omega_D^-) \), then \( u \in H^j_c(D) \), and
\[
|u|_{H^j_c(D)}^2 \leq (j + 1) \min \left\{ \left( t_1 - t_0 \right), \left( \frac{x_1 - x_0}{c} \right) \right\} |u_0|_{H^j(\Omega_D^-)}^2.
\]

Furthermore, if \( j = 1 \),
\[
\|u\|_{H^1_c(D)}^2 \leq \frac{1}{c} \|u_0\|_{L^2(\Omega_D^-)}^2 + \frac{2h_D^2}{c} |u_0|_{H^1(\Omega_D^-)}^2.
\]
A similar result holds for \( w(x,t) = w_0(x + ct) \), with \( \Omega_D^+ \) instead of \( \Omega_D \).

**Proof.** For the \( W^j_{2,\infty}(D) \)-seminorms in (i), we have

\[
|u|_{W^j_{2,\infty}(D)} = \sup_{|\alpha|=j} \|D^\alpha u\|_{L^\infty(D)} = \sup_{|\alpha|=j} \left\| u^{(\alpha)}_0(x - ct) \right\|_{L^\infty(D)} = |u|_{W^j_{2,\infty}(\Omega_D^+)},
\]

For the bound of \( |u_0|^2_{H^j(\Omega_D^+)} \) in (ii), we have

\[
|u_0|^2_{H^j(\Omega_D^+)} = \int_{\Omega_D^+} |u_0^{(j)}(z)|^2 \, dz \leq |\Omega_D^+| \sup_{z \in \Omega_D^+} |u_0^{(j)}(z)|^2 = |\Omega_D^+| \sup_{|\alpha|=j, (x,t) \in D} |D^\alpha u(x,t)|^2 = hD |u|^2_{W^j_{2,\infty}(D)}.
\]

Consider now the \( H^j(\Omega_D^+) \)-seminorm. We have

\[
|u|^2_{H^j(\Omega_D^+)} = \sum_{|\alpha|=j} \iint_D |D^\alpha u|^2 \, dx \, dt = \sum_{|\alpha|=j} \iint_D \left| u^{(\alpha)}_0(x - ct) \right|^2 \, dx \, dt = (j + 1) \int \int \left| u^{(j)}_0(x - ct) \right|^2 \, dx \, dt
\]

\[
\leq (j + 1) \min \left\{ \int_{t_0}^{t_1} \left| u^{(j)}_0 \right|^2_{L^2(x_0 - ct_0, x_1 - ct_1)} \, dt, \int_{x_0}^{x_1} \frac{1}{c} \left| u^{(j)}_0 \right|^2_{L^2(x_0 - ct, x_1 - ct)} \, dx \right\}
\]

\[
\leq (j + 1) \min \left\{ \left( t_1 - t_0 \right), \frac{(x_1 - x_0)}{c} \right\} \left| u^{(j)}_0 \right|^2_{L^2(\Omega_D^+)},
\]

from which the desired bound in (iii) follows. Note that the two terms in the curly braces in the last equality are equal to each other.

The result for \( w \) is obtained in the same way. \( \square \)

**Remark 5.2.** The inequality opposite to that in item (iii) of Proposition 5.1 is not true. For example, the functions \( u_0, \ell(z) = \sqrt{\ell} \chi_{(x_0 - ct_1, x_0 - ct_1 + \ell - 1)}(z) \) (where \( \chi_{(a,b)} \) denotes the characteristic function of the interval \( (a,b) \)) belong to \( L^2(\Omega_D^+) \) for sufficiently large \( \ell \in \mathbb{N} \), and \( \|u_0, \ell\|_{L^2(\Omega_D^+)} = 1 \). On the other hand, \( u_\ell(x,t) = u_0, \ell(x - ct) \in L^2(D) \) but \( \|u_\ell\|_{L^2(D)} = (2\ell)^{-1/2} \), so no bound \( \|u_\ell, \ell\|_{L^2(\Omega_D^+)} \leq C \|u_\ell\|_{L^2(D)} \) with \( C \) independent of \( \ell \) is possible.

## 5.2 Local discrete Trefftz spaces

Given a rectangle \( D \) as above, we define the corresponding local Trefftz space as

\[
T(D) := \left\{ (E,H) \in H^1(D)^2, \quad \frac{\partial E}{\partial x} + \frac{\partial (\mu H)}{\partial t} = \frac{\partial H}{\partial x} + \frac{\partial (\varepsilon E)}{\partial t} = 0 \text{ in } D \right\}.
\]

Any Trefftz field \( (E,H) \in T(D) \) can be decomposed as

\[
(E,H) = \left( \frac{u + w}{2\varepsilon^{1/2}}, \frac{u - w}{2\mu^{1/2}} \right), \quad \text{with } u = \varepsilon^{1/2} E + \mu^{1/2} H \quad \text{and} \quad w = \varepsilon^{1/2} E - \mu^{1/2} H. \tag{35}
\]

The waves \( u \) and \( w \) satisfy (33), i.e. they propagate in the right and the left direction, respectively.

Conversely, for any \( u_0 \in C^m(\overline{\Omega_D^+}) \) and \( w_0 \in C^m(\overline{\Omega_D^+}) \) for \( m \in \mathbb{N}_0 \), the functions \( u \) and \( w \) as defined in (33) satisfy the wave equation (3) in \( D \), and the field \( (E,H) \) obtained combining them as in (35) belongs to \( T(D) \cap C^m(\overline{D})^2 \).
This suggests a construction of discrete subspaces of \( T(D) \): given \( p \in \mathbb{N}_0 \) and two sets of \( p+1 \) linearly independent functions \( \Phi^- = \{ \varphi_0^-, \ldots, \varphi_p^- \} \subset C^m(\overline{\Omega}_D^-) \) and \( \Phi^+ = \{ \varphi_0^+, \ldots, \varphi_p^+ \} \subset C^m(\overline{\Omega}_D^+) \) we define the space

\[
V_p(D) := \text{span} \left\{ \left( \varphi_0^-(x - ct), \frac{\varphi_0^-(x - ct)}{2\mu^{1/2}} \right), \ldots, \left( \varphi_p^-(x - ct), \frac{\varphi_p^-(x - ct)}{2\mu^{1/2}} \right), \left( \varphi_0^+(x + ct), \frac{-\varphi_0^+(x + ct)}{2\mu^{1/2}} \right), \ldots, \left( \varphi_p^+(x + ct), \frac{-\varphi_p^+(x + ct)}{2\mu^{1/2}} \right) \right\},
\]

which is a subspace of \( T(D) \cap C^m(\overline{\Omega}_D)^2 \) with dimension \( 2(p+1) \).

By virtue of Proposition 5.1, the approximation properties of \( V_p(D) \) in \( T(D) \) only depend on the approximation properties of the one-dimensional functions \( \{ \varphi_0^+ \ldots, \varphi_p^+ \} \): for all \( (E, H) \in T(D) \cap W^{1,\infty}_2(D)^2 \), defining \( u, w, u_0 \) and \( w_0 \) from \( (E, H) \) using (35) and (33),

\[
\begin{align*}
\inf_{(E_{hp}, H_{hp}) \in V_p(D)} & \left( \left\| \varepsilon^{1/2}(E - E_{hp}) \right\|_{W^{1,\infty}_2(D)} + \left\| \mu^{1/2}(H - H_{hp}) \right\|_{L^2_2(D)} \right) \\
\stackrel{(35)}{=} & \inf_{u_0, p \in \text{span}\{\varphi_0^-, \ldots, \varphi_p^-\}, w_0, p \in \text{span}\{\varphi_0^+, \ldots, \varphi_p^+\}} \left( \frac{1}{2} \left| u(x, t) - u_0, p(x - ct) + w(x, t) - w_0, p(x + ct) \right|_{W^{1,\infty}_2(D)} \right) \\
& + \left| u(x, t) - u_0, p(x - ct) - w(x, t) + w_0, p(x + ct) \right|_{W^{1,\infty}_2(D)} \right)
\end{align*}
\]

Prop. 5.1 (i) \leq \inf_{u_0, p \in \text{span}\{\varphi_0^-, \ldots, \varphi_p^-\}} \left| u_0 - u_0, p \right|_{W^{1,\infty}_2(\Omega_D^-)} + \inf_{w_0, p \in \text{span}\{\varphi_0^+, \ldots, \varphi_p^+\}} \left| w_0 - w_0, p \right|_{W^{1,\infty}_2(\Omega_D^+)}.

while for all \( (E, H) \in T(D) \cap H^2_2(D)^2 \)

\[
\begin{align*}
\inf_{(E_{hp}, H_{hp}) \in V_p(D)} & \left( \left\| \varepsilon^{1/2}(E - E_{hp}) \right\|_{H^2(D)}^2 + \left\| \mu^{1/2}(H - H_{hp}) \right\|_{H^2(D)}^2 \right) \\
\stackrel{\text{Prop. 5.1 (ii)}}{\leq} & \left( \min \left\{ (t_1 - t_0), \frac{1}{c} \right\} \right) \left( \inf_{u_0, p \in \text{span}\{\varphi_0^-, \ldots, \varphi_p^-\}} \left| u_0 - u_0, p \right|_{H^1(\Omega_D^-)}^2 + \inf_{w_0, p \in \text{span}\{\varphi_0^+, \ldots, \varphi_p^+\}} \left| w_0 - w_0, p \right|_{H^1(\Omega_D^+)}^2 \right).
\end{align*}
\]

In the following, we are going to consider polynomial bases; alternative choices, e.g. trigonometric functions, are possible, as suggested in [30, section 3.1].

### 5.3 Polynomial Trefftz spaces

The most straightforward choice for the space \( V_p(D) \) is to take a polynomial basis: \( \Phi^- = \Phi^+ = \{ z^{j} \}_{j=0}^p \). (Of course, in practical implementations of the Trefftz-DG method different choices of the basis for the same space might be preferred, e.g. Legendre polynomials; this however does not affect the approximation properties of the discrete space and the orders of convergence of the scheme.) In this case, the general field \((v_E, v_H) \in V_p(D)\) can be written as

\[
\begin{align*}
v_E(x, t) &= e^{-1/2} a_0 + e^{-1/2} \sum_{j=1}^{p} a_j (x - ct)^j + e^{-1/2} \sum_{j=1}^{p} b_j (x + ct)^j, \quad (x, t) \in D, \\
v_H(x, t) &= \mu^{-1/2} b_0 + \mu^{-1/2} \sum_{j=1}^{p} a_j (x - ct)^j - \mu^{-1/2} \sum_{j=1}^{p} b_j (x + ct)^j, \quad a_j, b_j \in \mathbb{R}, \ (x, t) \in D.
\end{align*}
\]

Note that the space \( V_p(D) \) has dimension \( 2p+2 \), while the full polynomial space of the same degree \((\mathbb{P}^p)^2\) has much higher dimension \((p+1)(p+2)\) but similar approximation properties for solutions of wave equations, as demonstrated for example in Figure 2 below. Instead of \((\mathbb{P}^p)^2\), tensor product polynomial spaces could be considered; the space dimension would be \((p+1)^2\) and the approximation rates would remain unchanged.

We recall that our goal is to control the best approximation error in the DG norm. Observing its definition (12), it is enough to control the error either in \( L^\infty(Q) \) or in \( H^1_2(Q) \).
Following the second route, we prove simple approximation bounds in $H^1_\Omega(Q)$, for a general rectangle $D \subset Q$, which will be chosen as a mesh element in section 6.

We first consider approximation bounds for functions with limited Sobolev regularity; then, we prove approximation estimates with exponential rates in the polynomial degree for analytic functions.

### 5.3.1 Algebraic approximation

Classical $hp$-approximation results, together with a scaling argument, give the following one-dimensional polynomial approximation bound (see [31, Corollary 3.15], with the norms defined in [31, equation (3.3.10)]: for all $u \in H^{s+1}(a,b)$, $s, p \in \mathbb{N}$, and $s \leq p$,

\[
\inf_{P \in \mathbb{P}^p(a,b)} \left( \frac{(p+1)!}{(b-a)^2} \| u - P \|_{L^2(a,b)} + \| u - P \|_{H^1(a,b)} \right) \leq \frac{(p-s)!}{(p+s)!} \| (b-a)^{2s} + \| u \|_{H^{s+1}(a,b)} \},
\]

(39)

where $\mathbb{P}^p(a,b)$ denotes the space of polynomials of degree at most $p$ in the interval $[a, b]$. Combining (39) with the bound (37) proved in the previous section, the definitions of $\Omega_E$ (31), $h_D$ (32), $u, w$ (35), and $u_0, w_0$ (33), we have for all $(E, H) \in T(D) \cap W^{s+1, \infty}(D)^2$,

\[
\inf_{(E_h, H_h) \in V_p(D)} \left( \left\| \frac{1}{2} (E - E_{hp}) \right\|_{H^1(D)}^2 + \left\| \frac{1}{2} (H - H_{hp}) \right\|_{H^1(D)}^2 \right) \leq \frac{4}{c} \frac{(p-s)!}{(p+s)!} L_D^{2s+3} \left( \| u_0 \|_{W^{s+1, \infty}(\Omega_D)} + \| w_0 \|_{W^{s+1, \infty}(\Omega_D)} \right),
\]

(40)

This bound can be used as best approximation estimate in the convergence analysis of the Trefftz-DG method; we will do this in section 6. Combining a suitable variant of (39) with the bounds in section 5.2, one could easily obtain similar bounds in $W^{s+1, \infty}(D)$ and $H^1_\Omega(D)$; however, since the inequality opposite to that of item (iii) in Proposition 5.1 does not hold (see Remark 5.2), we are not able to obtain $H^1_\Omega(D)$ norms of $(E, H)$ at the right-hand side of the approximation bounds.

### 5.3.2 Exponential approximation

The degree $p$ of the polynomial Trefftz discrete space enters the approximation bound (40) through the factor $(p-s)!/(p+s)!$, which leads to algebraic convergence with order depending only on the solution regularity $s$. Classical polynomial approximation theory shows that, if $E$ and $H$ admit analytic extension in a complex neighbourhood of $D$, then exponential convergence in the polynomial degree $p$ is achieved.

Indeed, if $u_0$ and $w_0$ are analytic in the complex ellipses with foci at the extrema of $\Omega_D$ and $\Omega_D^+$, respectively, and of length $\rho_D(x_1 - x_0 + c(t_1 - t_0))/2$ for $\rho_D > 1$, then by the classical Bernstein theorem (e.g. [7, Chapter 7, Theorem 8.1]) the exponential convergence rate in $L^\infty(\Omega_D)$ of the polynomial approximation of $u_0$ and $w_0$ is $\rho_D$:

\[
\inf_{P \in \mathbb{P}^p(\Omega_D)} \| u_0 - P \|_{L^\infty(\Omega_D)} + \inf_{P \in \mathbb{P}^p(\Omega_D^+)} \| w_0 - P \|_{L^\infty(\Omega_D^+)} \leq C_{D, \text{Bern}} \rho_D^{-p},
\]

(41)

for some constant $C_{D, \text{Bern}} > 0$ independent of $p$. As in (40), combining (36) and (41), we obtain the following exponential approximation bound in the space–time rectangle:

\[
\inf_{(E_h, H_h) \in V_p(D)} \left( \left\| \frac{1}{2} (E - E_{hp}) \right\|_{L^\infty(D)} + \left\| \frac{1}{2} (H - H_{hp}) \right\|_{L^\infty(D)} \right) \leq C_{D, \text{Bern}} \rho_D^{-p}.
\]

(42)
6 Convergence rates

We now derive the convergence rates of the Trefftz-DG method with polynomial approximating spaces

\[ \mathbf{V}_p(\mathcal{T}_h) = \{(v_E, v_H) \in L^2(Q)^2 : (v_E, v_H)|_K \text{ are as in (38)} \text{ with } p = p_K\}. \]  

(43)

The two main ingredients are the quasi-optimality results investigated in section 4 and the best approximation bounds proved in section 5. To combine them, we need to control the \(D^+\) norm (12) of the approximation error with its \(H^1_0(Q)\) norm, weighted with \(\varepsilon\) and \(\mu\), to be able to use the bound (40). To this purpose, we define the following parameters:

\[ \zeta_K := \max \left\{ \left\| \alpha \varepsilon^{-1} \right\|_{L^\infty(\partial K \cap (\mathcal{F}^{ver} \cup \mathcal{F}^{hor}))}, \left\| \alpha^{-1} \mu^{-1} \right\|_{L^\infty(\partial K \cap (\mathcal{F}^{ver} \cup \mathcal{F}^{hor}))}, \left\| \beta \mu^{-1} \right\|_{L^\infty(\partial K \cap \mathcal{F}^{ver})}, \left\| \beta^{-1} \varepsilon^{-1} \right\|_{L^\infty(\partial K \cap \mathcal{F}^{ver})} \right\} \quad \forall K \in \mathcal{T}_h. \]  

(44)

For any mesh element \(K \in \mathcal{T}_h\), we denote by \(h_K^x, h_K^y\) the lengths of its horizontal and vertical edges, respectively, i.e. the local meshwidths of the discretisation.

Before stating our main convergence theorem, we prove a simple explicit trace inequality for functions defined on rectangles.

**Lemma 6.1.** Given a space-time rectangle \(D = (x_0, x_1) \times (t_0, t_1)\), denote by \(\partial D^{SN} = (x_0, x_1) \times \{t_0, t_1\}\) and \(\partial D^{WE} = \{x_0, x_1\} \times (t_0, t_1)\) the decomposition of its boundary in opposite sides. For all \(u \in H^1(D)\), we have the following trace estimates:

\[ \left\| u \right\|_{L^2(\partial D^{SN})}^2 \leq \frac{4}{t_1 - t_0} \left\| u \right\|_{L^2(D)}^2 + \frac{t_1 - t_0}{2} \left\| \frac{\partial u}{\partial t} \right\|_{L^2(D)}^2, \]  

(45)

\[ \left\| u \right\|_{L^2(\partial D^{WE})}^2 \leq \frac{4}{x_1 - x_0} \left\| u \right\|_{L^2(D)}^2 + \frac{x_1 - x_0}{2} \left\| \frac{\partial u}{\partial x} \right\|_{L^2(D)}^2. \]

**Proof.** We assume without loss of generality that \(D\) is centred at the origin, i.e. \(x_0 = -x_1\) and \(t_0 = -t_1\). The first bound is a simple consequence of the fundamental theorem of calculus:

\[ \left\| u \right\|_{L^2(\partial D^{SN})}^2 = \int_{(-x_1, x_1) \times (-t_1, t_1)} u^2 \, dx \]

\[ = \frac{1}{t_1} \int_{-t_1}^{t_1} \int_D \left( \frac{\partial (u^2)}{\partial t} \right) \, dx \, dt 
\]

\[ = \frac{1}{t_1} \int_{-t_1}^{t_1} \int_D \left( u^2 + 2tu \frac{\partial u}{\partial t} \right) \, dx \, dt 
\]

\[ \leq \frac{1}{t_1} \left\| u \right\|_{L^2(D)}^2 + 2 \left\| u \right\|_{L^2(D)} \left\| \frac{\partial u}{\partial t} \right\|_{L^2(D)} \leq \frac{2}{t_1} \left\| u \right\|_{L^2(D)} + t_1 \left\| \frac{\partial u}{\partial t} \right\|_{L^2(D)}. \]

The first inequality in (45) follows from \(t_1 = (t_1 - t_0)/2\); the second bound is derived in a similar way.

**Theorem 6.2.** For all \(K \in \mathcal{T}_h\), fix \(p_K, s_K \in \mathbb{N}\) with \(1 \leq s_K \leq p_K\) and assume that the restriction to \(K\) of the solution \((E, H)\) of the initial boundary value problem (1) with \(J = 0\) belongs to \(W^{s_K+1, \infty}(K)\). Define the discrete space \(\mathbf{V}_p(\mathcal{T}_h) \subset \mathbf{T}(\mathcal{T}_h)\) as in (43), and let \((E_{h,p}, H_{h,p})\) be the solution of the corresponding Trefftz-DG variational formulation (8). Then, the following bound holds true:

\[ \|((E, H) - (E_{h,p}, H_{h,p}))\|_{DG} \leq \frac{12}{\sqrt{\varepsilon}} \sum_{K \in \mathcal{T}_h} \left( 6 \left( e + \frac{h_K^x}{h_K^y} \right) + 8 \zeta_K \left( 1 + \frac{h_K^z}{h_K^x} \right) \right)^{1/2} \left( e/2 \right)^{3/2} \frac{h_K^x}{p_K^{s_K}} \left( \frac{\|h_K^x + ch_K^{1+\frac{3}{2}}\|_{W^{s_K+1, \infty}(K)}}{|p_K^{s_K}} \right). \]  

(46)
If the bound \((19)\) holds true for the solution of the auxiliary problem \((18)\), we also have the following bound in \(L^2(Q)\):
\[
\left( \left\| \mu^{-1/2}(E - E_{hp}) \right\|_{L^2(Q)}^2 + \left\| \varepsilon^{-1/2}(H - H_{hp}) \right\|_{L^2(Q)}^2 \right)^{1/2} \\
\leq \frac{12 \sqrt{2}}{\sqrt{\varepsilon}} C_{\text{stab}} \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right)^{1/2} \left( \frac{\varepsilon}{2} \right)^{\frac{3}{4}} \frac{\varepsilon}{p_K} \left( h_K + ch_{K}^l \right)^{\varepsilon + \frac{2}{p}} \\
\cdot \left( \left\| \varepsilon^{1/2} E \right\|_{W^{2,K+1,\infty}_e(K)} + \left\| \mu^{1/2} H \right\|_{W^{2,K+1,\infty}_e(K)} \right),
\]
(47)
with \(C_{\text{stab}}\) from \((19)\).

**Proof.** Given an element \(K \in \mathcal{T}_h\), we denote by \(\partial K^N\), \(\partial K^S\), \(\partial K^W\), and \(\partial K^E\) its North, South, West and East sides, respectively, North pointing in the positive time direction, and set \(\partial K^\text{WE} := \partial K^W \cup \partial K^E\).

For all \((v_E, v_H) \in H^1(\mathcal{T}_h)^2\), expanding the \(\text{DG}^+\) norm \((12)\), using the definition \((44)\) of \(\zeta_K\) and the trace inequalities \((45)\), we have the bound
\[
\left\| (v_E, v_H) \right\|_{\text{DG}^+}^2 \leq \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right) \left( \left\| \varepsilon^{1/2} E \right\|_{L^2(K)}^2 + \left\| \mu^{1/2} H \right\|_{L^2(K)}^2 \right) \\
+ \frac{3}{4} \left( \left\| \frac{\partial (\varepsilon^{1/2} E)}{\partial t} \right\|_{L^2(K)}^2 + \left\| \frac{\partial (\mu^{1/2} H)}{\partial t} \right\|_{L^2(K)}^2 \right) \\
+ \zeta_K h_K \left( \left\| \frac{\partial (\varepsilon^{1/2} E)}{\partial x} \right\|_{L^2(K)}^2 + \left\| \frac{\partial (\mu^{1/2} H)}{\partial x} \right\|_{L^2(K)}^2 \right) \\
\leq \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right) \left( \left\| \varepsilon^{1/2} E \right\|_{H^1_0(K)}^2 + \left\| \mu^{1/2} H \right\|_{H^1_0(K)}^2 \right) \\
\leq \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right)^{1/2} \left( \frac{\varepsilon}{2} \right)^{\frac{3}{4}} \frac{\varepsilon}{p_K} \left( h_K + ch_{K}^l \right)^{\varepsilon + \frac{2}{p}} \\
\cdot \left( \left\| \varepsilon^{1/2} E \right\|_{W^{2,K+1,\infty}_e(K)} + \left\| \mu^{1/2} H \right\|_{W^{2,K+1,\infty}_e(K)} \right).
\]
Combining this with the quasi-optimality and the approximation results gives the error bound:
\[
\left\| (E, H) - (E_{hp}, H_{hp}) \right\|_{\text{DG}^+} \leq 3 \inf_{(v_E, v_H) \in \mathcal{V}(\mathcal{T}_h)} \left\| (E, H) - (v_E, v_H) \right\|_{\text{DG}^+} \\
\leq 3 \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right)^{1/2} \\
\cdot \inf_{(v_E, v_H) \in \mathcal{V}(K)} \left( \left\| \varepsilon^{1/2} (E - v_E) \right\|_{H^1_0(K)} + \left\| \mu^{1/2} (H - v_H) \right\|_{H^1_0(K)} \right)^{1/2} \\
\leq \frac{12 \sqrt{2}}{\sqrt{\varepsilon}} \sum_{K \in \mathcal{T}_h} \left( 6 \left( c + \frac{h_{eK}}{h_K} \right) + 8 \zeta_K \left( 1 + \frac{h_{eK}}{h_K} \right) \right)^{1/2} \left( \frac{p_K - s K!}{(p_K + s K!)} \right)^{1/2} \\
\cdot \left( \left\| \varepsilon^{1/2} E \right\|_{W^{2,K+1,\infty}_e(K)} + \left\| \mu^{1/2} H \right\|_{W^{2,K+1,\infty}_e(K)} \right).
\]
The bound \((46)\) in the assertion follows by applying to the factorial terms the upper and lower Stirling inequalities in the form of \([1, \text{Corollary 3.3}]\): for all \(s \leq p \in \mathbb{N}\)
\[
\frac{(p-s)!}{(p+s)!} \leq \left( \frac{p - s + 2/2 - 1}{p + s + 1/6} \right)^{1/2} \left( \frac{p - s}{p + s} \right)^{p-s} \leq \left( \frac{1 - s/p}{1 + s/p} \right)^{p-1} \leq \left( \frac{2^{2s/p}}{p^{2s}} \right),
\]
\([\leq 1, (s \geq 1)]\).
where the last inequality follows noting that \( f(x) = (1 - x)^{\frac{1}{2} - 1}(1 + x)^{-\frac{1}{2} - 1}4^x e^{2-2x} \leq 1 \) for all \( 0 < x < 1 \) (which in turn can be verified by checking the convexity of \( \log f \) and its limit values for \( x \to 0 \) and 1).

The estimate in \( L^2(Q) \) norm follows from combining this bound with Corollary 4.8.

\[ \text{Remark 6.3.} \] The constant in the first brackets at the right-hand side of the bound (46) controls the loss of accuracy due to anisotropic elements. If all mesh elements \( K \) satisfy \( h_x = ch_t \), then the constants reduces to \( 2(3c + 4{\zeta}_K)^{1/2} \).

From bound (47) we see that, if we fix a constant polynomial degree \( p_K = p \), consider a sequence of quasi-uniform meshes with \( h_x \sim ch_t \) and discretise an initial boundary value problem with constant coefficients and whose solution is sufficiently smooth, then the \( L^2 \) norm of the Trefftz-DG error converges in the meshwidth with algebraic order equal to \( p + 1 \) (note that in this case \( C_{\text{stab}} \sim h_x^{1/2} \) in (21)). Theorem 5.2 of [28] (see also Remark 5.2 therein) gives the slightly lower order of convergence \( p + 1/2 \) for full polynomial spaces (thus with higher dimension at the same polynomial degree) in a much more general context (higher space dimensions, more general hyperbolic systems, non-tensor-product meshes). The numerical experiments in [28, section 7] (confirmed by those in section 7 below) recover the higher order \( p + 1 \).

The estimates of Theorem 6.2 suggest to refine the space–time mesh and reduce the local polynomial degree in the elements where the solution has lower regularity. The mesh refinement might be determined a priori knowing the locations of possible singularities in (the derivatives of) the initial data, discontinuities of the material parameters and non-matching of (the derivatives of) the initial and boundary conditions, and propagating them into \( Q \) along the characteristics.

\[ \text{Remark 6.4.} \] For the Robin initial boundary value problem (2) described in section 4.4, an analogous convergence result to Theorem 6.2 holds. After substituting the \( DG^R \) norm in place of the DG norm, the bounds (46) and (47) hold with a factor \( (1 + C^R_C)/3 \) multiplied to the right-hand side, with \( C^R_C \) as in (29) (due to the different quasi-optimality bounds in (16) and (30)), and with \( \zeta_K \) substituted by

\[
\zeta^R_K := \max\left\{ \left| \frac{\alpha e^{-1} - 1}{L^\infty(\partial K \cap \mathcal{F}_h^\infty)} \right|; \left| \frac{\alpha^{-1} - 1}{L^\infty(\partial K \cap \mathcal{F}_h^\infty)} \right|; \left| \frac{\beta^{-1} - 1}{L^\infty(\partial K \cap \mathcal{F}_h^\infty)} \right|; \left| \frac{\delta(\epsilon \mu)^{-1/2}}{L^\infty(\partial K \cap (\mathcal{F}_h^\infty \cup \mathcal{F}_h^0))} \right| \right\}.
\]

6.1 Exponential convergence for analytic solutions

If the solution \( (E, H) \) is analytic in a complex neighbourhood of some mesh elements, for these elements one can replace the approximation bound (40) with the exponential one (42) in the last step of the proof of Theorem 6.2. This suggests the design of suitable \( hp \) mesh refinements which can provide exponentially convergent Trefftz-DG discretisations.

In the rest of this section, we discuss sufficient conditions on the problem data such that analyticity of the solution is guaranteed in a complex neighbourhood of all the elements in the mesh.

We assume that the coefficients \( \epsilon \) and \( \mu \) are constant throughout \( Q \), and, for simplicity, that the Dirichlet boundary conditions are homogeneous, i.e. \( E_L = E_R = 0 \).

We first note that the solution \( (E, H) \) of the initial boundary value problem (1) is the restriction of the solution \( (\tilde{E}, \tilde{H}) \) of the similar problem posed on \( \mathbb{R} \times \mathbb{R}^+ \) with initial conditions \( \tilde{E}(\cdot, 0) = \tilde{E}_0 \) and \( \tilde{H}(\cdot, 0) = \tilde{H}_0 \), where \( \tilde{E}_0 \) is the \( 2(x_R - x_L) \)-periodic extensions of \( E_0 \) odd around the point \( x_L \), and \( \tilde{H}_0 \) is the \( 2(x_R - x_L) \)-periodic extensions of \( H_0 \) even around the same point.

We now assume that

\[
\tilde{E}_0 \text{ and } \tilde{H}_0 \text{ are analytic in the complex strip } \mathcal{S}_r := \{ z \in \mathbb{C}, \ |\text{Im} z| < r \}
\]

for some \( r > 0 \). As in (35) and (33), we decompose the (extended) initial conditions in the components \( \tilde{u}_0 := \varepsilon^{1/2} \tilde{E}_0 + \mu^{1/2} \tilde{H}_0 \) and \( \tilde{w}_0 := \varepsilon^{1/2} \tilde{E}_0 - \mu^{1/2} \tilde{H}_0 \), which are also analytic in \( \mathcal{S}_r \).
(What we actually need is only that $\tilde{u}_0$ and $\tilde{w}_0$ are analytic in a sufficiently large complex neighbourhood of the finite segments $\Omega^-_0$ and $\Omega^+_0$, respectively.)

For every mesh element $K$ as above, we fix $h_K := \text{length}(\Omega^+_K)$. The complex ellipses with foci at the extrema of $\Omega^+_K$ and sum of the semiaxes equal to $r + \sqrt{r^2 + h^2_K}/4$ are contained in the strip $S_r$. So the exponential approximation bound (42) holds with $D$ chosen as $K$ and exponential rate

$$
\rho_K := 2r/h_K + \sqrt{1 + 4r^2/h^2_K} > 1.
$$

Proceeding as in the proof of Theorem 6.2, we see that the solution of the Trefftz-DG discretisation converges with exponential rates:

$$
|||(E,H) - (E_{hp},H_{hp})|||_{DG} \leq 3\sqrt{2} \sum_{K \in T_h} (h^2_K + 2\zeta_K h^4_K)^{1/2} C_{K,Bern} \rho^{-\mu K}_K,
$$

$$
\left( \left\| \mu^{-1/2}(E - E_{hp}) \right\|^2_{L^2(Q)} + \left\| \mu^{-1/2}(H - H_{hp}) \right\|^2_{L^2(Q)} \right)^{1/2} \leq 6 C_{stab} \sum_{K \in T_h} (h^2_K + 2\zeta_K h^4_K)^{1/2} C_{K,Bern} \rho^{-\mu K}_K,
$$

where $C_{K,Bern}, C_{stab}, \rho_K, \zeta_K$ were defined in (41), (19), (48), and (44) respectively. In particular, since we have taken constant parameters, $C_{stab}$ satisfies (52) in appendix A.

The bounds (49) ensure that, under the regularity assumptions stipulated in this section, the Trefftz-DG method converges exponentially in the total number of degrees of freedom on any fixed mesh, when the polynomial degrees $p_K$ are increased uniformly. On the contrary, standard space–time DG methods converge as negative exponentials of the square root of the total number of degrees of freedom, as demonstrated e.g. in the numerical example in Figure 2.

**Remark 6.5.** In the case of the Robin initial boundary value problem (2), convergence bounds similar to (49) can be proved if the functions

$$
\tilde{u}_0^R(x) := \begin{cases} 
g_L((xL - x)/c) & \text{in } (xL - cT, xL], \\
g^{1/2}E_0(x) + \mu^{1/2}H_0(x) & \text{in } (xL, xL), 
\end{cases}
$$

$$
\tilde{w}_0^R(x) := \begin{cases} 
eg^{1/2}E_0(x) - \mu^{1/2}H_0(x) & \text{in } (xL, xR), \\
g_R((x - xR)/c) & \text{in } (xR, xR + cT), 
\end{cases}
$$

can be extended analytically in $S_r$ (or in a sufficiently large complex neighbourhood of their domains of definition). Note that, not only the data $g_L, g_R, E_0$, and $H_0$ must be analytic, but their derivatives also need to match appropriately at the points $(xL,0)$ and $(xR,0)$.

## 7 Numerical experiments

In this section we present numerical results supporting the theoretical findings of the preceding sections. In particular, we present convergence orders for the $h$- and $p$-versions obtained from a series of numerical experiments. These are compared for the choice of a Trefftz basis and a non-Trefftz basis. For the former we employ polynomials of the Trefftz space introduced in (38), for the latter we choose a tensor product of Legendre polynomials in the spatial and temporal variables, respectively.

### 7.1 Numerical method

For all numerical experiments we employ formulation (9) with the flux stabilisation parameters in (5) chosen as $\alpha = \beta = 1/2$ unless stated otherwise. In matrix form the resulting numerical scheme reads

$$
A\mathbf{r}^{n+1} = R\mathbf{r}^n,
$$

where $\mathbf{r}^n$ is the vector of numerical degrees of freedom at time step $n$, and $A$ and $R$ are assembled from terms of the bilinear form (9) acting on $\mathbf{f}$ at step $n+1$ and $n$, respectively.
Following (38) the Trefftz basis consists of transport polynomials. As non-Trefftz basis functions we take
\[ u_{E,H}^{j_x,j_t}(x,t) = L_{j_x}(x)L_{j_t}(t), \]
where \( L_j(x) \) denotes a Legendre polynomial of degree \( j \). The polynomial degrees in space \( j_x \) and time \( j_t \) are independent of one another and chosen such that \( j_x + j_t \leq j \). The dimensions of the Trefftz and the full polynomial space are given in section 5.3. The choice of complete polynomials is motivated by the observation that for transport polynomials the degrees in the spatial and temporal variable add up to \( j \) as well, and by the fact that for DG schemes complete polynomial spaces deliver similar accuracy as tensor product ones with less degrees of freedom, as demonstrated in [3].

7.2 Test problem

In the following, we consider meshes composed by space–time squares of uniform sizes, partitioning the \((1+1)\)-dimensional domain \( Q = [0,60]^2 \). We enforce Dirichlet boundary conditions representing a perfect electrical conductor (PEC), i.e. \( E_L = E_R = 0 \) in (1).

As initial conditions we choose
\[ \left( \begin{array}{c} E_0 \\ H_0 \end{array} \right)(x) = \frac{1}{1} \exp \left( -\frac{(x−10)^2}{10} \right), \]
corresponding to a wave packet of Gaussian shape propagating in positive direction in free space. The wave is reflected once by the domain boundary. We normalise to one the permittivity \( \varepsilon \), the permeability \( \mu \), and thus the speed of light \( c \).

7.3 Error convergence

We consider the relative error computed in the \( L^2(Q) \) norm on the whole space–time domain
\[ \epsilon_Q = \left( \int_Q \left( (E - E_{hp})^2 + (H - H_{hp})^2 \right) \, dx \, dt \right) / \left( \int_Q (E^2 + H^2) \, dx \, dt \right)^{1/2}. \]
We first consider convergence of the \( p \)-version for both Trefftz and non-Trefftz basis functions. The mesh step sizes are \( h_x = h_t = 1 \). In Figure 2 (left) we display the global relative error \( \epsilon_Q \) in dependence of the polynomial degree \( p \). In both cases spectral convergence is observed. However, the Trefftz space of order \( p \) has a smaller dimension and from bound (49) we expect the error to decrease exponentially in the number of degrees of freedom in the Trefftz case, but exponentially only in the square root of the number of degrees of freedom in the non-Trefftz case. This is observed in the middle and right panels of Figure 2.

![Figure 2: Convergence of the \( p \)-version. Comparison of the global relative \( L^2(Q) \) error (51) for Trefftz and non-Trefftz basis functions for the propagation of a smooth wave packet in \((1+1)\)-dimensional space against the polynomial degree (left), the square root of the number of degrees of freedom per element (middle), and the number of degrees of freedom per element (right), respectively.](image-url)
Figure 3 shows convergence of the $h$-version for degree zero through three. Solid lines correspond to results obtained with the Trefftz basis whereas the dashed lines were obtained using the non-Trefftz basis. Uniform mesh step sizes are applied by reducing $h_x$ and $h_t$ simultaneously. The Trefftz method exhibits optimal algebraic convergence rates $h^{p+1}$. However, in the non-Trefftz case, the results seem to suggest an odd-even pattern of the convergence rates, with convergence being suboptimal for odd degrees (by one order). Numerical odd-even effects in the convergence rates of DG methods have also been reported, e.g. in [18, section 6.5], although it has been shown in [17] that in some situations this might be a mesh effect, the convergence being always suboptimal on particular meshes.

![Figure 3: Convergence of the $h$-version. Comparison of the global relative $L^2(Q)$ error (51) for Trefftz and non-Trefftz basis functions for the propagation of a smooth wave packet in (1+1)-dimensional space vs. the mesh step size. The spatial and temporal step size $h_x$ and $h_t$ are decreased simultaneously. Optimal convergence is obtained with the Trefftz basis. In the non-Trefftz case, suboptimal orders of convergence are observed for odd polynomial degrees.](image)

### 7.4 Stability

As the space–time Trefftz-DG method is implicit in time, a linear system of equations has to be solved for advancing the solution in every time step. In this regard, we investigated the conditioning of the Trefftz and non-Trefftz system matrices. Figure 4 shows that the increase of the conditioning with the polynomial degree in the Trefftz case is very mild, compared to the non-Trefftz case.

The update matrix is obtained from (50) as $U = A^{-1} R$. Note that this matrix is usually not explicitly assembled but we solve for the system (50). In Figure 5 we show eigenvalues of the update matrices with Trefftz basis for degrees $p = 0, \ldots, 5$. As expected from the stability analysis of section 4.3, all eigenvalues are on or within the unit circle. Figure 5 numerically confirms stability, and it shows the method to be dissipative.

### 7.5 Flux stabilisation parameters

Let us shortly comment on the choice of the flux stabilisation parameters $\alpha, \beta$. The choice $\alpha = \beta = 1/2$ corresponds to a full upwind flux [28] and $\alpha = \beta = 0$ (see [25] and also [26]) corresponds to a centred flux. In order to determine the influence onto the numerical error, we varied $\alpha, \beta$ in steps of 0.1 in the range $[0, 1]$ and repeated the above example maintaining the same regular mesh with $h_x = h_t = 1$ and polynomial degree $p = 2$. Figure 6 depicts
the respective global relative error $\epsilon_Q$. The minimum error was obtained for $\alpha = 1/2$ and $\beta = 0$. However, the overall variation of the error is within a factor of two. Similar results are obtained for different settings of the mesh step size and the polynomial degree.

8 Conclusions and extensions

In this paper we have analysed a space–time Trefftz discontinuous Galerkin method for linear wave propagation problems. The scheme corresponds to that proposed in [25], with the addition of jump penalisation terms. In one space dimension we proved that the formulation is well-posed and dissipative, and, for polynomial Trefftz trial spaces, we derived a priori $hp$-convergence bounds for its error in DG and $L^2$ norm. Numerical examples show the viability of the scheme and confirm the orders of converge.

Several extensions of the analysis developed here can be envisaged. In higher space dimensions, the well-posedness and the abstract error analysis in DG norm are straightforward. In order to prove orders of convergence for the scheme in higher dimensions, new best approximation bounds for Trefftz spaces must be developed, as those derived in section 5 rely on the exact representation of the PDE solution in terms of left- and right-propagating waves, which is a one-dimensional result.

Other topics deserving further investigation are the generalisation of the analysis to unstructured meshes (see [5,28]) and the derivation of approximation estimates for non-polynomial Trefftz bases. In addition, it would be interesting to analyse the non-penalised case with $\alpha = \beta = 0$, as well as other possible less dissipative (or non dissipative) variants.
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A Stability bound in the case of constant coefficients

In the special case of constant material parameters $\varepsilon$ and $\mu$, the stability bound (19) can be derived differently from Lemma 4.9, namely using an exact representation of the solution of (18). This results in a simpler constant $C_{stab}$ with linear, as opposed to exponential,
Figure 5: Eigenvalues of update matrices with Trefftz basis and flux stabilisation parameters \( \alpha = \beta = 0.5 \). The grey solid line is the unit circle in the complex plane.

Figure 6: Comparison of the global relative \( L^2(Q) \) error (51) for the setup described in section 7.2, under variation of the stabilisation parameters \( \alpha \) and \( \beta \) for a Trefftz basis of degree two (see section 7.5).

dependence on the total time \( T \); no additional assumptions on the flux parameters \( \alpha \) and \( \beta \) are required.

Lemma A.1. Assume that \( \varepsilon \) and \( \mu \) are constant in \( \Omega \) (and thus in \( Q \)). The solution \((v_E, v_H)\) of the initial auxiliary problem (18) satisfies the stability bound (19) with

\[
C_{\text{stab}}^2 \leq 4Tc(cN_{\text{hor}} + \eta N_{\text{ver}}),
\]

where

\[
N_{\text{hor}} := \# \{ t, \text{ such that } (x,t) \in F_{h}^{\text{bar}} \cup F_{h}^{T} \text{ for some } x_L < x < x_R \},
\]

\[
N_{\text{ver}} := \# \{ x, \text{ such that } (x,t) \in F_{h}^{\text{ver}} \cup F_{h}^{L} \cup F_{h}^{R} \text{ for some } 0 < t < T \},
\]

\[
\eta := [cT/(x_R - x_L)],
\]
\[ \gamma := \max \left\{ \| (\beta \epsilon)^{-1} + (\alpha \mu)^{-1} \|_{L^\infty(F_0^E)}, \| (\alpha \mu)^{-1} \|_{L^\infty(F_0^E, F_0^R)} \right\}. \]

**Proof.** We assume that \( \phi \) and \( \psi \) are continuous in \( Q \); the general case will follow by a density argument.

First, we extend the initial problem to the entire space \( \mathbb{R} \). Define \( \tilde{v}_E, \tilde{v}_H, \tilde{\phi}, \tilde{\psi} \) in \( \mathbb{R} \times \mathbb{R}^+ \) as the \( 2(x_R - x_L) \)-periodic functions in \( x \) that satisfy \( \tilde{v}_E|_Q,v_E,\tilde{v}_H|_Q = v_E,\phi|_Q = \phi,\tilde{\psi}|_Q = \psi \) and such that \( \tilde{v}_E \) and \( \tilde{\psi} \) are odd around \( x_L \) (and consequently also around \( x_R \)), and \( \tilde{v}_H \) and \( \tilde{\phi} \) are even around the same points, i.e.

\[
\tilde{v}_E(x_L + x, t) = -\tilde{v}_E(x_L - x, t), \quad \tilde{v}_H(x_L + x, t) = \tilde{v}_H(x_L - x, t),
\]

\[
\tilde{\phi}(x_L + x, t) = \tilde{\phi}(x_L - x, t), \quad \tilde{\psi}(x_L + x, t) = -\tilde{\psi}(x_L - x, t), \quad \forall (x,t) \in \mathbb{R} \times \mathbb{R}^+.
\]

(Note that the absolute values are \( (x_R - x_L) \)-periodic in \( x \).) Since time derivatives preserve parities and space derivatives swap them, the extended functions \( \tilde{v}_E \) and \( \tilde{v}_H \) are continuous and satisfy the extended initial problem

\[
\frac{\partial \tilde{v}_E}{\partial x} + \frac{\partial (\mu \tilde{v}_H)}{\partial t} = \tilde{\phi} \quad \text{in } \mathbb{R} \times \mathbb{R}^+,
\]

\[
\frac{\partial \tilde{v}_H}{\partial x} + \frac{\partial (\epsilon \tilde{v}_E)}{\partial t} = \tilde{\psi} \quad \text{in } \mathbb{R} \times \mathbb{R}^+,
\]

\[
\tilde{v}_E(\cdot, 0) = 0, \quad \tilde{v}_H(\cdot, 0) = 0 \quad \text{on } \mathbb{R}.
\]

Second, we split the right- and the left-propagating components. Define

\[
u := \epsilon v_E + \mu v_H, \quad w := \epsilon \tilde{v}_E + \mu \tilde{v}_H,
\]

so that \( \tilde{v}_E = \frac{u + w}{2\epsilon^{1/2}}, \quad \tilde{v}_H = \frac{u - w}{2\mu^{1/2}}. \)

They satisfy the inhomogeneous transport equations in \( \mathbb{R} \times \mathbb{R}^+ \)

\[
\frac{\partial u}{\partial x} + \frac{\partial (c^{-1} u)}{\partial t} = \epsilon \tilde{\phi} + \mu \tilde{\psi} =: f, \quad \frac{\partial w}{\partial x} - \frac{\partial (c^{-1} w)}{\partial t} = \epsilon \tilde{\phi} + \mu \tilde{\psi} =: g,
\]

recalling that \( (\epsilon \mu)^{1/2} = c^{-1} \), so they can be written explicitly with the following representation formula [e.g. [9, section 2.1.2, equation (5)]], recall that from the assumptions made in the proof, \( f \) and \( g \) are piecewise continuous)

\[
u(x, t) = \int_0^t cf(x + (s - t), s) \, ds, \quad w(x, t) = \int_0^t cg(x - (s - t), s) \, ds.
\]

We first bound the \( L^2 \) norm of \( u \) and \( w \) on horizontal and vertical segments with the data \( f, g \); from the triangle inequality \( (\tilde{v}_E, \tilde{v}_H) \) will be bounded by \( \tilde{\phi} \) and \( \tilde{\psi} \), and the bound for \( v_E \) and \( v_H \) will follow. For all \( 0 \leq t \leq T \)

\[
\|u(\cdot,t)\|_{L^2(\Omega)}^2 = \int_{x_L}^{x_R} \left( \int_0^t cf(x + (s - t), s) \, ds \right)^2 \, dx
\]

\[
\leq tc^2 \int_{x_L}^{x_R} \int_0^t \|f(x + (s - t), s)\|^2 \, ds \, dx
\]

\[
= tc^2 \int_0^t \int_{x_L + c(s-t)}^{x_R + c(s-t)} |f(y,s)|^2 \, dy \, ds
\]

\[
\leq 2tc^2 \int_0^t \int_{x_L + c(s-t)}^{x_R + c(s-t)} (\epsilon |\tilde{\phi}(y,s)|^2 + \mu |\tilde{\psi}(y,s)|^2) \, dy \, ds
\]

\[
= 2tc^2 \left( \|\epsilon^{1/2} \tilde{\phi}\|^2_{L^2(\Omega \times (0,t))} + \|\mu^{1/2} \tilde{\psi}\|^2_{L^2(\Omega \times (0,t))} \right)
\]

(the last equality follows from the symmetries of \( \tilde{\phi} \) and \( \tilde{\psi} \) which ensure the equality of their \( L^2 \) norms on the rectangle \( (x_L, x_R) \times (0, t) \) and on the parallelogram with vertices \( (x_L - ct, 0), (x_R - ct, 0), (x_R, t), (x_L, t) \)). Similarly, for all \( x \in \Omega \)

\[
\|u(x, \cdot)\|_{L^2(\Omega, T)}^2 = \int_0^T \left( \int_0^t cf(x + (s - t), s) \, ds \right)^2 \, dt
\]

28
\[ \leq c^2 \int_0^T \int_0^t \left| f(x + c(s-t), s) \right|^2 ds \, dt \]
\[ = c^2 \int_0^T \int_{s}^{T} \left| f(x + c(s-t), s) \right|^2 dt \, ds \]
\[ = c^2 \int_0^T \int_s^x \left( \frac{x-y}{c} + s \right) \left| f(y, s) \right|^2 \frac{1}{c} \, dy \, ds \]
\[ \leq 2Tc \int_0^T \int_{s-c(T-s)}^{s} \left( \epsilon \left| \phi(y, s) \right|^2 + \mu \left| \psi(y, s) \right|^2 \right) \, dy \, ds \]
\[ \leq 2Tc \left( \left\| \epsilon^{1/2} \phi \right\|_{L^2((x-cT,x) \times (0,T))}^2 + \left\| \mu^{1/2} \psi \right\|_{L^2((x-cT,x) \times (0,T))}^2 \right) \]
\[ \leq 2Tc \left( \frac{cT}{x_R - x_L} \right) \left( \left\| \epsilon^{1/2} \phi \right\|_{L^2(Q)}^2 + \left\| \mu^{1/2} \psi \right\|_{L^2(Q)}^2 \right), \]

where \([cT/(x_R - x_L)]\) is the number of times \(Q\) must be replicated in the \(x\) direction to cover the left domain of dependence of \([x] \times (0,T)\).

Analogous bounds can be proved for the left-propagating term \(w\).

Going back to the solution of the auxiliary problem, we obtain (using \(\epsilon v_E^2 \leq (u^2 + w^2)/2\), \(\mu v_h^2 \leq (u^2 + w^2)/2\) and summing over all vertical and horizontal segments)

\[ \left\| \epsilon^{1/2} v_E \right\|_{L^2(F_{v_{hor}} \cup F_{h}^T)}^2 + \left\| \mu^{1/2} v_H \right\|_{L^2(F_{h}^{v_{hor}} \cup F_{h}^T)}^2 \]
\[ \quad + \left\| \beta^{-1/2} v_E \right\|_{L^2(F_{h}^{v_{hor}})}^2 + \left\| \alpha^{-1/2} v_H \right\|_{L^2(F_{h}^{v_{hor}} \cup F_{h}^T)}^2 \]
\[ \leq \left\| u \right\|_{L^2(F_{v_{hor}} \cup F_{h}^T)}^2 + \left\| u \right\|_{L^2(F_{h}^{v_{hor}} \cup F_{h}^T)}^2 + \left\| \gamma^{1/2} v \right\|_{L^2(F_{h}^{v_{hor}} \cup F_{h}^T)}^2 + \left\| \gamma^{1/2} v \right\|_{L^2(F_{h}^{v_{hor}} \cup F_{h}^T)}^2 \]
\[ \leq 4Tc(cN_{hor} + [cT/(x_R - x_L)]\gamma N_{ver}) \left( \left\| \epsilon^{1/2} \phi \right\|_{L^2(Q)}^2 + \left\| \mu^{1/2} \psi \right\|_{L^2(Q)}^2 \right). \]

\[ \square \]
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