HJB equations in infinite dimensions with locally Lipschitz Hamiltonian and unbounded terminal condition
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Abstract

We study Hamilton Jacobi Bellman equations in an infinite dimensional Hilbert space, with Lipschitz coefficients, where the Hamiltonian has superquadratic growth with respect to the derivative of the value function, and the final condition is not bounded. This allows to study stochastic optimal control problems for suitable controlled state equations with unbounded control processes. The results are applied to a controlled wave equation.

1 Introduction

In this paper we study semilinear Kolmogorov equations in an infinite dimensional Hilbert space $H$ of the following form:

$$\begin{cases}
\frac{\partial v}{\partial t}(t,x) = -\mathcal{L}v(t,x) + \psi(t,x,v(t,x),\nabla v(t,x)B), & t \in [0,T], \ x \in H, \\
v(T,x) = \phi(x).
\end{cases}$$

(1.1)

$\mathcal{L}$ is the generator of the transition semigroup $P_t$ related to the following perturbed Ornstein-Uhlenbeck process in $H$

$$\begin{cases}
dX^{t,x}_\tau = AX^{t,x}_\tau d\tau + BG(X^{t,x}_\tau) d\tau + BdW_\tau, & \tau \in [t,T], \\
X^{t,x}_t = x,
\end{cases}$$

(1.2)

where $W$ is a cylindrical Wiener process with values in another real and separable Hilbert space $\Xi$.

So, at least formally,

$$\langle \mathcal{L}f \rangle(x) = \frac{1}{2} (Tr BB^* \nabla^2 f)(x) + \langle Ax, \nabla f(x) \rangle + \langle BG(x), \nabla f(x) \rangle.$$

The aim of this paper is to consider the case where $\psi$ has superquadratic growth with respect to $\nabla v(t,x)B$, and both $\psi$ and $\phi$ are not bounded with respect to $x$. We consider the case of $\psi$ and $\phi$ differentiable, as well as the case of $\psi$ and $\phi$ only Lipschitz continuous: in this less regular case,
in order to solve the Kolmogorov equation (1.1) we have to assume some regularizing property on the transition semigroup $P_{t,\tau}$, namely for every bounded and continuous real function $f$ on $H$, for every $0 < t < \tau \leq T$, the function $P_{t,\tau}[f]$ is differentiable with respect to $x$ in directions in $\text{Im}(B)$ (see also section 2 for a detailed definition of the directional derivative $\nabla^B$), and, for every $x \in H$, $\xi \in \Xi$,

$$|\nabla P_{t,\tau}[f](x) B\xi| \leq \frac{c}{(\tau - t)^\alpha} \|f\|_\infty |\xi|.$$ (1.3)

We apply the results on equation (1.1) to a stochastic optimal control problem. Let us consider the controlled equation

$$\begin{cases}
    dX^u_t = [AX^u_t + BG(X^u_t) + BR(u_t)]d\tau + BdW_\tau, & \tau \in [t, T] \\
    X^u_t = x.
\end{cases}$$ (1.4)

where $u$ is the control, taking values in a closed set $K$ of a normed space $U$. Beside equation (1.4) we define the cost

$$J(t, x, u) = \mathbb{E} \int_t^T [\bar{g}(s, X^u_s) + g(u_s)]ds + \mathbb{E} \phi (X^u_T),$$

for real functions $\phi$, $\bar{g}$ and $g$. The control problem is to minimize this functional $J$ over all admissible controls $u$. We notice that we can treat a control problem with unbounded controls, and we require weak coercivity on the cost $J$. Indeed, we assume that, for $1 < q \leq 2$, we have

$$0 \leq g(u) \leq c(1 + |u|^q) \quad \text{and} \quad g(u) \geq C|u|^q \quad \text{for every } u \in K \text{ such that } |u| \geq R,$$

so that the Hamiltonian function

$$\psi(t, x, z) := \bar{g}(t, x) + h(z) := \bar{g}(t, x) + \inf_{u \in K} \{g(u) + zR(u)\}$$

has quadratic or superquadratic growth, with respect to $z$, of order $p \geq 2$, the conjugate exponent of $q$, if $q \leq 2$.

Second order differential equations on Hilbert spaces have been extensively studied (see e.g. the monograph [5]) and one of the main motivations for this study in the nonlinear case is the connection with control theory: in many cases the value function of a finite horizon stochastic optimal control problem is solution to such a partial differential equation. To study mild solutions of semilinear Kolmogorov equations (1.1) with $\psi$ Lipschitz continuous there are two main approaches in the literature: an analytic approach and a purely probabilistic approach. In the first direction we mention the paper [9], where the main assumption is the strong Feller property for the transition semigroup $P_t$.

The purely probabilistic approach is based on backward stochastic differential equations (BSDEs in the following). No regularizing assumption on the transition semigroup is imposed, on the contrary $\psi$ and $\phi$ are assumed differentiable and $\psi$ is assumed to be Lipschitz continuous with respect to $y$ and $z$. In this direction we refer to the paper [8], which is the infinite dimensional extension of results in [20].

As far as we know, locally Lipschitz semilinear Kolmogorov equations with locally Lipschitz Hamiltonian functions have been first treated in [10]: $\psi$ is assumed to be locally Lipschitz continuous with respect to $z$, and $\phi$ is taken Lipschitz continuous; both $\psi$ and $\phi$ are assumed to be bounded with respect to $x$. The results in [10] are achieved by means of a detailed study on weakly continuous semigroups, and making the assumption that the transition semigroup $P_t$ is strong Feller.
In \[3\] infinite dimensional Hamilton Jacobi Bellman equations with Hamiltonian quadratic with respect to \(z\) are solved in mild sense by means of BSDEs: the generator \(L\) is related to a more general Markov process \(X\) than the one considered here in (1.2), and no regularizing assumptions on the coefficient are made, but only the case of final condition \(\phi\) Gâteaux differentiable and bounded is treated.

In \[17\] infinite dimensional Hamilton Jacobi Bellman equations with superquadratic Hamiltonian functions are considered, with bounded final condition, also in the case of Lipschitz continuous coefficients, by requiring on the transition semigroup the regularizing property we also mention in (1.3). Moreover in some special cases the quadratic case is taken into account, with final condition only bounded and continuous.

In the present paper we improve the results both of \[10\] and of \[3\]: we are able to treat superquadratic Hamiltonian functions with an unbounded final condition, without requiring any regularizing properties on the transition semigroup if the coefficients are Gâteaux differentiable. We are also able to take into account the case of Lipschitz continuous coefficients by requiring on \(P_t\) the regularizing property already mentioned in (1.3), which is weaker than the strong Feller property assumed in \[10\], and which is the same regularizing property considered in \[17\].

Coming into the details of the techniques, in order to prove existence and uniqueness of a mild solution \(v\) of equation (1.1), we use the fact that \(v\) can be represented in terms of the solution of a suitable decoupled forward-backward system (FBSDE in the following):

\[
\begin{align*}
\frac{dX^t_{\tau}}{d\tau} &= AX^t_{\tau} d\tau + BG(\tau, X^t_{\tau}) d\tau + BdW, \quad \tau \in [t, T],
X^t_{t} = x, \quad \tau \in [0, t],
\frac{dY^t_{\tau}}{d\tau} &= -\psi(\tau, X^t_{\tau}, Y^t_{\tau}, Z^t_{\tau}) d\tau + Z^t_{\tau} dW, \quad \tau \in [0, T],
Y^t_{T} = \phi(X^t_{T}).
\end{align*}
(1.5)
\]

It is well known, see again \[20\] for the finite dimensional case and \[8\] for the generalization to the infinite dimensional case, that \(v(t, x) = Y^t_{t, x}\) when \(\psi\) is Lipschitz continuous and all the data are differentiable. In \[3\] it is shown that this identification holds true also when \(\psi\) is quadratic and all the data differentiable, and in \[17\] it is further extended, in the case of final datum bounded, to \(\psi\) superquadratic and data not necessarily differentiable. In this paper we go on extending this identification also in the case of final datum \(\phi\) and Hamiltonian \(\psi\) unbounded with polynomial growth with respect to \(x\).

By the identification \(v(t, x) = Y^t_{t, x}\), we achieve estimates on \(v\) by studying the FBSDE (1.5); we start from the results in [23], and we extend them to the case when the process \(X^t_{\tau}\) solution of the forward equation in the FBSDE (1.5) takes values in an infinite dimensional Hilbert space \(H\). The fundamental estimate we get is

\[ |Z^t_{\tau,x}| \leq C(1 + |X^t_{\tau,x}|^r), \quad \forall \tau \in [0, T]. \]

where \(r + 1\) is the growth of \(\psi\) with respect to \(z\). From this estimate we deduce, in the case of differentiable coefficients,

\[ |\nabla^B v(t, x)| \leq C(1 + |x|^r), \quad \forall x \in H, \ \forall t \in [0, T]. \]

This is the fundamental tool to solve the HJB equation (1.1) with differentiable coefficients.

To face the case of Lipschitz continuous coefficients, and prove existence and uniqueness of a mild solution of equation (1.1), assumption (1.3) on the transition semigroup \(P_{t,\tau}\) is needed. This condition is satisfied, among many other cases (see [14]), by a stochastic wave equation on
the interval \([0, 1]\)

\[
\begin{aligned}
\frac{\partial^2}{\partial t^2} y_T (\xi) &= \frac{\partial^2}{\partial x^2} y_T (\xi) + f (\xi, y_T (\xi)) + \dot{W}_T (\xi), \\
y_T (0) &= y_T (1) = 0, \\
y_t (\xi) &= x_0 (\xi), \\
\frac{\partial y_t}{\partial t} (\xi) |_{t = t^*} &= x_1 (\xi).
\end{aligned}
\tag{1.6}
\]

Equation (1.6) can be reformulated in \(H = L^2 ([0, 1]) \oplus H^{-1} ([0, 1])\) as a perturbed Ornstein-Uhlenbeck process like (1.2).

The paper is organized as follows: in section 2 we state notations and we recall some preliminary results on the perturbed Ornstein-Uhlenbeck process, in section 3 we prove some fundamental estimates on the solution of the FBSDE, in section 4 we study differentiability of the Markovian BSDE (1.5) when all the coefficients are differentiable. Thanks to these results we are able to solve Kolmogorov equation (1.1) with differentiable coefficients, see section 5. In section 6 we turn to only locally Lipschitz continuous coefficients. Finally in section 7 we apply the results to a finite horizon optimal control problem, and in 7.2 present the special case of a controlled wave equation.

2 Notations and preliminary results

2.1 Notations

In this paper we denote by \(H\) and \(\Xi\) some real and separable Hilbert spaces, and by \((W_t)_{t \geq 0}\) a cylindrical Wiener process in \(\Xi\), defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). For \(t \geq 0\), let \(\mathcal{F}_t\) denote the \(\sigma\)-algebra generated by \((W_s, s \leq t)\) and augmented with the \(\mathbb{P}\)-null sets of \(\mathcal{F}\).

The notation \(\mathbb{E}\) stands for the conditional expectation given \(\mathcal{F}_t\).

Given a real and separable Hilbert space \(K\), (eventually \(K = \mathbb{R}^m\)), we denote further

- \(S^p(K)\), or \(S^p\) where no confusion is possible, the space of all adapted and càdlàg processes \((Y_t)_{t \in [0,T]}\) with values in \(K\), normed by \(\|Y\|_{S^p} = \mathbb{E}[\sup_{t \in [0,T]} |Y_t|^p]^{1/p}\); \(S^\infty(K)\), or \(S^\infty\) where no confusion is possible, the space of all bounded predictable processes.

- \(M^p(K)\), or \(M^p\) where no confusion is possible, the space of all predictable processes \((Z_t)_{t \in [0,T]}\) with values in \(K\), normed by \(\|Z\|_{M^p} = \mathbb{E}[(\int_0^T |Z_t|^2 dt)^{p/2}]^{1/p}\).

We recall that a function \(f : X \to V\) where \(X\) and \(V\) are two Banach spaces, has a directional derivative at point \(x \in X\) in the direction \(h \in X\) when

\[
\nabla f(x; h) = \lim_{s \to 0} \frac{f(x + sh) - f(x)}{s}
\]

exists. \(f\) is said to be Gâteaux differentiable at point \(x\) if \(\nabla f(x; h)\) exists for every \(h\) and there exists an element of \(L(X, V)\), denoted as \(\nabla f(x)\) and called the Gâteaux derivative, such that \(\nabla f(x; h) = \nabla f(x)h\) for every \(h \in X\). Let us introduce some notations.

- \(f : X \to V\) belongs to the class \(G^1(X; V)\) if it is continuous, Gâteaux differentiable on \(X\), and \(\nabla f : X \to L(X, V)\) is strongly continuous.

- \(f : X \times Y \to V\) belongs to the class \(G^{1,0}(X \times Y; V)\) if it is continuous, Gâteaux differentiable with respect to its first variable \(x \in X\), and \(\nabla_x f : X \times Y \to L(X, V)\) is strongly continuous.

When \(f\) depends on additional arguments, the previous definitions have obvious generalizations.
We briefly introduce the notion of $B$-differentiability, for further details see e.g. \cite{14}. We recall that for a continuous function $f : H \to \mathbb{R}$ the $B$-directional derivative $\nabla^B f$ at a point $x \in H$ in direction $\xi \in H$ is defined as follows:

$$\nabla^B f (x; \xi) = \lim_{s \to 0} \frac{f(x + s B \xi) - f(x)}{s}, \quad s \in \mathbb{R}.$$

A continuous function $f$ is $B$-Gâteaux differentiable at a point $x \in H$ if $f$ admits the $B$-directional derivative $\nabla^B f(x; \xi)$ in every directions $\xi \in \Xi$ and there exists a functional, the $B$–gradient $\nabla^B f(x) \in \Xi^*$ such that $\nabla^B f(x; \xi) = \nabla^B f(x) \xi$.

Finally, $C$ will denote, as usual, a constant that may change its value from line to line.

### 2.2 The forward equation

We consider a perturbed Ornstein-Uhlenbeck process in $H$, that is a Markov process $X$ (also denoted $X^{t,x}$ to stress the dependence on the initial conditions) solution to equation

$$\begin{aligned}
\left\{ \begin{array}{ll}
    dX_{\tau} = AX_{\tau} d\tau + F(\tau, X_{\tau}) d\tau + BdW_{\tau}, & \tau \in [t,T], \\
    X_{\tau} = x, & \tau \in [0,t],
\end{array} \right.
\end{aligned} \tag{2.1}$$

where $A$ is the generator of a strongly continuous semigroup in $H$, $B$ is a linear bounded operator from $\Xi$ to $H$ and $F$ is a map from $[0,T] \times H$ with values in $H$. We define the positive and symmetric operator

$$Q_\sigma = \int_0^\sigma e^{sA}BB^*e^{sA^*} ds.$$

Throughout the paper we assume the following.

**Hypothesis 2.1**  \hspace{1em} 1. The linear operator $A$ is the generator of a strongly continuous semigroup $(e^{tA}, t \geq 0)$ in the Hilbert space $H$. It is well known that there exist $N > 0$ and $\omega \in \mathbb{R}$ such that $\|e^{tA}\|_{L(H,H)} \leq Ne^{\omega t}$, for all $t \geq 0$. In the following, we always consider $N \geq 1$ and $\omega \geq 0$.

2. $F : [0,T] \times H \to H$ is continuous and $\forall \tau \in [0,T], F(\tau, \cdot)$ is Lipschitz continuous and belongs to $C^1(H, H)$: $\forall \tau \in [0,T]$ and $\forall x, x' \in H$

$$|F(\tau, x) - F(\tau, x')| \leq K_F |x - x'|.$$  

As a consequence, $|\nabla_x F(\tau, x)| \leq K_F$, $\forall \tau \in [0,T], \forall x \in H$.

3. $B$ is a bounded linear operator from $\Xi$ to $H$ and $Q_\sigma$ is of trace class for every $\sigma \geq 0$.

We notice that the differentiability assumption on $F$ will be used to prove differentiability of the process $X$ with respect to the initial datum $x$, and it is not necessary to prove existence of a solution to equation (2.1) which is a standard result collected in the following proposition.

**Proposition 2.2** Under Hypothesis 2.1 the forward equation in (2.1) admits a unique continuous mild solution. Moreover

$$E \left[ \sup_{\tau \in [0,T]} |X_{\tau,x}^{t,x}|^p \right] < C_p (1 + |x|)^p,$$

for every $p \in (0, \infty)$, and some constant $C_p > 0$. 

If $F = 0$, $X^{t,x}$ is an Ornstein-Uhlenbeck process and it is clearly time-homogeneous, and for $0 \leq t \leq \tau \leq T$ we denote by $P_{t,\tau} = P_{t,\tau}$ its transition semigroup, where for every bounded and continuous function $\phi : H \to \mathbb{R}$

$$P_{t,\tau}[\phi](x) = \mathbb{E}\phi(X^{t,x}_\tau).$$

It is well known that the Ornstein-Uhlenbeck semigroup can be represented as

$$P_\sigma[\phi](x) := \int_H \phi(y) \mathcal{N}(e^{\sigma A}x, Q_\sigma)(dy), \quad \sigma > 0,$$

where $\mathcal{N}(e^{\sigma A}x, Q_\sigma)(dy)$ denotes a Gaussian measure with mean $e^{\sigma A}x$, and covariance operator $Q_\sigma$.

### 3 Some estimates on (super)quadratic BSDEs in infinite dimensional Markovian framework

In this section we consider the following BSDE

$$\begin{cases}
    dY^{t,x}_\tau = -\psi(\tau, X^{t,x}_\tau, Y^{t,x}_\tau, Z^{t,x}_\tau) d\tau + Z^{t,x}_\tau dW_\tau, \quad \tau \in [0, T], \\
    Y^{t,x}_T = \phi(X^{t,x}_T),
\end{cases}$$

(3.1)

where $X^{t,x}$ is a perturbed Ornstein-Uhlenbeck process solution of equation (2.1). We call it also BSDE in Markovian framework and we note that in this paper $X$ is an infinite dimensional Markov process. Under suitable assumptions on the coefficients $\psi : [0, T] \times H \times \mathbb{R} \times \Xi^* \to \mathbb{R}$ and $\phi : H \to \mathbb{R}$ we will look for a solution consisting of a pair of predictable processes, taking values in $\mathbb{R} \times \Xi$, such that $Y$ has continuous paths and

$$\| (Y, Z) \|_{S^2 \times M^2} < \infty.$$

We make the following assumptions on the generator $\psi$ and on the final datum $\phi$ in the backward equation (3.1).

**Hypothesis 3.1** The maps $\phi : H \to \mathbb{R}$, $\psi : [0, T] \times H \times \mathbb{R} \times \Xi^* \to \mathbb{R}$ are continuous and there exist constants $l \geq 1$, $0 \leq r < \frac{1}{l}$, $\alpha \geq 0$, $\beta \geq 0$, $\gamma \geq 0$ and $K_{\psi_y} > 0$ such that

1. for all $(t, x, y, y', z) \in [0, T] \times H \times \mathbb{R} \times \Xi^*$,

   $$|\psi(t, x, y, z) - \psi(t, x, y', z)| \leq K_{\psi_y} |y - y'|;$$

2. for all $(t, x, y, z, z') \in [0, T] \times H \times \mathbb{R} \times \Xi^* \times \Xi^*$

   $$|\psi(t, x, y, z) - \psi(t, x, y, z')| \leq \left( C + \frac{\gamma}{2} |z'| + \frac{\gamma}{2} |z'|^r \right) |z - z'|;$$

3. for all $(t, x, x', y, z) \in [0, T] \times H \times \mathbb{R} \times \Xi^*$

   $$|\psi(t, x, y, z) - \psi(t, x', y, z)| \leq \left( C + \frac{\beta}{2} |x'| + \frac{\beta}{2} |x'|^r \right) |x - x'|;$$

   $$|\phi(x) - \phi(x')| \leq \left( C + \frac{\alpha}{2} |x|^r + \frac{\alpha}{2} |x'|^r \right) |x - x'|.$$
Notice that in previous assumptions the quadratic case corresponds to \( l = 1 \) and the superquadratic case to \( l > 1 \). Before proving an existence and uniqueness result for the BSDE (3.1), we prove the following lemma.

**Lemma 3.2** Assume that Hypothesis \([2.1]\) holds true. Moreover, we assume on the final datum and on the generator of the BSDE \((3.1)\) that:

- \( \phi : H \to H \) is a Lipschitz continuous function with Lipschitz constant given by \( K_\phi \);
- \( \psi : [0, T] \times H \times \mathbb{R} \times \mathcal{X}^* \) is a continuous function and there exist constants \( K_{\psi_x}, K_{\psi_y}, K_{\psi_z} \) such that \( \forall \tau \in [0, T], x, x' \in H, y, y' \in \mathbb{R}, z, z' \in \mathcal{X}^* \)

\[
\begin{align*}
|\psi(\tau, x, y, z) - \psi(\tau, x', y', z')| &\leq K_{\psi_x} |x - x'|; \\
|\psi(\tau, x, y, z) - \psi(\tau, x, y', z)| &\leq K_{\psi_y} |y - y'|; \\
|\psi(\tau, x, y, z) - \psi(\tau, x, y, z')| &\leq K_{\psi_z} (1 + \varphi(|z|) + \varphi(|z'|)) |z - z'|;
\end{align*}
\]

where \( \varphi : \mathbb{R}^+ \to \mathbb{R}^+ \) is a non-decreasing function. Then the BSDE \((3.1)\) admits a unique solution \((Y, Z) \in \mathcal{S}^2 \times \mathcal{M}^2\) such that

\[
|Z^y_x| \leq C,
\]

where \( C \) is a constant depending on \( A, F, B, K_\phi, K_{\psi_x}, K_{\psi_y}, K_{\psi_z} \) and \( T \).

**Proof.** We use a classical truncation argument: we set \( \psi_M = \psi(\cdot, \cdot, \cdot, \rho_M(\cdot)) \), where \( \rho_M \) is a smooth modification of the projection on the centered ball of radius \( M \) such that \( |\rho_M| \leq M, |\nabla \rho_M| \leq 1 \) and \( \rho_M(x) = x \) when \( |x| \leq M - 1 \). In particular \( \psi_M \) is also Lipschitz continuous with respect to \( z \). Now assuming first that \( \phi \) and \( \psi \) are differentiable with respect to \( x, y \) and \( z \), it turns out that \( \psi_M \) is also differentiable with respect to \( x, y \) and \( z \). So we can differentiate the BSDE

\[
\begin{align*}
\begin{cases}
dY^{M,t,x}_\tau = -\psi_M(\tau, X^{t,x}_\tau, Y^{M,t,x}_\tau, Z^{M,t,x}_\tau) d\tau + Z^{M,t,x}_\tau dW_\tau, & \tau \in [0, T], \\
Y^{M,t,x}_T = \phi(X^{t,x}_T),
\end{cases}
\end{align*}
\]

with respect to the initial condition \( x \) in the forward equation \((2.1)\). We get

\[
\begin{align*}
\begin{cases}
d\nabla_x Y^{M,t,x}_\tau = -\nabla_x \psi_M(\tau, X^{t,x}_\tau, Y^{M,t,x}_\tau, Z^{M,t,x}_\tau) \nabla_x X^{t,x}_\tau d\tau \\
&- \nabla_y \psi_M(\tau, X^{t,x}_\tau, Y^{M,t,x}_\tau, Z^{M,t,x}_\tau) \nabla_y Y^{M,t,x}_\tau d\tau \\
&- \nabla_z \psi_M(\tau, X^{t,x}_\tau, Y^{M,t,x}_\tau, Z^{M,t,x}_\tau) \nabla_z Z^{M,t,x}_\tau d\tau + \nabla_x Z^{M,t,x}_\tau dW_\tau, & \tau \in [0, T], \\
\nabla_x Y^{M}_T = \nabla \phi(X^{t,x}_T) \nabla X^{t,x}_T.
\end{cases}
\end{align*}
\]

Since \( \nabla \psi_M(\tau, X^{t,x}_\tau, Y^{M,t,x}_\tau, Z^{M,t,x}_\tau) \) is bounded, we can apply Girsanov’s theorem: there exists a probability measure \( \mathbb{Q}^M \), equivalent to the original one \( \mathbb{P} \), such that

\[
\tilde{W}_t := W_t - \int_0^t \nabla \psi_M(s, X_s, Y^{M,t,x}_s, Z^{M,t,x}_s) ds
\]

is a Wiener process under \( \mathbb{Q}^M \). We obtain

\[
\nabla Y^{M,t,x}_\tau = \mathbb{E}^{\mathbb{Q}^M}_\tau \left[ e^{\int_\tau^T \nabla \psi_M(u, X^{t,x}_u, Y^{M,t,x}_u, Z^{M,t,x}_u) du} \nabla \phi(X^{t,x}_T) \nabla X^{t,x}_T \\
+ \int_\tau^T e^{\int_\tau^u \nabla \psi_M(u, X^{t,x}_u, Y^{M,t,x}_u, Z^{M,t,x}_u) du} \nabla \psi_M(s, X^{t,x}_s, Y^{M,t,x}_s, Z^{M,t,x}_s) \nabla X^{t,x}_s ds \right],
\]
from which we deduce a bound, uniform with respect to $x$, $t$ and $\tau$, for $\nabla Y_{\tau}^{M,t,x}$, and consequently for $\nabla Y_{\tau}^{M,t,x}$ $B$:

$$|\nabla Y_{\tau}^{M,t,x}B| \leq C,$$

(3.2)

with $C$ a constant which does not depend on $x$, $t$ and $\tau$. By the Markov property (see e.g. part 5 in [8]), we have

$$Z_{\tau}^{M,t,x} = Z_{\tau}^{M,\tau,X_{\tau}^{t,x}} = Z_{\tau}^{M,\tau,y}|_{y=X_{\tau}^{t,x}}.$$

In [8], a standard result on BSDEs with Lipschitz generator in infinite dimensional framework gives us also that

$$\nabla Y_{\tau}^{M,\tau,y}B = Z_{\tau}^{M,\tau,y}.$$

Finally, by using estimate (3.2), we obtain

$$|Z_{\tau}^{M,t,x}| = |Z_{\tau}^{M,\tau,y}|_{y=X_{\tau}^{t,x}} = |\nabla Y_{\tau}^{M,\tau,y}B|_{y=X_{\tau}^{t,x}} \leq C,$$

with $C$ a constant that does not depend on $M$. So, for $M$ large enough we have $\rho_{\tau}(Z^{M,t,x}) = Z^{M,t,x}$ and $(Y^{M,t,x}, Z^{M,t,x})$ becomes a solution of the initial BSDE (3.1). The uniqueness comes from the classical uniqueness result for Lipschitz BSDEs.

Notice that, unlike in finite dimensions, we cannot consider, for any $s \in [t, T]$ \((\nabla X_{t,x}^{s})^{-1}\), unless $A$ is the generator of a group, while in the present paper we consider with more generality that $A$ is the generator of a semigroup.

Now we are ready to prove an existence and uniqueness result for the BSDE (3.1), together with an estimate on $Z$, when $X^{t,x}$ is an Ornstein-Uhlenbeck process, that is to say $F = 0$ in equation (2.1). We essentially follow the proof of Proposition 2.2 in [23], with suitable differences due to the infinite dimensional setting.

**Proposition 3.3** Assume that Hypotheses 2.1, with $F = 0$, and 3.1 hold true. Then there exists a solution $(Y^{t,x}, Z^{t,x})$ of the Markovian BSDE (3.1) such that $(Y^{t,x}, Z^{t,x}) \in S^2 \times M^2$ and

$$|Z_{\tau}^{t,x}| \leq C(1 + |X_{t,x}^{t,x}|), \quad \forall \tau \in [0, T].$$

(3.3)

Moreover this solution is unique amongst solutions such that

- $Y^{t,x} \in S^2$;
- there exists $\eta > 0$ such that

$$\mathbb{E} \left[ e^{\frac{1}{2}(\frac{1}{2})+\frac{\eta}{2} \int_{t}^{T} |Z_{s}^{t,x}|^{2} ds} \right] < +\infty.$$

**Proof.** We remark that if there exists a solution $(Y^{t,x}, Z^{t,x})$ such that

$$|Z_{\tau}^{t,x}| \leq C(1 + |X_{t,x}^{t,x}|), \quad \forall \tau \in [0, T],$$

then, $\forall c > 0$,

$$\mathbb{E} \left[ e^{c \int_{0}^{T} |Z_{s}^{t,x}|^{2} ds} \right] \leq C \mathbb{E} \left[ e^{C \int_{t}^{T} |X_{s}^{t,x}|^{2} ds} \right] = C \mathbb{E} \left[ e^{(T-t) \times C \int_{t}^{T} |X_{s}^{t,x}|^{2} ds} \right] \leq C \frac{1}{T-t} \int_{t}^{T} e^{C(T-t) |X_{s}^{t,x}|^{2} ds} ds < +\infty.$$
where we have used Jensen inequality. The last bound follows from inequality $2lr < 2$ (see assumptions in Hypothesis 3.1) and the fact that $X$ is an Ornstein-Uhlenbeck process, and so in particular a Gaussian random variable: $X_{t,x}^{s} \sim N(e^{(s-t)A}x, Q_{s-t})$.

Now it remains to show that $(Y^{M,t,x}, Z^{M,t,x})$ solution of the following BSDE

$$
\begin{aligned}
&dY^{M,t,x}_{\tau} = -\psi_{M}(\tau, X^{t,x}_{\tau}, Y^{M,t,x}_{\tau}, Z^{M,t,x}_{\tau}) \, d\tau + Z^{M,t,x}_{\tau} \, dW_{\tau}, \quad \tau \in [0,T], \\
&Y^{M,t,x}_{T} = \phi_{M}(X^{t,x}_{T}),
\end{aligned}
$$

(3.4)

where $\phi_{M} = \phi \circ \rho_{M}$, $\psi_{M} = \psi(\cdot, \rho_{M}(\cdot), \cdot)$, and $\rho_{M}$ is a smooth modification of the projection on the centered ball of radius $M$ such that $|\rho_{M}| \leq M$, $|\nabla \rho_{M}| \leq 1$ and $\rho_{M}(x) = x$ when $|x| \leq M - 1$. So $g_{M}$ and $\psi_{M}$ are Lipschitz and bounded functions with respect to $x$. By Lemma 3.3, we get that there exists a unique solution $(Y^{M,t,x}, Z^{M,t,x})$ to the BSDE (3.1) such that $|Z^{M,t,x}| \leq A_0$ with $A_0$ a constant that depends on $M$. As a consequence, $\psi_{M}$ is a Lipschitz function with respect to $z$ and so classical results on BSDEs apply. Next assume for a moment the following lemma, whose proof is similar to the proof of lemma 2.4 in [23].

**Lemma 3.4** Under assumptions of Proposition 3.3 we have

$$
|Z^{M,t,x}| \leq A_n + B_n |X^{t,x}|^r,
$$

with $(A_n, B_n)_{n \in \mathbb{N}}$ defined by recursion: $B_0 = 0$, $A_0$ defined before,

$$
\begin{aligned}
A_{n+1} &= C(1 + A_{n}^r), \\
B_{n+1} &= C,
\end{aligned}
$$

(3.5)

where $C$ is a constant that does not depend on $M$.

Notice that relation (3.5) for $A_n$ is a contraction, so its limit exists, we denote it by $A_\infty$, and it does not depend on $M$, so

$$
|Z^{M,t,x}| \leq A_\infty + C |X^{t,x}|^r.
$$

Now it remains to show that $(Y^{M,t,x}, Z^{M,t,x})_{M \in \mathbb{N}}$ is a Cauchy sequence that tends to a limit $(Y^{t,x}, Z^{t,x})$ solution of the BSDE (3.1). This part of the proof goes on like in [23], Proposition 2.2.

**Proof of Lemma 3.4** The proof is similar to the proof of Lemma 2.4 in [23], and we give it for the reader convenience and to give references for the infinite dimensional setting.

We start by considering $\phi$ Gâteaux differentiable and $\psi$ Gâteaux differentiable with respect to $x$, $y$ and $z$. As in [23], the proof is given by recursion: for $n = 0$, by lemma 3.2 the result is true, let us suppose that it is true for some $n \in \mathbb{N}$ and let us show that it is still true for $n + 1$. We get that $X^{t,x}$, $(Y^{M,t,x}, Z^{M,t,x})$ are differentiable. Arguing as in [23], since

$$
|\nabla_{x} \psi_{M}(s, X^{t,x}_{s}, Y^{M,t,x}_{s}, Z^{M,t,x}_{s})| \leq C(1 + |Z^{M,t,x}|) \leq C_M,
$$

by the Girsanov theorem there exists a probability measure $\mathbb{Q}^{M}$, equivalent to the original one $\mathbb{P}$, such that $\tilde{W}_{\tau} := W_{\tau} - \int_{0}^{\tau} \nabla_{x} \psi_{M}(s, X^{t,x}_{s}, Y^{M,t,x}_{s}, Z^{M,t,x}_{s}) \, ds$ is a Wiener process under $\mathbb{Q}^{M}$. We obtain

$$
\begin{aligned}
\nabla Y^{M,t,x}_{\tau} &= E_{\mathbb{Q}^{M}_{\tau}} \left[ e^{\int_{\tau}^{T} \nabla_{x} \psi_{M}(u, X^{t,x}_{u}, Y^{M,t,x}_{u}, Z^{M,t,x}_{u}) \, du} \nabla \phi_{M}(X^{t,x}_{T}) \nabla X^{t,x}_{T} \\
&+ \int_{\tau}^{T} e^{\int_{\tau}^{s} \nabla_{x} \psi_{M}(u, X^{t,x}_{u}, Y^{M,t,x}_{u}, Z^{M,t,x}_{u}) \, du} \nabla_{x} \psi_{M}(s, X^{t,x}_{s}, Y^{M,t,x}_{s}, Z^{M,t,x}_{s}) \nabla X^{t,x}_{s} \, ds \right],
\end{aligned}
$$

9
and, by using assumptions 3.1 and the fact that $\nabla X^{t,x}$ is bounded,

$$|\nabla Y^{M,t,x}_\tau B| \leq C + CE^{Q^M}_\tau \left[ |X^{t,x}_\tau|^r + \int_\tau^T |X^{t,x}_{s}|^r ds \right].$$

Once again, the Markov property and standard results on BSDEs with Lipschitz generator in infinite dimension (see e.g. [3]) give us

$$|Z^{M,t,x}_\tau| = \left| Z^{M,x}_\tau \right|_{x'=X^{t,x}_\tau} = \left| \nabla Y^{M,t,x}_\tau B \right|_{x'=X^{t,x}_\tau} \leq \left( C + CE^{Q^M}_\tau \left[ |X^{t,x}_\tau|^r + \int_\tau^T |X^{t,x}_{s}|^r ds \right] \right)_{x'=X^{t,x}_\tau} \leq C + CE^{Q^M}_\tau \left[ |X^{t,x}_\tau|^r + \int_\tau^T |X^{t,x}_{s}|^r ds \right]. \quad (3.6)$$

Now we need to estimate $E^{Q^M}_\tau |X^{t,x}_s|^r$, for $s \in [\tau, T]$. In $(\Omega, \mathcal{F}, Q^M)$, for $s \in [\tau, T]$, $X^{t,x}_s$ solves the following equation in mild form

$$X^{t,x}_s = e^{(s-\tau)A}X^{t,x}_\tau + \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r + \int_\tau^s e^{(s-\tau)A}B \nabla_z \psi_M(r, X^{t,x}_r, Y^{M,t,x}_r, Z^{M,t,x}_r) \, dr. \quad (3.7)$$

Notice that $E^{Q^M}_\tau \left| \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r \right| = E^{Q^M}_\tau \left| \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r \right|$, and by Corollary 2.17 in [4],

$$E^{Q^M}_\tau \left| \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r \right| \leq \left( E^{Q^M}_\tau \left| \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r \right|^2 \right)^{1/2} \leq C \left( \int_\tau^s e^{(s-\tau)A}B B^* e^{(s-\tau)A^*} ds \right)^{1/2} < \infty.$$

So, we have

$$E^{Q^M}_\tau \left| \int_\tau^s e^{(s-\tau)A}B \, d\tilde{W}_r \right| \leq C$$

where $C$ is a constant that depends on $A, B$.

Coming back to the estimate of $E^{Q^M}_\tau |X^{t,x}_s|$, we get, using the last inequality and (3.7),

$$E^{Q^M}_\tau |X^{t,x}_s| \leq N e^{(s-\tau)\omega} |X^{t,x}_\tau| + C + NE^{Q^M}_\tau \int_\tau^s e^{(s-\tau)\omega} \| B \|_{L(\Xi,H)} \gamma |Z^{M,t,x}_\sigma| ds$$

$$\leq N e^{(s-\tau)\omega} |X^{t,x}_\tau| + C + NE^{Q^M}_\tau \int_\tau^s e^{(s-\tau)\omega} \| B \|_{L(\Xi,H)} \gamma (A_n + B_n |X^{t,x}_\sigma|^r) ds$$

$$\leq C |X^{t,x}_\tau| + C A_n + C E^{Q^M}_\tau \int_\tau^s B_n |X^{t,x}_\sigma|^r ds.$$

By applying Young inequality, with $1/p + 1/q = 1$ and $rlq = 1$, we get

$$CB_n^l |X^{t,x}_\sigma|^r l \leq \frac{Cp B_n^{lp}}{p} + \frac{|X^{t,x}_\sigma|^rlq}{q}.$$

Thus, we have

$$E^{Q^M}_\tau |X^{t,x}_s| \leq C |X^{t,x}_\tau| + C A_n + C B_n^l + C E^{Q^M}_\tau \int_\tau^s |X^{t,x}_\sigma| ds.$$

Finally, by Grönwall lemma we get

$$E^{Q^M}_\tau |X^{t,x}_s| \leq e^{C(T-\tau)} \left( C |X^{t,x}_\tau| + C A_n + C B_n^l \right),$$
and, since \( r < 1 \),
\[
\mathbb{E}^{\mathbb{Q}}_{r} |X_{s}^{t,x}|^r \leq C \left(1 + A_{n}^{r} + B_{n}^{r} + |X_{s}^{t,x}|^r \right).
\]
Thus, by (3.6) and the recursion assumption on \( B_{n} \), we get
\[
|Z_{t,x}^{M,y}| \leq C \left(1 + A_{n}^{r} + B_{n}^{r} + |X_{s}^{t,x}|^r \right) \leq C \left(1 + A_{n}^{r} + |X_{s}^{t,x}|^r \right),
\]
so we can take
\[
B_{n+1} = C
\]
and
\[
A_{n+1} = C \left(1 + A_{n}^{r} \right),
\]
so that \((B_{n})_{n \in \mathbb{N}}\) is a constant sequence and \((A_{n})_{n \in \mathbb{N}}\) satisfies the required recursion relation.

When \( \phi \) and \( \psi \) are not Gâteaux differentiable, we can approximate them by their inf-sup convolutions, noting that since \( \phi_{M} \) and \( \psi_{M} \) are Lipschitz continuous, also their inf-sup convolutions are.

Now we prove an analogous of Proposition 3.3 when \( X \) is a perturbed Ornstein-Uhlenbeck process.

**Proposition 3.5** Assume that Hypotheses 2.1 and 3.1 hold true. Then there exists a solution \((Y_{t,x}, Z_{t,x})\) of the Markovian BSDE (3.1) such that
\[
(Y_{t,x}, Z_{t,x}) \in S^{2} \times M^{2}
\]
and
\[
|Z_{t,x}^{y}| \leq C \left(1 + |X_{s}^{t,x}|^r \right), \quad \forall \tau \in [0, T].
\]
Moreover this solution is unique amongst solutions such that

- \( Y \in S^{2} \);
- there exists \( \eta > 0 \) such that
\[
\mathbb{E} \left[ e^{\frac{1}{2} + \eta} \int_{\tau}^{T} |Z_{s}^{t,x}|^{2l} ds \right] < +\infty.
\]

**Proof.** We only give the proof of the points where some differences with the case of an Ornstein-Uhlenbeck process treated in Proposition 3.3 arise.

As a first point, let us prove that, for all \( p > 0 \) there exists a constant \( C \) that does not depend on \( (t, x) \) such that
\[
\mathbb{E} \left[ e^{p \int_{t}^{\tau} |X_{s}^{t,x}|^{2l} ds} \right] \leq C e^{C|x|^{2l}} < +\infty
\]
where this time \( X_{t,x}^{t,x} \) satisfies, in mild form,
\[
X_{\tau}^{t,x} = e^{(\tau-t)A} x + \int_{t}^{\tau} e^{(\tau-s)A} F(s, X^{t,x}_{s}) ds + \int_{t}^{\tau} e^{(\tau-s)A} B dW_{s}.
\]
To prove (3.9) we denote the stochastic convolution by \( W_{A}(\tau) := \int_{t}^{\tau} e^{(\tau-s)A} B dW_{s} \) and we set
\[
\Gamma_{\tau}^{t,x} := X_{\tau}^{t,x} - W_{A}(\tau).
\]
The process \( \Gamma \) satisfies the integral equation
\[
\Gamma_{\tau}^{t,x} = e^{(\tau-t)A} x + \int_{t}^{\tau} e^{(\tau-s)A} F(s, \Gamma_{s}^{t,x} + W_{A}(s)) ds.
\]
Finally, we obtain

\[ \|\Gamma_{r|x}^{t}\| \leq C \left( 1 + |x| + \int_{t}^{T} |W_{A}(s)| ds \right) + C \int_{t}^{T} \int_{t}^{u} |W_{A}(s)| ds du, \]

so,

\[ |\Gamma_{s|x}^{t,2r}| \leq C \left( 1 + |x|^{2r} + \int_{t}^{T} |W_{A}(s)|^{2r} ds + \int_{t}^{T} \int_{t}^{u} |W_{A}(s)|^{2r} ds du \right). \]

By a generalization of the Gronwall lemma in integral form we get

\[ |\Gamma_{r|x}^{t}| \leq N e^{\omega T} |x| + NK_{F} \int_{t}^{T} e^{\omega(T-s)} \left( 1 + |\Gamma_{s|x}^{t}| + |W_{A}(s)| \right) ds \]

\[ \leq C \left( 1 + |x| + \int_{t}^{T} |W_{A}(s)| ds \right) + C \int_{t}^{T} |\Gamma_{s|x}^{t}| ds. \]

By using Jensen inequality as in the proof of Proposition 3.3, we can show that

\[ \mathbb{E} \left[ e^{C \int_{t}^{T} |W_{A}(s)|^{2r} ds} \right] \leq C, \]

where \( W_{A}(s) \) is a centered Gaussian random variable with a bounded covariance operator. By same arguments, we are able to show that

\[ \mathbb{E} \left[ e^{C \int_{t}^{T} \int_{t}^{u} |W_{A}(s)|^{2r} ds du} \right] \leq C, \]

which achieved the proof of (3.9).

The end of the proof goes on like the proof of Proposition 3.3 by assuming the following lemma 3.6 analogous of Lemma 3.4.

**Lemma 3.6** Under the assumptions of Proposition 3.3, we have

\[ |Z_{r}^{M}| \leq A_{n} + B_{n} |X_{r}|, \]

with \( (A_{n}, B_{n})_{n \in \mathbb{N}} \) defined by recursion: \( B_{0} = 0, \ A_{0} \) defined before,

\[ A_{n+1} = C(1 + A_{n}^{lr}), \]

\[ B_{n+1} = C, \]

where \( C \) is a constant that does not depend on \( M \).
Proof. The only difference with the proof of Lemma 3.4 arise when estimating $\mathbb{E}_x^Q M_{\tau} |X^{t,x}_{s}|$, for $s \in [\tau, T]$. We have only to notice that this time in $(\Omega, \mathcal{F}, Q^M)$, for $s \in [\tau, T]$, $X^{t,x}_s$ solves the following equation in mild form

$$X^{t,x}_s = e^{(s-\tau)A} X^{t,x}_\tau + \int_{\tau}^{s} e^{(s-r)A} B d\tilde{W}_r$$

$$+ \int_{\tau}^{s} e^{(s-r)A} B \left( F(r, X^{t,x}_r) + \nabla_Z \psi_M(r, X^{t,x}_r, Y^{M,t,x}_r, Z^{M,t,x}_r) \right) dr.$$

So arguing as in the proof of Lemma 3.4 we get the conclusion.

We only mention that, as in [23], the results contained in Propositions 3.3 and 3.5 could be stated under slightly weaker assumptions than Hypothesis 3.1: we could threat the case $r \ell = 1$ when $T$ is small enough. Nevertheless any applications on HJB equations follow by weakening the assumptions in that direction.

4 Differentiability with respect to the initial datum in the FB-SDE

In this section we consider regular dependence on the initial datum of the perturbed Ornstein-Uhlenbeck process $X$ for the Markovian BSDE (3.1), namely we consider once again the following decoupled forward backward system

$$\begin{align*}
    dX^{t,x}_\tau &= A X^{t,x}_\tau d\tau + F(\tau, X^{t,x}_\tau) d\tau + B d\tilde{W}_\tau, \quad \tau \in [t, T], \\
    X^{t,x}_t &= x, \quad \tau \in [0, t], \\
    dY^{t,x}_\tau &= -\psi(\tau, X^{t,x}_\tau, Y^{t,x}_\tau, Z^{t,x}_\tau) d\tau + Z^{t,x}_\tau dW_\tau, \quad \tau \in [0, T], \\
    Y^{t,x}_T &= \phi(X^{t,x}_T).
\end{align*}$$

(4.1)

Beside Hypotheses 2.1 and 3.1 on the coefficients, we assume the following hypothesis.

Hypothesis 4.1

1. For every $\tau \in [0, T]$, the map $(x, y, z) \mapsto \psi(\tau, x, y, z)$ belongs to $\mathcal{G}^{1,1}(H \times \mathbb{R} \times \mathbb{E}^*, \mathbb{R})$, and by Hypothesis 3.1,

$$|\nabla_x \psi(\tau, x, y, z)| \leq (C + \beta |x|), \quad |\nabla_y \psi(\tau, x, y, z)| \leq K \psi_y, \quad |\nabla_z \psi(\tau, x, y, z)| \leq \left(C + \gamma |z|\right),$$

$$\forall \tau \in [0, T], \forall x \in H, \forall y \in \mathbb{R}, \forall z \in \mathbb{E}^*.$$

2. $\phi \in \mathcal{G}^1(H, \mathbb{R})$ and by Hypothesis 3.1,

$$|\nabla_x \phi(x)| \leq (C + \alpha |x|), \quad \forall x \in H.$$

The following result is proved by Fuhrman and Tessitore in [8].

Proposition 4.2 Assume Hypothesis 2.1 holds true. Then the map $(t, x) \mapsto X^{t,x}_t$ belongs to $\mathcal{G}^{0,1}([0, T] \times H; S^p)$ for all $p > 1$. Moreover, we have, for every $x, h \in H$,

$$\|\nabla_x X^{t,x}_t h\|_{S^p} \leq C_p |h|.$$
Theorem 4.3 Assume Hypotheses 2.1, 3.1 and 4.1 hold true. Then the map \((t, x) \mapsto (Y^{t,x}, Z^{t,x})\) belongs to \(G^{O,1}(\{0,T\} \times H; S^p \times \mathcal{M}^p)\) for each \(p > 1\). Moreover for every \(x, h \in H\) the directional derivative process \((\nabla_x Y^{t,x}, \nabla_x Z^{t,x})\) solves the following BSDE: for \(t \in [0, T] \),

\[
\nabla_x Y^{t,x} h = \nabla_x \phi(X^{t,x}_T) \nabla_x X^{t,x}_T h + \int_{\tau}^{T} \nabla_x \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \nabla_x X^{t,x}_s h \, ds
\]

\[
+ \int_{\tau}^{T} \nabla_x \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \nabla_x X^{t,x}_s h \, ds + \int_{\tau}^{T} \nabla_x \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \nabla_x Z^{t,x}_s h \, ds
\]

\[
- \int_{\tau}^{T} \nabla_x Z^{t,x}_s h \, dW_s \tag{4.2}
\]

and there exist two constants \(C\) and \(C_p\) such that

\[
|\nabla_x Y^{t,x} h| \leq C \left(1 + |X^{t,x}|^r \right) |h|, \quad \|\nabla_x Z^{t,x} h\|_{\mathcal{M}^p} \leq C_p e^{C_p|x|^r} |h|.
\]

Proof. Firstly, we will show the continuity of the map \((t, x) \mapsto (Y^{t,x}, Z^{t,x})\). We fix \((t, x) \in [0, T] \times H\) and we consider \((t', x') \in [0, T] \times H\) such that \(t' \to t\) and \(x' \to x\). Let us denote

\[
\delta Y := Y^{t,x} - Y^{t',x'} \quad \text{and} \quad \delta Z := Z^{t,x} - Z^{t',x'}.
\]

The usual linearization trick gives us that \((\delta Y, \delta Z)\) is the solution of the BSDE

\[
\delta Y_s = \phi(X^{t,x}_T) - \phi(X^{t',x'}_T) - \int_{s}^{T} \delta u_s \, dW_u
\]

\[
+ \int_{s}^{T} \left[ \psi(u, X^{t,x}_u, Y^{t,x}_u, Z^{t,x}_u) - \psi(u, X^{t',x'}_u, Y^{t',x'}_u, Z^{t',x'}_u) \right] \, du,
\]

with

\[
U_u = \begin{cases} 
\psi(u, X^{t,x}_u, Y^{t,x}_u, Z^{t,x}_u) - \psi(u, X^{t',x'}_u, Y^{t',x'}_u, Z^{t',x'}_u) & \text{if } Y^{t,x}_u - Y^{t',x'}_u \neq 0 \\
0 & \text{if } Y^{t,x}_u - Y^{t',x'}_u = 0
\end{cases}
\]

and

\[
V_u = \begin{cases} 
\psi(u, X^{t',x'}_u, Y^{t',x'}_u, Z^{t',x'}_u) - \psi(u, X^{t,x}_u, Y^{t',x'}_u, Z^{t',x'}_u) \left( Z^{t,x}_u - Z^{t',x'}_u \right) & \text{if } Z^{t,x}_u - Z^{t',x'}_u \neq 0 \\
0 & \text{if } Z^{t,x}_u - Z^{t',x'}_u = 0.
\end{cases}
\]

Thanks to Hypothesis 3.1 we remark that \(|U_u| \leq K_{\phi}\) and

\[
|V_u| \leq C(1 + |Z^{t,x}_u|^r + |Z^{t',x'}_u|^r) \leq C(1 + |X^{t,x}_u|^r + |X^{t',x'}_u|^r).
\]

A mere extension of Proposition 3.6 in [24] gives us a stability result: for all \(p > 1\)

\[
\|\delta Y\|_{S^p} + \|\delta Z\|_{\mathcal{M}^p} \leq C_p \mathbb{E} \left[ e^{\int_{0}^{T} |V_u|^2 \, ds} \phi(X^{t',x'}_T) \phi(X^{t',x'}_T)^{2p} \right]
\]

\[
+ C_p \mathbb{E} \left[ \int_{0}^{T} e^{\int_{0}^{s} |V_u|^2 \, ds} \psi(s, \nabla x s^{t,x}_s, \nabla x s^{t',x'}_s, \nabla x s^{t',x'}_s) - \psi(s, X^{t',x'}_s, Y^{t',x'}_s, Z^{t',x'}_s) \, ds \right]^{p}
\]

\[
\leq C_p \mathbb{E} \left[ e^{\int_{0}^{T} (|X^{t,x}_T|^r + |X^{t',x'}_T|^r) \, ds} (1 + |X^{t,x}_T|^{2p} + |X^{t',x'}_T|^{2p}) |X^{t,x}_T - X^{t',x'}_T|^{2p} \right]
\]

\[
+ C_p \int_{0}^{T} \mathbb{E} \left[ e^{\int_{s}^{T} (|X^{t,x}_u|^r + |X^{t',x'}_u|^r) \, ds} (1 + |X^{t,x}_s|^{2p} + |X^{t',x'}_s|^{2p}) |X^{t,x}_s - X^{t',x'}_s|^{2p} \right] \, ds.
\]
By using Hölder theorem, Proposition 2.2, estimate (3.9) and classical stability results for the solution of the forward equation, we show that the right term in the last inequality tends to 0 when \( t' \to t \) and \( x' \to x \). So we have that \((t, x) \mapsto (Y_{t,x}^t, Z_{t,x}^t)\) is continuous in \( S_p \times M_p \) for all \( p > 1 \).

For the differentiability, we will follow the proof of Proposition 12 in [3]. Firstly, let us remark that, thanks to Hypothesis 4.1 and Proposition 3.5

\[
|\nabla_x \psi(s, Y_{t,x}^s, Z_{t,x}^s)| \leq C(1 + |Z_{t,x}^s|^l) \leq C(1 + |X_{t,x}^s|^l),
\]

and, thanks to Propositions 2.2 and 4.2, estimate (3.9) and Hypothesis 4.1, for all \( p > 1 \), for all \( c > 0 \) and for all \( h \in H \),

\[
\mathbb{E} \left[ e^{c \int_0^T |X_{t,x}^s|^{2r} ds} \left( |\nabla_x \phi(X_{T}^s) \nabla_x Y_{T}^s|^{p} + \int_0^T |\nabla_x \psi(s, X_{t,x}^s, Y_{t,x}^s, Z_{t,x}^s) \nabla_x Y_{t,x}^s|^{p} ds \right) \right] < +\infty.
\]

So, it follows from a generalization of Theorem 4.1 in [24] that BSDE (4.2) has a unique solution which belongs to \( S_p \times M_p \) for all \( p > 1 \). Now, let us fix \((t, x) \in [0, T] \times H\). We remove parameters \( t \) and \( x \) for notational simplicity. For \( \varepsilon > 0 \), we set \( X_{t,x}^\varepsilon := X_{t,x} + \varepsilon h \), where \( h \) is some vector in \( H \), and we consider \((Y_{t,x}^\varepsilon, Z_{t,x}^\varepsilon)\) the solution in \( S_p \times M_p \) to the BSDE

\[
Y_{t,x}^\varepsilon = \phi(X_{t,x}^\varepsilon) + \int_t^T \psi(s, X_{t,x}^s, Y_{t,x}^s, Z_{t,x}^s) ds - \int_t^T Z_{t,x}^s dW_s.
\]

When \( \varepsilon \to 0 \), \((X_{t,x}^\varepsilon, Y_{t,x}^\varepsilon, Z_{t,x}^\varepsilon) \to (X, Y, Z)\) in \( S_p \times S_p \times M_p \), for all \( p > 1 \). We also denote \((G, N)\) the solution to the BSDE (4.2). We have to prove that the directional derivative of the map \((t, x) \mapsto (Y_{t,x}^\varepsilon, Z_{t,x}^\varepsilon)\) in the direction \( h \in H \) is given by \((G, N)\). Let us consider \( U_{t,x}^\varepsilon := \varepsilon^{-1}(Y_{t,x}^\varepsilon - Y) - G, V_{t,x}^\varepsilon := \varepsilon^{-1}(Z_{t,x}^\varepsilon - Z) - N \). We have

\[
U_{t,x}^\varepsilon = \frac{1}{\varepsilon} (\phi(X_{t,x}^\varepsilon) - \phi(X_{t,x})) - \nabla_x \phi(X_{t,x}) \nabla_x X_{t,x} h
+ \frac{1}{\varepsilon} \int_t^T \left( \psi(s, X_{t,x}^s, Y_{t,x}^s, Z_{t,x}^s) - \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}) \right) ds - \int_t^T V_{t,x} dW_s
- \int_t^T \nabla_x \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}) \nabla_x X_{t,x} h ds - \int_t^T \nabla_y \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}) G_s ds
- \int_t^T \nabla_z \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}) N_s ds.
\]

As in the proof of Proposition 12 in [3], we use the fact that \( \psi(s, \cdot, \cdot, \cdot) \) belongs to \( G^{1,1,1} \) and so we can write

\[
\frac{1}{\varepsilon} (\psi(s, X_{t,x}^\varepsilon, Y_{t,x}^\varepsilon, Z_{t,x}^\varepsilon) - \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}))
= \frac{1}{\varepsilon} \left( \psi(s, X_{t,x}^\varepsilon, Y_{t,x}, Z_{t,x}) - \psi(s, X_{t,x}, Y_{t,x}, Z_{t,x}) \right) + A_{t,x}^\varepsilon \frac{Y_{t,x}^\varepsilon - Y_{t,x}}{\varepsilon} + B_{t,x}^\varepsilon \frac{Z_{t,x}^\varepsilon - Z_{t,x}}{\varepsilon},
\]

where \( A_{t,x}^\varepsilon \in L(R, R) \) and \( B_{t,x}^\varepsilon \in L(L^2, R) \) are defined by

\[
A_{t,x}^\varepsilon y := \int_0^1 \nabla_y \psi(s, X_{t,x}^\varepsilon, Y_{t,x} + \alpha(Y_{t,x}^\varepsilon - Y_{t,x}), Z_{t,x}) y d\alpha, \quad \forall y \in R,
\]

\[
B_{t,x}^\varepsilon z := \int_0^1 \nabla_z \psi(s, X_{t,x}^\varepsilon, Y_{t,x}^\varepsilon, Z_{t,x} + \alpha(Z_{t,x}^\varepsilon - Z_{t,x})) z d\alpha, \quad \forall z \in H^2.
\]
Then \((U^\varepsilon, V^\varepsilon)\) solves the BSDE:

\[
U^\varepsilon_t = \zeta^\varepsilon + \int_t^T (A^\varepsilon_s U^\varepsilon_s + B^\varepsilon_s V^\varepsilon_s) ds + \int_t^T (P^\varepsilon_s + Q^\varepsilon_s + R^\varepsilon_s) ds - \int_t^T V^\varepsilon_s dW_s,
\]

where we have set

\[
\zeta^\varepsilon := \varepsilon^{-1}(\phi(X^\varepsilon_T) - \phi(X_T)) - \nabla_x \phi(X_T) \nabla_x X_T h,
\]

\[
P^\varepsilon_s := (A^\varepsilon_s - \nabla_y \psi(s, X_s, Y_s, Z_s)) G_s,
\]

\[
Q^\varepsilon_s := (B^\varepsilon_s - \nabla_z \psi(s, X_s, Y_s, Z_s)) N_s,
\]

\[
R^\varepsilon_s := \varepsilon^{-1}(\psi(s, X^\varepsilon_s, Y_s, Z_s) - \psi(s, X_s, Y_s, Z_s)) - \nabla_x \psi(s, X_s, Y_s, Z_s) \nabla_x X_s h.
\]

It follows from Hypothesis 4.1 and estimate (3.8) that

\[
|A^\varepsilon_s| \leq C, \quad |B^\varepsilon_s| \leq C(1 + |X_s| + |X^\varepsilon_s| + |Y_s| + |Y^\varepsilon_s| + |Z_s| + |Z^\varepsilon_s|),
\]

\[
|P^\varepsilon_s| \leq C|G_s|, \quad |Q^\varepsilon_s| \leq C(1 + |X_s| + |X^\varepsilon_s| + |Y_s| + |Y^\varepsilon_s| + |Z_s| + |Z^\varepsilon_s|)|N_s|.
\]

We have, once again from a mere generalization of Proposition 3.6 in [24],

\[
\|U^\varepsilon\|_{S^p} + \|V^\varepsilon\|_{M^p} \leq C_0 \mathbb{E}\left[ e^{C_0 \int_0^T |X_s| + |X^\varepsilon_s| ds} \left( \|\zeta^\varepsilon\|^{2p} + \int_0^T |P^\varepsilon_s|^{2p} + |Q^\varepsilon_s|^{2p} + |R^\varepsilon_s|^{2p} ds \right) \right].
\]

By using H"older inequality and the estimate (3.8), previous inequality becomes

\[
\|U^\varepsilon\|_{S^p} + \|V^\varepsilon\|_{M^p} \leq C_0 e^{C_0 (|x|^2 + |x + \varepsilon h|^2)} \mathbb{E}\left[ \|\zeta^\varepsilon\|^{4p} + \int_0^T |P^\varepsilon_s|^{4p} + |Q^\varepsilon_s|^{4p} + |R^\varepsilon_s|^{4p} ds \right].
\]

By using a uniform integrability argument, the right hand side of the previous inequality tends to 0 as \(\varepsilon \to 0\) in view of the regularity and the growth of \(\phi\) and \(\psi\).

The proof that maps \(x \mapsto (\nabla_x Y^{t,x}_h, \nabla_x Z^{t,x}_h)\) and \(h \mapsto (\nabla_x Y^{t,x}_h, \nabla_x Z^{t,x}_h)\) are continuous (for every \(h\) and \(x\) respectively) comes once again from a mere generalization of Proposition 3.6 in [24].

To finish the proof, it remains to prove the growth estimate on \(|\nabla_x Y^{t,x}_h|\) and \(|\nabla_x Z^{t,x}_h|\). Let us begin with the first one. Thanks to the estimate on \(Z^{t,x}\) given by proposition 3.5, we have

\[
|\nabla_x \psi(s, X^t_s, X^{t,x}_h, Y^{t,x}_s, Z^{t,x}_s)| \leq C(1 + |X^{t,x}_s|).
\]

Now the result (3.9) shows us that Novikov’s condition is fulfilled and so we are able to use Girsanov’s theorem in (4.2): there exists a probability \(Q\), equivalent to the original one \(P\), such that \(\tilde{W}_r := W_r - \int_0^r \nabla_x \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) ds\) is a Wiener process under \(Q\). We obtain

\[
\nabla Y^{t,x}_h = \mathbb{E}_T^Q \left[ e^\int_r^T \nabla_y \psi(u, X^{t,x}_u, Y^{t,x}_u, Z^{t,x}_u) du \nabla \phi(X^{t,x}_T) \nabla X^{t,x}_T h \right] + \int_r^T e^\int_r^s \nabla_y \psi(u, X^{t,x}_u, Y^{t,x}_u, Z^{t,x}_u) du \nabla_x \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \nabla X^{t,x}_s h ds,
\]

and, by using assumptions 4.1 and the fact that \(\nabla X^{t,x}\) is bounded,

\[
|\nabla Y^{t,x}_h| \leq C \left( 1 + \mathbb{E}_T^Q \left[ |X^{t,x}_T| \right] \right) \mathbb{E}_T^Q \left[ |X^{t,x}_0| \right] ds |h|.
\]

Then, arguing as in the proof of Lemma 3.6, we obtain that \(\mathbb{E}_T^Q \left[ |X^{t,x}_T| \right] \leq C \left( 1 + |X^{t,x}_r| \right)\) and, finally,

\[
|\nabla Y^{t,x}_h| \leq C \left( 1 + |X^{t,x}_r| \right) |h|.
\]

For the estimate on \(|\nabla_x Z^{t,x}_h|\), we just have to use a mere generalization of Proposition 3.6 in [24].
5 Probabilistic solution of a semilinear PDE in infinite dimension: the differentiable data case

The aim of this section is to present existence and uniqueness results for the solution of a semilinear Kolmogorov equation with the nonlinear term which is superquadratic with respect to the $B$-derivative and with final datum not necessarily bounded, in the case of differentiable coefficients.

More precisely, let $\mathcal{L}_t$ be the generator of the transition semigroup $(P_{t,\tau})_{\tau \in [t,T]}$, that is, at least formally,

$$\mathcal{L}_t f(x) = \frac{1}{2} (Tr BB^* \nabla^2 f)(x) + \langle Ax, \nabla f(x) \rangle + \langle F(t,x), \nabla f(x) \rangle.$$ 

Let us consider the following equation

$$\left\{ \begin{array}{ll} \frac{\partial v}{\partial t}(t,x) = -\mathcal{L}_t v(t,x) + \psi(t,x,v(t,x),\nabla B v(t,x)) , & t \in [0,T], \ x \in H, \\ v(T,x) = \phi(x). \end{array} \right.$$ \hspace{1cm} (5.1)

In the following we introduce the notion of mild solution for the nonlinear Kolmogorov equation (5.1) (see also [4] and [8], or [14] for the definition of mild solution when $\psi$ depends only on $\nabla B v$ and not on $\nabla v$).

Notice that, by Proposition 2.2, if $\phi$ satisfies Hypothesis 3.1, point 3, or more generally if $\phi$ is a continuous function with polynomial growth, by $L^p(\Omega, C([0,T]))$-integrability of any order $p$ of the Markov process $X^{t,x}$, given by Proposition 2.2, we have that

$$P_{t,\tau}[\phi](x) = \mathbb{E} \left[ \phi(X_{\tau}^{t,x}) \right]$$

is well defined. Since $\mathcal{L}_t$ is (formally) the generator of $(P_{t,\tau})_{\tau \in [t,T]}$, the variation of constants formula for equation (5.1) gives us:

$$v(t,x) = P_{t,T}[\phi](x) + \int_t^T P_{t,s} \left[ \psi(s,\cdot,v(s,\cdot),\nabla B v(s,\cdot)) \right](x) ds, \ t \in [0,T], \ x \in H. \hspace{1cm} (5.2)$$

We will use this formula to define the notion of mild solution for the non linear Kolmogorov equation (5.1); before giving the definition we have also to introduce some spaces of continuous functions, where we will look for the solution of (5.1).

We consider the space $C^s_b(H,\Xi^*)$ of mappings $L: H \to \Xi^*$ such that for every $\xi \in \Xi$, $L(\cdot)\xi \in C^s_b(H)$, where $C^s_b(H)$ denotes the space of bounded continuous functions from $H$ to $\mathbb{R}$. The space $C^s_b(H,\Xi^*)$ turns out to be a Banach space if it is endowed with the norm

$$\|L\|_{C^s_b(H,\Xi^*)} = \sup_{x \in H} |L(x)|_{\Xi^*}.$$

Besides $C^s_b(H,\Xi^*)$ we consider also the linear space $C^s_k(H,\Xi^*)$ of mappings $L: H \to \Xi^*$ such that for every $\xi \in \Xi$, $L(\cdot)\xi \in C_k(H)$, where $C_k(H)$ denotes the space of continuous functions from $H$ to $\mathbb{R}$ with a polynomial growth of degree $k$. The linear space $C^s_k(H,\Xi^*)$ turns out to be a Banach space if it is endowed with the norm

$$\|L\|_{C^s_k(H,\Xi^*)} = \sup_{x \in H} \frac{|L(x)|_{\Xi^*}}{\left(1 + |x|^2_H\right)^{k/2}}.$$

We are now able to give the definition of a mild solution of (5.1).
Definition 5.1 Let \( r \geq 0 \). We say that a function \( v : [0,T] \times H \to \mathbb{R} \) is a mild solution of the non linear Kolmogorov equation (5.1) if the following are satisfied:

1. \( v \in C_{r+1}([0,T] \times H) \);
2. \( \nabla^B v \in C^r([0,T] \times H, \Xi^s) \), in particular this means that for every \( t \in [0,T] \), \( v(t,\cdot) \) is \( B \)-differentiable and the derivative has polynomial growth of order \( r \);
3. equality (5.2) holds.

Notice that the differentiability required at point 2 is the minimal request in order to make equality (5.2) work. In the case of differentiable data \( \psi \) and \( \phi \), in addition to differentiability of the nonlinear term \( F \) in the forward equation (2.1), we look for a solution \( v \) differentiable with respect to \( x \) in all directions. In this case \( \nabla^B v = \nabla v B \) and saying that a function \( v : [0,T] \times H \to \mathbb{R} \) admits a Gâteaux derivative \( \nabla v \in C_k([0,T] \times H, H^*) \) is equivalent to ask \( v \in G^{0,1}([0,T] \times H) \) such that the operator norm of \( \nabla v(t,x) \) has polynomial growth of order \( k \) with respect to \( x \). So, in this part we will prove the existence of a mild solution according to the following stronger definition:

Definition 5.2 Let \( r \geq 0 \). We say that a function \( v : [0,T] \times H \to \mathbb{R} \) is a mild solution of the non linear Kolmogorov equation (5.1) if the following are satisfied:

1. \( v \in C_{r+1}([0,T] \times H) \);
2. for every \( t \in [0,T] \), \( v(t,\cdot) \) is differentiable in \( H \) and the derivative has polynomial growth with respect to \( x \), more precisely \( v \in G^{0,1}([0,T] \times H) \) and \( \forall h \in H \)
   \[
   \sup_{t \in [0,T]} \sup_{x \in H} \frac{|\nabla_x v(t,x) h|}{(1 + |x|^2)^{r/2}} < \infty;
   \]
3. equality (5.2) holds.

We notice that we will take in the following the same index \( r \) than in Hypothesis 3.1 so this index is related to the growth of \( \phi \) and \( \psi \) with respect to \( x \).

Existence and uniqueness of a mild solution of equation (5.1) is related to the study of the forward-backward system given by the perturbed Ornstein-Uhlenbeck process \( X^{l,x} \) defined in (2.1) and by the BSDE (3.1). We will show that, if we define

\[
v(t,x) := Y_t^{l,x},
\]

with \((Y^{l,x},Z^{l,x})\) the solution of the BSDE (3.1), then it turns out that \( v \) is the unique mild solution of equation (5.1), and \( \nabla^B v(t,x) = Z_t^{l,x} \). On the coefficients \( \psi, \phi \) and \( F \) of equation (5.1), which are the same appearing in the backward equation in the system (4.1) and on the non linear term of the forward equation in the system (1.1), we make differentiability assumptions contained in Hypothesis 4.1.

Notice that we are working with a function \( \psi \) that can have a quadratic \((l = 1)\) or a superquadratic growth \((l > 1)\) with respect to \( z \). Moreover, \( \psi \) and \( \phi \) are unbounded and can have some polynomial growth with respect to \( x \), though this growth is forced to decrease as the growth with respect to \( z \) increases, see again Hypothesis 3.1. So the result we are going to obtain improves Theorem 15 in [3], where it is considered the quadratic case for \( \psi \) with respect to \( z \) and a bounded final datum, and also Theorem 4.1 in [17], where the superquadratic case is considered in the case of a bounded final datum together with some smoothing properties for the transition semigroup of the forward equation. Notice that we will require similar smoothing properties in the next section, when we will remove differentiability assumptions on the coefficients.
Theorem 5.1 Assume that Hypotheses 2.1, 3.1, 4.1 hold true. Then, according to definition 5.2 equation (5.1) admits a unique mild solution. This solution satisfies

\[ |v(t, x)| \leq C(1 + |x|^{r+1}), \quad |\nabla^B v(t, x)| \leq C(1 + |x|^{r+1}). \]

Proof. The proof is substantially based on estimate (3.3) and on section 4 where differentiability of the FBSDE (4.1) in the case of differentiable coefficients is investigated. Since we assume that coefficients are differentiable, by Theorem 4.3 \( Y_{t,x} \) is differentiable with respect to \( x \). We set \( v(t, x) := Y_{t,x} \): notice that as usual \( Y_{t,x} \) is deterministic. As in Lemma 6.3 in [8], we can prove that \( \forall \xi \in \Xi \) and \( \forall s \in [t, T] \) the joint quadratic variation

\[ \langle v(s, X_{s}^{t,x}), \int_{t}^{s} \xi, dW_{\tau} \rangle = \int_{t}^{s} \nabla_x v(\tau, X_{\tau}^{t,x}) B \xi \, d\tau. \]

Since \( v(s, X_{s}^{t,x}) = Y_{s}^{t,x} \), from the BSDE in (4.1) we get that \( \forall \xi \in \Xi \) and \( \forall s \in [t, T] \) the joint quadratic variation is equal to

\[ \langle v(s, X_{s}^{t,x}), \int_{t}^{s} \xi, dW_{\tau} \rangle = \int_{t}^{s} Z_{\tau}^{t,x} \xi \, d\tau. \]

This gives the identification, for a.a. \( \tau \in [t, T] \),

\[ Z_{\tau}^{t,x} = \nabla_x v(\tau, X_{\tau}^{t,x}) B \quad \mathbb{P}\text{-a.s.} \quad (5.3) \]

With this identification in hand, the proof goes on in a quite standard way: see e.g. the proof of Theorem 6.2 in the pioneering paper [8] for the study of BSDEs and related PDEs in infinite dimension. We give here a sketch of the proof for the reader convenience.

Existence. Let us consider \((Y_{t,x}^{t,x}, Z_{t,x}^{t,x})\) the solution of the BSDE (4.1), which in integral form is given by

\[ Y_{s}^{t,x} + \int_{s}^{T} Z_{\tau}^{t,x} \, dW_{\tau} = \phi(X_{T}^{t,x}) + \int_{s}^{T} \psi(\tau, X_{\tau}^{t,x}, Y_{\tau}^{t,x}, Z_{\tau}^{t,x}) \, d\tau. \]

Taking expectation, setting \( s = t \) and using (5.3) we get the existence of a mild solution according to definition 5.2 notice that the growth of \( \nabla^B v \) comes from estimates on \( Z \) in Propositions 3.3 and 3.5, namely see estimates (3.3) and (3.8). For what concerns the estimate on \( v \), we can mimic the proof of Proposition 2.5 in [18], and then obtain the desired polynomial growth for \( v \) with respect to \( x \):

\[ |v(t, x)| := |Y_{t,x}^{t,x}| \leq C \left( 1 + |x|^{r+1} \right). \]

Uniqueness. Let \( u \) be a mild solution of equation (5.1): by the Markov property of the process \( X^{t,x} \), we have, \( \forall s \in [t, T] \)

\[ u(s, X_{s}^{t,x}) = \mathbb{E}_s[\phi(X_{T}^{t,x})] + \mathbb{E}_s \left[ \int_{s}^{T} \psi(\tau, X_{\tau}^{t,x}, u(\tau, X_{\tau}^{t,x}), \nabla u(\tau, X_{\tau}^{t,x}) B) \, d\tau \right] \]

\[ = \mathbb{E}_s[\xi] - \int_{t}^{s} \psi(\tau, X_{\tau}^{t,x}, u(\tau, X_{\tau}^{t,x}), \nabla u(\tau, X_{\tau}^{t,x}) B) \, d\tau, \]

where

\[ \xi := \phi(X_{T}^{t,x}) + \int_{t}^{T} \psi(\tau, X_{\tau}^{t,x}, u(\tau, X_{\tau}^{t,x}), \nabla u(\tau, X_{\tau}^{t,x}) B) \, d\tau. \]
By the martingale representation theorem, there exists a process $\tilde{Z} \in L^2(\Omega \times [t,T]; \Xi^*)$ such that $\mathbb{E}_s[\xi] = u(t, x) + \int_t^s \tilde{Z}_\tau \, dW_\tau$. So $\left(u(s, X_{s}^{t,x})\right)_{s \in [t,T]}$ is a continuous semi-martingale with canonical decomposition

$$u(s, X_{s}^{t,x}) = u(t, x) + \int_t^s \tilde{Z}_\tau \, dW_\tau - \int_t^s \psi(\tau, X_{\tau}^{t,x}, u(\tau, X_{\tau}^{t,x}), \nabla u(\tau, X_{\tau}^{t,x})B) \, d\tau. \quad (5.4)$$

As in the Lemma 6.3 of [8], when we compute the joint quadratic variation of $\left(u(s, X_{s}^{t,x})\right)_{s \in [t,T]}$ with the Wiener process, we get the identification

$$\nabla u(\tau, X_{\tau}^{t,x})B = \tilde{Z}_{\tau}^{t,x}.$$  

Substituting into (5.4), and rewriting the obtained equality in backward sense, we note that

$$(Y^{t,x}, Z^{t,x})$$ and $$(u(\cdot, X_{\cdot}^{t,x}), \nabla u(\cdot, X_{\cdot}^{t,x})B)$$ solve the same equation, and so uniqueness follows from the uniqueness of the BSDE solution.

## 6 Mild solution of a semilinear PDE in infinite dimension: the Lipschitz continuous data case

The aim of this section is to study equation (5.1) when the final datum $\phi$ and the nonlinear term $\psi$ are only Lipschitz continuous. Notice that in order to do this, we require some smoothing properties on the transition semigroup $\left(P_{t,\tau}\right)_{t,\tau \in [t,T]}$. Namely we require the following smoothing property on the semigroup $\left(P_{t,\tau}\right)_{t,\tau \in [t,T]}$, see e.g. [14] where this property has been introduced for bounded functions, and [16] where it has been extended to functions with polynomial growth.

**Hypothesis 6.1** For some $\alpha \in [0,1)$ and for every $\phi \in C_k(H)$, the function $P_{t,\tau} \phi(x)$ is $B$-differentiable with respect to $x$, for every $0 \leq t < \tau < T$. Moreover, for every $k \in \mathbb{N}$ there exists a constant $c_k > 0$ such that for every $\phi \in C_k(H)$, for every $\xi \in \Xi$, and for $0 \leq t < \tau \leq T$,

$$|\nabla^B P_{t,\tau} \phi(x) \xi| \leq \frac{c_k}{(\tau - t)^\alpha} \|\phi\|_{C_k} |\xi|.$$  

In [14] it is shown that Hypothesis 6.1 is verified for Ornstein-Uhlenbeck transition semigroups (i.e. $F = 0$ in (2.21)) by relating $B$-differentiability to properties of the operators $A$ and $B$, as collected in the following proposition.

**Proposition 6.2** Let us assume that

$$\text{Im} \mathcal{Q}^{1/2}_{\tau-t} A \subset \text{Im} \mathcal{Q}^{1/2}_{\tau-t}, \quad (6.1)$$

and, for some $0 \leq \alpha < 1$ and $c > 0$, the operator norm satisfies

$$\left\| \mathcal{Q}^{1/2}_{\tau-t} e^{(\tau-t)A} B \right\| \leq c(\tau - t)^{-\alpha} \quad \text{for} \quad 0 \leq t < \tau \leq T. \quad (6.2)$$

Then Hypothesis 6.1 is satisfied by the Ornstein-Uhlenbeck transition semigroup.

We refer to [14] where some examples of Ornstein-Uhlenbeck semigroup satisfying Hypothesis 6.1 are provided. Among these examples we remember the wave equation, see also section 7.2. We now prove existence and uniqueness of a mild solution for the Kolmogorov equation (5.1) when $\mathcal{L}$ is the generator of a Ornstein-Uhlenbeck transition semigroup, that is to say $F = 0$ in (2.1). The perturbed Ornstein-Uhlenbeck case will be treated after in Theorem 6.5.
Theorem 6.3 Assume that Hypotheses \[2.7\] and \[3.4\] hold true, and let \( F = 0 \) in \[2.1\], and consequently also in \[5.1\] so that the process \( X^{t,x} \) is an Ornstein-Uhlenbeck process. Moreover, assume that the Ornstein-Uhlenbeck transition semigroup related to \( X^{t,x} \) satisfies Hypothesis \[6.7\]. Then, according to definition \[5.1\], equation \[6.1\] admits a unique mild solution.

**Proof.** The idea of the proof is to smooth coefficients \( \psi \) and \( \phi \), so to obtain a sequence of approximating Kolmogorov equations which admit a solution according to Theorem \[5.1\] and then to pass to the limit. Coming into more details, we are approximating functions that have polynomial growth with respect to their arguments and are (locally) Lipschitz continuous, but we need to preserve their (locally) Lipschitz constant. So to approximate these functions we follow \[21\]. In that paper for every \( n \in \mathbb{N} \) it is considered a nonnegative function \( \rho_n \in C_b^\infty (\mathbb{R}^n) \) with compact support contained in the ball of radius \( \frac{1}{n} \) and such that \( \int_{\mathbb{R}^n} \rho_n (x) \, dx = 1 \). Let \( \{ e_k \}_{k \in \mathbb{N}} \) be a complete orthonormal system in \( H \) and, for every \( n \in \mathbb{N} \), let \( Q_n : H \rightarrow \langle e_1, ..., e_n \rangle \) be the orthogonal projection on the linear space generated by \( e_1, ..., e_n \). We identify \( \langle e_1, ..., e_n \rangle \) with \( \mathbb{R}^n \). For a bounded and continuous function \( f : H \rightarrow \mathbb{R} \) we set

\[
  f_n (x) = \int_{\mathbb{R}^n} \rho_n (y - Q_n x) f \left( \sum_{i=1}^{n} y_i e_i \right) \, dy,
\]

where for every \( k \in \mathbb{N} \), \( y_k = \langle y, e_k \rangle_H \). It turns out that \( f_n \in C_b^\infty (H) \). Moreover, if \( f \) is (locally) Lipschitz continuous and has polynomial growth, \( f_n \) is (locally) Lipschitz continuous and has polynomial growth as well, it preserves the (locally) Lipschitz constant and the order of polynomial growth is the same as the one of \( f \). Namely, if there exist \( L > 0 \) and \( C > 0 \) such that

\[
  |f (x) - f(y)| \leq L |x - y| (1 + |x|^r + |y|^r), \quad \text{for every } x, y \in H,
\]

then for every \( k \in \mathbb{N} \)

\[
  |f_n (x) - f_n (y)| \leq L |x - y| (1 + |x|^r + |y|^r), \quad \text{for every } x, y \in H.
\]

Finally, \( (f_n)_n \) is a pointwise approximation of \( f \): for every \( x \in H \),

\[
  \lim_{n \to \infty} |f_n (x) - f (x)| = 0.
\]

So, if we consider the final datum \( \phi \) in the Kolmogorov equation \[5.1\] we can set

\[
  \phi_n (x) = \int_{\mathbb{R}^n} \rho_n (y - Q_n x) \phi \left( \sum_{i=1}^{n} y_i e_i \right) \, dy,
\]

and we have that, \( \forall x, x' \in H \) and \( n \in \mathbb{N} \)

\[
  |\phi_n (x) - \phi_n (x')| \leq \left( C + \frac{\alpha}{2} |x|^r + \frac{\alpha}{2} |x'|^r \right) |x - x'|.
\]

For what concerns \( \psi \), we consider another sequence of functions \( (\tilde{\rho}_n)_n \) satisfying the same properties introduced before for the sequence \( (\rho_n)_n \), and \( \{ \tilde{e}_k \}_{k \in \mathbb{N}} \) a complete orthonormal system in \( \Xi^* \). Finally let \( (\tilde{\rho}_n)_n \) be a sequence of nonnegative real functions with compact support contained in \([-1/n, 1/n]\) and such that \( \int_{\mathbb{R}} \tilde{\rho}_n (x) \, dx = 1 \). So we can define

\[
  \psi_n (t,x,y,z) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \rho_n (x' - Q_n x) \tilde{\rho}_n (y' - y) \tilde{\rho}_n (z' - Q_n z) \psi \left( t; \sum_{i=1}^{n} x'_i e_i, y' + \sum_{i=1}^{n} z'_i e_i \right) \, dx' \, dy' \, dz'.
\]
We have that for all $t \in [0, T]$, $x, x' \in H$, $y, y' \in \mathbb{R}$, $z, z' \in \Xi^*$,

$$
\psi_n(t, x, y, z) - \psi(t, x, y', z') \leq K_{\psi_n}|y - y'|;
$$

$$
|\psi_n(t, x, y, z) - \psi_n(t, x, y, z')| \leq \left( C + \frac{\gamma}{2}|z'| + \frac{\gamma}{2}|z'|^2 \right) |z - z'|;
$$

$$
|\psi_n(t, x, y, z) - \psi_n(t, x', y, z)| \leq \left( C + \frac{\beta}{2}|x|^r + \frac{\beta}{2}|x'|^r \right) |x - x'|.
$$

We notice that we only have a pointwise convergence of $\phi_n$ to $\phi$ and of $\psi_n$ to $\psi$, see again [21]. For this reason in the sequel it will be crucial the fact that $P$ is an Ornstein-Uhlenbeck transition semigroup, so that we can explicitly represent the mild solution of the Kolmogorov equation.

Now the proof goes on by approximating $\phi$ and $\psi$, so to build a sequence of mild solutions of the Kolmogorov equations with the approximating coefficients $\phi_n$ and $\psi_n$. We want to prove that the sequence of solutions converges in a suitable space. Firstly, we need a stability result for the solution of the BSDE (3.1) with respect to the approximation of the final datum and the generator.

**Proposition 6.4** Let $(Y^{n,t,x}, Z^{n,t,x})$ and $(Y^{k,t,x}, Z^{k,t,x})$ be solutions of the BSDE (3.1) with final datum and generator respectively given by the approximants $\phi_n$ and $\psi_n$, and by $\phi_k$ and $\psi_k$ defined respectively in (6.3) and in (6.7). Namely

$$
Y^{n,t,x}_T - Y^{k,t,x}_T = \phi_n(X^{t,x}_T) - \phi_k(X^{t,x}_T) - \int_{\tau}^{T} (Z^{n,t,x}_s - Z^{k,t,x}_s) \, dW_s
$$

$$
+ \int_{\tau}^{T} (\psi_n(s, X^{s,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{s,x}_s, Y^{k,t,x}_s, Z^{n,t,x}_s)) \, ds.
$$

Then, $\forall t \in [0, T]$, $x \in H$, we have

$$
\|Y^{n,t,x} - Y^{k,t,x}\|_{S^2} + \|Z^{n,t,x} - Z^{k,t,x}\|_{M^2} \leq C_{n,k}(t, x),
$$

with $\lim_{n,k \to \infty} C_{n,k}(t, x) = 0$.

**Proof of Proposition 6.4** By the usual linearization trick we can write

$$
Y^{n,t,x}_T - Y^{k,t,x}_T = \phi_n(X^{t,x}_T) - \phi_k(X^{t,x}_T) + \int_{\tau}^{T} (\psi_n(s, X^{s,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{s,x}_s, Y^{k,t,x}_s, Z^{n,t,x}_s)) \, ds
$$

$$
+ \int_{\tau}^{T} U_{s,k}^{n} \left( Y^{n,t,x}_s - Y^{k,t,x}_s \right) \, ds + \int_{\tau}^{T} \langle V_{s,k}^{n}, (Z^{n,t,x}_s - Z^{k,t,x}_s) \rangle \, ds - \int_{\tau}^{T} (Z^{n,t,x}_s - Z^{k,t,x}_s) \, dW_s,
$$

where we have set

$$
U_{s,k}^{n} = \begin{cases} 
\psi_k(s, X^{s,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{s,x}_s, Y^{k,t,x}_s, Z^{n,t,x}_s) & \text{if } Y^{n,t,x}_s - Y^{k,t,x}_s \neq 0 \\
0 & \text{if } Y^{n,t,x}_s - Y^{k,t,x}_s = 0,
\end{cases}
$$

and

$$
V_{s,k}^{n} = \begin{cases} 
\psi_k(s, X^{s,x}_s, Y^{k,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{s,x}_s, Y^{k,t,x}_s, Z^{k,t,x}_s) (Z^{n,t,x}_s - Z^{k,t,x}_s) & \text{if } Z^{n,t,x}_s - Z^{k,t,x}_s \neq 0 \\
0 & \text{if } Z^{n,t,x}_s - Z^{k,t,x}_s = 0.
\end{cases}
$$
Since $|V^{n,k}_t| \leq C \left( 1 + |X^{t,x}_s|^r \right)$, by the Girsanov theorem there exists a probability measure $Q^{n,k}$, equivalent to the original one $\mathbb{P}$, such that $\tilde{W}_\tau := W_\tau - \int_0^\tau Y^{n,k}_s \, ds$ is a $Q^{n,k}$-Wiener process and we have

$$Y^{n,t,x}_\tau - Y^{k,t,x}_\tau = \mathbb{E}^{Q^{n,k}} \left[ e^{\int_t^\tau U^{n,k}_s \, ds} \left( \phi_n(X^{t,x}_T) - \phi_k(X^{t,x}_T) \right) \right] + \mathbb{E}^{Q^{n,k}} \left[ \int_t^\tau e^{\int_s^\tau U^{n,k}_r \, dr} \left( \psi_n(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) \right) \, ds \right].$$

Since $|U^{n,k}_s| \leq CK\psi$, we get

$$|Y^{n,t,x}_\tau - Y^{k,t,x}_\tau|^2 \leq C\mathbb{E}^{Q^{n,k}} \left[ \left| \phi_n \left( X^{t,x}_T \right) - \phi_k \left( X^{t,x}_T \right) \right|^2 \right] + C\mathbb{E}^{Q^{n,k}} \left[ \int_t^\tau \left| \psi_n(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) \right| \, ds \right]^2.$$  

By keeping in mind that $|Z^{n,t,x}_s| \leq C \left( 1 + |X^{t,x}_s|^r \right)$ and $|Y^{n,t,x}_s| \leq C \left( 1 + |X^{t,x}_s|^{r+1} \right)$, we have

$$|\psi_n(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s)| \leq C \left( 1 + |X^{t,x}_s|^{r+1} \right),$$

and the dominated convergence theorem gives us

$$\mathbb{E} \left[ \sup_{\tau \in [0,T]} |Y^{n,t,x}_\tau - Y^{k,t,x}_\tau|^2 \right] \to 0 \quad \text{as} \ n, k \to \infty,$$

pointwise with respect to $t$ and $x$. Now we look for an estimate for the $M^2$-norm of $Z^{n,t,x} - Z^{k,t,x}$. By applying Itô formula to $|Y^{n,t,x}_\tau - Y^{k,t,x}_\tau|^2$ we get

$$|Y^{n,t,x}_0 - Y^{k,t,x}_0|^2 = |\phi_n(X^{t,x}_T) - \phi_k(X^{t,x}_T)|^2 \quad + 2 \int_0^\tau \left( Y^{n,t,x}_s - Y^{k,t,x}_s \right) \left( \psi_n(s, X^{t,x}_s, Y^{n,t,x}_s, Z^{n,t,x}_s) - \psi_k(s, X^{t,x}_s, Y^{k,t,x}_s, Z^{k,t,x}_s) \right) \, ds \quad - \int_0^\tau |Z^{n,t,x}_s - Z^{k,t,x}_s|^2 \, ds \quad - \int_0^\tau \left( Y^{n,t,x}_s - Y^{k,t,x}_s \right) \left( Z^{n,t,x}_s - Z^{k,t,x}_s \right) \, dW_s.$$

By taking expectation and by standard calculations we get

$$\mathbb{E} \int_0^\tau |Z^{n,t,x}_s - Z^{k,t,x}_s|^2 \, ds \leq \mathbb{E} |\phi_n(X^{t,x}_T) - \phi_k(X^{t,x}_T)|^2 \quad + C\mathbb{E} \int_\tau^T |Y^{n,t,x}_s - Y^{k,t,x}_s| \left( 1 + |X^{t,x}_s|^{r+1} \right) \, ds.$$

So, $\forall \, t \in [0,T], \, x \in H, \, \|Z^{n,t,x} - Z^{k,t,x}\|_{M^2} \to 0$ as $n, k \to \infty$, and the proposition is proved. \(\blacksquare\)

Next we go on proving Theorem 6.3. \(\text{Proof of Theorem 6.3 continuation.}\) We denote by $v^n$ the solution of the Kolmogorov equation (5.1), with final datum $\phi_n$ instead of $\phi$ and Hamiltonian function $\psi_n$ instead of $\psi$. Namely $v^n$ satisfies

$$v^n(t, x) = P_{t,T} [\phi_n](x) + \int_t^T P_{t,s} \left[ \psi_n \left( s, \cdot, v^n(s, \cdot), \nabla_B v^n(s, \cdot) \right) \right] (x) \, ds. \quad (6.5)$$
Since the data \( \phi_n \) and \( \psi_n \) are differentiable, we also know by theorem 5.1 that the pair of processes \((v_n(\cdot,X_{t,x}),\nabla^B v_n(\cdot,X_{t,x}))\) is solution to the following BSDE

\[
Y^{n,t,x}_s + \int_s^T Z^{n,t,x}_r \, dW_r = \phi_n(X^{t,x}_T) + \int_s^T \psi_n(\tau,X^{t,x}_\tau,Y^{n,t,x}_\tau,Z^{n,t,x}_\tau) \, d\tau,
\]

so we get that, for every \( n \in \mathbb{N}, t \in [0,T] \) and \( x \in H \)

\[
|v_n(t,x)| \leq C \left( 1 + |x|^r + 1 \right), \quad |
\nabla^B v_n(t,x)| \leq C \left( 1 + |x|^r \right),
\]

where \( C \) is a constant that does not depend on \( n, t, x \), see Proposition 3.3. We want to show that \( v_n \) converges to \( v \), a solution of the Kolmogorov equation (5.1). By Proposition 6.4 we know that the sequence \((v_n(t,x))_{n \geq 1}\) is a Cauchy sequence for all \( t \in [0,T], x \in H \), and we want to show that the sequence \((\nabla^B v_n(t,x))_{n \geq 1}\) is a Cauchy sequence for all \( t \in [0,T], x \in H \). Let us recall that, by identification (5.3) of \( Z \), we have

\[
|\nabla^B v_n(t,x)| \leq C(1 + |x|^2)^{r/2},
\]

with \( C \) a constant independent on \( n, t, x \). Notice that, in virtue of Hypothesis 3.1 and of this estimate, the map \( x \mapsto \psi(s,x,v_n(s,x),\nabla^B v_n(s,x)) \) has polynomial growth of order \( r + 1 \) uniformly with respect to \( s \in [t,T] \) and to \( n \geq 1 \), that is

\[
|\psi(s,x,v_n(s,x),\nabla^B v_n(s,x))| \leq C \left( 1 + |x|^2 \right)^{(r+1)/2},
\]

with \( C \) a constant independent on \( n, s \) and \( x \).

We consider, for \( n, k \geq 1 \), the difference \( v_n(t,x) - v_k(t,x) \)

\[
v_n(t,x) - v_k(t,x) = P_{t,T} [\phi_n - \phi_k](x)
+ \int_t^T P_{t,s} \left[ \psi_n(s,\cdot,v_n(s,\cdot),\nabla^B v_n(s,\cdot)) - \psi_k(s,\cdot,v_k(s,\cdot),\nabla^B v_k(s,\cdot)) \right](x) \, ds
\]

\[
= \int_H \left( \phi_n(z + e^{(T-t)A}x) - \phi_k(z + e^{(T-t)A}x) \right) \mathcal{N}(0,Q_{s-t})(dz)
+ \int_t^T \int_H \left[ \psi_n(s,x,v_n(s,z + e^{(s-t)A}x),\nabla^B v_n(s,z + e^{(s-t)A}x))
- \psi_k(s,x,v_k(s,z + e^{(s-t)A}x),\nabla^B v_k(s,z + e^{(s-t)A}x)) \right] \mathcal{N}(0,Q_{s-t})(dz).
\]

Since \( v_n \) and \( v_k \) are Gâteaux differentiable and by the smoothing properties of the transition semigroup \((P_{t,r})_{r \in [t,T]}\), we can take the \( B \) derivative of both sides in (6.5), and, by the closedness of the operator \( \nabla^B \), see e.g. [14], we obtain for all \( h \in \Xi \)

\[
\nabla^B v_n(t,x)h - \nabla^B v_k(t,x)h = \nabla^B P_{t,T} [\phi_n - \phi_k] (x) h
+ \int_t^T \nabla^B P_{t,s} \left[ \psi_n(s,\cdot,v_n(s,\cdot),\nabla^B v_n(s,\cdot)) - \psi_k(s,\cdot,v_k(s,\cdot),\nabla^B v_k(s,\cdot)) \right](x) ds h.
\]

Namely, following [14], when \( X \) is an Ornstein-Uhlenbeck process we have an explicit expression for the \( B \)-derivative of the transition semigroup applied to some continuous function, see Lemma 3.4 in [14], generalized to the case of functions with polynomial growth with respect to \( x \) in [16]. We get that for every continuous function \( f \in C_{r+1}(H) \) and every \( h \in \Xi \) we have

\[
\nabla^B (P_{t,s} [f]) (x) h = \int_H f \left( y + e^{(s-t)A}x \right) \left( Q_s^{-1/2} e^{(s-t)A}Bh, Q_s^{-1/2} y \right) \mathcal{N}(0,Q_{s-t})(dy).
\]
Taking into account this fact, we get
\[
\nabla^B v_n(t, x)h - \nabla^B v_k(t, x)h \\
= \int_H \left[ \phi_n \left( z + e^{(T-t)A}x \right) - \phi_k \left( z + e^{(T-t)A}x \right) \right] \left\langle Q_{T-t}^{-1/2} e^{(T-t)A} Bh, Q_{T-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{T-t}) (dz) \\
+ \int_t^T \int_H \left[ \psi_n \left( s, z + e^{(s-t)A}x, v_n(s, z + e^{(s-t)A}x), \nabla^B v_n(s, z + e^{(s-t)A}x) \right) \\
- \psi_k \left( s, z + e^{(s-t)A}x, v_k(s, z + e^{(s-t)A}x), \nabla^B v_k(s, z + e^{(s-t)A}x) \right) \right] \\
\times \left\langle Q_{s-t}^{-1/2} e^{(s-t)A} Bh, Q_{s-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{s-t}) (dz) \, ds.
\]

Now we want to estimate \(|\nabla^B v_n(t, x)h - \nabla^B v_k(t, x)h|\). At first we consider
\[
|\nabla^B P_{t,T} [\phi_n - \phi_k](x) h| \\
= \left| \int_H \left( \phi_n \left( z + e^{(T-t)A}x \right) - \phi_k \left( z + e^{(T-t)A}x \right) \right) \left\langle Q_{T-t}^{-1/2} e^{(T-t)A} Bh, Q_{T-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{T-t}) (dz) \right| \\
\leq \left( \int_H \left\langle Q_{T-t}^{-1/2} e^{(T-t)A} Bh, Q_{T-t}^{-1/2} y \right\rangle \right)^{1/2} \mathcal{N}(0, Q_{T-t}) (dz) \right| \\
\leq C (T - t)^{-1/2} \left( \int_H \left\langle Q_{T-t}^{-1/2} e^{(T-t)A} Bh, Q_{T-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{T-t}) (dz) \right)^{1/2} |h|,
\]

and so \(|\nabla^B P_{t,T} [\phi_n - \phi_k](x) h|\) converges pointwise to 0 for all \(x \in H\) and \(t \in [0, T)\) as \(n, k \to +\infty\). Now we have to estimate
\[
\int_t^T \nabla^B P_{t,s} \left[ \psi_n \left( s, \cdot, v_n(s, \cdot), \nabla^B v_n(s, \cdot) \right) - \psi_k \left( s, \cdot, v_k(s, \cdot), \nabla^B v_k(s, \cdot) \right) \right] (x) \, ds \\
= \int_t^T \nabla^B P_{t,s} \left[ \psi_n \left( s, \cdot, v_n(s, \cdot), \nabla^B v_n(s, \cdot) \right) - \psi_k \left( s, \cdot, v_k(s, \cdot), \nabla^B v_k(s, \cdot) \right) \right] (x) \, ds \\
+ \int_t^T \nabla^B P_{t,s} \left[ \psi_k \left( s, \cdot, v_k(s, \cdot), \nabla^B v_k(s, \cdot) \right) - \psi_k \left( s, \cdot, v_k(s, \cdot), \nabla^B v_k(s, \cdot) \right) \right] (x) \, ds \\
= I + II + III.
\]

With calculations similar to the ones performed for estimating
\[
|P_{t,T} [\phi_n - \phi_k](x) h| + |\nabla^B P_{t,T} [\phi_n - \phi_k](x) h|
\]
we get
\[
|I| = \left| \int_t^T \int_H \left[ \psi_n \left( s, z + e^{(s-t)A}x, v_n(s, z + e^{(s-t)A}x), \nabla^B v_n(s, z + e^{(s-t)A}x) \right) 
- \psi_k \left( s, z + e^{(s-t)A}x, v_n(s, z + e^{(s-t)A}x), \nabla^B v_n(s, z + e^{(s-t)A}x) \right) \right] \right|
\times \left\langle Q_{T-t}^{-1/2} e^{(T-t)A B} h, Q_{T-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{T-t}) (dz) \, ds \right| \leq C (T-t)^{-1/2} \left( \int_t^T \int_H \left| \psi_n \left( s, z + e^{(s-t)A}x, v_n(s, z + e^{(s-t)A}x), \nabla^B v_n(s, z + e^{(s-t)A}x) \right) 
- \psi_k \left( s, z + e^{(s-t)A}x, v_n(s, z + e^{(s-t)A}x), \nabla^B v_n(s, z + e^{(s-t)A}x) \right) \right|^2 \mathcal{N}(0, Q_{s-t}) (dy) \, ds \right)^{1/2} \rightarrow 0 \text{ as } n, k \to \infty,
\]
pointwise for all \( x \in H \) and \( t \in [0,T) \), by the dominated convergence theorem and by the convergence of \( \psi_n \), as well as of \( \psi_k \), to \( \psi \). Next we estimate II:
\[
|II| = \left| \int_t^T \int_H \left[ \psi_k \left( s, y + e^{(s-t)A}x, v_n(s, y + e^{(s-t)A}x), \nabla^B v_n(y + e^{(s-t)A}x) \right) 
- \psi_k \left( s, y + e^{(s-t)A}x, v_n(s, y + e^{(s-t)A}x), \nabla^B v_n(y + e^{(s-t)A}x) \right) \right] \right|
\times \left\langle Q_{s-t}^{-1/2} e^{(s-t)A B} h, Q_{s-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{s-t}) (dy) \, ds \right| \leq \int_t^T \left( \int_H \left| \psi_k \left( s, y + e^{(s-t)A}x, v_n(s, y + e^{(s-t)A}x), \nabla^B v_n(y + e^{(s-t)A}x) \right) 
- \psi_k \left( s, y + e^{(s-t)A}x, v_n(s, y + e^{(s-t)A}x), \nabla^B v_n(y + e^{(s-t)A}x) \right) \right|^2 \mathcal{N}(0, Q_{s-t}) (dy) \right)^{1/2} \times \left( \int_H \left\langle Q_{s-t}^{-1/2} e^{(s-t)A B} h, Q_{s-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{s-t}) (dy) \right)^{1/2} \, ds \leq C \int_t^T (s-t)^{-\alpha} \left( \int_H \left| v_n(y + e^{(s-t)A}x) - v_k(y + e^{(s-t)A}x) \right|^2 \mathcal{N}(0, Q_{s-t}) (dy) \right)^{1/2} \, ds \ |h| \rightarrow 0 \text{ as } n, k \to \infty
\]
for all \( t, x \in H \), where in the last passage we have used the dominated convergence theorem and the pointwise convergence of \( v_n - v_k \) to 0. Finally we estimate \( III \):

\[
III = \left| \int_t^T \int_H \left[ \psi_k \left( s, y + e^{(s-t)A} x, v_k(s, y + e^{(s-t)A} x), \nabla B v_n(y + e^{(s-t)A} x) \right) \\
- \psi_k \left( s, y + e^{(s-t)A} x, v_k(s, y + e^{(s-t)A} x), \nabla B v_k(y + e^{(s-t)A} x) \right) \right] \right| \\
\times \left\langle Q_{s-t}^{-1/2} e^{(s-t)A} B h, Q_{s-t}^{-1/2} y \right\rangle \mathcal{N}(0, Q_{s-t}) (dy) ds \\
\leq \int_t^T \left( \int_H \left| \psi_k \left( s, y + e^{(s-t)A} x, v_n(s, y + e^{(s-t)A} x), \nabla B v_n(y + e^{(s-t)A} x) \right) \\
- \psi_k \left( s, y + e^{(s-t)A} x, v_k(s, y + e^{(s-t)A} x), \nabla B v_k(y + e^{(s-t)A} x) \right) \right| \right| \right| \mathcal{N}(0, Q_{s-t}) (dy) \right|^{1/2} \\
\times \left( \int_H \left| \left( Q_{s-t}^{-1/2} e^{(s-t)A} B h, Q_{s-t}^{-1/2} y \right) \right|^{2} \mathcal{N}(0, Q_{s-t}) (dy) \right|^{1/2} ds \\
\leq C \int_t^T (s-t)^{-\alpha} \left( \int_H |\nabla B v_n(y + e^{(s-t)A} x) - \nabla B v_k(y + e^{(s-t)A} x)|^{2} \right) \\
\times \left( 1 + |\nabla B v_n(s, y + e^{(s-t)A} x)|^{2} + |\nabla B v_k(s, y + e^{(s-t)A} x)|^{2} \right) \mathcal{N}(0, Q_{s-t}) (dy) \right|^{1/2} ds |h| \\
= C \int_t^T (s-t)^{-\alpha} \left( \mathbb{E} \left[ |Z_{s,t,x}^{n,t,x} - Z_{s,t,x}^{k,t,x}|^{2} \right] \right)^{1/2} ds |h|.
\]

Then, by using the uniform bound (with respect to \( n \)) on \( Z_{s,t,x}^{n,t,x} \) and \( Z_{s,t,x}^{k,t,x} \) and by the Hölder inequality, we obtain

\[
III \leq C \int_t^T (s-t)^{-\alpha} \mathbb{E} \left[ |Z_{s,t,x}^{n,t,x} - Z_{s,t,x}^{k,t,x}|^{2} \right] \frac{1}{(1-\alpha)^4} \mathbb{E} \left[ 1 + |X_{s,t,x}^{r \alpha}|^{2} \right] \frac{1}{(1+\alpha)^4} ds |h| \\
\leq C \sup_{s \in [0,T]} \left( \mathbb{E} \left[ 1 + |X_{s,t,x}^{r \alpha}|^{2} \right] \right)^{(1-\alpha)/4} \int_t^T (s-t)^{-\alpha} \left( \mathbb{E} \left[ |Z_{s,t,x}^{n,t,x} - Z_{s,t,x}^{k,t,x}|^{2} \right] \right)^{(1+\alpha)/4} ds |h| \\
\leq C (1 + |x|)^{2(r\alpha+\alpha)/2} \left( \int_t^T (s-t)^{-4\alpha/(3+\alpha)} ds \right)^{(3+\alpha)/4} \left( \mathbb{E} \int_t^T |Z_{s,t,x}^{n,t,x} - Z_{s,t,x}^{k,t,x}|^{2} ds \right)^{(1-\alpha)/4} |h| \\
\to 0 \quad \text{as} \ n, k \to \infty
\]

for all \( t, x \in H \), where in the last passage we have used Proposition [6.3]. Now we know that for all \( t \in [0,T], x \in H \) the sequences \( (v_n(t,x))_n \) and \( (\nabla B v_n(t,x))_n \) converge and we denote by \( \bar{v}(t,x) \) and \( \bar{L}(t,x) \) respectively their limits. To conclude we want to show that \( \bar{v} \) is a continuous function, \( B \)-Gâteaux differentiable with respect to \( x \), \( L(t,x) = \nabla B \bar{v}(t,x) \), and \( \bar{v} \) is a mild solution to equation (5.1). 

At first we notice that, since

\[
|v_n(t,x)| \leq C (1 + |x|^{r+1}), \quad |\nabla B v_n(t,x)| \leq C (1 + |x|^r),
\]

where \( C \) is a constant that does not depend on \( n, t, x \), then also

\[
|\bar{v}(t,x)| \leq C (1 + |x|^{r+1}), \quad |\bar{L}(t,x)| \leq C (1 + |x|^r),
\]
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where $C$ is the same constant as before. So, by passing to the limit in (6.5), and also by applying the dominated convergence theorem, we get

$$
\bar{v}(t, x) = P_{t,T} [\phi] (x) + \int_t^T P_{t,s} [\psi (s, \cdot, \bar{v} (s, \cdot), L (s, \cdot))] (x) ds,
$$

(6.6)

and we can deduce that $\bar{v} : [0, T] \times H \to \mathbb{R}$ is a continuous function. By differentiating (6.5), we get for all $h \in \Xi$

$$
\nabla^B v_n (t, x) h = \nabla^B P_{t,T} [\phi_n] (x) h + \int_t^T \nabla^B P_{t,s} [\psi_n (s, \cdot, v_n (s, \cdot), \nabla^B v_n (s, \cdot))] (x) h ds
$$

$$
= \int_H \phi_n \left( z + e^{(T-t)A} x \right) \left\langle Q^{-1/2}_{T-t} e^{(T-t)A} Bh, Q^{-1/2}_{T-t} y \right\rangle \mathcal{N} (0, Q_{T-t}) (dz)
$$

$$
+ \int_t^T \int_H \psi_n \left( s, z + e^{(s-t)A} x, v_n (s, z + e^{(s-t)A} x), \nabla^B v_n (s, z + e^{(s-t)A} x) \right)
$$

$$
\times \left\langle Q^{-1/2}_{s-t} e^{(s-t)A} Bh, Q^{-1/2}_{s-t} y \right\rangle \mathcal{N} (0, Q_{s-t}) (dz) ds.
$$

By passing to the limit and by applying the dominated convergence theorem, we get

$$
L(t, x) h = \int_H \phi \left( z + e^{(T-t)A} x \right) \left\langle Q^{-1/2}_{T-t} e^{(T-t)A} Bh, Q^{-1/2}_{T-t} y \right\rangle \mathcal{N} (0, Q_{T-t}) (dz)
$$

$$
+ \int_t^T \int_H \psi \left( s, z + e^{(s-t)A} x, \bar{v} (s, z + e^{(s-t)A} x), L (s, z + e^{(s-t)A} x) \right)
$$

$$
\times \left\langle Q^{-1/2}_{s-t} e^{(s-t)A} Bh, Q^{-1/2}_{s-t} y \right\rangle \mathcal{N} (0, Q_{s-t}) (dz) ds
$$

$$
= \nabla^B P_{t,T} [\phi] (x) h + \int_t^T \nabla^B P_{t,s} [\psi (s, \cdot, \bar{v} (s, \cdot), L (s, \cdot))] (x) h ds.
$$

(6.7)

So, in particular we deduce that $L : [0, T] \times H \to \mathbb{R}$ is a continuous function. As a consequence $\psi (s, \cdot, \bar{v} (s, \cdot), L (s, \cdot))$ is a continuous function, so by considering (6.6) and taking into account the smoothing properties of the transition semigroup $(P_{t,T})_t$, we deduce that $\bar{v} : [0, T] \times H \to \mathbb{R}$ is a $B$-Gâteaux differentiable function. Taking the $B$-derivative in (6.6) we get for all $h \in \Xi$

$$
\nabla^B \bar{v}(t, x) h = \nabla^B P_{t,T} [\phi] (x) h + \int_t^T \nabla^B P_{t,s} [\psi (s, \cdot, \bar{v} (s, \cdot), L (s, \cdot))] (x) h ds,
$$

and by comparing this equation with (6.7) we finally deduce that $\nabla^B \bar{v}(t, x) = L(t, x)$ and that $\bar{v}$ is a mild solution to equation (5.1). It remains to show that it is the unique mild solution.

In order to show uniqueness, we notice that $\hat{v}(t, x) = Y_t^{t,x}$, where $Y$ solves the BSDE (3.1). It remains to show that for every $\tau \in [0, T]$, $\nabla^B \bar{v} (\tau, X^{t,x}_\tau) = Z^{t,x}_\tau$, where $Z^{t,x}$ is the limit of $Z^{n,t,x}$ in $L^2(\Omega \times [0, T])$, so in particular $dt \times d\mathbb{P}$-a.s. unless passing to a subsequence. We already know that for every $n$ $Z^{n,t,x}_t = \nabla^B v^n (t, x)$, and $(\nabla^B v^n (t, x))_n$ converges to $\nabla^B \bar{v}$. Consequently $\nabla^B v^n (\tau, X^{t,x}_\tau) \to \nabla^B \hat{v} (\tau, X^{t,x}_\tau)$ $dt \times d\mathbb{P}$-a.s. in $[0, T] \times \Omega$, and $\nabla^B \hat{v} (\tau, X^{t,x}_\tau) = Z^{t,x}_\tau$ $\mathbb{P}$-a.s. for a.a. $\tau \in [t, T]$. Since $(Y, Z)$ solves the BSDE (3.1), with $Y^{t,x}_t = \hat{v}(t, x)$, by previous arguments we get $Z^{t,x}_t = \nabla^B \hat{v}(t, x)$. By the same arguments of the proof of Theorem 5.1, the solution of the Kolmogorov equation (5.1) is unique since the solution of the corresponding BSDE is unique, and this concludes the proof of Theorem 6.3.\[\square\]

We now state and prove a theorem analogous to Theorem 6.3 for the case of a Kolmogorov equation related to a perturbed Ornstein-Uhlenbeck transition semigroup.
In the proof of Theorem 6.3 the crucial point is the regularizing property 6.1 for the Ornstein-Uhlenbeck transition semigroup. We recall that in [15] regularizing properties of the Ornstein-Uhlenbeck transition semigroup are linked to regularizing properties of the perturbed Ornstein-Uhlenbeck transition semigroup related to the process $X^{t,x}$ defined in (2.1). Namely, in order to verify Hypothesis 6.1 for the transition semigroup of the perturbed Ornstein-Uhlenbeck process (2.1), we usually assume that $A$ and $B$ satisfy Hypotheses 6.1 and 6.2. Then we suppose that $\text{Im}(F) \subseteq \text{Im}(B)$, namely

$$F(t,x) = BG(t,x)$$

(6.8)

where $G : [0,T] \times H \to \Xi$ is bounded and Lipschitz continuous with respect to $x$ uniformly with respect to $t$, and $G \in C^0,1([0,T] \times H)$. In such a case it has been proved in [15] that the perturbed Ornstein-Uhlenbeck process has the same regularizing properties than the corresponding Ornstein-Uhlenbeck process, i.e. the process defined by (2.1) with $F = 0$.

In the proof of the following theorem we will not use directly this assumption to get the regularizing property of the perturbed Ornstein-Uhlenbeck transition semigroup, but an equivalent representation of the mild solution in terms of an Ornstein-Uhlenbeck transition semigroup. Also in this way, we have to assume that $F$ satisfies (6.8) as well.

**Theorem 6.5** Let $A$, $B$, $F$ be the coefficients in the definition of the perturbed Ornstein-Uhlenbeck process (2.1). Assume that Hypotheses 2.1 and 3.1 hold true, and let $F$ satisfy (6.8) with $G \in C^0,1([0,T] \times H)$ a Lipschitz continuous bounded function. Moreover assume that the Ornstein-Uhlenbeck transition semigroup defined by (2.1) with $F = 0$ satisfies Hypothesis 6.1. Then, according to Definition 5.1 equation (5.1) admits a unique mild solution.

**Proof.** As already mentioned, in order to prove the theorem for a perturbed Ornstein-Uhlenbeck process, we look for an equivalent representation of the mild solution in terms of an Ornstein-Uhlenbeck transition semigroup. To this aim, notice that, at least in the case of $\phi$ and $\psi$ differentiable, we can apply the Girsanov theorem in the forward-backward system

$$\begin{cases}
    dX_t = AX_t d\tau + BG(\tau, X_\tau) d\tau + B dW_\tau, & \tau \in [t,T] \\
    X_t = x, & \tau \in [0,t], \\
    dY^{t,x}_\tau = -\psi(\tau, X^{t,x}_\tau, Y^{t,x}_\tau, Z^{t,x}_\tau) d\tau + Z^{t,x}_\tau dW_\tau, & \tau \in [0,T], \\
    Y^{t,x}_T = \phi(X^{t,x}_T),
\end{cases}$$

or we can follow [12]. We get that the mild solution of equation (5.1) can be represented, for all $t \in [0,T], x \in H$, as

$$v(t,x) = R_{t,T} [\phi] (x) + \int_t^T R_{t,s} \left[ \psi \left( s, \cdot, v(s,\cdot), \nabla B v(s,\cdot) \right) \right] (x) ds + \int_t^T R_{t,s} \left[ \nabla^2 v(s,\cdot) G(s,\cdot) \right] (x) ds.$$

Here $(R_{t,T})_{t \in [0,T]}$ is the transition semigroup of the corresponding Ornstein-Uhlenbeck process

$$\begin{cases}
    dX_t = AX_t d\tau + B dW_\tau, & \tau \in [t,T] \\
    X_t = x, & \tau \in [0,t],
\end{cases}$$

The new Hamiltonian function is given by

$$\tilde{\psi}(t,x,y,z) := \psi(t,x,y,z) + zG(x)$$

(6.9)

and satisfies Hypothesis 3.1. Moreover $G$ by our assumptions is differentiable so that

$$\tilde{\psi}_n(t,x,y,z) := \psi_n(t,x,y,z) + zG(x)$$

where $\psi_n$ is defined in (6.4). So we can apply Theorem 6.3 and the general case of a perturbed Ornstein-Uhlenbeck process is covered.

\[\square\]
Remark 6.6 It is possible to show by standard approximations that results stated in Theorem 6.5 are still true by taking \( G \) only Lipschitz continuous: indeed in this case the new Hamiltonian function \( \tilde{\psi} \) defined in (6.9) still satisfies Hypothesis 3.1.

7 Application to control

7.1 Optimal stochastic control problem

We formulate the optimal stochastic control problem in the strong sense. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a given complete probability space with a filtration \((\mathcal{F}_t)_{t \geq 0}\) satisfying the usual conditions. \(\{W(\tau), \tau \geq 0\}\) is a cylindrical Wiener process on \(H\) with respect to \((\mathcal{F}_t)_{t \geq 0}\). The control \(u\) is an \((\mathcal{F}_t)_{t \geq 0}\)-predictable process with values in a closed set \(K\) of a normed space \(U\); in the following we will make further assumptions on the control process. Let us consider the function \(R: U \to H\) and the controlled state equation

\[
\begin{aligned}
\frac{dX_t^u}{dt} &= \left[ AX_t^u + BG(X_t^u) + BR(u_t) \right] d\tau + BdW_t, \quad \tau \in [t, T], \\
X_t^u &= x.
\end{aligned}
\]

(7.1)

The solution of this equation will be denoted by \(X_{t,x}^u\) or simply by \(X^u\). \(X^u\) is also called the state, \(T > 0\), \(t \in [0, T]\) are fixed. The special structure of equation (7.1) allows to study the optimal control problem related by means of BSDEs and (7.1) leads to a semilinear Hamilton Jacobi Bellman equation with the structure of the Kolmogorov equation (5.1) studied in previous sections. The occurrence of the operator \(B\) in the control term is imposed by our techniques, on the contrary the presence of the operator \(R\) allows more generality.

Beside equation (7.1), we define the cost

\[
J(t,x,u) = \mathbb{E}\int_t^T [\bar{g}(s, X_s^u) + g(u_s)] ds + \mathbb{E}\phi(X_T^u).
\]

(7.2)

for real functions \(\bar{g}\) on \([0, T] \times H\), \(g\) on \(U\) and \(\phi\) on \(H\).

The control problem in strong formulation is to minimize this functional \(J\) over all admissible controls \(u\). We make the following assumptions on the cost \(J\).

Hypothesis 7.1 1. \(g: U \to \mathbb{R}\) is measurable. For some \(1 < q \leq 2\) there exists a constant \(c > 0\) such that

\[
0 \leq g(u) \leq c(1 + |u|^q)
\]

(7.3)

and there exist \(R > 0\), \(C > 0\) such that

\[
g(u) \geq C|u|^q \quad \text{for every } u \in K \text{ such that } |u| \geq R.
\]

(7.4)

2. There exist \(r \in [0, q-1[, \ C > 0\), \(\alpha > 0\) and \(\beta > 0\) such that for all \((t, x, x') \in [0, T] \times H \times H\)

\[
|\bar{g}(t,x) - \bar{g}(t,x')| \leq \left( C + \frac{\beta}{2}|x|^r + \frac{\beta}{2}|x'|^r \right) |x - x'|;
\]

\[
|\phi(x) - \phi(x')| \leq \left( C + \frac{\alpha}{2}|x|^r + \frac{\alpha}{2}|x'|^r \right) |x - x'|.
\]

In the following we denote by \(A_d\) the set of admissible controls, that is the \(K\)-valued predictable processes such that

\[
\mathbb{E}\int_0^T |u_t|^q dt < +\infty.
\]
This summability requirement is justified by (7.4): a control process which is not $q$-summable would have infinite cost.

We denote by $J^*(t, x) = \inf_{u \in A_t} J(t, x, u)$ the value function of the problem and, if it exists, by $u^*$ the control realizing the infimum, which is called optimal control.

We make the following assumptions on $R$.

**Hypothesis 7.2** $R : U \rightarrow H$ is measurable and $|R(u)| \leq C(1 + |u|)$ for every $u \in U$.

We have to show that equation (7.1) admits a unique mild solution, for every admissible control $u$.

**Proposition 7.3** Let $u$ be an admissible control and assume that Hypothesis 2.1 holds true. Then equation (7.1) admits a unique mild solution $(X^n)_{\tau \in [t,T]}$ such that $E\sup_{\tau \in [t,T]} |X^n_\tau|^q < \infty$. 

**Proof.** The proof follows in part the proof of Proposition 2.3 in [7], with some differences since in that paper the finite dimensional case is considered and the current cost $g$ has quadratic growth with respect to $u$, that is to say $q = 2$ in (7.1) (see also the proof of Proposition 3.16 in [17], where the case of an Ornstein-Uhlenbeck process is considered).

As in [17], to make an approximation procedure in (7.1) we introduce the sequence of stopping times

$$
\tau_n = \inf \left\{ t \in [0, T] : E \int_0^t |u_s|^q ds > n \right\} \land T.
$$

From [7], we deduce that $\tau_n \rightarrow T$ a.s. in an increasing way as $n \rightarrow +\infty$. Let us define

$$
u^n_t = u_t 1_{t \leq \tau_n} + u^0 1_{t > \tau_n}, \quad \text{with } u^0 \in K,
$$

and consider the equation

$$
\begin{cases}
  dX^n_\tau = [AX^n_\tau + BG(X^n_\tau) + BR(u^n_\tau)] d\tau + BdW_\tau, & \tau \in [t,T], \\
  X^n_t = x.
\end{cases}
$$

(7.5)

The unique mild solution of equation (7.3) is given by

$$
X^n_\tau = e^{(\tau-t)A} x + \int_t^\tau e^{(s-t)A} BG(X^n_s) ds + \int_t^\tau e^{(s-t)A} BR(u^n_s) ds + \int_t^\tau e^{(s-t)A} BdW_s
$$

and, by standard calculations, we obtain

$$
E \sup_{\tau \in [t,T]} |X^n_\tau|^q \leq C \left( |x|^q + E \int_t^T e^{q\omega(s-t)} |X^n_s|^q ds + E \int_t^T (1 + |u^n_s|^q) ds + E \left( \int_t^T e^{2\omega(s-t)} ds \right)^{q/2} \right).$

Since

$$
E \int_t^T (1 + |u^n_s|^q) ds \leq E \int_t^T (1 + |u_s|^q) ds + T(1 + |u^0|^q) < +\infty,$$

we get, by applying the Grönwall lemma, that there exists a unique mild solution such that

$$
E \left[ \sup_{\tau \in [t,T]} |X^n_\tau|^q \right] \leq C,
$$

(7.6)

with $C$ that does not depend on $n$.

We have $X^n_t = X^{n+1}_t$ for $t \leq \tau_n$. Therefore there exists a process $X$ such that $X_t = X^n_t$ for $t \leq \tau_n$ and $X$ is clearly the required solution. The property $E[\sup_{\tau \in [t,T]} |X_\tau|^q] < +\infty$ is an immediate consequence of (7.6).
We define in a classical way the Hamiltonian function relative to the above problem:

\[ h(z) = \inf_{u \in K} \{ g(u) + zR(u) \} \quad \forall z \in H. \]

Following the proof of Lemma 3.10 in [17], we prove that Hypothesis 3.1 is satisfied.

**Lemma 7.4** Let us define \( \psi : [0, T] \times H \times \Xi \to \mathbb{R} \) by

\[ \psi(t, x, z) := \bar{g}(t, x) + h(z) \]

Then \( \psi \) satisfies Hypothesis 3.1.

**Proof.** The proof follows by our assumptions on \( \bar{g} \) in Hypothesis 7.1, and by the proof of Lemma 3.10 in [17]. We notice that the presence of \( BG \) in the forward equation can be handled in the same way as we have done in proposition 7.3 and the polynomial growth of the Hamiltonian and of the final condition do not imply substantial changes in the proof.

**Remark 7.5** We give an example of Hamiltonian we can treat. If in the current cost we take \( g(u) = |u|^q, \quad 1 < q \leq 2 \), and in the controlled equation we take \( R(u) = u \), then the Hamiltonian function turns out to be

\[ \psi(z) = \left( \left( \frac{1}{q} \right)^{1/(q-1)} - \left( \frac{1}{q} \right)^p \right) |z|^p \]

where \( p \geq 2 \) is the conjugate of \( q \). We underline the fact that our theory covers also the case of Hamiltonian functions not exactly equal to \( |z|^p \). Also notice that the following relation holds true: \( l = p - 1 \), with \( l \) introduced in Hypothesis 3.1.

We define

\[ \Gamma(z) = \{ u \in U : zR(u) + g(u) = h(z) \}. \quad (7.7) \]

If \( \Gamma(z) \neq \emptyset \) for every \( z \in H \), then by [11] (see Theorems 8.2.10 and 8.2.11), \( \Gamma \) admits a measurable selection, i.e. there exists a measurable function \( \gamma : H \to U \) with \( \gamma(z) \in \Gamma(z) \) for every \( z \in H \).

The following theorem deals with the fundamental relation for the optimal control by means of backward stochastic differential equations.

**Theorem 7.6** Assume Hypotheses 2.1, 6.1, 7.1 and 7.2 hold true. For every \( t \in [0, T] \), \( x \in H \) and for all admissible control \( u \) we have \( J(t, x, u) \geq v(t, x) \), and the equality holds if and only if, for a.a. \( s \in [0, T], \mathbb{P}\text{-a.s.} \)

\[ u_s \in \Gamma \left( \nabla^B v(s, X^{u, t, x}_s) \right). \]

**Proof.** The proof follows the proof of Theorem 3.11 in [17], with some small mere modifications due to the polynomial growth with respect to \( x \) of \( v \) and \( \nabla^B v \), and due to the presence of \( BG \) in the controlled state equation.

Under assumptions of Theorem 7.6, let us define now the so called optimal feedback law:

\[ u(s, x) = \gamma \left( \nabla^B v(s, X^{u, t, x}_s) \right), \quad s \in [t, T], \ x \in H. \]

Assume that the closed loop equation admits a solution \( \{X_s, \ s \in [t, T]\} \): for all \( s \in [0, T] \)

\[ \Xi_s = e^{(s-t)A}x_0 + \int_t^s e^{(r-t)A}R(\gamma(\nabla^B v(r, \Xi_r))) dr + \int_t^s e^{(r-t)A}F(\Xi_r) dr + \int_t^s e^{(r-t)A}B dW_r, \quad (7.8) \]
Then the pair \((\pi = u(s, X_s), X_s)_{s \in [t,T]}\) is optimal for the control problem. We notice that existence of a solution of the closed loop equation is not obvious, due to the lack of regularity of the feedback law \(u\) occurring in (7.8). This problem can be avoided by formulating the optimal control problem in the weak sense, following [6] (see also [8] and [14]).

By an admissible control system we mean
\[
(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, u, X^u),
\]
where \(W\) is an \(H\)-valued Wiener process, \(u\) is an admissible control and \(X^u\) solves the controlled equation (7.1). The control problem in weak formulation is to minimize the cost functional over all the admissible control systems.

**Theorem 7.7** Assume Hypotheses 2.1, 6.1, 7.1 and 7.2 hold true. For every \(t \in [0,T]\), \(x \in H\) and for all admissible control systems we have \(J(t, x, u) \geq v(t, x)\), and the equality holds if and only if
\[
uu{u}_{\tau} \in \Gamma \left( \nabla^B v(\tau, X^u_{\tau}) \right).
\]
Moreover assume that the set-valued map \(\Gamma\) is non empty and let \(\gamma\) be its measurable selection. Then
\[
uu{u}_{\tau} = \gamma \left( \nabla^B v(\tau, X^u_{\tau}) \right), \quad \mathbb{P}\text{-a.s. for a.a. } \tau \in [t,T],
\]
is optimal.

Finally, the closed loop equation
\[
\begin{cases}
dX^u_{\tau} = \left[ AX^u_{\tau} + BG(X^u_{\tau}) + BR \left( \nabla^B v(\tau, X^u_{\tau}) \right) \right] d\tau + B dW_{\tau}, & \tau \in [t,T], \\
X^u_{\tau} = x, & \tau \in [0,t].
\end{cases}
\]
admits a weak solution \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, X)\) which is unique in law and setting
\[
uu{u}_{\tau} = \gamma \left( \nabla^B v(\tau, X^u_{\tau}) \right),
\]
we obtain an optimal admissible control system \((W, u, X)\).

**Proof.** The proof follows from the fundamental relation stated in Theorem 7.6. The only difference here is the solvability of the closed loop equation in the weak sense: this is a standard application of the Girsanov theorem. Indeed, by Lemma 7.4 (see also Lemma 3.10 in [17], the infimum in the Hamiltonian is achieved in a ball of radius \(C(1 + |z|^{p-1})\) and so for the optimal control \(u\) the following estimate holds true: \(\mathbb{P}\text{-a.s. and for a.a. } \tau \in [t,T], 0 \leq t \leq T,\)
\[
|\uu{u}_{\tau}| \leq C(1 + |Z^t_x|^{p-1}) = C \left( 1 + |\nabla^B v(\tau, X^t_x)|^{p-1} \right) \leq C \left( 1 + |X^t_x|^r(p-1) \right).
\]
Thanks to this bound and since \(r(p-1) < 1\), we can apply a Girsanov change of measure and the conclusion follows in a standard way.

**Remark 7.8** Notice that in the present section, for the sake of simplicity, we have considered control problems where the Hamiltonian function depends only on \(\nabla^B v(t, x)\) and not on \(v(t, x)\). The dependence of the Hamiltonian on the value function is given by taking into account a cost functional of the following form:
\[
J(t, x, u) = \mathbb{E} \int_t^T \left[ \exp \left\{ \int_t^s \lambda(u_r)dr \right\} \tilde{g}(s, X^u_s) + g(u_s) \right] ds + \mathbb{E} \exp \left( \int_t^T \lambda(u_r)dr \right) \phi(X^u_T).
\]
In this case the Hamiltonian function is given by

\[ \psi(t, x, y, z) = \inf_{u \in K} \left\{ \bar{g}(t, x) + g(u) + y\lambda(u) + zR(u) \right\} \quad \forall y, z \in H. \]

We also remark that we have focused our attention on a current cost defined by means of \( \bar{g}(t, x) + g(u) \), see (7.2), in order to verify the assumptions on the Hamiltonian directly thanks to assumptions on \( \bar{g} \) and \( g \). We could consider a more general cost given by

\[ J(t, x, u) = E\int_t^T \tilde{g}(s, X^u_s, u_s) \, ds + E\phi(X^u_T), \]

and then the Hamiltonian function becomes

\[ \psi(t, x, z) = \inf_{u \in K} \left\{ \tilde{g}(t, x, u) + zR(u) \right\} \quad \forall z \in H. \]

Finally we remark that we could also consider a more generic \( R \) in equation (7.1) depending also on \( X \) in a Lipschitz continuous way.

### 7.2 Application to a controlled wave equation

We can now consider a controlled stochastic wave equation in a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a filtration \((\mathcal{F}_\tau)_{\tau \geq 0}\) satisfying the usual conditions. We consider, for \(0 \leq t \leq \tau \leq T\) and \(\xi \in [0, 1]\), the following state equation:

\[
\begin{cases}
\frac{\partial^2}{\partial \tau^2} y_\tau(\xi) = \frac{\partial^2}{\partial \xi^2} y_\tau(\xi) + f(\xi, y_\tau(\xi)) + u_\tau(\xi) + \dot{W}_\tau(\xi) \\
y_\tau(0) = y_\tau(1) = 0, \\
y_t(\xi) = x_0(\xi), \\
\frac{\partial y_t}{\partial \xi}(\xi) |_{\tau=t} = x_1(\xi).
\end{cases}
\]

(7.9)

\( \dot{W}_\tau(\xi) \) is a space-time white noise on \([0, T] \times [0, 1]\) and \( u_\tau(\cdot) \) is an admissible control, that is a predictable process \( \left( \Omega, \mathcal{F}, (\mathcal{F}_\tau)_{\tau \geq 0}, \mathbb{P} \right) \rightarrow L^2(0, 1). \)

Notice that with this square integrability assumption, \( u \) satisfies the \( q \)-integrability required in section 7. Moreover we introduce the cost functional

\[ J(t, x_0, x_1, u) = E\int_t^T \int_0^1 [\tilde{g}(s, \xi, y_s(\xi)) + \hat{g}(u_s(\xi))] \, d\xi \, ds + E\int_0^1 \phi(\xi, y_T(\xi)) \, d\xi. \]

The optimal control problem is to minimize \( J \) over all admissible controls.

**Hypothesis 7.9** We make the following assumptions:

1. \( f \) is defined on \([0, 1] \times \mathbb{R}\) and it is measurable. There exists a constant \( C > 0 \) such that, for a.a. \( \xi \in [0, 1] \),

\[ |f(\xi, x) - f(\xi, y)| \leq C|x - y|. \]

Moreover \( f(\xi, \cdot) \in C^1(\mathbb{R}) \).

2. \( \tilde{g} : \mathbb{R} \rightarrow \mathbb{R} \) is measurable. For some \( 1 < q \leq 2 \) there exist a constant \( c > 0 \) such that

\[ 0 \leq \tilde{g}(u) \leq c(1 + |u|^q), \]

and there exist \( R > 0, C > 0 \) such that

\[ \hat{g}(u) \geq C|u|^q \quad \text{for every } u \text{ such that } |u| \geq R. \]
3. \( \hat{g} \) is defined on \([0, T] \times [0, 1] \times \mathbb{R} \) and for a.a. \( \tau \in [0, T], \xi \in [0, 1], \) the map \( \hat{g}(\tau, \xi, \cdot) : \mathbb{R} \to \mathbb{R} \) is continuous. There exists \( r \in [0, q-1[ \) such that for a.a. \( \tau \in [0, T], \xi \in [0, 1] \) and \( x, y \in \mathbb{R}, \)

\[
|\hat{g}(\tau, \xi, x) - \hat{g}(\tau, \xi, y)| \leq |x-y| \left( C + \frac{\beta}{2} |x|^{r} + \frac{\beta}{2} |y|^{r} \right).
\]

4. \( \hat{\phi} : [0, 1] \times \mathbb{R} \to \mathbb{R} \) and for a.a. \( \xi \in [0, 1], \) \( \hat{\phi}(\xi, \cdot) \) is uniformly continuous. Moreover there exists \( r \in [0, q-1[ \) such that for a.a. \( \xi \in [0, 1] \) and \( x, y \in \mathbb{R}, \)

\[
|\hat{\phi}(\xi, x) - \hat{\phi}(\xi, y)| \leq |x-y| \left( C + \frac{\alpha}{2} |x|^{r} + \frac{\alpha}{2} |y|^{r} \right).
\]

5. \( x_{0}, \) \( x_{1} \in L^{2}([0, 1]). \)

We want to write equation (7.9) in an abstract form. We introduce the Hilbert space

\[
H = L^{2}([0, 1]) \oplus D\left(\Lambda^{-\frac{1}{2}}\right) = L^{2}([0, 1]) \oplus H^{-1}([0, 1]).
\]

In fact in the stochastic case the controlled wave equation does not evolve in \( H_{0}^{1}([0, 1]) \oplus L^{2}([0, 1]), \) see [4] and also [14]. On \( H \) we define the operator \( A \) by

\[
\mathcal{D}(A) = H_{0}^{1}([0, 1]) \oplus L^{2}([0, 1]), \quad A\left(\begin{array}{c}
y \\
z
\end{array}\right) = \left(\begin{array}{cc}
0 & I \\
-\Lambda & 0
\end{array}\right) \left(\begin{array}{c}
y \\
z
\end{array}\right), \quad \text{for every } \left(\begin{array}{c}
y \\
z
\end{array}\right) \in \mathcal{D}(A).
\]

We also set \( G : H \to L^{2}([0, 1]) \)

\[
G\left(\left(\begin{array}{c}
y \\
z
\end{array}\right)\right)(\xi) := f(\xi, y(\xi))
\]

for all \( \left(\begin{array}{c}
y \\
z
\end{array}\right) \in H \) and \( B : L^{2}([0, 1]) \to H \) with \( Bu = \left(\begin{array}{c}
0 \\
u
\end{array}\right) = \left(\begin{array}{c}
0 \\
u
\end{array}\right) \in L^{2}([0, 1]). \)

Thanks to Hypothesis 7.2 point 1, \( F := BG \) satisfies Hypothesis 2.1 point 2.

Equation (7.9) can be rewritten in an abstract way as an equation in \( H \) of the following form:

\[
\begin{aligned}
\left\{ \begin{array}{l}
dX^{u}_{\tau} = AX^{u}_{\tau}d\tau + BG (X^{u}_{\tau}) d\tau + Bu_{\tau}d\tau + BdW_{\tau}, \quad \tau \in [t, T] \\
X^{u}_{t} = x,
\end{array} \right.
\end{aligned}
\]

We notice that by [14], section 6.1, the transition semigroup of the linear uncontrolled wave equation, i.e equation (7.10) with \( F = 0 \) and without control, satisfies Hypothesis 6.1 with \( \alpha = 1/2, \) and by [15], the transition semigroup of the uncontrolled wave equation, i.e equation (7.10) without control, also satisfies Hypothesis 6.1 with \( \alpha = 1/2. \)

Moreover, for all \( x = \left(\begin{array}{c}
y \\
z
\end{array}\right) \in H \) and for all \( u \in L^{2}([0, 1]), \) we set

\[
\bar{g}(\tau, x) = \left(\int_{0}^{1} \hat{g}(\tau, \xi, y(\xi)) d\xi\right), \quad g(u) = \left(\int_{0}^{1} \hat{g}(u(\xi)) d\xi\right),
\]

\[
\phi(x) = \left(\int_{0}^{1} \hat{\phi}(\xi, y(\xi)) d\xi\right).
\]

Due to the fact that \( r < 1 \) and \( q < 2, \) it is standard to show that \( \bar{g}, g \) and \( \phi \) satisfy Hypothesis 7.1.
In abstract formulation, the cost functional can be written as

\[
J(t, x, u) = \mathbb{E} \int_t^T (\bar{g}(s, X^u_s) + g(u_s)) \, ds + \mathbb{E}\phi(X^u_T).
\]

We solve the control problem in its weak formulation, which allows to make the synthesis of the optimal control by solving the closed loop equation in weak sense. We define \( v \) as the solution of the Hamilton Jacobi Bellman equation associated to the uncontrolled wave equation.

**Theorem 7.10** Assume Hypothesis 7.9 holds true. For every \( t \in [0, T] \), \( x \in H \) and for all admissible control systems we have \( J(t, x, u(\cdot)) \geq v(t, x) \), and the equality holds if and only if

\[
u_r \in \Gamma \left( \nabla^B v(\tau, X^u_\tau) \right),
\]

where \( \Gamma \) has been defined in (7.7). Moreover assume that the set-valued map \( \Gamma \) is non empty and let \( \gamma \) be its measurable selection, then

\[
u_r = \gamma(\nabla^B v(\tau, X^u_\tau)), \quad \mathbb{P}\text{-a.s. for a.a. } \tau \in [t, T]
\]

is optimal.

Finally, the closed loop equation

\[
\begin{aligned}
\frac{dX^u_\tau}{d\tau} &= [AX^u_\tau + BG(X^u_\tau) + B\gamma(\nabla^B v(\tau, X^u_\tau))] \, d\tau + BdW_\tau, \quad \tau \in [t, T] \\
X^u_t &= x.
\end{aligned}
\]

admits a weak solution \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, X)\) which is unique in law and setting

\[
u_r = \gamma(\nabla^B v(\tau, X^u_\tau)),
\]

we obtain an optimal admissible control system \((W, u, X)\).

**Proof.** The proof follows from Theorem 7.7 by noticing that Hypothesis 2.1 and 7.1 follow by Hypothesis 7.9 Hypothesis 7.2 is satisfied since \( R \) equals the identity, and as previously noticed Hypothesis 6.1 is satisfied by the transition semigroup of the uncontrolled wave equation with \( \alpha = 1/2 \).
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