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Introduction

Low-rank approximation methods are among the most prominent complexity reduction methods for the solution of high-dimensional problems in computational science and engineering (see the surveys [53, 22, 51, 44] and monograph [45]). Typical problems include the solution of high-dimensional partial differential equations arising in physics or stochastic calculus, or the solution of parameter-dependent or stochastic equations using a functional approach, where functions of multiple (random) parameters have to be approximated. The construction of reduced order representations of the solution of complex parameter-dependent equations is of particular importance in parametric analyses (e.g. optimization, control, inverse problems) and uncertainty quantification (uncertainty propagation, sensitivity analyses, statistical inverse problems).

In practical applications, vector-valued or multivariate functions (as elements of tensor spaces) often present low-rank structures that can be efficiently exploited in order to reduce the complexity of their representation. In this chapter, we introduce the basic concepts on low-rank approximation, first for order-two tensors and then for higher-order tensors. We present different methods for the approximation of a tensor, based either on a complete or incomplete information on the tensor, or on the knowledge of the equations satisfied by the tensor. Particular emphasis is given to the solution of stochastic and parameter-dependent equations.

In Section 1 we recall the definition and some useful properties of tensor Banach spaces.

In Section 2 we introduce the problem of the best rank-$r$ approximation of order-two tensors, with the Singular Value Decomposition (SVD) as a particular case (the case corresponding to tensor Hilbert spaces equipped with canonical norms). Emphasis is given to the case of Bochner spaces, which is of particular interest for the analysis of parameter-dependent and stochastic equations.

In Section 3 we consider the case of higher-order tensors. We first present different notions of rank and the associated low-rank approximation formats, with a special emphasis on subspace-based (or Tucker) formats. Then we discuss the problem of best approximation in subsets of low-rank tensors and its connection with the problem of finding optimal reduced spaces for the projection of a tensor (for subspace-based tensor formats). Then we present higher-order versions of the SVD which allow us to obtain quasi-best (and controlled) approximations in subspace-based tensor
formats for the particular case of the approximation (compression) of a given
tensor in a tensor Hilbert space equipped with a canonical norm.

In Section 4 we present constructive algorithms for the approximation
in low-rank tensor formats. These algorithms rely either on the greedy
construction of the approximation, by defining successive corrections in a
given subset of low-rank tensors (typically the set of rank-one tensors), or
on the greedy construction of subspaces (for the approximation in subspace-
based tensor formats). The latter approaches yield adaptive algorithms
for projection-based model order reduction. For the case of parameter-
dependent equations, these algorithms include the Empirical Interpolation
Method (at the basis of Reduced Basis methods) and some variants of Proper
Generalized Decomposition (PGD) methods.

In Section 5 we present different approaches for the approximation of
a function (identified with a tensor) in low-rank tensor formats, based on
samples of the function. We present least-squares methods and interpolation
methods, the latter ones being related to the problem of tensor completion.

In Section 6 we introduce a class of parameter-dependent (or stochastic)
models and we show how these models can be formulated as tensor-
structured equations, first by exploiting the order-two tensor structure of
Bochner spaces, and then by exploiting higher-order tensor structures of
Lebesgue spaces with product measures (e.g. induced by independent random
parameters).

Finally, in Section 7 we present low-rank methods for the solution of
tensor-structured equations, relying either on the use of iterative solvers and
standard low-rank compression methods, or on the minimization of a certain
residual-based distance to the solution (using optimization algorithms in
low-rank tensor manifolds or constructive algorithms). Particular emphasis
is given to the case of parameter-dependent (or stochastic) equations. In
this particular context, greedy algorithms provide adaptive methods for the
construction of reduced-order models.

1 Tensor spaces

In this section, we introduce basic definitions on tensor Banach spaces and
recall some useful properties. For a detailed introduction to tensor analysis,
we refer the reader to the monographs [31, 57, 45].
1.1 Tensor Banach spaces

Let us consider vector spaces \( X_\nu, \nu \in \{1, \ldots, d\} \), equipped with norms \( \| \cdot \|_\nu \). For \((v^{(1)}, \ldots, v^{(d)}) \in X_1 \times \ldots \times X_d\), we denote by \( \bigotimes_{\nu=1}^d v^{(\nu)} \) an elementary tensor. The algebraic tensor space \( X = \bigotimes_{\nu=1}^d X_\nu \) is defined as the linear span of elementary tensors:

\[
X = \bigotimes_{\nu=1}^d X_\nu = \text{span} \left\{ \bigotimes_{\nu=1}^d v^{(\nu)} : v^{(\nu)} \in X_\nu, 1 \leq \nu \leq d \right\},
\]

so that elements \( v \in X \) can be written as finite linear combinations of elementary tensors, that means

\[
v = \sum_{i=1}^m v^{(1)}_i \otimes \ldots \otimes v^{(d)}_i \tag{1.1}
\]

for some \( m \in \mathbb{N} \) and some vectors \( v^{(\nu)}_i \in X_\nu, 1 \leq i \leq m, 1 \leq \nu \leq d \). A tensor Banach space \( X_{\| \cdot \|} \) equipped with a norm \( \| \cdot \| \) is defined as the completion of an algebraic tensor space \( X \) with respect to the norm \( \| \cdot \| \), and we denote \( X_{\| \cdot \|} = \overline{X} \left\| \bigotimes_{\nu=1}^d X_\nu \right\| \). If the norm \( \| \cdot \| \) is associated with an inner product, the resulting space \( X_{\| \cdot \|} \) is a tensor Hilbert space. In the case of finite-dimensional spaces \( X_\nu, X_{\| \cdot \|} \) does not depend on the choice of norm and it coincides with the normed algebraic tensor space \( X \).

1.2 Tensor spaces of operators

Let \( X = \bigotimes_{\nu=1}^d X_\nu \) and \( Y = \bigotimes_{\nu=1}^d Y_\nu \) be two normed algebraic tensor spaces. Let \( L(X_\nu, Y_\nu) \) (resp. \( \mathcal{L}(X_\nu, Y_\nu) \)) denote the set of linear operators (resp. continuous linear operators) from \( X_\nu \) to \( Y_\nu \). For \( Y_\nu = \mathbb{R} \), \( L(X_\nu, \mathbb{R}) = X_\nu^* \) is the algebraic dual space of \( X_\nu \), while \( \mathcal{L}(X_\nu, \mathbb{R}) = X_\nu' \) is the continuous dual space of \( X_\nu \). For \( A^{(\nu)} \in L(X_\nu, Y_\nu), 1 \leq \nu \leq d \), the elementary tensor \( A = \bigotimes_{\nu=1}^d A^{(\nu)} \) is defined for elementary tensors \( \bigotimes_{\nu=1}^d v^{(\nu)} \in X \) by

\[
A \left( \bigotimes_{\nu=1}^d v^{(\nu)} \right) = \bigotimes_{\nu=1}^d A^{(\nu)}(v^{(\nu)}),
\]

and extended by linearity to the whole space \( X \). The algebraic tensor space \( \bigotimes_{\nu=1}^d \mathcal{L}(X_\nu, Y_\nu) \) is defined in the same way. In the particular case where \( Y = \mathbb{R} \), with \( Y_\nu = \mathbb{R} \) for all \( \nu \), an elementary tensor \( \bigotimes_{\nu=1}^d \varphi^{(\nu)} \in \bigotimes_{\nu=1}^d X_\nu^* \) is such that for \( v = \bigotimes_{\nu=1}^d v^{(\nu)} \in X \),

\[
\left( \bigotimes_{\nu=1}^d \varphi^{(\nu)} \right)(v) = \prod_{\nu=1}^d \varphi^{(\nu)}(v^{(\nu)}),
\]

and we have \( \bigotimes_{\nu=1}^d X_\nu^* \subset X^* \).
1.3 Minimal subspaces

The minimal subspaces of a tensor $v \in \bigotimes_{\nu=1}^{d} X_{\nu}$, denoted $U_{\nu}^{\min}(v)$ for $1 \leq \nu \leq d$, are defined by the property that $v \in \bigotimes_{\nu=1}^{d} U_{\nu}$ implies $U_{\nu}^{\min}(v) \subset U_{\nu}$, while $v \in \bigotimes_{\nu=1}^{d} U_{\nu}^{\min}(v)$. The minimal subspace $U_{\nu}^{\min}(v) \subset X_{\nu}$ can be equivalently characterized by

$$U_{\nu}^{\min}(v) = \left\{ (id_{\nu} \otimes \varphi_{\nu})(v) : \varphi_{\nu} \in \bigotimes_{\beta \neq \nu}^{\nu} X_{\beta}^{*} \right\},$$

where $id_{\nu} \in L(X_{\nu}, X_{\nu})$ is the identity operator on $X_{\nu}$ and where we use the convention $id_{\nu} \otimes \left( \bigotimes_{\beta \neq \nu}^{\nu} \varphi_{\beta} \right) = \varphi_{1} \otimes \ldots \otimes \varphi_{\nu-1} \otimes id_{\nu} \otimes \varphi_{\nu+1} \otimes \ldots \otimes \varphi_{d}$. For $v$ having the representation (1.1), $U_{\nu}^{\min}(v) \subset \text{span}\{v_{i}^{(\nu)}\}_{i=1}^{m}$, with an equality if the $m$ vectors $\{ \bigotimes_{\nu \notin \alpha} v_{i}^{(\nu)}\}_{i=1}^{m}$ are linearly independent. A minimal subspace can also be defined for any subset of dimensions $\alpha \subset \{1, \ldots, d\}$ such that $1 \leq \# \alpha < d$. Letting $X_{\alpha} = \bigotimes_{\nu \in \alpha} X_{\nu}$, the minimal subspace $U_{\alpha}^{\min}(v) \subset X_{\alpha}$ of $v$ is defined by

$$U_{\alpha}^{\min}(v) = \left\{ (id_{\alpha} \otimes \varphi_{\alpha})(v) : \varphi_{\alpha} \in \bigotimes_{\beta \notin \alpha}^{\alpha} X_{\beta}^{*} \right\}.$$

For $v$ having the representation (1.1), $U_{\alpha}^{\min}(v) \subset \text{span}\{v_{i}^{(\alpha)}\}_{i=1}^{m}$, with $v_{i}^{(\alpha)} = \bigotimes_{\nu \in \alpha} v_{i}^{(\nu)}$, and $U_{\alpha}^{\min}(v) = \text{span}\{v_{i}^{(\alpha)}\}_{i=1}^{m}$ if the vectors $\{ \bigotimes_{\nu \notin \alpha} v_{i}^{(\nu)}\}_{i=1}^{m}$ are linearly independent. For $\alpha = \bigcup_{k=1}^{K} \alpha_{k}$ being the disjoint union of non empty sets $\alpha_{k} \subset \{1, \ldots, d\}$, it holds

$$U_{\alpha}^{\min}(v) \subset \bigotimes_{k=1}^{K} U_{\alpha_{k}}^{\min}(v).$$

For a detailed introduction to minimal subspaces and their properties, see [37].

1.4 Tensor norms

A norm $\| \cdot \|$ on $X$ is called a crossnorm if $\| \bigotimes_{\nu=1}^{d} v^{(\nu)} \| = \prod_{\nu=1}^{d} \| v^{(\nu)} \|_{\nu}$ for all $(v^{(1)}, \ldots, v^{(d)}) \in X_{1} \times \ldots \times X_{d}$. For $\nu \in \{1, \ldots, d\}$, let $X_{\nu}' = \mathcal{L}(X_{\nu}, \mathbb{R})$ denote the continuous dual of $X_{\nu}$ equipped with the dual norm $\| \cdot \|_{\nu}'$ of $\| \cdot \|_{\nu}$. If $\| \cdot \|$ is a crossnorm and also the dual norm $\| \cdot \|'$ of $\| \cdot \|$ is a crossnorm on $\bigotimes_{\nu=1}^{d} X_{\nu}'$. 
that means \( \| \bigotimes_{\nu=1}^d \varphi^{(\nu)} \|' = \prod_{\nu=1}^d \| \varphi^{(\nu)} \|'_\nu \) for all \( \varphi^{(\nu)} \in X'_\nu \), then \( \| \cdot \| \) is called a reasonable crossnorm. For a reasonable crossnorm, the elementary tensor \( \bigotimes_{\nu=1}^d \varphi^{(\nu)} \) is in the space \( X' = \mathcal{L}(X, \mathbb{R}) \) equipped with the dual norm \( \| \cdot \|' \), and it can be extended to an element in \( (X\| \cdot \|)' = \mathcal{L}(X\| \cdot \|, \mathbb{R}) \). A norm \( \| \cdot \| \) on \( X \) is said to be a uniform crossnorm if it is a reasonable crossnorm and if for any elementary operator \( \bigotimes_{\nu=1}^d A^{(\nu)} \in \bigotimes_{\nu=1}^d \mathcal{L}(X_\nu, X_\nu) \) and for any tensor \( v \in X \), it satisfies \( \| \bigotimes_{\nu=1}^d A^{(\nu)} (v) \|' \leq \prod_{\nu=1}^d \| A^{(\nu)} \|_{X_\nu \leftarrow X_\nu} \| v \| \), where \( \| A^{(\nu)} \|_{X_\nu \leftarrow X_\nu} \) denotes the operator norm of \( A^{(\nu)} \). Therefore, when \( X \) is equipped with a uniform crossnorm, \( A = \bigotimes_{\nu=1}^d A^{(\nu)} \) belongs to the space \( \mathcal{L}(X, X) \) of continuous operators from \( X \) to \( X \), and the operator norm of \( A \) is \( \| A \|_{X \leftarrow X} = \prod_{\nu=1}^d \| A^{(\nu)} \|_{X_\nu \leftarrow X_\nu} \). The operator \( A \) can then be uniquely extended to a continuous operator \( \overline{A} \in \mathcal{L}(X\| \cdot \|, X\| \cdot \|) \).

Some norms can be directly defined from the norms \( \| \cdot \|_\nu \) on \( X_\nu \), \( 1 \leq \nu \leq d \). The injective norm \( \| \cdot \|_\Lambda \) is a particular uniform crossnorm defined for an algebraic tensor \( v \) as

\[
\| v \|_\Lambda = \sup \{ \langle \varphi^{(1)} \otimes \ldots \otimes \varphi^{(d)} \rangle(v) : \varphi^{(\nu)} \in X'_\nu, \| \varphi^{(\nu)} \|'_\nu = 1, 1 \leq \nu \leq d \}.
\]

The projective norm \( \| \cdot \|_\Lambda \) is another particular uniform crossnorm defined for an algebraic tensor \( v \) as

\[
\| v \|_\Lambda = \inf \left\{ \sum_{i=1}^m \prod_{\nu=1}^d \| v^{(\nu)}_i \|_\nu : v = \sum_{i=1}^m \bigotimes_{\nu=1}^d v^{(\nu)}_i \right\},
\]

where the infimum is taken over all possible representations of \( v \). The injective and projective norms are respectively the weakest and strongest reasonable crossnorms in the sense that for any reasonable crossnorm \( \| \cdot \| \), we have \( \| \cdot \|_\Lambda \leq \| \cdot \| \leq \| \cdot \|_\Lambda \), therefore yielding the following inclusions between the corresponding tensor Banach spaces: \( X\| \cdot \|_\Lambda \subset X\| \cdot \| \subset X\| \cdot \|_\nu \).

In the case where spaces \( X_\nu \), \( 1 \leq \nu \leq d \), are Hilbert spaces associated with inner products \( \langle \cdot, \cdot \rangle_\nu \), a natural inner product, called the induced or canonical inner product, can be defined for elementary tensors as

\[
\langle \bigotimes_{\nu=1}^d v^{(\nu)}, \bigotimes_{\nu=1}^d w^{(\nu)} \rangle = \prod_{\nu=1}^d \langle v^{(\nu)}, w^{(\nu)} \rangle_\nu,
\]

and extended by linearity to the whole algebraic tensor space \( X \). This yields the definition of a natural tensor Hilbert space \( X\| \cdot \| \). The associated norm, called the canonical norm, is in fact the unique crossnorm associated with an inner product, and it is a uniform crossnorm.
1.5 Examples of tensor Banach spaces

Here, we introduce examples of tensor Banach spaces that are of particular importance in parametric and stochastic analyses.

1.5.1 \( L^p \) spaces with product measure

Let \((\Xi, \Sigma, \mu)\) be a measure space with \(\Xi \subset \mathbb{R}^s\) and \(\mu\) a finite measure supported on \(\Xi\) (e.g., a probability measure). For \(1 \leq p \leq \infty\), the Lebesgue space \(L^p(\mu)(\Xi)\) is defined as the Banach space of (equivalence classes of) measurable functions \(v: \Xi \to \mathbb{R}\) with finite norm

\[
\|v\|_p = \left( \int_{\Xi} |v(y)|^p \mu(dy) \right)^{1/p} \quad \text{for } 1 \leq p < \infty, \quad \text{and}
\]

\[
\|v\|_{\infty} = \operatorname{ess sup}_{y \in \Xi} |v(y)| \quad \text{for } p = \infty.
\]

Now, let us assume that \((\Xi, \Sigma, \mu)\) is the product of measure spaces \((\Xi_\nu, \Sigma_\nu, \mu_\nu)\) where \(\Xi_\nu \subset \mathbb{R}^{s_\nu}\) and \(\mu_\nu\) is a finite measure, \(1 \leq \nu \leq d\) (\(s = \sum_{\nu=1}^{d} s_\nu\)). That means \(\Xi = \Xi_1 \times \cdots \times \Xi_d\), \(\Sigma = \Sigma_1 \otimes \cdots \otimes \Sigma_d\) and \(\mu = \mu_1 \otimes \cdots \otimes \mu_d\). We can define the algebraic tensor space \(X = L^p_{\mu_1}(\Xi_1) \otimes \cdots \otimes L^p_{\mu_d}(\Xi_d)\). The natural injection from \(X\) to \(L^p(\mu)(\Xi)\) is such that \((v^{(1)} \otimes \cdots \otimes v^{(d)})(y_1, \ldots, y_d) = v^{(1)}(y_1) \ldots v^{(d)}(y_d)\) for \((y_1, \ldots, y_d) \in \Xi\). \(X\) is then the set of functions \(v\) in \(L^p(\mu)(\Xi)\) that can be written

\[
v(y_1, \ldots, y_d) = \sum_{i=1}^{m} v^{(1)}_i(y_1) \ldots v^{(d)}_i(y_d),
\]

for some \(m \in \mathbb{N}\) and some functions \(v^{(\nu)}_i \in L^p_{\mu_\nu}(\Xi_\nu)\). We have the property that the resulting tensor Banach space \(X_{\| \cdot \|_p} = \| \cdot \|_p \otimes_{\nu=1}^{d} L^p_{\mu_\nu}(\Xi_\nu)\) is such that

\[
X_{\| \cdot \|_p} = L^p_{\mu}(\Xi) \quad \text{for } 1 \leq p < \infty, \quad \text{and}
\]

\[
X_{\| \cdot \|_{\infty}} \subset L^\infty_{\mu}(\Xi) \quad \text{for } p = \infty,
\]

with equality \(X_{\| \cdot \|_{\infty}} = L^\infty_{\mu}(\Xi)\) if \(\Xi\) is a finite set (see [31]). For any \(p\), the norm \(\| \cdot \|_p\) is a reasonable crossnorm. In the case \(p = 2\), \(L^2_{\mu}(\Xi)\) is a Hilbert space which can be identified with the tensor Hilbert space \(X_{\| \cdot \|_2} = \| \cdot \|_2 \otimes_{\nu=1}^{d} L^2_{\mu_\nu}(\Xi_\nu)\). The norm \(\| \cdot \|_2\) is the canonical inner product norm, which is a uniform crossnorm. For \(1 < p < \infty\), \(X_{\| \cdot \|_p}\) is reflexive and separable.
1.5.2 Bochner spaces

Bochner spaces are of particular importance in the analysis of parameter-dependent and stochastic equations. Let \( V \) denote a Banach space equipped with a norm \( \| \cdot \|_V \) and let \( (\Xi, \Sigma, \mu) \) denote a measure space, where \( \Xi \subset \mathbb{R}^s \) and \( \mu \) is a finite measure (e.g. a probability measure). For \( 1 \leq p \leq \infty \), the Bochner space \( L^p_\mu(\Xi; V) \) is the Banach space of all (equivalence classes of) Bochner measurable functions \( v : \Xi \to V \) with bounded norm

\[
\|v\|_p = \left( \int_\Xi \|v(y)\|_V^p \mu(dy) \right)^{1/p} \quad \text{for } 1 \leq p < \infty, \quad \text{and}
\]

\[
\|v\|_\infty = \text{ess sup}_{y \in \Xi} \|v(y)\|_V \quad \text{for } p = \infty.
\]

Let us note that \( L^p_\mu(\Xi) = L^p_\mu(\Xi; \mathbb{R}) \). We can define the algebraic tensor space \( X = L^p_\mu(\Xi) \otimes V \) and the natural injection from \( X \) to \( L^p_\mu(\Xi; V) \) by \( \lambda \otimes v \mapsto \lambda(\cdot) v \), such that \( (\lambda \otimes v)(y) = \lambda(y)v \) for \( y \in \Xi \). The space \( X \) is composed by functions that can be written

\[
v(y) = \sum_{i=1}^m s_i(y)v_i,
\]

for some \( m \in \mathbb{N} \) and some vectors \( v_i \in V \) and functions \( s_i \in L^p_\mu(\Xi), 1 \leq i \leq m \). We have the property that the resulting tensor Banach space \( X_{\|\cdot\|_p} = L^p_\mu(\Xi) \otimes_{\|\cdot\|_p} V \) is such that

\[
X_{\|\cdot\|_p} = L^p_\mu(\Xi; V) \quad \text{for } 1 \leq p < \infty, \quad \text{and}
\]

\[
X_{\|\cdot\|_\infty} \subset L^\infty_\mu(\Xi; V) \quad \text{for } p = \infty,
\]

with an equality \( X_{\|\cdot\|_\infty} = L^\infty_\mu(\Xi; V) \) if \( V \) is a finite-dimensional space or if \( \Xi \) is a finite set\(^2\). For any \( 1 \leq p \leq \infty \), the norm \( \| \cdot \|_p \) is a reasonable crossnorm. For \( p = 2 \) and if \( V \) is a Hilbert space, then \( \| \cdot \|_2 \) is an inner product norm which makes \( L^2_\mu(\Xi; V) \) a Hilbert space. Then \( X_{\|\cdot\|_2} = L^2_\mu(\Xi) \otimes_{\|\cdot\|_2} V \) is a tensor Hilbert space and \( \| \cdot \|_2 \) is the canonical norm, which is a uniform crossnorm. For \( 1 < p < \infty \), if \( V \) is reflexive and separable, then the Bochner tensor space \( L^p_\mu(\Xi) \otimes_{\|\cdot\|_p} V \) is reflexive (see \([75\text{, Proposition 1.38}]\)).

---

\(^1\)See e.g. \([75\text{, Section 1.5}]\) for the definition of Bochner measurability and Bochner integrability.

\(^2\)Note that if \( \Xi \) is a finite set, then for any \( 1 \leq p, q \leq \infty \), the norms \( \| \cdot \|_p \) and \( \| \cdot \|_q \) are equivalent and therefore, the topological tensor spaces \( X_{\|\cdot\|_p} \) and \( X_{\|\cdot\|_q} \) coincide.
1.6 Approximation in finite-dimensional tensor spaces

Let $X_{\|\cdot\|} = \|\cdot\| \otimes_{\nu=1}^{d} X_{\nu}$ be a tensor Banach space. Approximations of elements of $X_{\|\cdot\|}$ are typically searched in finite-dimensional subspaces of $X$ that can be constructed as follows. Let $\{\psi_{k_{\nu}}^{(\nu)}\}_{k_{\nu} \in I_{\nu}}$ be a set of linearly independent elements in $X_{\nu}$, with $I_{\nu}$ such that $\#I_{\nu} = n_{\nu}$. Let $X_{\nu,I_{\nu}} = \text{span}\{\psi_{k_{\nu}}^{(\nu)}\}_{k_{\nu} \in I_{\nu}} \subset X_{\nu}$. Let $I = I_{1} \times \ldots \times I_{d}$. Then

$$X_{I} = X_{1,I_{1}} \otimes \ldots \otimes X_{d,I_{d}}$$

is a finite-dimensional subspace of $X$ with dimension $\#I = \prod_{\nu=1}^{d} n_{\nu}$ and with a basis $\{\psi_{k}\}_{k \in I}$ defined by $\psi_{k} = \psi_{k_{1}}^{(1)} \otimes \ldots \otimes \psi_{k_{d}}^{(d)}$, $k = (k_{1}, \ldots, k_{d}) \in I$.

An element $u \in X_{I}$ can be written

$$u = \sum_{k \in I} a_{k} \psi_{k} = \sum_{k_{1} \in I_{1}} \ldots \sum_{k_{d} \in I_{d}} a_{k_{1},\ldots,k_{d}} \psi_{k_{1}}^{(1)} \otimes \ldots \otimes \psi_{k_{d}}^{(d)},$$

(1.2)

where the set of coefficients $a = (a_{k})_{k \in I} \in \mathbb{R}^{I}$ can be identified with a tensor $a \in \mathbb{R}^{n_{1}} \otimes \ldots \otimes \mathbb{R}^{n_{d}}$. If $X$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and if the basis $\{\psi_{k}\}_{k \in I}$ is orthonormal, then the coefficients in (1.2) are given by

$$a_{k_{1},\ldots,k_{d}} = \langle \otimes_{\nu=1}^{d} \psi_{k_{\nu}}^{(\nu)}, u \rangle.$$
1.7 About best approximation problems

Here we recall definitions and classical results on the problem of best approximation of an element $u \in X_{\| \cdot \|}$ from a subset $M$ in $X_{\| \cdot \|}$,

$$\min_{v \in M} \|u - v\|. \quad (1.3)$$

A subset $M$ is **proximinal** if for any $u$, there exists an element of best approximation in $M$. Any finite-dimensional linear subspace of $X_{\| \cdot \|}$ is proximinal. When $X_{\| \cdot \|}$ is reflexive, a sufficient condition for a subset $M$ to be proximinal is that $M$ is weakly closed. In particular, any closed convex set of a normed space is weakly closed. When $X_{\| \cdot \|}$ is finite-dimensional or when $M$ is a subset of a finite-dimensional subspace in $X_{\| \cdot \|}$, then a sufficient condition for $M$ to be proximinal is that $M$ is closed.

A subset $M$ is a **unicity set** if for any $u$, there exists at most one element of best approximation of $u$ in $M$. A subset $M$ is a **Chebyshev set** if it is a proximinal unicity set, that means if for any $u$, there exists a unique element of best approximation of $u$ from $M$. Any convex subset $M$ of a strictly convex normed space is a unicity set.

2 Low-rank approximation of order-two tensors

In this section, we consider the problem of the low-rank approximation of order-two tensors. We denote by $S \otimes V$ an algebraic tensor space, where $S$ and $V$ are Banach spaces, and by $S_{\| \cdot \|} \otimes V$ the corresponding tensor Banach space equipped with a norm $\| \cdot \|$.

2.1 Best rank-$r$ approximation

The **rank** of $u \in S \otimes V$, denoted rank($u$), is the minimal $r \in \mathbb{N}$ such that

$$u = \sum_{i=1}^{r} s_i \otimes v_i, \quad (2.1)$$

for some vectors $\{v_i\}_{i=1}^{r} \in V^r$ and $\{s_i\}_{i=1}^{r} \in S^r$. We denote by $R_r$ the set of tensors in $S \otimes V$ with a rank bounded by $r$,

$$R_r = \left\{ \sum_{i=1}^{r} s_i \otimes v_i : \{s_i\}_{i=1}^{r} \in S^r, \{v_i\}_{i=1}^{r} \in V^r \right\},$$
or equivalently
\[
R_r = \left\{ \sum_{i=1}^{r} \sum_{j=1}^{r} a_{ij} s_i \otimes v_j : a = (a_{ij}) \in \mathbb{R}^{r \times r}, \{s_i\}_{i=1}^{r} \in S^r, \{v_j\}_{j=1}^{r} \in V^r \right\}.
\]

Let \( u \in S \otimes_{\|\cdot\|} V \). An element \( u_r \) of best approximation of \( u \) in \( R_r \) with respect to the norm \( \| \cdot \| \) is such that
\[
\|u - u_r\| = \min_{v \in R_r} \|u - v\|.
\] (2.2)

If the norm \( \| \cdot \| \) is not weaker than the injective norm, then \( R_r \) is weakly closed in \( S \otimes_{\|\cdot\|} V \) (see Lemma 8.6 in [13]), and therefore proximinal if \( S \otimes_{\|\cdot\|} V \) is reflexive. However, \( R_r \) is not a convex set and there is no guaranty of uniqueness of an element of best approximation.

**Example 2.1** As an example, for \( 1 < p < \infty \) and \( V \) a reflexive and separable Banach space, the Bochner tensor space \( L^p_\mu(\Xi) \otimes_{\|\cdot\|_p} V \) is reflexive and \( \| \cdot \|_p \) is not weaker than the injective norm (see Section 1.5.2). Therefore, \( R_r \) is proximinal in \( L^p_\mu(\Xi) \otimes_{\|\cdot\|_p} V \) if \( 1 < p < \infty \) and \( V \) is a reflexive and separable Banach space.

### 2.2 Optimal subspaces

Now, we introduce equivalent reformulations of the best rank-\( r \) approximation problem (2.2) by using subspace-based parametrizations of \( R_r \). We first note that \( R_r \) has a simple characterization using minimal subspaces. Indeed,
\[
R_r = \left\{ u \in S \otimes V : \dim(U^\min_1(u)) = \dim(U^\min_2(u)) \leq r \right\},
\]
where the left and right minimal subspaces are respectively \( U^\min_1(u) = \{(id_S \otimes \varphi)(u) : \varphi \in V^*\} \) and \( U^\min_2(u) = \{(\psi \otimes id_V)(u) : \psi \in S^*\} \). Let \( \mathcal{G}_r(E) \) denote the Grassmann manifold of \( r \)-dimensional subspaces in the vector space \( E \). First, we have
\[
R_r = \left\{ u \in S_r \otimes V_r : S_r \in \mathcal{G}_r(S), V_r \in \mathcal{G}_r(V) \right\},
\] (2.3)
and the best rank-\( r \) approximation problem (2.2) can be equivalently written
\[
\min_{S_r \in \mathcal{G}_r(S)} \min_{V_r \in \mathcal{G}_r(V)} \min_{v \in S_r \otimes V_r} \|u - v\|.
\] (2.4)
The solution of (2.4) yields optimal \( r \)-dimensional spaces \( V_r \) and \( S_r \) for the approximation of \( u \) in the “reduced” tensor space \( S_r \otimes V_r \). Also, we have the following parametrization which only involves subspaces in \( V_r \):

\[
R_r = \{ u \in S \otimes V_r : V_r \in \mathcal{G}_r(V) \},
\]

which yields the following reformulation of the best rank-\( r \) approximation problem (2.2):

\[
\min_{V_r \in \mathcal{G}_r(V)} \min_{v \in S \otimes V_r} \| u - v \|.
\] (2.6)

The solution of (2.6) yields an optimal \( r \)-dimensional subspace \( V_r \) for the approximation of \( u \) in the “reduced” tensor space \( S \otimes V_r \).

**Hilbert case.** Suppose that \( S \) and \( V \) are Hilbert spaces and that \( S \otimes \| \cdot \| \) \( V \) is a Hilbert space with a norm \( \| \cdot \| \) associated with an inner product \( \langle \cdot , \cdot \rangle \). For a finite-dimensional linear subspace \( V_r \subset V \), let \( P_{S \otimes V_r} \) denote the orthogonal projection from \( S \otimes \| \cdot \| \) \( V \) onto \( S \otimes V_r \) such that

\[
\min_{v \in S \otimes V_r} \| u - v \|^2 = \| u - P_{S \otimes V_r} u \|^2 = \| u \|^2 - \| P_{S \otimes V_r} u \|^2.
\] (2.7)

The optimal subspace \( V_r \) is the solution of

\[
\max_{V_r \in \mathcal{G}_r(V)} R_u(V_r) \quad \text{with} \quad R_u(V_r) = \| P_{S \otimes V_r} u \|^2,
\] (2.8)

which is an optimization problem on the Grassmann manifold \( \mathcal{G}_r(V) \). The application

\[
\| \cdot \|_r : u \mapsto \| u \|_r = \max_{V_r \in \mathcal{G}_r(V)} \| P_{S \otimes V_r} u \| = \max_{V_r \in \mathcal{G}_r(V)} \max_{w \in S \otimes V_r, \| w \| = 1} \langle w, u \rangle
\]

defines a norm on \( S \otimes \| \cdot \| \) \( V \) and the best rank-\( r \) approximation \( u_r \) satisfies

\[
\| u - u_r \|^2 = \| u \|^2 - \| u_r \|^2 = \| u \|^2 - \| u \|_r^2.
\]

**Remark 2.2** In the case where \( \langle \cdot , \cdot \rangle \) is the canonical inner product, \( P_{S \otimes V_r} = id_S \otimes P_{V_r} \) where \( P_{V_r} \) is the orthogonal projection from \( V \) to \( V_r \). Then, finding the optimal subspace \( V_r \) is equivalent to finding the dominant eigenspace of an operator (see Section 2.4).
2.3 Tensors as operators

The following results are taken from [45, Section 4.2.13]. We restrict the presentation to the case where \( V \) is a Hilbert space with inner product \( \langle \cdot, \cdot \rangle_V \). An element \( u = \sum_{i=1}^r s_i \otimes v_i \in S \otimes V \) with rank \( r \) can be identified with a rank-\( r \) linear operator from \( V \) to \( S \) such that for \( v \in V \),

\[
    u(v) = \sum_{i=1}^r s_i \langle v_i, v \rangle_V.
\]

Then, the algebraic tensor space \( S \otimes V \) can be identified with the set \( \mathcal{F}(V, S) \) of finite rank operators from \( V \) to \( S \). The injective norm \( \| \cdot \|_\infty \) coincides with the operator norm, so that the tensor Banach space \( S \otimes \| \cdot \|_\infty V \) can be identified with the closure \( \mathcal{F}(V, S) \) of \( \mathcal{F}(V, S) \) with respect to the operator norm, which coincides with the set of compact operators \( \mathcal{K}(V, S) \) from \( V \) to \( S \). Therefore, for any norm \( \| \cdot \| \) not weaker than the injective norm, we have

\[
    S \otimes \| \cdot \|_\infty V \subset S \otimes \| \cdot \|_\infty V = \mathcal{K}(V, S).
\]

(2.9)

Also, the tensor Banach space \( S \otimes \| \cdot \|_\infty V \) equipped with the projective norm \( \| \cdot \|_\vee \) can be identified with the space of nuclear operators \( \mathcal{N}(V, S) \) from \( V \) to \( S \). Therefore, for any norm \( \| \cdot \| \) not stronger than the projective norm \( \| \cdot \|_\vee \), we have

\[
    \mathcal{N}(V, S) = S \otimes \| \cdot \|_\vee V \subset S \otimes \| \cdot \| V.
\]

(2.10)

2.4 Singular value decomposition

In this section, we consider the case where \( V \) and \( S \) are Hilbert spaces. The spaces \( V \) and \( S \) are identified with their dual spaces \( V' \) and \( S' \) respectively. Let \( \| \cdot \| \) denote the canonical inner product norm. Let \( n = \min\{\dim(V), \dim(S)\} \), with \( n < \infty \) or \( n = \infty \). Let \( u \in S \otimes \| \cdot \|_\vee V = \mathcal{K}(V, S) \), the set of compact operators. Then, there exists a decreasing sequence of non-negative numbers \( \sigma = \{\sigma_i\}_{i=1}^n \) and two orthonormal systems \( \{v_i\}_{i=1}^n \subset V \) and \( \{s_i\}_{i=1}^n \subset S \) such that

\[
    u = \sum_{i=1}^n \sigma_i s_i \otimes v_i,
\]

(2.11)

\( ^3 \mathcal{F}(V, S) \) coincides with \( \mathcal{K}(V, S) \) if the Banach space \( V \) has the approximation property, which is the case for \( V \) a Hilbert space.

\( ^4 \)Note that for \( n < \infty \), \( S \otimes \| \cdot \|_\vee V = S \otimes V = \mathcal{F}(V, S) = \mathcal{K}(V, S) \).
where in the case \( n = \infty \), the only accumulation point of the sequence \( \sigma \) is zero and the series converges with respect to the injective norm \( \| \cdot \|_\vee \) which coincides with the operator norm (see Theorem 4.114 in [45]). The expression (2.11) is the so-called \textit{Singular Value Decomposition} (SVD) of \( u \), where \((s_i, v_i) \in S \times V\) is a couple of left and right singular vectors of \( u \) associated with a singular value \( \sigma_i \), verifying

\[
 u(v_i) = \sigma_i s_i \quad \text{and} \quad u^*(s_i) = \sigma_i v_i,
\]

where \( u^* \in \mathcal{K}(S,V) \) is the adjoint operator of \( u \) defined by \( \langle s, u(v) \rangle_S = \langle u^*(s), v \rangle_V \) for all \((v, s) \in V \times S\). Let \( u_r \) be the rank-\( r \) truncated SVD defined by

\[
 u_r = \sum_{i=1}^{r} \sigma_i s_i \otimes v_i.
\]

We have

\[
 \|u\|_\vee = \|\sigma\|_{\ell_\infty} = \sigma_1 \quad \text{and} \quad \|u - u_r\|_\vee = \sigma_{r+1}.
\]

If we assume that \( \sigma \in \ell_2 \), then \( u \in S \otimes \|\cdot\| \ V \) and

\[
 \|u\| = \|\sigma\|_{\ell_2} = \left( \sum_{i=1}^{n} \sigma_i^2 \right)^{1/2}, \quad \|u - u_r\| = \left( \sum_{i=r+1}^{n} \sigma_i^2 \right)^{1/2}.
\]

The canonical norm \( \| \cdot \| \) coincides with the Hilbert-Schmidt norm of operators. We have the important property that

\[
 \|u - u_r\| = \min_{w \in \mathcal{R}_r} \|u - w\|,
\]

which means that an optimal rank-\( r \) approximation of \( u \) in the norm \( \| \cdot \| \) can be obtained by retaining the first \( r \) terms of the SVD. Moreover,

\[
 \|u - u_r\| = \min_{w \in \mathcal{R}_1} \|u - u_{r-1} - w\|, \quad (2.12)
\]

and

\[
 \|u - u_r\|^2 = \|u - u_{r-1}\|^2 - \sigma_r^2 = \|u\|^2 - \sum_{i=1}^{r} \sigma_i^2 = \|u\|^2 - \|u_r\|^2.
\]

The \( r \)-dimensional subspaces

\[
 S_r = U^\min_1(u_r) = \text{span}\{s_i\}_{i=1}^{r} \in \mathcal{G}_r(S) \quad \text{and} \quad \ V_r = U^\min_2(u_r) = \text{span}\{v_i\}_{i=1}^{r} \in \mathcal{G}_r(V) \]
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are respectively left and right dominant singular spaces of $u$. These subspaces are solutions of problems (2.4) and (2.6), which means that they are optimal $r$-dimensional subspaces with respect to the canonical norm. Therefore, the SVD defines increasing sequences of optimal subspaces $\{V_r\}_{r \geq 1}$ and $\{S_r\}_{r \geq 1}$, such that

$$V_r \subset V_{r+1} \quad \text{and} \quad S_r \subset S_{r+1}. $$

Note that the optimal subspaces $V_r$ and $S_r$ are uniquely defined if $\sigma_r > \sigma_{r+1}$. Denoting $C_u : V \to V$ the compact operator defined by $C_u = u^* \circ u$, we have that $(v_i, \sigma_i^2) \in V \times \mathbb{R}^+$ is an eigenpair of $C_u$, i.e. $C_u v_i = \sigma_i^2 v_i$. An optimal subspace $V_r$ is a dominant $r$-dimensional eigenspace of $C_u$. It is a solution of (2.8). Here, the orthogonal projection $P_{S \otimes V_r}$ from $S \otimes\|\cdot\|_V$ to $S \otimes V_r$ is such that $P_{S \otimes V_r} = id_{S} \otimes P_{V_r}$, and we have that $\mathcal{R}_u(V_r) = \mathcal{R}_u(V) = \text{Trace} (\{C_u V, V\}_V \{V, V\}_{V}^{-1})$, where $V = \{v_i\}_{i=1}^r \in (V)^r$ is any basis of $V_r$, $C_u V = \{C_u v_i\}_{i=1}^r$, and where $\{\{w_i\}_{i=1}^r, \{v_i\}_{i=1}^r\}_V = (\langle w_i, v_j \rangle)_{1 \leq i,j \leq r} \in \mathbb{R}^{r \times r}$. $\mathcal{R}_u(V)$ is the Rayleigh quotient of $C_u$.

### 2.5 Low-rank approximations in Bochner spaces

Here, we consider the particular case of low-rank approximations in Bochner spaces $L^p_{\mu}(\Xi; V)$, $1 \leq p \leq \infty$, where $\mu$ is a finite measure. This case is of particular interest for subspace-based model order reduction of parameter-dependent (or stochastic) problems. Here we consider $V$ as a Hilbert space with norm $\|\cdot\|_V$. The considered algebraic tensor space is $L^p_{\mu}(\Xi) \otimes V$, and the set $\mathcal{R}_r$ of elements in $L^p_{\mu}(\Xi) \otimes V$ with rank at most $r$ is identified with the set of functions $u_r : \Xi \to V$ of the form

$$u_r(y) = \sum_{i=1}^r s_i(y) v_i, \quad y \in \Xi. $$

For a given $u \in L^p_{\mu}(\Xi; V)$, let $\rho_r^{(p)}(u)$ denote the error of best rank-$r$ approximation in $L^p_{\mu}(\Xi) \otimes V$, defined by

$$\rho_r^{(p)}(u) = \inf_{w \in \mathcal{R}_r} \|u - w\|_p, $$

or equivalently by

$$\rho_r^{(p)}(u) = \inf_{V_r \in \mathcal{G}_r(V)} \inf_{w \in L^p_{\mu}(\Xi) \otimes V_r} \|u - w\|_p = \inf_{V_r \in \mathcal{G}_r(V)} \|u - P_{V_r} u\|_p,$$
where $P_{V_r}$ is the orthogonal projection from $V$ to $V_r$ and $(P_{V_r}u)(y) = P_{V_r}u(y)$. For $1 \leq p < \infty$,

$$
\rho_r^{(p)}(u) = \inf_{V_r \in G_r(V)} \left( \int_{\Xi} \|u(y) - P_{V_r}u(y)\|_V^p \mu(dy) \right)^{1/p},
$$

and for $p = \infty$,

$$
\rho_r^{(\infty)}(u) = \inf_{V_r \in G_r(V)} \operatorname{ess sup}_{y \in \Xi} \|u(y) - P_{V_r}u(y)\|_V.
$$

If we assume that $\mu$ is a probability measure, we have for all $1 \leq p \leq q \leq \infty$,

$$
\rho_r^{(1)}(u) \leq \rho_r^{(p)}(u) \leq \rho_r^{(q)}(u) \leq \rho_r^{(\infty)}(u).
$$

There are two cases of practical importance. The first case is $p = 2$, where $L^2_\mu(\Xi; V) = L^2_\mu(\Xi) \otimes \|\cdot\|_2$ is a Hilbert space and $\|\cdot\|_2$ is the canonical norm, so that we are in the situation where the best rank-$r$ approximation is the $r$-term truncated singular value decomposition of $u$ (see Section 2.4), called in this context Karhunen-Loève decomposition. Then

$$
\rho_r^{(2)}(u) = \left( \sum_{i \geq r+1} \sigma_i^2 \right)^{1/2},
$$

where $\{\sigma_i\}_{i \geq 1}$ is the sequence of decreasing singular values of $u$. The other important case is $p = \infty$. If we assume that $\Xi = \text{support}(\mu)$ is compact and that $u$ is continuous from $\Xi$ to $V$, then the set of solutions $u(\Xi) = \{u(y) : y \in \Xi\}$ is a compact subset of $V$ and $\rho_r^{(\infty)}(u)$ coincides with the Kolmogorov $r$-width $d_r(u(\Xi))_V$ of $u(\Xi) \subset V$,

$$
\rho_r^{(\infty)}(u) = \inf_{V_r \in G_r(V)} \sup_{y \in \Xi} \|u(y) - P_{V_r}u(y)\|_V
$$

$$
= \inf_{V_r \in G_r(V)} \sup_{v \in u(\Xi)} \|v - P_{V_r}v\|_V := d_r(u(\Xi))_V.
$$

**Remark 2.3** In the case $p = 2$, there exists a sequence of nested optimal spaces $V_r$ associated with $\rho_r^{(2)}(u)$. In the case $p \neq 2$, up to the knowledge of the author, it remains an open question to prove whether or not there exists a sequence of nested optimal spaces.

---

5Karhunen-Loève decomposition usually corresponds to the singular value decomposition of a centered second-order stochastic process $u$, that means of $u = \mathbb{E}_\mu(u) = u - \int_{\Xi} u(y) \mu(dy)$. 
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3 Low-rank approximation of higher-order tensors

In this section, we consider the problem of the low-rank approximation of higher-order tensors and we will see how to extend the principles of Section 2. Although several concepts apply to general tensor Banach spaces (see [39, 37, 38]), we restrict the presentation to the case of tensor Hilbert spaces.

Let $X_{\nu}, \nu \in D := \{1, \ldots, d\}$ denote Hilbert spaces equipped with norms $\| \cdot \|_\nu$ and associated inner products $\langle \cdot, \cdot \rangle_\nu$. We denote by $X = \bigotimes_{\nu \in D} X_{\nu}$ the algebraic tensor space, equipped with a norm $\| \cdot \|$ associated with an inner product $\langle \cdot, \cdot \rangle$, and by $X_{\| \cdot \|}$ the corresponding tensor Hilbert space.

3.1 Low-rank tensor formats

A subset $S_r$ of low-rank tensors tensors in $X$ can be formally defined as a set $S_r = \{ v \in X : \text{rank}(v) \leq r \}$. There is no ambiguity in the case of order-two tensors, for which there is a unique notion of rank and $S_r = \mathcal{R}_r$, with $r \in \mathbb{N}$. However, there are several notions of rank for higher-order tensors, thus leading to different subsets $S_r$. For a detailed introduction to higher-order low-rank tensor formats, see [53, 45]. Here, we briefly recall the main tensor formats, namely the canonical format and the subspace-based (or Tucker) formats. The approximation in the latter formats is closely related to subspace-based model order reduction.

3.1.1 Canonical rank and canonical format

The canonical rank of a tensor $v \in X$ is the minimal integer $r \in \mathbb{N}$ such that

$$v = \sum_{i=1}^{r} v_i^{(1)} \otimes \ldots \otimes v_i^{(d)}$$

for some vectors $v_i^{(\nu)}$, $1 \leq i \leq r$, $1 \leq \nu \leq d$. The set of tensors with a canonical rank bounded by $r$ is denoted by $\mathcal{R}_r$.

Remark 3.1 The elements of $\mathcal{R}_r$ can be written $v = F_{\mathcal{R}_r}(\{v_i^{(\nu)} : 1 \leq i \leq r, 1 \leq \nu \leq d\})$, where $F_{\mathcal{R}_r}$ is a multilinear map that parametrizes the subset $\mathcal{R}_r$ with $M(\mathcal{R}_r) = r(\sum_{\nu=1}^{d} \dim(X_{\nu}))$ real parameters. We have $M(\mathcal{R}_r) \leq dNr$, with $N = \max_{\nu} \dim(X_{\nu})$.

3.1.2 $\alpha$-rank

A natural notion of rank can be defined for a subset of dimensions, based on the notion of minimal subspaces. Let $\alpha \subset D$ be a subset of dimensions and
The elements of Remark 3.3 \( \nu \in r \) for some \( C \) tensors can now be defined by imposing the

\[
\text{Definition} 3.2
\]

The definition \( \alpha \) of a multilinear map that parametrizes the subset \( \nu \) by \( \nu \) tuple (rank \( \nu \)). The \( \alpha \)-rank of a tensor \( v \) is defined by \( \| \cdot \|_\nu \). In this case, the interpretation as the rank of an order-two tensor \( \nu \) coincides with the classical notion of rank for order-2 tensors.

\[
\nu \in (r_1, \ldots, r_d) \subset [1, \ldots, d]
\]

An element \( v \in \mathcal{T}_r \) can be written

\[
v = \sum_{i_1=1}^{r_1} \cdots \sum_{i_d=1}^{r_d} C_{i_1, \ldots, i_d} v^{(1)}_{i_1} \otimes \cdots \otimes v^{(d)}_{i_d}
\]

for some \( C \in \mathbb{R}^{r_1 \times \cdots \times r_d} \) (the core tensor) and some \( v^{(\nu)}_{i_\nu} \in X_{\nu}, 1 \leq i_\nu \leq r_\nu, \nu \in D \).

Remark 3.3 The elements of \( \mathcal{T}_r \) can be written \( v = F_{\mathcal{T}_r}(C, \{v^{(\nu)}_{i_\nu} : 1 \leq i_\nu \leq r_\nu, 1 \leq \nu \leq d\}) \), where \( F_{\mathcal{T}_r} \) is a multilinear map that parametrizes the subset \( \mathcal{T}_r \) with \( M(\mathcal{T}_r) = \prod_{\nu=1}^d r_\nu + \sum_{\nu=1}^d r_\nu \dim(X_\nu) \) real parameters. We have \( M(\mathcal{T}_r) \leq R^d + dNR \) with \( R = \max_\nu r_\nu \) and \( N = \max_\nu \dim(X_\nu) \).
3.1.4 Tree-based rank and tree-based Tucker format

A more general notion of rank can be associated with a tree of dimensions. Let $T_D$ denote a dimension partition tree of $D$, which is a subset of $2^D$ such that all vertices $\alpha \in T_D$ are non empty subsets of $D$, $D$ is the root of $T_D$, every vertex $\alpha \in T_D$ with $\# \alpha \geq 2$ has at least two sons, and the sons of a vertex $\alpha \in T_D$ form a partition of $\alpha$. The set of sons of $\alpha \in T_D$ is denoted $S(\alpha)$. A vertex $\alpha$ with $\# \alpha = 1$ is called a leaf of the tree and is such that $S(\alpha) = \emptyset$. The set of leaves of $T_D$ is denoted $\mathcal{L}(T_D)$. The tree-based Tucker rank of a tensor $u$ associated with a dimension tree $T_D$, denoted $T_D$-rank($u$), is a tuple $(\text{rank}_\alpha(u))_{\alpha \in T_D} \in \mathbb{N}^{\# T_D}$. Letting $r = (r_\alpha)_{\alpha \in T_D} \in \mathbb{N}^{\# T_D}$ be a tuple of integers, the subset of tree-based Tucker tensors with tree-based Tucker rank bounded by $r$ is defined by

$$\mathcal{BT}_r = \{ v \in X : \text{rank}_\alpha(v) = \dim(U^\alpha_{\min}(v)) \leq r_\alpha, \alpha \in T_D \} .$$  \hspace{1cm} (3.4)

A tuple $r = (r_\alpha)_{\alpha \in T_D}$ is said admissible for $T_D$ if there exists an element $v \in X \setminus \{0\}$ such that $\dim(U^\alpha_{\min}(v)) = r_\alpha$ for all $\alpha \in T_D$. Here we use the convention $U^\alpha_{\min}(v) = \text{span}\{v\}$, so that $r_D = 1$ for $r$ admissible. The set $\mathcal{BT}_r$ can be equivalently defined by

$$\mathcal{BT}_r = \left\{ v \in \bigotimes_{\alpha \in S(D)} U_\alpha : \begin{array}{l} U_\alpha \subset \bigotimes_{\beta \in S(\alpha)} U_\beta \text{ for all } \alpha \in T_D \setminus \{\mathcal{L}(T_D) \cup D\} \\ \text{and } \dim(U_\alpha) = r_\alpha \text{ for all } \alpha \in T_D \setminus D \end{array} \right\} .$$ \hspace{1cm} (3.5)

For an element $v \in \mathcal{BT}_r$ with an admissible tuple $r$, if $\{v^{(\alpha)}_{i_\alpha}\}_{i_\alpha=1}^{r_\alpha}$ denotes a basis of $U^\alpha_{\min}(v)$ for $\alpha \in T_D$, with $v^{(D)}_1 = v$, then for all $\alpha \in T_D \setminus \mathcal{L}(T_D)$,

$$v^{(\alpha)}_{i_\alpha} = \sum_{1 \leq i_\beta \leq r_\beta, \beta \in S(\alpha)} C^{(\alpha)}_{i_\alpha, i_\beta} \bigotimes_{\beta \in S(\alpha)} v^{(\beta)}_{i_\beta},$$

for $1 \leq i_\alpha \leq r_\alpha$, where the $C^{(\alpha)} \in \mathbb{R}^{r_\alpha \times \prod_{\beta \in S(\alpha)} r_\beta}$ are the so-called transfer tensors. Then, proceeding recursively, we obtain the following representation of $v$:

$$v = \sum_{1 \leq i_\nu \leq r_\nu} \left( \sum_{1 \leq i_\alpha \leq r_\alpha} \prod_{\alpha \in T_D \setminus \mathcal{L}(T_D)} C^{(\mu)}_{i_\mu, i_\beta} \bigotimes_{\beta \in S(\alpha)} v^{(\nu)}_{i_\nu} \right) v^{(\nu)}_{i_\nu} .$$
Remark 3.4 The elements of $\mathcal{BT}_r$ can be written $v = F_{\mathcal{BT}_r}(\{v^{(i)}_v : 1 \leq i_v \leq r_v, 1 \leq v \leq d\}, \{C^{(\alpha)} : \alpha \in T_D \setminus \mathcal{L}(T_D)\}$, where $F_{\mathcal{BT}_r}$ is a multilinear map that parametrizes the subset $\mathcal{BT}_r$ with $M(\mathcal{BT}_r) = \sum_{\nu=1}^d r_\nu \dim(X_\nu) + \sum_{\alpha \in T_D \setminus \mathcal{L}(T_D)} r_\alpha \prod_{\beta \in S(\alpha)} r_\beta$ real parameters. We have $M(\mathcal{BT}_r) \leq dNR + R\#S(D) + \sum_{T_D \setminus \mathcal{L}(T_D) \cup D} R\#S(\alpha)+1 \leq dNR + R^S + (d-2)R^{S+1}$, with $R = \max_\alpha r_\alpha$, $S = \max_{\alpha \not\in \mathcal{L}(T_D)} \#S(\alpha)$, and $N = \max_\nu \dim(X_\nu)$.

Remark 3.5 For a tree $T_D$ such that $S(D) = \mathcal{L}(T_D) = \{1, \ldots, d\}$, the set $\mathcal{BT}_{(1,r_1,\ldots,r_d)}$ coincides with the set of Tucker tensors $\mathcal{T}(r_1,\ldots,r_d)$. For a binary tree $T_D$, i.e. such that $\#S(\alpha) = 2$ for all $\alpha \not\in \mathcal{L}(T_D)$, the set $\mathcal{BT}_r$ coincides with the set of Hierarchical Tucker (HT) tensors introduced in [48].

The reader is referred to [38, 45, 48] for a detailed presentation of tree-based Tucker formats and their properties.

3.1.5 Tensor-Train rank and Tensor-Train format

The Tensor-Train (TT) format (see [70]) is a particular (degenerate) case of tree-based Tucker format which is associated with a particular binary dimension tree

$$T_D = \{(k) : 1 \leq k \leq d\} \cup \{\{k,\ldots,d\} : 1 \leq k \leq d - 1\}$$

such that $S(\{k,\ldots,d\}) = \{(k),\{k+1,\ldots,d\}\}$ for $1 \leq k \leq d - 1$. The TT-rank of a tensor $u$, denoted $\text{rank}_{TT}(u)$, is the tuple $(\text{rank}_{\{k+1,\ldots,d\}}(u))_{k=1}^{d-1}$. For a tuple $r = (r_1,\ldots,r_d) \in \mathbb{N}^{d-1}$, the set of tensors with TT-rank bounded by $r$ is defined by

$$\mathcal{TT}_r = \{v \in X : \text{rank}_{\{k+1,\ldots,d\}}(v) \leq r_k\}, \quad (3.6)$$

which corresponds to the definition of a subset of tree-based Tucker tensors with inactive constraints on the ranks $\text{rank}_{\{k\}}(v)$ for $2 \leq k \leq d - 1$.

Remark 3.6 More precisely, $\mathcal{TT}_r$ coincides with the subset $\mathcal{BT}_m$ of tree-based Tucker tensors with a tree-based Tucker rank bounded by $m = (m_\alpha)_{\alpha \in T_D}$ if $m$ is such that $m_{\{k+1,\ldots,d\}} = r_k$ for $1 \leq k \leq d - 1$ and $m_{\{k\}} \geq r_k r_{k+1}$ for $2 \leq k \leq d - 1$, the latter conditions implying that the constraints $\text{rank}_{\{k\}}(v) \leq m_{\{k\}}$ are inactive for $2 \leq k \leq d - 1$.

An element $v \in \mathcal{TT}_r$ admits the following representation

$$v = \sum_{i_1=1}^{r_1} \sum_{i_2=1}^{r_2} \cdots \sum_{i_{d-1}=1}^{r_{d-1}} v^{(1)}_{i_1,i_1} \otimes v^{(2)}_{i_1,i_2} \cdots \otimes v^{(d)}_{i_{d-1},i_1},$$
where \( v^{(\nu)}_{i_{\nu-1},i_{\nu}} \in X_{\nu} \).

**Remark 3.7** The elements of \( T_T \) can be written \( v = F_{T_T} \left( \{ v^{(\nu)} : 1 \leq \nu \leq d \} \right) \), with \( v^{(\nu)} \in (X_{\nu})^{r_{\nu-1} \times r_{\nu}} \) (using the convention \( r_0 = r_d = 1 \)), where \( F_{T_T} \) is a multilinear map that parametrizes the subset \( T_T \) with \( M(T_T) = \sum_{\nu=1}^{d} r_{\nu-1} r_{\nu} \dim(X_{\nu}) \) real parameters. We have \( M(T_T) \leq dNR^2 \), with \( R = \max_k r_k \) and \( N = \max_{\nu} \dim(X_{\nu}) \).

### 3.2 Best approximations in subspace-based low-rank tensor formats

#### 3.2.1 Tucker format

Let us first consider the best approximation problem in Tucker format. A best approximation of \( u \in X \| \cdot \| \) in the subset of Tucker tensors \( T_T \) with a rank bounded by \( r = (r_1, \ldots, r_d) \) is defined by

\[
\| u - u_r \| = \min_{v \in T_T} \| u - v \|. \tag{3.7}
\]

Based on the definition (3.3) of \( T_T \), problem (3.7) can be equivalently written

\[
\| u - u_r \| = \min_{U_1 \in G_{r_1}(X_1)} \ldots \min_{U_d \in G_{r_d}(X_d)} \min_{v \in U_1 \otimes \ldots \otimes U_d} \| u - v \|. \tag{3.8}
\]

A solution \( u_r \) to problem (3.8) yields optimal subspaces \( U_{\nu} = U_{\nu}^{\min}(u_r) \) with dimension less than \( r_{\nu} \), for \( 1 \leq \nu \leq d \).

Different conditions ensure that the set \( T_T \) is proximinal, that means that there exists a solution to the best approximation problem (3.7) for any \( u \) (see Section 1.7). If the norm \( \| \cdot \| \) is not weaker than the injective norm, then \( T_T \) is weakly closed (see [37]), and therefore proximinal if \( X \| \cdot \| \) is reflexive (e.g. for \( X = \bigotimes_{\nu \in D} L_p^p(\Xi_{\nu}) \) for any \( 1 < p < \infty \), see Section 1.5.1). In particular, if \( X \) is finite-dimensional, \( T_T \) is closed and therefore proximinal.

#### 3.2.2 Tree-based Tucker format

Let us now consider the best approximation problem in the more general tree-based Tucker format. The best approximation of \( u \in X \| \cdot \| \) in the subset of tree-based Tucker tensors \( B_T \) with \( T_D \)-rank bounded by \( r = (r_\alpha)_{\alpha \in T_D} \) is defined by

\[
\| u - u_r \| = \min_{v \in B_T} \| u - v \|. \tag{3.9}
\]
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Based on the definition (3.5) of $\mathcal{BT}_r$, Problem (3.9) can be equivalently written
\[
\|u - u_r\| = \min_{(U_\alpha)_{\alpha \in T_D \setminus D} \in \mathcal{G}_r(T_D)} \min_{v \in \bigotimes_{\alpha \in S(D)} U_\alpha} \|u - v\|, \tag{3.10}
\]
where $\mathcal{G}_r(T_D)$ is a set of subspaces defined by
\[
\mathcal{G}_r(T_D) = \left\{(U_\alpha)_{\alpha \in T_D \setminus D} : U_\alpha \in \mathcal{G}_{r_\alpha}(X_\alpha) \text{ for all } \alpha \in T_D \setminus D, \text{ and } U_\alpha \subset \bigotimes_{\beta \in S(\alpha)} U_\beta \text{ for all } \alpha \in T_D \setminus \{D \cup \mathcal{L}(T_D)\}\right\}.
\]
Therefore, a best approximation $u_r \in \mathcal{BT}_r$ yields a collection of optimal subspaces $U_\alpha$ with dimension $r_\alpha$, $\alpha \in T_D \setminus D$, with a hierarchical structure.

The proof of the existence of a best approximation in $\mathcal{BT}_r$ requires some technical conditions involving norms defined for all the vertices of the tree (see [38]). In particular, these conditions are satisfied in the case of tensor Hilbert spaces equipped with a canonical norm, and also for $L^p$ spaces.

### 3.3 Optimization problems in subsets of low-rank tensors

Standard subsets of low-rank tensors $\mathcal{S}_r$ (such as $\mathcal{R}_r$, $\mathcal{T}_r$, $\mathcal{BT}_r$ or $\mathcal{T}_T$) are not vector spaces nor convex sets. Therefore, the solution of a best approximation problem in $\mathcal{S}_r$, or more generally of an optimization problem
\[
\min_{v \in \mathcal{S}_r} J(v), \tag{3.11}
\]
with $J : \|\cdot\| \to \mathbb{R}$, requires ad-hoc minimization algorithms. Standard subsets of low-rank tensors admit a parametrization of the form
\[
\mathcal{S}_r = \{v = F_{\mathcal{S}_r}(p_1, \ldots, p_M) : p_i \in P_i, 1 \leq i \leq M\}, \tag{3.12}
\]
where $F_{\mathcal{S}_r} : P_1 \times \ldots \times P_M \to \mathcal{X}$ is a multilinear map and the $P_i$ are vector spaces or standard submanifolds of vector spaces (e.g. Stiefel manifolds) (see Remarks 3.1, 3.3, 3.4 and 3.7 respectively for $\mathcal{R}_r$, $\mathcal{T}_r$, $\mathcal{BT}_r$ and $\mathcal{T}_T$). The optimization problem (3.11) is then rewritten as an optimization problem on the parameters
\[
\min_{p_1 \in P_1, \ldots, p_M \in P_M} J(F_{\mathcal{S}_r}(p_1, \ldots, p_M)),
\]
which allows the use of more or less standard optimization algorithms (e.g. Newton, steepest descent, block coordinate descent), possibly exploiting the
manifold structure of $P_1 \times \ldots \times P_M$ (see e.g. [35] [86] [84]). Alternating minimization algorithms (or block coordinate descent algorithms) transform the initial optimization problem into a succession of simpler optimization problems. They consist in solving successively the minimization problems

$$\min_{p_i \in P_i} J(F_{\mathcal{S}}(p_1, \ldots, p_M)),$$

each problem being a minimization problem in a linear space (or standard manifold) $P_i$ of a functional $p_i \mapsto J(F_{\mathcal{S}}(p_1, \ldots, p_M))$ which inherits from some properties of the initial functional $J$ (due to the linearity of the partial map $p_i \mapsto F_{\mathcal{S}}(p_1, \ldots, p_M)$ from $P_i$ to $X$). The available convergence results for these optimization algorithms in a general setting only ensure local convergence or global convergence to critical points (see e.g. [74] [36]).

### 3.4 Higher-order singular value decomposition

The Higher-Order Singular Value Decomposition (HOSVD), introduced in [30] for the Tucker format, in [43] for the Hierarchical Tucker format, and in [70] for the TT-format, constitutes a possible generalization of the SVD for tensors of order $d \geq 3$ which allows us to obtain quasi-best approximations (but not necessarily best approximations) in subsets of low-rank tensors (for tree-based Tucker formats). It relies on the use of the SVD for order-two tensors applied to matricisations of a tensor. Here, we consider a tensor Hilbert space $X$ equipped with the canonical norm $\| \cdot \|$. For each nonempty subset $\alpha \subset D$, $X_\alpha = \bigotimes_{\nu \in \alpha} X_\nu$ is also equipped with the canonical norm, denoted $\| \cdot \|_\alpha$.

Let us consider an element $u$ in the algebraic tensor space $\mathbb{T} X$. For $\alpha \subset D$, let $u_{\alpha, r_\alpha} \in X$ denote the best approximation of $u$ with $\alpha$-rank bounded by $r_\alpha$, i.e.

$$\| u - u_{\alpha, r_\alpha} \| = \min_{\text{rank}_\alpha(v) \leq r_\alpha} \| u - v \|.$$

$u_{\alpha, r_\alpha}$ is such that $\mathcal{M}_\alpha(u_{\alpha, r_\alpha})$ is the rank-$r_\alpha$ truncated SVD of $\mathcal{M}_\alpha(u) \in X_\alpha \otimes X_\alpha^c$, which can be written

$$u_{\alpha, r_\alpha} = \sum_{i=1}^{r_\alpha} \sigma_i^{(\alpha)} u_i^{(\alpha)} \otimes u_i^{(\alpha^c)},$$

\footnote{The case where $u \in X_\| \| \setminus X$ introduces some technical difficulties related to the definition of tree-based topological tensor spaces (see [38]).}
where \( \sigma_i^{(a)} \) are the dominant singular values and \( u_i^{(a)} \) and \( u_i^{(a)} \) the corresponding left and right singular vectors of \( M_{\alpha}(u) \). Let \( U_{r_\alpha}^{(a)} = \text{span}\{u_i^{(a)}\}_{i=1}^{r_\alpha} \) denote the resulting optimal subspace in \( X_\alpha \) and \( P_{U_{r_\alpha}^{(a)}} \) the corresponding orthogonal projection from \( X_\alpha \) to \( U_{r_\alpha}^{(a)} \) (associated with the canonical inner product in \( X_\alpha \)). The projection is such that \( u_{\alpha r_\alpha} = (P_{U_{r_\alpha}^{(a)}} \otimes \text{id}_{\alpha \cdot \alpha}) (u) \). We note that \( \{U_{r_\alpha}^{(a)}\}_{r_\alpha \geq 1} \) is an increasing sequence of subspaces.

We have the orthogonal decomposition
\[
U_{r_\alpha}^{(a)} = \bigoplus_{i=1}^{r_\alpha} W_{i_\alpha},
\]
with \( W_{i_\alpha} = \text{span}\{u_i^{(a)}\} \), and
\[
P_{U_{r_\alpha}^{(a)}} = \sum_{i=1}^{r_\alpha} P_{W_{i_\alpha}}.
\]

### 3.4.1 HOSVD in Tucker format

Let \( r = (r_1, \ldots, r_d) \in \mathbb{N}^d \) such that \( r_\nu \leq \text{rank}_\nu(u) \) for \( 1 \leq \nu \leq d \). For each dimension \( \nu \in D \), we define the optimal \( r_\nu \)-dimensional space \( U_{r_\nu}^{(\nu)} \) and the corresponding orthogonal projection \( P_{U_{r_\nu}^{(\nu)}} \). Then, we define the space
\[
U_r = \bigotimes_{\nu=1}^d U_{r_\nu}^{(\nu)}
\]
and the associated orthogonal projection
\[
P_U = P_{U_1^{(1)}} \otimes \cdots \otimes P_{U_d^{(d)}}.
\]
Then, the truncated HOSVD of \( u \) with multilinear rank \( r \) is defined by
\[
u_r = P_{U_r}(u) \in T_r.
\]

We note that subspaces \( \{U_r\}_{r \in \mathbb{N}^d} \) are nested: for \( s, r \in \mathbb{N}^d \) such that \( s \geq r \), we have \( U_r \subset U_s \). The approximation \( \nu_r \) can be obtained by truncating a decomposition of \( u \). Indeed, noting that \( U_r = \bigoplus_{i \leq r} W_i \), with
\[
W_i = \bigotimes_{\nu \in D} W_{i_\nu}^{(\nu)} ,
\]
we have
\[
u_r = \sum_{i \leq r} w_i, \quad w_i = P_{W_i}(u),
\]
which converges to \( u \) when \( r_\nu \to \text{rank}_\nu(u) \) for all \( \nu \). We have that \( \nu_r \) is a quasi-optimal approximation of \( u \) in \( T_r \) (see [45, Theorem 10.3]), such that
\[
\|u - \nu_r\| \leq \sqrt{d} \min_{v \in T_r} \|u - v\|.
\]

**Remark 3.8** Another version of the HOSVD can be found in [45, Section 10.1.2], where the spaces \( U_{r_\nu}^{(\nu)} \), \( 1 \leq \nu \leq d \), are computed successively. The space \( U_{r_\nu}^{(\nu)} \) is defined as the dominant singular space of \( M_{\{\nu\}}(u^{(\nu-1)}) \), with \( u^{(\nu-1)} = P_{U_1^{(1)}} \otimes \cdots \otimes P_{U_{r_{\nu-1}}^{(\nu-1)}}u \).
3.4.2 HOSVD in tree-based Tucker format

Let $T_D$ be a dimension tree and $r = (r_\alpha)_{\alpha \in T_D}$ be an admissible set of ranks, with $r_\alpha \leq \text{rank}_\alpha(u)$ for all $\alpha \in T_D$. For each vertex $\alpha \in T_D$, we define the optimal $r_\alpha$-dimensional subspace $U^{(\alpha)}_{r_\alpha} \subset X_\alpha$ and the associated projection $P^{(\alpha)}_{U^{(\alpha)}_{r_\alpha}}$. Let $P^{(\alpha)} = P^{(\alpha)}_{U^{(\alpha)}_{r_\alpha}} \otimes \text{id}_\alpha$. Then the truncated HOSVD of $u$ with $T_D$-rank $r$ is defined by

$$u_r = P^{T_D}_r(u) \in \mathcal{BT}_r,$$

with

$$P^{T_D}_r(u) = P^{T_D,(L)}_r P^{T_D,(L-1)}_r \ldots P^{T_D,(1)}_r \quad \text{and} \quad P^{T_D,(\ell)}_r = \prod_{\alpha \in T_D, \text{level}((\alpha)) = \ell} P^{(\alpha)}_{U^{(\alpha)}_{r_\alpha}},$$

where $\text{level}(\alpha)$ is the level of a vertex in the tree, with $\text{level}(D) = 0$, and where $L = \max_{\alpha \in T_D} \text{level}(\alpha)$. We have that $u_r$ is a quasi-optimal approximation of $u$ in $\mathcal{BT}_r$ (see [45, Theorem 11.58]), such that

$$\|u - u_r\| \leq \sqrt{2d - 2} \min_{v \in \mathcal{BT}_r} \|u - v\|,$$

with $s = 1$ if $\#S(D) = 2$ and $s = 0$ if $\#S(D) > 2$.

**Remark 3.9** For the TT-format, the truncated HOSVD of $u$ with TT-rank $r = (r_1, \ldots, r_d-1)$ is defined by

$$u_r = P^{(\{d\})}_r \ldots P^{(\{2,\ldots,d\})}_r(u),$$

where $P^{(\{k+1,\ldots,d\})}_r$ is the orthogonal projection associated with the optimal $r_k$-dimensional subspace $U^{(\{k+1,\ldots,d\})}_{r_k}$ in $X^{(\{k+1,\ldots,d\})}$, $1 \leq k \leq d - 1$ (no projection associated with vertices $\{k\}$, $1 \leq k \leq d - 1$). We have that $\|u - u_r\| \leq \sqrt{d-1} \min_{v \in \mathcal{TT}_r} \|u - v\|$.

**Remark 3.10** Other versions of HOSVD for tree-based formats can be found in [43, Sections 11.4.2.2 and 11.4.2.3], where the spaces $U^{(\alpha)}_{r_\alpha}$, $\alpha \in T_D$, are computed successively.

4 Greedy algorithms for low-rank approximation

It can be observed in many practical applications that best approximations in low-rank tensor formats present good convergence properties (with respect to the rank). However, the computational complexity for computing best approximations drastically increases with the rank. Also, in general,
the sequence of best approximations of a tensor is not associated with a
decomposition of the tensor, that means that best approximations can not
be obtained by truncating a decomposition of the tensor. In Sections 2.3
and 3.3 we have seen that the SVD or one of its extensions for higher-order
tensors allows recovering such a notion of decomposition. However, it is re-
stricted to the approximation of a tensor in a tensor Hilbert space equipped
with the canonical norm, and it requires an explicit representation of the
tensor.

Greedy algorithms (sometimes called Proper Generalized Decomposition
methods) aim at recovering a notion of decomposition, by relying either on
greedy constructions of the approximation (by computing successive correc-
tions in subsets of low-rank tensors) or on greedy constructions of subspaces
(for subspace-based low-rank formats). These algorithms are applied in a
more general setting where one is interested in constructing low-rank ap-
proximations $\mathbf{w}$ that minimize some distance $\mathcal{E}(\mathbf{w}, \mathbf{u})$ to a tensor $\mathbf{u}$. These
constructions, although they are suboptimal, allow reducing the computa-
tional complexity for the computation of high rank approximations and they
sometimes achieve quasi-optimal convergence (with the rank). These quasi-
optimality properties are observed in some practical applications but they
still require a theoretical justification.

Remark 4.1 Note that in the particular case where $X = S \otimes V$ with $V$ and
$S$ Hilbert spaces, and $\mathcal{E}(\mathbf{w}, \mathbf{u}) = \|\mathbf{u} - \mathbf{w}\|$ with $\|\cdot\|$ the canonical norm, all the
algorithms presented in this section yield the singular value decomposition
of $\mathbf{u}$ (provided that successive minimization problems are solved exactly). In
general, when deviating from this particular case, the presented algorithms
yield different decompositions.

4.1 Greedy construction of the approximation

A natural way to recover a notion of tensor decomposition is to define a
sequence of approximations with increasing canonical rank obtained by suc-
cessive rank-one corrections. This algorithm constitutes the most prominent
version of so-called Proper Generalized Decomposition and it has been used
in many applications (see the review [22] and the monograph [21]). Starting
from $u_0 = 0$, a rank-$r$ approximation $u_r \in \mathcal{R}_r$ is defined by

$$u_r = u_{r-1} + w_r,$$
where \( w_r = \otimes_{\nu=1}^d w_r^{(\nu)} \in \mathcal{R}_1 \) is the optimal rank-one correction of \( u_{r-1} \) such that

\[
\mathcal{E}(u, u_{r-1} + w_r) = \min_{w \in \mathcal{R}_1} \mathcal{E}(u, u_{r-1} + w).
\] (4.1)

This algorithm can be interpreted as a greedy algorithm in the dictionary of rank-one tensors \( \mathcal{R}_1 \) in \( X_{\| \cdot \|} \) and it allows recovering a notion of decomposition, even for higher-order tensors. Indeed, assuming that the sequence \( \{u_r\}_{r \geq 1} \) strongly converges to \( u \), then \( u \) admits the decomposition

\[
u \geq 1 \]
\[ u = \sum_{i \geq 1} w^{(1)}_i \otimes \ldots \otimes w^{(d)}_i, \] (4.2)

and the approximation \( u_r \) with canonical rank \( r \) can be obtained by truncating this series after \( r \) terms, therefore justifying the notion of decomposition. When \( \mathcal{E}(u, w) = \| u - w \| \), conditions for the convergence of greedy algorithms in a general setting can be found in [81]. In the case of the minimization of convex functionals, convergence results can be found in [11, 13, 39, 82]. Note that this greedy construction is not specific to the particular setting of tensor approximation. The available convergence results do not take into account any particular structure of the tensor \( u \) and are usually pessimistic. However, except for very particular cases (see Remark 4.1), this algorithm only provides a suboptimal sequence of rank-\( r \) approximations. Depending on the properties of \( \mathcal{E}(u, w) \), the convergence with the rank \( r \) may be strongly deteriorated by this greedy construction, compared with the best approximation error in canonical format, that is \( \sigma(u; \mathcal{R}_r) = \inf_{v \in \mathcal{R}_r} \mathcal{E}(u, v) \) (which corresponds to the error of best \( r \)-term approximation in the dictionary \( \mathcal{R}_1 \)).

A classical improvement of the above construction (known as orthogonal greedy algorithm) consists in first computing a rank-one correction \( w_r = \otimes_{\nu=1}^d w_r^{(\nu)} \) by solving (4.1) and then (after a possible normalization of \( w_r \)) in defining

\[
u \geq 1 \]
\[ u_r = \sum_{i=1}^r \sigma_i^{(r)} w_i, \]

where the set of coefficients \( \{\sigma_i^{(r)}\}_{i=1}^r \) is solution of

\[
u \geq 1 \]
\[ \mathcal{E}(u, u_r) = \min_{(\sigma_i^{(r)})_{i=1}^r \in \mathbb{R}^r} \mathcal{E}(u, \sum_{i=1}^r \sigma_i^{(r)} w_i). \]

In many applications, it is observed that this additional step does not significantly improve the convergence of the sequence \( u_r \).
Remark 4.2 In the orthogonal greedy construction, the approximation $u_r$ cannot be obtained by truncating a decomposition of the form \( (4.2) \), and therefore, the sequence $u_r$ has to be interpreted as a decomposition in a general sense.

The orthogonal greedy algorithm has been analyzed in [39] as a particular case of a family of algorithms using more general dictionaries of low-rank tensors, and using improvement strategies that are specific to the context of low-rank tensor approximation. In fact, improvements that seem to be efficient in practice do not rely anymore on greedy approximations, but rather adopt a subspace point of view in which low-rank corrections are only used for the greedy construction of subspaces. This requires to move to other tensor formats, as presented in the next section.

Remark 4.3 Note that the above algorithms define sequences of spaces $U_1^{(\nu)} = \text{span}\{w_1^{(\nu)}, \ldots, w_r^{(\nu)}\}$ in $X_\nu$ verifying the nestedness property $U_r^{(\nu)} \subset U_{r+1}^{(\nu)}$ and such that $u_r \in U_1^{(1)} \otimes \ldots \otimes U_r^{(d)}$. However, the algorithms do not exploit this subspace point of view.

4.2 Greedy construction of subspaces for order-two tensors

When using subspace-based tensor formats, other notions of decompositions can be obtained by defining a sequence of approximations in increasing tensor spaces. Here, we present algorithms for the approximation of an order-two tensor $u$ in $X_{\|\cdot\|}$ with $X = S \otimes V$. Their extensions to the case higher-order tensors are presented in Section 4.3.

4.2.1 Fully greedy construction of subspaces

For an order-two tensor $u$, the best rank-$r$ approximation problems \( (2.4) \), $r \geq 1$, yield a sequence of rank-$r$ approximations

$$u_r = \sum_{i=1}^{r} s_i^{(r)} \otimes v_i^{(r)}.$$

The associated sequences of reduced approximation spaces $S_r = U_1^{\text{min}}(u_r) = \text{span}\{s_i^{(r)}\}_{i=1}^{r}$ and $V_r = U_2^{\text{min}}(u_r) = \text{span}\{v_i^{(r)}\}_{i=1}^{r}$, such that

$$u_r \in S_r \otimes V_r,$$

(4.3)
do not necessarily satisfy

\[ S_r \subset S_{r+1} \quad \text{and} \quad V_r \subset V_{r+1}. \quad (4.4) \]

A notion of decomposition can be obtained by defining a sequence of rank-\( r \) approximations \( u_r \) in an increasing sequence of subspaces \( S_r \otimes V_r \), which means such that minimal subspaces \( S_r = U_1^{\text{min}}(u_r) \) and \( V_r = U_2^{\text{min}}(u_r) \) verify the nestedness property \( (4.4) \). The resulting approximation \( u_r \) is defined as the best approximation in \( S_r \otimes V_r \), i.e.

\[ \mathcal{E}(u, u_r) = \min_{w \in S_r \otimes V_r} \mathcal{E}(u, w), \quad (4.5) \]

and can be written under the form

\[ u_r = \sum_{i=1}^{r} \sum_{j=1}^{r} \sigma_{ij}^{(r)} s_i \otimes v_j, \]

where \( \{s_i\}_{i=1}^{r} \) and \( \{v_i\}_{i=1}^{r} \) are bases of \( S_r \) and \( V_r \) respectively, and where \( \sigma^{(r)} \in \mathbb{R}^{r \times r} \) is the solution of

\[ \min_{\sigma^{(r)} \in \mathbb{R}^{r \times r}} \mathcal{E}(u, \sum_{i=1}^{r} \sum_{j=1}^{r} \sigma_{ij}^{(r)} s_i \otimes v_j). \]

Different constructions of nested subspaces can be proposed.

**Optimal construction with nested minimal subspaces.** A first and natural definition of \( u_r \) is such that

\[ \mathcal{E}(u, u_r) = \min_{S_r \in \mathcal{G}_r(S)} \min_{V_r \in \mathcal{G}_r(V)} \min_{w \in S_r \otimes V_r} \mathcal{E}(u, w), \]

which corresponds to the definition \( (2.4) \) of optimal rank-\( r \) approximations with the only additional constraint that minimal subspaces of successive approximations are nested. This definition can be equivalently written in terms of the new elements \( s_r \in S \) and \( v_r \in V \) and of the matrix of coefficients \( \sigma^{(r)} \in \mathbb{R}^{r \times r} \):

\[ \mathcal{E}(u, u_r) = \min_{s_r \in S} \min_{v_r \in V} \min_{\sigma^{(r)} \in \mathbb{R}^{r \times r}} \mathcal{E}(u, \sum_{i=1}^{r} \sum_{j=1}^{r} \sigma_{ij}^{(r)} s_i \otimes v_j). \quad (4.6) \]
Suboptimal construction. A simpler but suboptimal construction (compared to (4.6)) consists in defining the new elements $s_r \in S$ and $v_r \in V$ by computing an optimal rank-one correction of the previous approximation $u_{r-1}$. More precisely, given $u_{r-1} = \sum_{i=1}^{r-1} \sum_{j=1}^{r-1} \sigma_{ij}^{(r-1)} s_i \otimes v_j$, $s_r \in S$ and $v_r \in V$ are defined by

$$
\min_{s_r \in S} \min_{v_r \in V} \mathcal{E}(u, u_{r-1} + s_r \otimes v_r),
$$

and then the approximation $u_r$ is obtained by solving (4.5) with spaces $S_r = S_{r-1} + \text{span}\{s_r\}$ and $V_r = V_{r-1} + \text{span}\{v_r\}$.

4.2.2 Partially greedy construction of subspaces

Another notion of decomposition can be obtained by imposing the nestedness property for only one of the minimal subspaces, say $V_r \subset V$, which results in a sequence $u_r$ of the form

$$
u_r = \sum_{i=1}^{r} s_i^{(r)} \otimes v_i.
$$

This is a non-symmetric point of view which focuses on the construction of reduced spaces in $V$. This point of view is of particular interest in the case of Bochner spaces (see Section 2.5), for the model reduction of parameter-dependent or stochastic equations (see Section 7.5 and references [63, 64, 68, 20, 79]), and also for the model reduction of time-dependent evolution equations (see [55, 56, 66]).

Optimal construction with nested minimal subspaces. The sequence of rank-$r$ approximations $u_r$ can be defined by

$$
\mathcal{E}(u, u_r) = \min_{V_r \supset V_{r-1}} \min_{\mathcal{E}(u, w)}.
$$

This definition corresponds to the definition (2.4) of optimal rank-$r$ approximations with the only additional constraint that the minimal subspaces $V_r = U_r^{\text{min}}(u_r)$ are nested. It is equivalent to the minimization problem

$$
\min_{w_r \in V} \min_{\{s_i^{(r)}\}_{i=1}^{r} \in S_r} \mathcal{E}(u, \sum_{i=1}^{r} s_i^{(r)} \otimes v_i),
$$

which can be solved by an alternating minimization algorithm (see Section 7.5 for the application to parameter-dependent equations).
Suboptimal construction. Suboptimal constructions can also be introduced in order to reduce the computational complexity, e.g. by computing a rank-one correction of \(u_{r-1}\) defined by \(\min_{v_r \in V} \min_{s_r \in S} \mathcal{E}(u, u_{r-1} + s_r \otimes v_r)\), and then by solving \(\mathcal{E}(u, u_r) = \min_{w \in S \otimes V_r} \mathcal{E}(u, w)\) with \(V_r = V_{r-1} + \text{span}\{v_r\}\).

4.2.3 Partially greedy construction of subspaces in Bochner spaces

Let \(X = L^p_\mu(\Xi) \otimes V\) and let \(\| \cdot \|_p\) denote the Bochner norm. For \(1 < p < \infty\) (and in particular for \(p = 2\)), we can consider the algorithm presented in Section 4.2.2 with \(\mathcal{E}(u, v) = \| u - v \|_p\). It defines the rank-\(r\) approximation \(u_r\) by

\[
\| u - u_r \|_p = \min_{V_r \in G_r(V)} \min_{w \in S \otimes V_r} \| u - w \|_p = \min_{V_r \in G_r(V)} \| u - P_{V_r}u \|_p,
\]

which is a well-posed optimization problem (as a best approximation problem in a weakly closed subset of the reflexive Banach space \(L^p_\mu(\Xi; V)\)), see Sections 1.7 and 1.5.2. This algorithm generates an increasing sequence of reduced approximation spaces \(V_r\) that are optimal in a “\(L^p\) sense”. For \(p = \infty\), an ideal greedy construction would define \(u_r = P_{V_r}u\) with \(V_r\) solution of

\[
\inf_{V_r \in G_r(V)} \| u - P_{V_r} u \|_\infty = \inf_{V_r \in G_r(V)} \text{ess sup}_{y \in \Xi} \| u(y) - P_{V_r} u(y) \|_V.
\]

Suboptimal constructions can be proposed in order to avoid computational issues related to the optimization with respect to the \(L^\infty\)-norm. Suppose that \(u : \Xi \to V\) is continuous and \(\Xi = \text{support}(\mu)\) is compact. Then, starting from \(V_0 = 0\), one defines \(V_r = V_{r-1} + \text{span}\{v_r\}\) with \(v_r \in V\) such that

\[
\sup_{y \in \Xi} \| u(y) - P_{V_{r-1}} u(y) \|_V = \| v_r - P_{V_{r-1}} v_r \|_V. \tag{4.9}
\]

This is the greedy construction used in the Empirical Interpolation Method [58]. Convergence results for this algorithm can be found in [10, 12, 32], where the error \(\| u - u_r \|_\infty = \sup_{y \in \Xi} \| u(y) - P_{V_r} u(y) \|_V\) is compared with the best rank-\(r\) approximation error \(\rho_r(\infty)(u) = d_r(u(\Xi))_V\).

4.3 Greedy construction of subspaces for higher-order tensors

Here we extend the constructive algorithms presented in Section 4.2 to the case of higher-order subspace-based tensor formats.
4.3.1 Greedy construction of subspaces for the Tucker format

The algorithms presented in Section 4.2.1 can be naturally generalized in order to provide constructive algorithms for the approximation of tensors in Tucker format. These algorithms construct a sequence of approximations \( u_m \) in nested tensor spaces \( U_m^{(1)} \otimes \ldots \otimes U_m^{(d)} \), with \( U_m^{(v)} \subset U_{m+1}^{(v)} \), therefore allowing a notion of decomposition to be recovered.

Construction of subspaces based on rank-one corrections. A first strategy, introduced in [42], consists in progressively enriching the spaces by the factors of rank-one corrections. More precisely, we start with \( u_0 = 0 \). Then, for \( m \geq 1 \), we compute a rank-one correction \( w_m = \bigotimes_{\nu=1}^{d} w_m^{(\nu)} \in \mathbb{R}^1 \) of \( u_{m-1} \), which is solution of

\[
E(u, u_{m-1} + w_m) = \min_{w \in \mathbb{R}^1} E(u, u_{m-1} + w),
\]

and then define \( U_m^{(\nu)} = \text{span}\{w_i^{(\nu)}\}_{i=1}^{m} \), for all \( \nu \in D \). Then, \( u_m \in U_m = \bigotimes_{\nu=1}^{d} U_m^{(\nu)} \) is defined by

\[
E(u, u_m) = \min_{v \in U_m} E(u, v),
\]

and can be written

\[
u_m = \sum_{i_1=1}^{m} \ldots \sum_{i_d=1}^{m} \sigma_{i_1, \ldots, i_d}^{(m)} \bigotimes_{\nu=1}^{d} w_{i_\nu}^{(\nu)}.
\]

This construction has also been applied for the construction of an approximate inverse of an operator in low-rank format [41]. For some applications (see [42, 41]), when \( E(u, v) \sim \|u - v\| \), we observe an error \( E(u, u_m) \) which behaves as the best approximation error in Tucker format

\[
\sigma(u; T_{r(m)}) = \inf_{v \in T_{r(m)}} \|u - v\| \text{ with } r^{(m)} = (m, \ldots, m).
\]

The theoretical justification of these observations remains an open problem. The above construction is isotropic in the sense that subspaces are enriched in all directions \( \nu \in D \) simultaneously. This does not allow us to take advantage of possible anisotropic structures of the tensor \( u \).

Remark 4.4 Of course, computing an approximation in the tensor product space \( U_m \) is not tractable in high dimension \( d \) without additional complexity reduction techniques. In [41], it is proposed to approximate \( u_m \) in a low-rank hierarchical tensor format in the tensor space \( U_m \).
Optimal greedy construction of subspaces. Another natural algorithm consists in simply adding the nestedness property of subspaces in the definition \(3.8\) of best approximations. Starting from \(u_0 = 0\), we let \(u_{m-1}\) denote the approximation at step \(m-1\) of the construction and \(U^{(\nu)}_{m-1} = U^{\min}_{\nu}(u_{m-1})\), for \(\nu \in D\). At step \(m\), we select a set of dimensions \(D_m \subset D\) to be enriched, we let \(U^{(\nu)}_m = U^{(\nu)}_{m-1}\) for \(\nu \notin D_m\) and we define \(u_m\) by

\[
\mathcal{E}(u, u_m) = \min_{\{U^{(\nu)}_m\}_{\nu \in D_m}} \min_{\dim(U^{(\nu)}_m) = \dim(U^{(\nu)}_{m-1}) + \Delta r^{(m)}_{\nu}} \mathcal{E}(u, v).
\]

Choosing \(D_m = D\) and \(\Delta r^{(m)}_{\nu} = 1\) for all \(\nu \in D\) at each step corresponds to an isotropic enrichment (similar to the previous construction based on rank-one corrections). However, this isotropic construction does not allow any particular structure of the tensor \(u\) to be exploited. Choosing \(D_m \neq D\) or different values for the \(\Delta r^{(m)}_{\nu}\), \(\nu \in D\), yields anisotropic constructions but the selection of \(D_m\) and \(\Delta r^{(m)}_{\nu}\), \(\nu \in D\), requires the introduction of some error indicators. This type of construction seems to provide good convergence properties with respect to the rank \(r^{(m)}_{\nu} = (r^{(m)}_{\nu})_{\nu \in D}\), with \(r^{(m)}_{\nu} = \dim(U^{(\nu)}_m)\). However, it remains an open and challenging question to prove that this type of construction can achieve quasi-optimality compared to the best rank-\(r^{(m)}\) approximation for certain classes of functions (e.g. associated with a certain decay of the best rank-\(r^{(m)}\) approximation error).

4.3.2 Greedy construction of subspaces for the tree-based tensor format

The construction presented in Section 4.3.1 can be extended to more general tree-based Tucker formats, these formats being related to the notion of subspaces. The idea is again to start from the subspace-based formulation of the best approximation problem in tree-based Tucker format \(3.10\), and to propose a suboptimal greedy construction of subspaces which consists in adding a nestedness property for the successive minimal subspaces. We start from \(u_0 = 0\). Then we let \(u_{m-1}\) denote the approximation at step \(m-1\) of the construction and we let \(U^{(\alpha)}_{m-1} = U^{\min}_{\alpha}(u_{m-1})\) denote the current minimal subspaces of dimensions \(r^{(m-1)}_{\alpha} = \dim(U^{\min}_{\alpha}(u_{m-1}))\), \(\alpha \in T_D\). Then, at step \(m\), we select a set of vertices \(T_m \subset T_D\) and we define \(r^{(m)}_{\alpha} = (r^{(m)}_{\alpha})_{\alpha \in T_D}\).
with \( r^{(m)}_\alpha = r^{(m-1)}_\alpha + \Delta r^{(m)}_\alpha \) for \( \alpha \in T_m \) and \( r^{(m)}_\alpha = r^{(m-1)}_\alpha \) for \( \alpha \in T_D \setminus T_m \).

Then, we define \( u_m \) as the solution of

\[
E(u, u_m) = \min_{(t^{(\alpha)}_{in})_{\alpha \in T_D \setminus D} \in \mathcal{P}_{G}(T_D)} \min_{v \in \bigotimes_{\alpha \in S(D)} U^{(\alpha)}_{m(\alpha)} \cap U^{(\alpha)}_{m-1}} E(u, v).
\]

The selection of vertices \( T_m \) and the \( \Delta r^{(m)}_\alpha, \alpha \in T_m \), requires the introduction of error indicators and strategies of enrichment (preserving admissibility of \( T_D \)-rank). This type of construction seems to be a good candidate for really exploiting specific tensor structures but the analysis and the implementation of this type of strategy remain open and challenging issues.

### 4.4 Remarks on the solution of minimization problems

Constructive algorithms presented in this section require the solution of successive minimization problems in subsets which are not vector spaces nor convex sets. In practice, one can rely on standard optimization algorithms by exploiting a multilinear parametrization of these approximation subsets (see Section 3.3 for the optimization in standard low-rank manifolds, e.g. the set of rank-one tensors \( \mathcal{R}_1 \)). As an illustration for a non standard subset introduced in the present section, let us consider the solution of (4.6), which is written

\[
\min_{s_r \in S} \min_{v_r \in V} \min_{\sigma^{(r)} \in \mathbb{R}^{r \times r}} J(s_r, v_r, \sigma^{(r)}),
\]

with \( J(s_r, v_r, \sigma^{(r)}) = E(u, \sum_{i=1}^r \sum_{j=1}^r \sigma^{(r)}_{ij} s_i \otimes v_j) \). A natural alternating minimization algorithm then consists in successively solving minimization problems

\[
\min_{s_r \in S} J(s_r, v_r, \sigma^{(r)}), \quad \min_{v_r \in V} J(s_r, v_r, \sigma^{(r)}) \quad \text{and} \quad \min_{\sigma^{(r)} \in \mathbb{R}^{r \times r}} J(s_r, v_r, \sigma^{(r)}).
\]

Note that in practice, algorithms do not yield exact solutions of optimization problems. The analysis of constructive algorithms presented in this section should therefore take into account these approximations and quantify their impact. Several convergence results are available for weak greedy algorithms [81, 82], which are perturbations of ideal greedy algorithms presented in Section 4.1.

### 5 Low-rank approximation using samples

In this section, we present methods for the practical construction of low-rank approximations of a vector-valued or multivariate function (identified
with a tensor) from sample evaluations of the function.

5.1 Low-rank approximation of vector-valued functions

Let \( u : \Xi \to V \) be a vector-valued function, with \( V \) a Banach space and \( \Xi \) a set equipped with a measure \( \mu \), and let us assume that \( u \in L^p_\mu(\Xi;V) \).

A low-rank approximation of \( u \) can be defined from sample evaluations of \( u \). Let \( \Xi_K = \{y^k\}_{k=1}^K \) be a set of sample points in \( \Xi \) (e.g. samples drawn according to a probability measure \( \mu \) on \( \Xi \)). Then, for \( w \in L^p_\mu(\Xi;V) \), we define

\[
\|w\|_{\infty,K} = \sup_{1 \leq k \leq K} \|w(y^k)\|_V,
\]

and

\[
\|w\|_{p,K} = \left( \sum_{k=1}^K \omega^K_k \|w(y^k)\|_V^p \right)^{1/p} \quad \text{for } p < \infty,
\]

where \( \{\omega^K_k\}_{k=1}^K \) is a set of positive weights. For \( p < \infty \), if the \( y^k \) are i.i.d. samples drawn according the probability measure \( \mu \) and if \( \omega^K_k = K^{-1} \) for all \( k \), then \( \|w\|_{p,K} \) is a statistical estimate of the Bochner norm \( \|w\|_p \). For \( 1 \leq p \leq \infty \), the application \( v \mapsto \|v\|_{p,K} \) defines a semi-norm on \( L^p_\mu(\Xi;V) \).

An optimal rank-\( r \) approximation \( u_r \) of \( u \) with respect to the semi-norm \( \| \cdot \|_{p,K} \) is defined by

\[
\|u - u_r\|_{p,K} = \min_{w \in \mathbb{R}^r} \|u - w\|_{p,K} := \rho_r^{(p,K)}(u),
\]

or equivalently by

\[
\|u - u_r\|_{p,K} = \min_{\mathcal{V}_r \in \mathcal{G}_r(V)} \|u - P_{\mathcal{V}_r} u\|_{p,K},
\]

where \( (P_{\mathcal{V}_r} u)(y^k) = P_{\mathcal{V}_r} u(y^k) \). The restriction of a function \( w \in L^p_\mu(\Xi;V) \) to the subset \( \Xi_K \), which is the tuple \( \{w(y^k)\}_{k=1}^K \in V^K \), can be identified with a tensor \( w \) in the tensor space \( \mathbb{R}^K \otimes V \) equipped with a norm \( \| \cdot \|_p \) such that \( \|w\|_p = \|w\|_{p,K} \). The restriction to \( \Xi_K \) of the best rank-\( r \) approximation \( u_r \) of \( u \) is then identified with the best rank-\( r \) approximation \( u_r \) of \( u \) in \( \mathbb{R}^K \otimes V \), and can be written

\[
u_r = \sum_{i=1}^r s_i \otimes v_i \in \mathbb{R}^K \otimes V,
\]

where \( s_i \in \mathbb{R}^K \) can be identified with sample evaluations \( \{s_i(y^k)\}_{k=1}^K \) of a certain function \( s_i \in L^p_\mu(\Xi) \) such that

\[
u_r(y^k) = \sum_{i=1}^r s_i(y^k)v_i.
\]
Any rank-$r$ function $u_r$ whose restriction to $\Xi_K$ is identified with $u_r$ is a solution of the best approximation problem (5.3). The selection of a particular solution $u_r$ requires an additional approximation step. Such a particular solution can be obtained by interpolation of functions $s_i$ on the set of points $\Xi_K$ (e.g. using polynomial interpolation on structured grids $\Xi_K$, or nearest neighbors, Shepard or Radial Basis interpolations for unstructured samples).

**Remark 5.1** Other approximation methods (e.g. least-squares) can be used for the approximation of functions $s_i$ from their evaluations at sample points $\Xi_K$. However, if the interpolation property is not satisfied, then the resulting function $u_r$ is not necessarily a solution of (5.3).

**Case** $p = 2$. For $p = 2$ and $V$ a Hilbert space, the norm $\| \cdot \|_2$ on $\mathbb{R}^K \otimes V$ such that $\|w\|_2 = \|w\|_{2,K}$ coincides with the canonical inner product norm (when $\mathbb{R}^K$ is equipped with the weighted 2-norm $\|a\|_2 = (\sum_{k=1}^K \omega^k |a_k|^2)^{1/2}$). Therefore, $u_r$ coincides with the truncated rank-$r$ singular value decomposition of $u$, where vectors $\{v_i\}_{i=1}^r$ are the $r$ dominant eigenvectors of the operator $C^K_u : v \mapsto \sum_{k=1}^K \omega^k u(y_k)(u(y_k), v)_V$. The best rank-$r$ approximation error is such that $\rho_r^{(2,K)}(u) = (\sum_{i=r+1}^K \sigma_i)^{1/2}$, where $\{\sigma_i\}_{i=1}^K$ is the set of singular values of $u$ (eigenvalues of $C^K_u$) sorted in decreasing order. In a probabilistic setting, when $\{y_k\}_{k=1}^K$ are i.i.d. samples (drawn according to probability measure $\mu$) and $\omega^k = K^{-1}$ for all $k$, $C^K_u$ is the so-called empirical correlation operator of the $V$-valued random variable $u$. Its $r$-dimensional dominant eigenspace $V_r = \text{span}\{v_i\}_{i=1}^r$ is a statistical estimate of the optimal $r$-dimensional subspace associated with the best rank-$r$ approximation of $u$ in $L^2_\mu(\Xi; V)$. This corresponds to the standard Principal Component Analysis. The obtained reduced approximation space $V_r$ can then be used for computing an approximation of $u(\xi)$ in $V_r$ for all $\xi \in \Xi$. This approach is at the basis of Galerkin Proper Orthogonal Decomposition methods for parameter-dependent equations (see e.g. [49]).

**Case** $p = \infty$. For $p = \infty$, the best rank-$r$ approximation is well defined and the corresponding error is

$$
\rho_r^{(\infty,K)}(u) = \min_{V_r \in G_r(V)} \sup_{1 \leq k \leq K} \|u(y_k) - P_{V_r} u(y_k)\|_V = d_r(u(\Xi_K))_V,
$$

where $d_r(u(\Xi_K))_V$ is the Kolmogorov $r$-width of the finite subset $u(\Xi_K) = \{u(y_k)\}_{k=1}^K$ of $V$. Suboptimal constructions of low-rank approximations can
be proposed. In particular, one can rely on the greedy algorithm \([4.9]\) with \(\Xi\) replaced by \(\Xi^K\), which results in a sequence of nested spaces \(V_r\). This algorithm coincides with the Empirical Interpolation Method (EIM) for finite parameter sets (see \([58, 18]\)), sometimes called Discrete Empirical Interpolation Method (DEIM). Here also, the reduced approximation space \(V_r\) can then be used for the computation of an approximation of \(u(\xi)\) in \(V_r\) for all \(\xi \in \Xi\).

5.2 Higher-order low-rank approximation of multivariate functions

Here, we consider the approximation of a real-valued multivariate function \(g : \Xi \rightarrow \mathbb{R}\) from a set of evaluations \(\{g(y_k^i)\}_{k=1}^K\) of \(g\) on a set of points \(\Xi^K = \{y_k^i\}_{k=1}^K\) in \(\Xi\). The function \(g\) can be a variable of interest that is a function of a solution \(u : \Xi \rightarrow V\) of a parameter-dependent equation (i.e. \(g(\xi) = Q(u(\xi); \xi)\) with \(Q(\cdot; \xi) : V \rightarrow \mathbb{R}\)). It can also be the coefficient of the approximation of a function \(u : \Xi \rightarrow V\) on a certain basis of a subspace of \(V\) (e.g. one of the functions \(s_i\) in the representation \([5.4]\)).

Let us assume that \(\mu = \mu_1 \otimes \ldots \otimes \mu_d\) is a product measure on \(\Xi = \Xi_1 \times \ldots \times \Xi_d\), with \(\mu_\nu\) being a measure on \(\Xi_\nu \subset \mathbb{R}\), \(1 \leq \nu \leq d\). Using the notations of Section \([1.6]\) we consider the approximation of \(g\) in a finite-dimensional subspace \(X_I = X_{1, I_1} \otimes \ldots \otimes X_{d, I_d}\) in \(X = L^2_{\mu_1}(\Xi_1) \otimes \ldots \otimes L^2_{\mu_d}(\Xi_d)\), where \(X_{\nu, I_\nu}\) is a \(K_\nu\)-dimensional subspace of \(L^2_{\mu_\nu}(\Xi_\nu)\) with basis \(\Psi^{(\nu)} = \{\psi^{(\nu)}_{k_\nu}\}_{k_\nu \in I_\nu}\).

5.2.1 Least-squares

The standard discrete least-squares method for the approximation of \(g\) in a subset \(S_r\) of low-rank tensors in \(X_I\) (see e.g. \([7, 53, 19]\)) consists in solving

\[
\min_{h \in S_r} \|g - h\|_{2, K}^2, \quad \text{with} \quad \|g - h\|_{2, K}^2 = \frac{1}{K} \sum_{k=1}^K (g(y^k) - h(y^k))^2,
\]

which is a quadratic convex optimization problem on a nonlinear set. Algorithms presented in Section \([3.3]\) can be used for the solution of this optimization problem. Assuming that \(S_r\) admits a simple parametrization of the form \(S_r = \{v = F_S_r(p_1, \ldots, p_M) : p_i \in \mathbb{R}^{N_i}, 1 \leq i \leq M\}\), where \(F_S_r : \times_{i=1}^M \mathbb{R}^{N_i} \rightarrow X_I\) is a multilinear map, the discrete least-squares minimization problem then takes the form

\[
\min_{p_1 \in \mathbb{R}^{N_1}, \ldots, p_M \in \mathbb{R}^{N_M}} \|g - F_S_r(p_1, \ldots, p_M)\|_{2, K}^2,
\]
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where the function to minimize is quadratic and convex with respect to each argument $p_i$, $1 \leq i \leq M$. Also, greedy algorithms presented in Section 4 can be used for the construction of approximations in low-rank formats (see [19] for the construction in canonical format).

When the number of available samples is not sufficient to get a stable estimate of the $\sum_{i=1}^{M} N_i$ real parameters, regularization techniques can be used in a quite straightforward way (see e.g. [33] for the use of $\ell_2$ regularization, or [19] for the use of sparsity-inducing regularizations). However, these approaches are still heuristic and for a given low-rank format, some challenging questions remain open: how much samples are required to get a stable approximation in this format? are there sampling strategies (not random) that are optimal with respect to this format?

5.2.2 Interpolation

Here we present interpolation methods for the approximation of $g$ in $X_I$.

If $\Psi^{(\nu)}$ is a set of interpolation functions associated with a set of points $\Xi_{\nu,K_{\nu}} = \{y_{k\nu}^{\nu}\}_{k_{\nu}\in I_{\nu}}$ in $\Xi_{\nu}$, then $\{\psi_k(y) = \psi_{k1}^{\nu}(y_1) \ldots \psi_{kd}^{\nu}(y_d)\}_{k\in I}$ is a set of interpolation functions associated with the tensorized grid $\Xi_K = \Xi_{1,K_1} \times \ldots \times \Xi_{d,K_d}$ composed of $K = \prod_{\nu=1}^{d} K_{\nu}$ points. An interpolation $I_K(u)$ of $u$ is then given by

$$I_K(u)(y) = \sum_{k\in I} u(y_k) \psi_k(y),$$

so that $I_K(u)$ is completely characterized by the order-$d$ tensor $a \in \mathbb{R}^{K_1} \otimes \ldots \otimes \mathbb{R}^{K_d}$ whose components $a_{k_1,\ldots,k_d} = u(y_k^{k_1},\ldots,y_d^{k_d})$ are the evaluations of $u$ on the interpolation grid $\Xi_K$.

Then, low-rank approximation methods can be used in order to obtain an approximation of the tensor $a \in \mathbb{R}^{K_1} \otimes \ldots \otimes \mathbb{R}^{K_d}$ using only a few entries of the tensor (i.e. a few evaluations of the function $u$). This is related to the problem of tensor completion. A possible approach consists in evaluating some entries of the tensor taken at random and then in reconstructing the tensor by the minimization of a least-squares functional (which is an algebraic version of the least-squares method described in the previous section) or dual approaches using regularizations of rank minimization problems (see [73]). An algorithm has been introduced in [34] for the approximation in canonical format, using least-squares minimization with a structured set of entries selected adaptively. Algorithms have also been proposed for an adaptive construction of low-rank approximations of $a$ in Tensor Train format [72] or Hierarchical Tucker format [4]. These algorithms are extensions of Adaptive Cross Approximation (ACA) algorithm to high-order tensors and
provide approximations that interpolate the tensor \( a \) at some adaptively chosen entries.

6 Tensor-structured parameter-dependent or stochastic equations

In this section, we consider a general class of linear parameter-dependent or stochastic equations and we formulate these equations as tensor-structured equations.

6.1 A class of linear parameter-dependent equations

Let \( \xi \) denote some parameters taking values in a set \( \Xi \subset \mathbb{R}^s \). \( \Xi \) is equipped with a finite measure \( \mu \) (when \( \xi \) are random parameters, \( \mu \) is the probability measure induced by \( \xi \)). For an integrable function \( g : \Xi \to \mathbb{R} \), we denote by \( \int_\Xi g(y)\mu(dy) \) the integral with respect to the measure \( \mu \), which is the mathematical expectation \( \mathbb{E}_\mu(g(\xi)) \) for \( \mu \) being a probability measure. Let \( V \) and \( W \) be Hilbert spaces and let \( V' \) and \( W' \) be their respective continuous dual spaces. We denote by \( \langle \cdot, \cdot \rangle \) the duality pairing. We consider the problem of finding \( u : \Xi \to V \) such that it holds

\[
b(u(\xi), w; \xi) = \langle f(\xi), w \rangle, \quad \forall w \in W, \tag{6.1}
\]

for almost all \( \xi \in \Xi \), where \( b(\cdot, \cdot; \xi) : V \times W \to \mathbb{R} \) is a parameter-dependent continuous bilinear form and \( f(\xi) \in W' \) is a parameter-dependent continuous linear form. We suppose that \( \xi \mapsto b(\cdot, \cdot; \xi) \) is Bochner measurable and we suppose that \( b(\cdot, \cdot; \xi) \) is uniformly continuous and uniformly weakly coercive, that means that there exist constants \( \alpha \) and \( \beta \) independent of \( \xi \) such that it holds (for almost all \( \xi \in \Xi \))

\[
\sup_{v \in V} \sup_{w \in W} \frac{b(v, w; \xi)}{\|v\|_V \|w\|_W} \leq \beta < \infty, \tag{6.2}
\]

\[
\inf_{v \in V} \sup_{w \in W} \frac{b(v, w; \xi)}{\|v\|_V \|w\|_W} \geq \alpha > 0. \tag{6.3}
\]

Also, we assume that for all \( w \neq 0 \in W \), we have

\[
\sup_{v \in V} b(v, w; \xi) > 0. \tag{6.4}
\]

Note that condition (6.4) is deduced from (6.3) when \( \dim(V) = \dim(W) < \infty \). When \( V = W \), a parametrized family of bilinear forms \( b(\cdot, \cdot; \xi) : V \times V \to \mathbb{R} \) is Bochner measurable and uniformly continuous if there exist constants \( \alpha \) and \( \beta \) independent of \( \xi \) such that

\[
\sup_{v \in V} \sup_{w \in W} b(v, w; \xi) \leq \beta < \infty, \tag{6.5}
\]

\[
\inf_{v \in V} \sup_{w \in W} b(v, w; \xi) \geq \alpha > 0. \tag{6.6}
\]
\( \mathbb{R}, \xi \in \Xi, \) is uniformly coercive if there exists a constant independent of \( \xi \) such that
\[
\inf_{v \in V} \frac{b(v, v; \xi)}{\|v\|_V^2} \geq \alpha > 0,
\]
which implies both conditions (6.3) and (6.4).

Let \( B(\xi) : V \to W' \) denote the parameter-dependent linear operator such that \( \langle B(\xi)v, w \rangle = b(v, w; \xi) \) for all \((v, w) \in V \times W\). Problem (6.1) is therefore equivalent to the operator equation
\[
B(\xi)u(\xi) = f(\xi),
\]
where Assumptions (6.2), (6.3) and (6.4) are necessary and sufficient conditions for \( B(\xi) \) to be an isomorphism from \( V \) to \( W' \) which satisfies
\[
\alpha \|v\|_V \leq \|B(\xi)v\|_{W'} \leq \beta \|v\|_V, \quad \forall v \in V,
\]
for almost all \( \xi \in \Xi \). Let \( B(\xi)^* : W \to V' \) denote the adjoint of \( B(\xi) \), defined by \( \langle B(\xi)v, w \rangle = \langle v, B(\xi)^*w \rangle \). Property (6.4) is equivalent to \( \|B(\xi)^*w\|_{V'} > 0 \) for all \( w \neq 0 \). Problem (6.1) admits a unique solution \( u(\xi) \) satisfying
\[
\|u(\xi)\|_V \leq \frac{1}{\alpha} \|f(\xi)\|_{W'}.
\]
From (6.8), it can be deduced that if \( f \in L^p(\Omega; W') \) for a certain \( p > 0 \), then the solution \( u \in L^{p'}(\Omega; V) \) for any \( p' \leq p \).

**Remark 6.1** Note that the above presentation includes the case of parameter-dependent algebraic equations, for which \( V = W = \mathbb{R}^N \), \( B(\xi) \) is a matrix in \( \mathbb{R}^{N \times N} \) and \( f(\xi) \) is a vector in \( \mathbb{R}^N \).

### 6.1.1 Example 1: elliptic diffusion equation with random coefficients.

Let \( D \) be an open bounded domain of \( \mathbb{R}^m \) with Lipschitz boundary \( \partial \Omega \). Let \( \kappa \) be a random field indexed by \( x \in D \) defined on a probability space \((\Omega, \mathcal{B}, \mathbb{P})\) and such that it can be expressed as a function of random variables \( \xi : \Omega \to \Xi \subset \mathbb{R}^s \), that means \( \kappa = \kappa(x, \xi) \). We consider the following boundary value problem:
\[
-\nabla \cdot (\kappa(\cdot, \xi) \nabla u(\xi)) = g(\cdot, \xi) \quad \text{on } D, \quad u = 0 \quad \text{on } \partial D,
\]
with \( g(\cdot, \xi) \in L^2(D) \). Let \( V \) be an approximation space in \( H^1_0(D) \), \( W = V \), and \( \|v\|_V = \|v\|_W = (\int_D |\nabla v|^2)^{1/2} \). A Galerkin approximation of the solution, still denoted \( u(\xi) \in V \), is the solution of (6.1) where \( b(\cdot, \cdot; \xi) : V \times V \rightarrow \mathbb{R} \) and \( f(\xi) \in V' \) are bilinear and linear forms defined by

\[
b(v, w; \xi) = \int_D \kappa(\cdot, \xi) \nabla v \cdot \nabla w, \quad \text{and} \quad \langle f(\xi), w \rangle = \int_D g(\cdot, \xi) w.
\]

If \( \kappa \) satisfies almost surely and almost everywhere

\[
\alpha \leq \kappa(x, \xi) \leq \beta,
\]

then properties (6.2) and (6.5) are satisfied. Let us consider a classical situation where \( \kappa \) admits the following representation

\[
\kappa(x, \xi) = \kappa_0(x) + \sum_{i=1}^N \kappa_i(x) \lambda_i(\xi),
\]

yielding the following decomposition of the parameter-dependent bilinear form \( b \):

\[
b(v, w; \xi) = \int_D \kappa_0 \nabla v \cdot \nabla w + \sum_{i=1}^N \left( \int_D \kappa_i \nabla v \cdot \nabla w \right) \lambda_i(\xi).
\]

For a spatially correlated second order random field \( \kappa \), the representation \([6.10]\) can be obtained by using truncated Karhunen-Loève decomposition and truncated polynomial chaos expansions (see e.g. \([69]\)). This representation also holds in the case where \( \kappa_0 \) is a mean diffusion field and the \( \lambda_i \) represent random fluctuations of the diffusion coefficient in subdomains \( D_i \subset D \) characterized by their indicator functions \( \kappa_i(x) = I_{D_i}(x) \). This problem has been extensively analyzed, see e.g. \([1, 40, 59]\).

**Remark 6.2** For some problems of interest, the random field \( \kappa \) may not be uniformly bounded (e.g. when considering log-normal random fields) and may only satisfy \( 0 < \alpha(\xi) \leq \kappa(x, \xi) \leq \beta(\xi) < +\infty \) where \( \alpha \) and \( \beta \) possibly depend on \( \xi \). For the mathematical analysis of such stochastic problems, we refer the reader to \([61, 15, 17, 16, 69]\).

**6.1.2 Example 2: evolution equation**

Let \( D \) denote a bounded domain of \( \mathbb{R}^m \) with Lipschitz boundary \( \partial \Omega \) and let \( I = (0, T) \) denote a time interval. We consider the following evolution
equation
\[
\frac{\partial u}{\partial t} - \nabla \cdot (\kappa(\cdot, \xi) \nabla u) = g(\cdot, \cdot, \xi) \quad \text{on} \ D \times I,
\]
with initial and boundary conditions,
\[
u = u_0(\cdot, \xi) \quad \text{on} \ D \times \{0\}, \quad \text{and} \quad u = 0 \quad \text{on} \ \partial D \times I.
\]
We assume that \( \kappa \) satisfies the same properties as in Example 1, \( g(\cdot, \cdot, \xi) \in L^2(D \times I) \), and \( u_0(\cdot, \xi) \in L^2(D) \). A space-time Galerkin approximation of the solution, still denoted \( u(\xi) \), can be defined by introducing an approximation space
\[
V \subset L^2(I; H^1_0(D)) \cap H^1(I; L^2(D)) := \mathcal{V},
\]
equipped with the norm \( \| \cdot \|_V \) such that \( \|v\|^2_V = \|v\|^2_{L^2(I; H^1_0(D))} + \|v\|^2_{H^1(I; L^2(\Omega))} \), and a test space
\[
W = W_1 \times W_2 \subset L^2(I; H^1_0(D)) \times L^2(D) := \mathcal{W},
\]
equipped with the norm \( \| \cdot \|_W \) such that for \( w = (w_1, w_2) \in W \), \( \|w\|^2_W = \|w_1\|^2_{L^2(I; H^1_0(D))} + \|w_2\|^2_{L^2(D)} \). Then, the Galerkin approximation \( u(\xi) \in V \) is defined by equation (6.1) where the parameter-dependent bilinear form \( b(\cdot, \cdot; \xi) : V \times W \to \mathbb{R} \) and the parameter-dependent linear form \( f(\xi) : W \to \mathbb{R} \) are defined for \( v \in V \) and \( w = (w_1, w_2) \in W \) by
\[
b(v, w; \xi) = \int_{D \times I} \frac{\partial v}{\partial t} w_1 + \int_{D \times I} \kappa(\cdot, \xi) \nabla v \cdot \nabla w_1 + \int_D v(\cdot, 0) w_2, \quad \text{and}
\]
\[
\langle f(\xi), w \rangle = \int_{D \times I} g(\cdot, \cdot, \xi) w_1 + \int_D u_0(\cdot, \xi) w_2.
\]
For the analysis of this formulation, see [78].

**Remark 6.3** \( L^2(I; H^1_0(D)) \) and \( H^1(I; L^2(D)) \) are identified with tensor Hilbert spaces \( L^2(I) \otimes H^1_0(D) \|_{L^2(I; H^1_0(D))} \) and \( H^1(I) \otimes L^2(D) \|_{H^1(I; L^2(D))} \) respectively, so that the space \( V = L^2(I; H^1_0(D)) \cap H^1(I; L^2(D)) \) is an intersection tensor Hilbert space which coincides with \( H^1(I) \otimes H^1_0(D) \|_{V} \) (see [45, Section 4.3.6]). Approximation spaces \( V \) in \( \mathcal{V} \) can be chosen of the form \( V = V(I) \otimes V(D) \) in the algebraic tensor space \( H^1(I) \otimes H^1_0(D) \), with approximation spaces (e.g. finite element spaces) \( V(I) \subset H^1(I) \) and \( V(D) \subset H^1_0(D) \). Low-rank methods can also exploit this tensor structure and provide approximations of elements \( v \in V \) under the form \( v(x, t) = \sum_{i=1}^r a_i(x) b_i(t) \), with
$a_i \in V(D)$ and $b_i \in V(I)$. This is the basis of POD methods for evolution problems and of the first versions of Proper Generalized Decomposition methods which were introduced for solving evolution equations with variational formulations in time \cite{55, 67, 56, 65}.

6.2 Tensor-structured equations

Let us assume that $f \in L^2(\Xi; W')$, so that the solution of (6.1) is in $L^2(\Xi; V)$. In this section, we use the notations $V = L^2(\Xi; V)$ and $W = L^2(\Xi; W)$. The solution $u \in V$ satisfies

$$a(u, w) = F(w), \quad \forall w \in W, \quad (6.11)$$

where $a : V \times W \to \mathbb{R}$ is the bilinear form defined by

$$a(v, w) = \int_\Xi b(v(y), w(y)); y(\mu(dy), \quad (6.12)$$

and $F : W \to \mathbb{R}$ is the continuous linear form defined by

$$F(w) = \int_\Xi \langle f(y), w(y) \rangle \mu(dy).$$

Under Assumptions (6.2), (6.3) and (6.4), it can be proved that $a$ satisfies

$$\sup_{v \in V} \sup_{w \in W} \frac{a(v, w)}{\|v\|_V \|w\|_W} \leq \beta < \infty, \quad (6.13)$$

$$\inf_{v \in V} \sup_{w \in W} \frac{a(v, w)}{\|v\|_V \|w\|_W} \geq \alpha > 0, \quad (6.14)$$

and for all $0 \neq w \in W$,

$$\sup_{v \in V} a(v, w) > 0. \quad (6.15)$$

Equation (6.11) can be equivalently rewritten as an operator equation

$$Au = F, \quad (6.16)$$

where $A : V \to W'$ is the continuous linear operator associated with $a$, such that

$$\langle Av, w \rangle = a(v, w) \quad \text{for all } (v, w) \in V \times W. \quad (6.17)$$

Properties (6.13), (6.14) and (6.15) imply that $A$ is an isomorphism from $V$ to $W'$ such that for all $v \in V$,

$$\alpha \|v\|_V \leq \|Av\|_{W'} \leq \beta \|v\|_V. \quad (6.18)$$

Problem (6.11) therefore admits a unique solution such that $\|u\|_V \leq \frac{1}{\alpha} \|F\|_{W'}$. 
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6.2.1 Order-two tensor structure

$u$ (resp. $f$), as an element of the Bochner space $L^2_{\mu}(\Xi; V)$ (resp. $L^2_{\mu}(\Xi; W')$), can be identified with a tensor in $L^2_{\mu}(\Xi) \otimes_{\|\cdot\|_2} V$ (resp. $L^2_{\mu}(\Xi) \otimes_{\|\cdot\|_2} W'$). Let us further assume that $f \in L^2_{\mu}(\Xi) \otimes_{\|\cdot\|_2} W'$ admits the following representation

$$f(\xi) = \sum_{i=1}^{L} \gamma_i(\xi) f_i,$$

(6.19)

with $f_i \in W'$ and $\gamma_i \in L^2_{\mu}(\Xi)$. Then $F$ is identified with the finite-rank tensor

$$F = \sum_{i=1}^{L} \gamma_i \otimes f_i.$$

(6.20)

Let us now assume that the parameter-dependent operator $B(\xi) : V \to W'$ associated with the parameter-dependent bilinear form $b(\cdot, \cdot; \xi)$ admits the following representation (so called affine representation in the context of Reduced Basis methods)

$$B(\xi) = \sum_{i=1}^{R} \lambda_i(\xi) B_i,$$

(6.21)

where the $B_i : V \to W'$ are parameter-independent operators associated with parameter-independent bilinear forms $b_i$, and where the $\lambda_i$ are real-valued functions defined on $\Xi$.

**Remark 6.4** Let us assume that $\lambda_i \in L^\infty_{\mu}(\Xi)$, $1 \leq i \leq R$, and $\lambda_1 \geq 1$. Let us denote by $\alpha_i$ and $\beta_i$ the constants such that

$$\alpha_i \|v\|_V \leq \|B_i v\|_{W'} \leq \beta_i \|v\|_V.$$

Property (6.7) is satisfied with $\beta = \sum_{i=1}^{R} \beta_i \|\lambda_i\|_\infty$ and with $\alpha = \alpha_1 - \sum_{i=2}^{R} \beta_i \|\lambda_i\|_\infty$ if $\alpha_1 > \sum_{i=2}^{R} \beta_i \|\lambda_i\|_\infty$. In the case where $V = W$, if all the $B_i$ satisfy $\inf_{v \in V} \frac{(B_i v, v)}{\|v\|_V^2} \geq \alpha_i > -\infty$, then Property (6.7) is satisfied with either $\alpha = \alpha_1 - \sum_{i=2}^{R} \alpha_i \|\lambda_i\|_\infty$ if $\alpha_1 > \sum_{i=2}^{R} \alpha_i \|\lambda_i\|_\infty$, or $\alpha = \alpha_1$ if $\alpha_1 > 0$ and $\alpha_i \geq 0$ and $\lambda_i \geq 0$ for all $i \geq 2$.

**Remark 6.5** If the parameter-dependent operator $B(\xi)$ (resp. right-hand side $f(\xi)$) does not admit an affine representation of the form (6.21) (resp.
or if the initial affine representation contains a high number of terms, low-rank approximation methods can be used in order to obtain an affine representation with a small number of terms. For that purpose, one can rely on SVD or on the Empirical Interpolation Method, the latter approach being commonly used in the context of Reduced Basis Methods.

Assuming that \( \lambda_i \in L^\infty(\Xi) \), the operator \( A : V \rightarrow W' \) admits the following representation\(^7\)

\[
A = \sum_{i=1}^{R} \Lambda_i \otimes B_i,
\]

where \( \Lambda_i : L^2_\mu(\Xi) \rightarrow L^2_\mu(\Xi) \) is a continuous linear operator associated with \( \lambda_i \) such that for \( \psi \in L^2_\mu(\Xi) \), \( \Lambda_i \psi \) is defined by

\[
\langle \Lambda_i \psi, \phi \rangle = \int_\Xi \lambda_i(y) \psi(y) \phi(y) \mu(dy) \quad \text{for all } \phi \in L^2_\mu(\Xi).
\]

Therefore, Equation (6.16) can be written as a tensor-structured equation

\[
\left( \sum_{i=1}^{R} \Lambda_i \otimes B_i \right) u = \sum_{i=1}^{L} \gamma_i \otimes f_i.
\]

### 6.2.2 Higher-order tensor structure

Let us assume that \( \mu = \mu_1 \otimes \ldots \otimes \mu_d \) is a product measure on \( \Xi = \Xi_1 \times \ldots \times \Xi_d \), with \( \mu_\nu \) being a measure on \( \Xi_\nu \subset \mathbb{R}^{s_\nu} \), \( 1 \leq \nu \leq d \), with \( s = \sum_{\nu=1}^{d} s_\nu \).

Then \( L^2_\mu(\Xi) = \| \|_{2, \nu=1}^{d} L^2_{\mu_\nu}(\Xi_\nu) \) (see Section 1.5.1). In a probabilistic context, \( \mu \) would be the measure induced by \( \xi = (\xi_1, \ldots, \xi_d) \), where the \( \xi_\nu \) are independent random variables with values in \( \Xi_\nu \) and probability law \( \mu_\nu \).

Let us assume that the functions \( \gamma_i \) in (6.19), \( 1 \leq i \leq L \), are such that

\[
\gamma_i(\xi) = \gamma_i^{(1)}(\xi_1) \ldots \gamma_i^{(d)}(\xi_d),
\]

with \( \gamma_i^{(\nu)} \in L^2_{\mu_\nu}(\Xi_\nu) \). Then \( f \) is an element of \( L^2_{\mu_1}(\Xi_1) \otimes \ldots \otimes L^2_{\mu_d}(\Xi_d) \otimes W' \) and \( F \) admits the following representation

\[
F = \sum_{i=1}^{L} \gamma_i^{(1)} \otimes \ldots \otimes \gamma_i^{(d)} \otimes f_i.
\]

\(^7\) \( A \) is a finite-rank tensor in \( \mathcal{L}(L^2_\mu(\Xi), L^2_\mu(\Xi)) \otimes \mathcal{L}(V, W') \).
Let us assume that in the representation \((6.21)\) of \(B(\xi)\), the functions \(\lambda_i, 1 \leq i \leq R\), are such that

\[
\lambda_i(\xi) = \lambda_i^{(1)}(\xi_1) \cdots \lambda_i^{(d)}(\xi_d). \tag{6.26}
\]

Assuming that \(\lambda_i^{(\nu)} \in L_{\mu\nu}^\infty(\Xi; \nu)\), \(\lambda_i^{(\nu)}\) can be identified with an operator \(\Lambda_i^{(\nu)} : S_\nu \to \tilde{S}'_\nu\), where for \(\psi \in S_\nu\), \(\Lambda_i^{(\nu)}\psi\) is defined by

\[
\langle \Lambda_i^{(\nu)}\psi, \phi \rangle = \int_{\Xi}\lambda_i^{(\nu)}(y_\nu)\psi(y_\nu)\phi(y_\nu)\mu_\nu(dy_\nu) \quad \text{for all } \phi \in \tilde{S}'_\nu.
\]

Then, \(\lambda_i\) also defines an operator \(\Lambda_i : S \to \tilde{S}'\) such that

\[
\Lambda_i = \Lambda_i^{(1)} \otimes \cdots \otimes \Lambda_i^{(d)}.
\]

Then the operator \(A\), as an operator from \(L^2_{\mu_1}(\Xi_1) \otimes \cdots \otimes L^2_{\mu_d}(\Xi_d) \otimes V\) to \((L^2_{\mu_1}(\Xi_1) \otimes \cdots \otimes L^2_{\mu_d}(\Xi_d) \otimes W)'\), admits the following decomposition\footnote{A is a finite-rank tensor in \(\mathcal{L}(L^2_{\mu_1}(\Xi_1), L^2_{\mu_1}(\Xi_1)) \otimes \cdots \otimes \mathcal{L}(L^2_{\mu_d}(\Xi_d), L^2_{\mu_d}(\Xi_d)) \otimes \mathcal{L}(V, W')\).}

\[
A = \sum_{i=1}^R \Lambda_i^{(1)} \otimes \cdots \otimes \Lambda_i^{(d)} \otimes B_i. \tag{6.27}
\]

Therefore, Equation \((6.16)\) can be written as a tensor-structured equation

\[
\left(\sum_{i=1}^R \Lambda_i^{(1)} \otimes \cdots \otimes \Lambda_i^{(d)} \otimes B_i\right)u = \sum_{i=1}^L \gamma_i^{(1)} \otimes \cdots \otimes \gamma_i^{(d)} \otimes f_i. \tag{6.28}
\]

### 6.3 Galerkin approximations

Here, we present Galerkin methods for the approximation of the solution of \((6.1)\) in a subspace \(S \otimes V\) of \(L^2_{\mu}(\Xi; V)\), where \(S\) is a finite-dimensional subspace in \(L^2_{\mu}(\Xi)\). In this section, \(V = S \otimes V\) denotes the approximation space in \(L^2_{\mu}(\Xi; V)\), which is equipped with the natural norm in \(L^2_{\mu}(\Xi; V)\), denoted \(\| \cdot \|_V\).

#### 6.3.1 Petrov-Galerkin approximation

Let us introduce a finite-dimensional subspace \(\tilde{S}\) in \(L^2_{\mu}(\Xi)\), with \(\dim(S) = \dim(\tilde{S})\), and let us introduce the tensor space \(W = \tilde{S} \otimes W \subset L^2_{\mu}(\Xi; W)\).
equipped with the natural norm in $L^2(\mathbb{X}; W)$, denoted $\| \cdot \|_W$. A Petrov-Galerkin approximation in $V = S \otimes V$ of the solution of Problem (6.1), denoted $u_G$, is defined by the equation

$$a(u_G, w) = F(w), \quad \forall w \in W,$$

which can be equivalently rewritten as an operator equation

$$Au_G = F,$$

where $A : V \to W'$ is associated (through Equation (6.17)) with the bilinear form $a$.

**Remark 6.6** Assuming that the approximation space $V$ and the test space $W$ are such that Properties (6.13), (6.14) and (6.15) are satisfied, then $A$ satisfies (6.18) and Equation (6.30) admits a unique solution $u_G$ which is a quasi-optimal approximation of $u$, with $\|u_G - u\|_V \leq (1 + \beta/\alpha) \min_{v \in V} \|u - v\|_V$.

**Remark 6.7** Letting $\{\psi_i\}_{i=1}^K$ and $\{\phi_i\}_{i=1}^K$ be bases of $S$ and $\tilde{S}$ respectively, the solution $u_G$ of (6.30) can be written $u_G = \sum_{i=1}^K \psi_i \otimes u_i$, where the tuple $\{u_i\}_{i=1}^K \in V^K$ verifies the coupled system of equations

$$\sum_{j=1}^P A_{ij} u_j = F_i, \quad 1 \leq i \leq K,$$

with $A_{ij} = \int_{\mathbb{X}} B(y) \psi_j(y) \phi_i(y) \mu(dy)$ and $F_i = \int_{\mathbb{X}} f(y) \phi_i(y) \mu(dy)$, for $1 \leq i, j \leq K$. The tuple $\{u_i\}_{i=1}^K \in V^K$ can be identified with a tensor in $\mathbb{R}^{K \otimes V}$.

**Remark 6.8** In practice, integrals over $\mathbb{X}$ with respect to the measure $\mu$ can be approximated by using a suitable quadrature rule $\{(y^k, \omega^k)\}_{k=1}^K$, therefore replacing (6.29) by

$$\sum_{k=1}^K \omega^k (B(y^k) u_G(y^k), w(y^k)) = \sum_{k=1}^K \omega^k (f(y^k), w(y^k)).$$

Under the assumptions of Section 6.2.1, Equation (6.30) can be written in the form of a tensor-structured equation (6.23), where the functions $\gamma_i$ are now identified with elements of $\tilde{S}'$ such that $(\gamma_i, \psi) = \int_{\mathbb{X}} \gamma_i(y) \psi(y) \mu(dy)$ for all $\psi \in \tilde{S}$, and where the $\Lambda_i$ are now considered as operators from $S$ to $\tilde{S}'$. 
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such that for $\psi \in \tilde{S}$, $\Lambda_i \psi$ is defined by $\langle \Lambda_i \psi, \phi \rangle = \int_{\Xi} \lambda_i(y)\psi(y)\phi(y)\mu(dy)$ for all $\phi \in \tilde{S}$.

Under the stronger assumptions of Section 6.2.2, \((6.30)\) can be written in the form of a tensor-structured equation \((6.28)\), where the functions $\gamma_i^{(\nu)}$ are now identified with elements of $\tilde{S}_\nu'$ such that $\langle \gamma_i^{(\nu)}, \psi \rangle = \int_{\Xi_{\nu}} \gamma_i(y_\nu)\psi(y_\nu)\mu_\nu(dy_\nu)$ for all $\psi \in \tilde{S}_\nu$, and where the $\Lambda_i^{(\nu)}$ are now considered as operators from $S_\nu$ to $\tilde{S}_\nu'$ such that for $\psi \in \tilde{S}_\nu$, $\Lambda_i^{(\nu)}\psi$ is defined by $\langle \Lambda_i^{(\nu)}\psi, \phi \rangle = \int_{\Xi_{\nu}} \lambda_i^{(\nu)}(y_\nu)\psi(y_\nu)\phi(y_\nu)\mu_\nu(dy_\nu)$ for all $\phi \in \tilde{S}_\nu$.

### 6.3.2 Minimal residual Galerkin approximation

Let $C(\xi) : W' \to W$ be a symmetric operator that defines on $W'$ an inner product $\langle \cdot, \cdot \rangle_{C(\xi)}$ defined by $\langle g, h \rangle_{C(\xi)} = \langle g, C(\xi)h \rangle = \langle C(\xi)g, h \rangle$ for $g, h \in W'$. Let $\| \cdot \|_C$ denote the associated norm on $W'$ and assume that

$$\alpha_C \| \cdot \|_{W'} \leq \| \cdot \|_C \leq \beta_C \| \cdot \|_{W'} \tag{6.32}$$

for some constants $0 < \alpha_C \leq \beta_C < \infty$.

**Remark 6.9** A natural choice for $C$ is to take the inverse of the (parameter-independent) Riesz map $R_W : W \to W'$, so that $\| h \|_C = \| h \|_{W'} = \| R_W^{-1}h \|_{W'}$. When $V = W$ and $B(\xi)$ is coercive, another possible choice for $C(\xi)$ is to take the inverse of the symmetric part of $B(\xi)$.

A minimal residual Galerkin approximation in $V = S \otimes V$ of the solution of Problem \((6.1)\), denoted $u_R$, can be defined by

$$u_R = \arg \min_{v \in V} \mathcal{E}(u, v), \tag{6.33}$$

with

$$\mathcal{E}(u, v)^2 = \int_{\Xi} \| B(y)v(y) - f(y) \|^2_{C(y)}\mu(dy). \tag{6.34}$$

Let $B(\xi)^* : W \to V'$ denote the adjoint of $B(\xi)$. Then, we define the symmetric bilinear form $\tilde{a} : V \times V \to \mathbb{R}$ such that

$$\tilde{a}(v, w) = \int_{\Xi} \langle B(y)v(y), B(y)w(y) \rangle_{C(y)}\mu(dy) = \int_{\Xi} \langle \tilde{B}(y)v(y), w(y) \rangle\mu(dy),$$

with $\tilde{B}(\xi) = B(\xi)^*C(\xi)B(\xi)$, and the linear form $\tilde{F} : V \to \mathbb{R}$ such that

$$\tilde{F}(w) = \int_{\Xi} \langle f(y), B(y)w(y) \rangle_{C(y)}\mu(dy) = \int_{\Xi} \langle \tilde{f}(y), w(y) \rangle\mu(dy),$$
with $\tilde{f}(\xi) = B(\xi)^*C(\xi)f(\xi)$. The approximation $u_R \in V = S \otimes V$ defined by (6.33) is equivalently defined by

$$\tilde{a}(u,v) = \tilde{F}(v), \quad \forall v \in V,$$

(6.35)

which can be rewritten as an operator equation

$$\tilde{A}u_R = \tilde{F},$$

(6.36)

where $\tilde{A} : V \rightarrow V'$ is the operator associated with the bilinear form $\tilde{a}$. The approximation $u_R$ is the standard Galerkin approximation of the solution of the parameter-dependent equation

$$\tilde{B}(\xi)u(\xi) = \tilde{f}(\xi).$$

(6.37)

**Remark 6.10** Under assumptions (6.2), (6.3), (6.4) and (6.32), we have that

$$\sup_{v \in V} \sup_{w \in V} \frac{\tilde{a}(v,w)}{\|v\|_V \|w\|_V} \leq \tilde{\beta} < \infty, \quad \inf_{v \in V} \frac{\tilde{a}(v,v)}{\|v\|_V^2} \geq \tilde{\alpha} > 0,$$

(6.38)

with $\tilde{\alpha} = \alpha^2_C \alpha^2$ and $\tilde{\beta} = \beta^2_C \beta^2$, and $u_R$ is a quasi-optimal approximation of $u$ in $V$, with $\|u - u_R\|_V \leq \sqrt{\tilde{\beta}/\tilde{\alpha}} \min_{v \in V} \|u - v\|_V$.

**Remark 6.11** Letting $\{\psi_i\}_{i=1}^K$ be a basis of $S$, the solution $u_R$ of (6.36) can be written $u_R = \sum_{i=1}^K \psi_i \otimes u_i$, where the set of vectors $\{u_i\}_{i=1}^K \in V^K$ verifies the coupled system of equations (6.31) with $A_{ij} = \int_\Xi \tilde{B}(y)\psi_j(y)\psi_i(y)\mu(dy)$ and $F_i = \int_\Xi f(y)\psi_i(y)\mu(dy)$, for $1 \leq i,j \leq K$. The tuple $\{u_i\}_{i=1}^K \in V^K$ can be identified with a tensor in $\mathbb{R}^K \otimes V$.

**Remark 6.12** In practice, (6.34) can be replaced by

$$\mathcal{E}(u,v) = \sum_{k=1}^K \omega_k \|B(y^k)v(y^k) - f(y^k)\|^2_{C(y^k)} = \sum_{k=1}^K \omega_k \|v(y^k) - u(y^k)\|_{\tilde{B}(y^k)}^2,$$

(6.39)

where $\{(y^k, \omega_k)\}_{k=1}^K$ is a suitable quadrature rule for the integration over $\Xi$ with respect to the measure $\mu$. 
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Under the assumptions of Section 6.2.1 and if we assume that $C$ admits an affine representation $C(\xi) = \sum_{i=1}^{R} C_i \eta_i(\xi)$, then $\tilde{B}(\xi)$ and $\tilde{f}(\xi)$ admit affine representations $\tilde{B}(\xi) = \sum_{i=1}^{L} \tilde{B}_i \tilde{\lambda}_i(\xi)$ and $\tilde{f}(\xi) = \sum_{i=1}^{L} \tilde{f}_i \tilde{\gamma}_i(\xi)$ respectively. Therefore, Equation (6.36) can be written in the form of a tensor-structured equation (6.23), where all the quantities are replaced by their tilded versions.

Under the stronger assumptions of Section 6.2.2, if we assume that $C$ admits a representation of the form $C(\xi) = \sum_{i=1}^{R} C_i \eta_i^{(1)}(\xi_1) \cdots \eta_i^{(d)}(\xi_d)$, then $\tilde{B}(\xi)$ and $\tilde{f}(\xi)$ admit representations of the form $\tilde{B}(\xi) = \sum_{i=1}^{L} \tilde{B}_i \tilde{\lambda}_i^{(1)}(\xi_1) \cdots \tilde{\lambda}_i^{(d)}(\xi_d)$ and $\tilde{f}(\xi) = \sum_{i=1}^{L} \tilde{f}_i \tilde{\gamma}_i^{(1)}(\xi_1) \cdots \tilde{\gamma}_i^{(d)}(\xi_d)$. Therefore, Equation (6.36) can be written in the form of a tensor-structured equation (6.23), where all the quantities are replaced by their tilded versions.

### 6.4 Interpolation (or collocation) method

Let $\Xi_K = \{y_k\}_{k \in I}$ be a set of $K = \#I$ interpolation points in $\Xi$ and let $\{\phi_k\}_{k \in I}$ be an associated set of interpolation functions. An interpolation $I_K(u)$ of the solution of (6.1) can then be written

$$I_K(u)(y) = \sum_{k \in I} u(y_k) \phi_k(y),$$

where $u(y_k) \in V$ is the solution of

$$B(y_k)u(y_k) = f(y_k), \quad k \in I,$$  

which can be written as an operator equation

$$Au_I = F,$$  

where $u_I = \{u(y_k)\}_{k \in I} \in V^K$, $F = \{f(y_k)\}_{k \in I} \in (W')^K$ and $A : V^K \to (W')^K$.

**Order-two tensor structure.** The tuples $u_I$ and $F$ can be identified with tensors in $\mathbb{R}^K \otimes V$ and $\mathbb{R}^K \otimes W'$ respectively. Also, the operator $A$ can be identified with a tensor in $\mathbb{R}^{K \times K} \otimes \mathcal{L}(V, W')$. Under the assumption (6.21) on $B(\xi)$, $A$ can be written in the form (6.22), where $\Lambda_i \in \mathbb{R}^{K \times K}$ is the diagonal matrix $\text{diag}(\lambda_i(y^1), \ldots, \lambda_i(y^K))$. Also, under the assumption (6.19) on $f$, $F$ can be written in the form (6.20), where $\gamma_i = (\gamma_i(y^1), \ldots, \gamma_i(y^K)) \in \mathbb{R}^K$.
Higher-order tensor structure. Now, using the notations of Section 5.2.2 we consider a tensorized interpolation grid \( \Xi_K = \Xi_1, K_1 \times \ldots \times \Xi_d, K_d \) and a corresponding set of interpolation functions \( \{ \phi_k(y) = \phi_{k_1}^1(y_1) \ldots \phi_{k_d}^d(y_d) \}_{k \in I} \), with \( I = \times_{k=1}^d \{1, \ldots, K_k\} \). The tuples \( u_I \) and \( F \) can now be identified with tensors in \( R_{K_1} \otimes \ldots \otimes R_{K_d} \otimes V \) and \( R_{K_1} \otimes \ldots \otimes R_{K_d} \otimes W' \) respectively, and the operator \( A \) can be identified with a tensor in \( R_{K_1 \times K_1} \otimes \ldots \otimes R_{K_d \times K_d} \otimes L(V, W') \). Under the assumptions of Section 6.2.2, \( A \) can be written in the form \( (6.27) \), with \( \Lambda_i^{(\nu)} = \text{diag}(\lambda_i^{(\nu)}(y_1^{(\nu)}), \ldots, \lambda_i^{(\nu)}(y_{K}^{(\nu)})) \in R_{K_1 \times K_1} \) and \( F \) can be written in the form \( (6.25) \) with \( \gamma_i^{(\nu)}(y_1^{(\nu)}), \ldots, \gamma_i^{(\nu)}(y_{K}^{(\nu)}) \in R_{K_1} \).

Remark 6.13 Note that the interpolation (or collocation) method provides an approximation \( u_I \) in \( S \otimes V \), with \( S = \text{span}\{ \phi_k \}_{k \in I} \), which coincides with the approximation obtained by a “pseudo-spectral” Galerkin method where the integrals over \( \Xi \) are approximated using a numerical quadrature with \( \{ y_k \}_{k \in I} \) as the set of integration points (see Remarks 6.8 and 6.12).

6.5 Low-rank structures of the solution of parameter-dependent or stochastic equations

When solving parameter-dependent or stochastic equations with low-rank tensor methods, the first question that should be asked is: does the solution \( u \) present a low-rank structure or admit an accurate approximation with low rank? Unfortunately, there are only a few quantitative answers to this question.

When \( u \in L_p^p(\Xi; V) \) is seen as an order-two tensor in \( \overline{L_p^{p}(\Xi)} \otimes \overline{V}^{\otimes p} \) (see Section 2.5), there exist some results about the convergence of best rank-\( r \) approximations for some classes of functions. For \( p = 2 \), these results are related to the decay of singular values of \( u \) (or equivalently of the compact operator associated with \( u \)). For \( p = \infty \), these results are related to the convergence of the Kolmogorov widths of the set of solutions \( u(\Xi) \). Exploiting these results requires a fine analysis of parameter-dependent (or stochastic) equations in order to precise the class of their solutions. The question is more difficult when looking at \( u \) as a higher-order tensor in \( \overline{L_{p_{\mu_1}}^{p}(\Xi_1)} \otimes \ldots \otimes \overline{L_{p_{\mu_d}}^{p}(\Xi_d)} \otimes \overline{V}^{\otimes p} \), in particular because of the combinatorial nature of the definition of rank. Some results are available for the convergence of best rank-\( r \) approximations of some general classes of functions, for canonical or tree-based Tucker formats [80, 76, 46]. However, these results usually exploit some global regularity and do not exploit specific structures of the solution (such as anisotropy), which would again require a detailed
analysis of the parameter-dependent equations.

**Example 6.14** Low-rank structures can be induced by particular parametrizations of operators and right-hand sides. As an example, consider the equation 

\[ B(\xi_1)u(\xi_1, \xi_2) = f(\xi_2), \]

where \( u \) and \( f \) are considered as tensors in 

\[ L^2_{\mu_1}(\Xi_1) \otimes L^2_{\mu_2}(\Xi_2) \otimes V \]

and 

\[ L^2_{\mu_1}(\Xi_1) \otimes L^2_{\mu_2}(\Xi_2) \otimes W' \]

respectively. Here, \( \text{rank}_1(f) = 1 \) and \( \text{rank}_2(f) = \text{rank}_3(f) \). Then, \( \text{rank}_2(u) = \text{rank}_2(f) \).

**Example 6.15** There are specific structures that are particular cases of low-rank structures and that can therefore be captured by low-rank methods, such as low effective dimensionality or low-order interactions. For example, a function \( u(\xi_1, \ldots, \xi_d) \) which can be well approximated by a low-dimensional function \( \tilde{u}(\xi_{\beta_1}, \ldots, \xi_{\beta_k}) \), with \( \{\beta_1,\ldots,\beta_k\} := \beta \subset \{1,\ldots,d\} \), can therefore be approximated with a tensor \( \tilde{u} \) with \( \text{rank}_3(\tilde{u}) = 1 \) and \( \text{rank}_\alpha(\tilde{u}) = 1 \) for any \( \alpha \subset \{1,\ldots,d\} \setminus \beta \). When using tree-based tensor formats, the tree should be adapted in order to reveal these low-rank structures.

Although only a few a priori results are available, it is observed in many applications that the solutions of parameter-dependent (or stochastic) equations can be well approximated using low-rank tensor formats. However, there is a need for a rigorous classification of problems in terms of the expected accuracy of the low-rank approximations of their solutions. In the following section, we let apart the discussion about the good approximability of functions by low-rank tensors and focus on numerical methods for computing low-rank approximations.

**Remark 6.16** Note that results on the convergence of best \( r \)-term approximations on a polynomial basis for particular classes of parameter-dependent equations [29, 52, 24], which exploit the anisotropy of the solution map \( u : \Xi \to V \), provide as a by-product upper bounds for the convergence of low-rank approximations.

### 7 Low-rank approximation for equations in tensor format

In this section, we present algorithms for the approximation in low-rank formats of the solution of an operator equation

\[ Au = F, \quad (7.1) \]
where $u$ is an element of a finite-dimensional tensor space $V = V_1 \otimes \ldots \otimes V_D$, and $A$ is an operator from $V$ to $W'$, with $W = W_1 \otimes \ldots \otimes W_D$. We can distinguish two main families of algorithms. The first family of algorithms relies on the use of classical iterative methods with efficient low-rank truncations of iterates. The second family of algorithms directly computes a low-rank approximation of the solution based on the minimization of a certain distance between the solution $u$ and its low-rank approximation, using either a direct minimization in subsets of low-rank tensors or suboptimal but constructive (greedy) algorithms.

The algorithms are presented in a general setting and will be detailed for the particular case of parameter-dependent equations presented in Section 6. In this particular case, the space $V$ can be considered as a space $S \otimes V$ of order-two tensors ($D = 2$), where $S$ is either a $K$-dimensional approximation space in $L^2_\mu(\Xi)$ (for Galerkin methods) or $\mathbb{R}^K$ (for interpolation or collocation methods). The space $V$ can also be considered as a space $S_1 \otimes \ldots \otimes S_d \otimes V$ of higher-order tensors ($D = d + 1$), where $S_\nu$ is either a $K_\nu$-dimensional subspace of $L^2_{\mu_\nu}(\Xi_\nu)$ (for Galerkin methods) or $\mathbb{R}^{K_\nu}$ (for interpolation or collocation methods).

In practice, bases of finite-dimensional tensor spaces $V$ and $W$ are introduced, so that (7.1) can be equivalently rewritten

$$Au = F,$$

where $u \in X = \mathbb{R}^{N_1} \otimes \ldots \otimes \mathbb{R}^{N_D}$ is the set of coefficients of $u$ in the chosen basis of $V$, and where $Au$ and $F$ are respectively the coefficients of $Au$ and $F$ in the dual basis of the chosen basis in $W$. Here $A$ is an operator from $X$ to $X$.

### 7.1 Classical iterative methods using low-rank truncations

Simple iterative algorithms (e.g. Richardson iterations, Gradient algorithm...) take the form $u^{i+1} = M(u^i)$, where $M$ is an iteration map which involves simple algebraic operations (additions, multiplications...) between tensors. Low-rank truncation methods can be systematically used to reduce the storage and computational complexities of these algebraic operations. This results in approximate iterations

$$u^{i+1} \approx M(u^i),$$

where the iterates $\{u^i\}_{i \geq 1}$ are in low-rank format. The resulting algorithm can be analyzed as a perturbed version of the initial algorithm (see e.g.
The reader is referred to [51] for a detailed introduction to these techniques in a general algebraic setting, and to [60] for an application to parameter-dependent equations. Note that these iterative methods usually require the construction of good preconditioners in low-rank tensor formats (see [83] [50] [71] [41]).

As an example, let us consider simple Richardson iterations for solving (7.2), where
\[ M(u) = u - \alpha(Au - F). \]
Approximate iterations can take the form
\[ u^{i+1} = \Pi_\epsilon (u^i - \alpha(Au^i - F)), \]
where \( \Pi_\epsilon \) is an operator which associates to a tensor \( u \) an approximation \( \Pi_\epsilon (u) \) in low-rank format with a certain precision \( \epsilon \).

**Low-rank truncation controlled in 2-norm.** For a control of the error in the 2-norm, the operator \( \Pi_\epsilon \) provides an approximation \( \Pi_\epsilon (w) \) of a tensor \( w \) such that \( \| w - \Pi_\epsilon (w) \|_2 \leq \epsilon \| w \|_2 \), where \( \| w \|_2 = (\sum_{i_1,\ldots,i_D} |w_{i_1,\ldots,i_D}|^2)^{1/2} \). For order-two tensors, \( \Pi_\epsilon (w) \) is obtained by truncating the SVD of \( w \), which can be computed with standard and efficient algorithms. For higher-order tensors, low-rank truncations (in tree-based Tucker format) can be obtained using efficient higher-order SVD algorithms (also allowing a control of the error, see Section 3.4) or other optimization algorithms in subsets of low-rank tensors.

**Low-rank truncation controlled in \( \infty \)-norm.** For a control of the error in the \( \infty \)-norm, the operator \( \Pi_\epsilon \) should provide an approximation \( \Pi_\epsilon (w) \) of a tensor \( w \) such that \( \| w - \Pi_\epsilon (w) \|_\infty \leq \epsilon \| w \|_\infty \), where \( \| w \|_\infty = \max_{i_1,\ldots,i_D} |w_{i_1,\ldots,i_D}| \). A practical implementation of the truncation operator \( \Pi_\epsilon \) can be based on the Empirical Interpolation Method [5] [58] or higher-order extensions of Adaptive Cross Approximation (ACA) algorithms [72].

Remark 7.1 For the solution of parameter-dependent equations with interpolation methods, simple iterative algorithms take the form
\[ u^{i+1}(\xi) = M(\xi)(u^i(\xi)), \quad \xi \in \Xi_K, \]
where \( M(\xi) \) is a parameter-dependent iteration map and \( \Xi_K \) is a discrete parameter set. For the example of Richardson iterations, exact iterations are
\[ u^{i+1}(\xi) = u^i(\xi) - \alpha(B(\xi)u^i(\xi) - f(\xi)), \quad \xi \in \Xi_K. \] Low-rank truncations of the iterates \( \{u^i(\xi)\}_{\xi \in \Xi_K} \) should therefore be controlled in the 2-norm (resp. \( \infty \)-norm) if one is interested in a mean-square (resp. uniform) control of the error over the discrete parameter set \( \Xi_K \). However, note that under some
assumptions on the regularity of a function, controlling the 2-norm may be sufficient for controlling the ∞-norm.

Remark 7.2 Note that one could be interested in controlling the error with respect to other norms, such as the norm \( \|w\|_{(\infty,2)} = \max_{i_1} (\sum_{i_2} |w_{i_1,i_2}|^2)^{1/2} \) for an order-two tensor \( w \). For the solution of parameter-dependent equations with interpolation methods, where \( w \in \mathbb{R}^K \otimes \mathbb{R}^{\dim(V)} \) represents the components on an orthonormal basis of \( V \) of samples \( \{w(\xi)\}_{\xi \in \Xi_K} \in V^K \) of a function \( w \) on a discrete parameter set \( \Xi_K \), we have \( \|w\|_{(\infty,2)} = \max_{\xi \in \Xi_K} \|w(\xi)\|_V \).

This allows a uniform control over \( \Xi_K \) of the error measured in the \( V \)-norm.

A practical implementation of the truncation operator with a control in norm \( \|\cdot\|_{(\infty,2)} \) can be based on the Generalized Empirical Interpolation Method [58].

7.2 Minimization of a residual-based distance to the solution

A distance \( \mathcal{E}(u,w) \) from \( w \) to the solution \( u \) of (7.1) can be defined by using a residual norm,

\[ \mathcal{E}(u,w) = \|Aw - F\|_D, \]  

where \( D : W' \rightarrow W \) is an operator which defines on \( W' \) an inner product norm \( \| \cdot \|_D = \sqrt{\langle \cdot, \cdot \rangle_D} \). The operator \( D \) plays the role of a preconditioner. It can be chosen such that \( \| \cdot \|_D = \| \cdot \|_{W'} \), but it can also be defined in a different way. For a linear operator \( A, \| \cdot \|_{(\infty,2)} \) can be based on the Generalized Empirical Interpolation Method [58].

Remark 7.3 Note that the distance \( \mathcal{E}(u,w) \) between the tensors \( u \) and \( w \) in \( V \) corresponds to a distance \( \mathcal{E}(u,w) \) between the associated tensors \( u \) and \( w \) in \( \mathbb{R}^{N_1} \otimes \ldots \otimes \mathbb{R}^{N_D} \), with \( \mathcal{E}(u,w) = \|Aw - F\|_D \), for some operator \( D : X \rightarrow X \).

Let \( S_r \) denote a subset of tensors in \( V \) with bounded rank \( r \). Let \( u_r \) denote the minimizer of \( w \rightarrow \mathcal{E}(u,w) \) over \( S_r \), i.e.

\[ \mathcal{E}(u,u_r) = \min_{w \in S_r} \mathcal{E}(u,w). \]  

If \( A \) is a linear operator such that \( \alpha \|v\|_V \leq \|Av\|_{W'} \leq \beta \|v\|_V \) and if the operator \( D \) is such that \( \alpha_D \| \cdot \|_{W'} \leq \| \cdot \|_D \leq \beta_D \| \cdot \|_{W'} \), then

\[ \tilde{\alpha} \|u - w\|_V \leq \mathcal{E}(u,w) \leq \tilde{\beta} \|u - w\|_V, \]  
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with $\tilde{\beta} = \beta D$ and $\tilde{\alpha} = \alpha D$, and the solution $u_r$ of (7.4) is a quasi-best approximation in $S_r$ with respect to the norm $\| \cdot \|_V$, with

$$\| u - u_r \|_V \leq \frac{\tilde{\beta}}{\tilde{\alpha}} \inf_{w \in S_r} \| u - w \|_V.$$  \hfill (7.6)

In practice, an approximation $u_r$ in a certain low-rank format can be obtained by directly solving the optimization problem (7.4) over a subset $S_r$ of low-rank tensors. Constructive algorithms presented in Section 4 (which provide only suboptimal approximations) can also be applied and should be preferred when dealing with complex numerical models.

**Remark 7.4** Equation (7.6) highlights the utility of working with well chosen norms, such that $\tilde{\beta}/\tilde{\alpha} \approx 1$ if one is interested in minimizing the error in the norm $\| \cdot \|_V$. In [27, 9], the authors introduce a norm on $W$ such that the residual norm $\| Aw - F \|_W'$ coincides with the error $\| w - u \|_V$, where $\| \cdot \|_V$ is a norm of interest. Quasi-best approximations are then computed using an iterative algorithm.

**Remark 7.5** For linear problems, a necessary condition of optimality for problem (7.4) writes

$$\langle Au_r - F, DA\delta w \rangle = 0 \quad \text{for all } \delta w \in T_{u_r}S_r,$$  \hfill (7.7)

where $T_{u_r}S_r$ is the tangent space to the manifold $S_r$ at $u_r$. Since $S_r$ is not a linear space nor a convex set, the condition (7.7) is not a sufficient condition for $u_r$ to be a solution of (7.4).

**Remark 7.6** For linear symmetric coercive problems, where $V = W$, $A^{-1}$ defines a norm $\| \cdot \|_{A^{-1}}$ on $W'$ such that $\| F \|_{A^{-1}} = \langle F, A^{-1}F \rangle$. Then, letting $D = A^{-1}$, the distance to the solution can be chosen as

$$\mathcal{E}(u, w) = \| Aw - F \|_{A^{-1}} = \| w - u \|_A,$$  \hfill (7.8)

where $\| w \|_A^2 = \langle Aw, w \rangle$. In this case, the minimization of $w \mapsto \mathcal{E}(u, w)$ on a subset $S_r$ provides a best approximation of $u$ in $S_r$ with respect to the operator norm $\| \cdot \|_A$. Denoting by $J(w) = \langle Aw, w \rangle - 2\langle F, w \rangle$, we have $\mathcal{E}(u, w)^2 = J(w) - J(u)$, so that minimizing $\mathcal{E}(u, w)$ is equivalent to minimizing the functional $J(w)$, which is a strongly convex quadratic functional.

---
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\footnote{This stationarity condition reveals the importance of the analysis of the manifold structure of subsets of tensors with bounded rank (see e.g. [85, 38]).}
Parameter-dependent equations. We now consider the particular case of the solution of parameter-dependent equations using Galerkin or interpolation methods. For Petrov-Galerkin methods (see Section 6.3), the distance $\mathcal{E}(u, w)$ can be chosen as in (7.3) with an operator $D$ such that $\|Au\|_D = \|Au\|_{\mathcal{W}'}$ or simply $\|Au\|_D = \|Au\|_2$. For minimal residual Galerkin methods (see Section 6.3.2), the distance $\mathcal{E}(u, w)$ can be chosen such that

$$\mathcal{E}(u, w)^2 = \int_\Xi \|B(y)w(y) - f(y)\|_{C(y)}^2 \mu(dy).$$  (7.9)

which corresponds to $\mathcal{E}(u, w) = \|w - u\|_A = \|\tilde{A}w - \tilde{F}\|_{\tilde{A}^{-1}}$. In the case of interpolation (or collocation) methods (see Section 6.4), the distance $\mathcal{E}(u, w)$ can be chosen such that

$$\mathcal{E}(u, w)^2 = \sum_{k=1}^K \omega^k \|B(y^k)w(y^k) - f(y^k)\|_{C(y^k)}^2,$$  (7.10)

with suitable weights $\{\omega^k\}_{k=1}^K$. In both cases (7.9) and (7.10), with a linear operator $B(\xi)$ satisfying the assumptions of Section 6.3.2, Property (7.5) is satisfied, where in the case of interpolation methods, $\| \cdot \|_{\mathcal{V}}$ coincides with the norm $\| \cdot \|_{2,K}$ defined by (5.2).

Remark 7.7 The distance could also be chosen as

$$\mathcal{E}(u, w) = \sup_{1 \leq k \leq K} \|B(y^k)w(y^k) - f(y^k)\|_{C(y^k)},$$

therefore moving from a Hilbert setting to a Banach setting. This is the classical framework for the so-called Reduced Basis methods. With a linear operator $B(\xi)$ satisfying the assumptions of Section 6.3.2 Property (7.3) is satisfied, where $\| \cdot \|_{\mathcal{V}}$ coincides with the norm $\| \cdot \|_{\infty,K}$ defined by (5.1). The optimal rank-$r$ approximation $u_r$ in $\mathbb{R}^K \otimes V$ such that $\mathcal{E}(u, u_r) = \min_{w \in \mathcal{R}_r} \mathcal{E}(u, w)$ satisfies

$$\|u - u_r\|_{\infty,K} \leq \frac{\tilde{\beta}}{\alpha} \min_{v \in \mathcal{R}_r} \|u - w\|_{\infty,K} = \frac{\tilde{\beta}}{\alpha} d_r(u(\Xi_K))_V,$$

\(\tilde{\beta}\) By identifying an element $F \in (\mathbb{R}^K \otimes V)'$ with an element $\{f_k\}_{k=1}^K \in (\mathcal{W}')^K$, (7.10) corresponds to (7.3) with an operator $D$ such that $\|F\|_D^2 = \sum_{k=1}^K \omega_k^k \|f_k\|_{C(y^k)}^2$, i.e. $D = \sum_{k=1}^K \Omega_k \otimes C(y^k)$, with $\Omega_k \in \mathbb{R}^{K \times K}$ such that $(\Omega_k)_{ij} = \delta_{ik}\delta_{jk}\omega^k$. For $C(y) = C$ independent of $y$, $D = \Omega \otimes C$, with $\Omega = \text{diag}(\omega^1, \ldots, \omega^K) \in \mathbb{R}^{K \times K}$. 57
where \( d_r(u(\Xi_K))_V \) is the Kolmogorov \( r \)-width of the discrete set of solutions \( u(\Xi_K) \) in \( V \). In practice, one can rely on an algorithm based on a greedy construction of subspaces \( V_r \subset V \), such as presented in section 5.1 (replacing \( \| w(y) - u(y) \|_V \) by \( \| B(y)w(y) - f(y) \|_{C'(y)} \)). This is the so-called offline phase of Reduced Basis methods, and convergence results for this algorithm can be found in [10, 12, 32], where the error \( \| u - u_r \|_{\infty,K} = \sup_{y \in \Xi_K} \| u(y) - P_{V_r} u(y) \|_V \) is compared with the best rank-\( r \) approximation error \( \rho_r(\infty,K)(u) = d_r(u(\Xi_K))_V \).

7.3 Coupling iterative methods and residual norm minimizations

Methods presented in Sections 7.1 and 7.2 can be combined. It allows the use of a larger class of iterative solvers for which one iteration takes the form \( u^{i+1} = M(u^i) \), with \( M(u^i) = C_i^{-1}G(u^i) \), where \( C_i \) is an operator given in low-rank format whose inverse \( C_i^{-1} \) is not computable explicitly. At iteration \( i \), a low-rank approximation \( u^{i+1} \) of \( C_i^{-1}G(u^i) \) can be obtained by minimizing the functional \( w \mapsto \mathcal{E}(C_i^{-1}G(u^i), w) = \| C_i w - G(u^i) \|_* \), where \( \| \cdot \|_* \) is some computable residual norm, either by a direct optimization in subsets of low-rank tensors or by using greedy algorithms.

The above iterations can be associated with an advanced iterative method for solving the linear system \( Au = F \) (\( C_i \) could be the inverse of a known preconditioner of the operator \( A \), or a piece of the operator \( A \) in a method based on operator splitting), or with a nonlinear iterative solver for solving a nonlinear equation \( A(u) = F \), with \( A \) being a nonlinear map. For example, for a Newton solver, \( C_i \) would be the differential of \( A \) (tangent operator) at \( u^i \).

7.4 Galerkin approaches for low-rank approximations

The minimal residual-based approaches presented in Section 7.2 are robust approaches that guarantee the convergence of low-rank approximations. However, when an approximation \( u_r \) is defined as the minimizer of the residual norm \( \| Au_r - F \|_D = \langle u_r - u, A^*DA(u_r - u) \rangle^{1/2} \) with a certain operator \( D \), these approaches may suffer from ill-conditioning and they may induce high computational costs since they require operations between objects with a possibly high rank (operator \( A^*DA \) and right-hand side \( A^*DAu = A^*DF \)). Moreover, in the context of parameter-dependent (or stochastic) equations, they require the solution of problems that have not in general the structure of standard parameter-independent problems, and therefore, they cannot
rely on standard parameter-independent (or deterministic) solvers (see Section 7.5). In order to address these issues, low-rank approximations can also be defined using other Galerkin orthogonality criteria (see [65, 14]).

7.4.1 Galerkin orthogonality

Let us assume that \( V = W \). Let \( S_r \) denote a subset of tensors in \( V \) with a rank bounded by \( r \). An approximation \( u_r \) in \( S_r \) can be searched such that the residual \( Au_r - F \) is orthogonal to the tangent space \( T_{u_r}S_r \) to the manifold \( S_r \) at \( u_r \), i.e. such that

\[
\langle Au_r - F, \delta w \rangle = 0 \quad \text{for all } \delta w \in T_{u_r}S_r. \tag{7.11}
\]

**Remark 7.8** If \( S_r \) admits a multilinear parametrization of the form (3.12), then \( u_r \) can be written \( u_r = F_{SR}(p_1, \ldots, p_M) \). Assuming that the parameters are in vector spaces \( P_i \), (7.11) is equivalent to a set of \( M \) coupled equations on the parameters \( (p_1, \ldots, p_M) \in P_1 \times \ldots \times P_M \):

\[
\langle AF_{SR}(p_1, \ldots, p_M) - F, F_{SR}(p_1, \ldots, \delta p_i, \ldots, p_M) \rangle = 0 \quad \forall \delta p_i \in P_i, \tag{7.12}
\]

for \( 1 \leq i \leq M \).

In order to simplify the presentation of this formulation, let us consider the particular case where an approximation \( u_{r-1} \) of rank \( r - 1 \) in \( S \otimes V \) is given and let us define \( S_r = u_{r-1} + R_1 \). Then \( u_r \) is searched under the form \( u_r = u_{r-1} + w_r \), where \( w_r = s_r \otimes v_r \in R_1 \) is a rank-one correction of \( u_{r-1} \) which must satisfy the Galerkin orthogonality condition (7.11). Since \( T_{u_r}S_r = T_{w_r}R_1 = \{ \delta w = s \otimes v_r + s_r \otimes v : s \in S, v \in V \} \), the condition (7.11) becomes

\[
\langle Aw_r - (F - Au_{r-1}), \delta w \rangle = 0 \quad \text{for all } \delta w \in T_{w_r}R_1, \tag{7.13}
\]

or equivalently

\[
\langle As_r \otimes v_r - (F - Au_{r-1}), s \otimes v_r \rangle = 0 \quad \text{for all } s \in S, \tag{7.14a}
\]

\[
\langle As_r \otimes v_r - (F - Au_{r-1}), s_r \otimes v \rangle = 0 \quad \text{for all } v \in V. \tag{7.14b}
\]

Equation (7.13) may not have any solution \( w_r \) or may have many solutions (possibly infinitely many for problems formulated in infinite-dimensional spaces), with particular solutions that are not relevant for the approximation of \( u \). In practice, heuristic algorithms are used to solve equation (7.13),
such as alternating direction algorithms. This consists in solving successively equation (7.14a) with a fixed $v_r$ and equation (7.14b) with a fixed $s_r$. It has to be noted that when (7.13) admits solutions, this heuristic algorithm selects particular solutions $u_r$ that are usually relevant. It can be understood in the case where $A$ is symmetric and defines a norm, since the alternating direction algorithm coincides with an alternating minimization algorithm. This explains why solutions that minimize a certain residual norm are selected.

Remark 7.9 As an illustration, let us consider the case where $A$ is such that $\langle Av, w \rangle = \langle v, w \rangle$, with $\langle \cdot, \cdot \rangle$ the canonical norm on $S \otimes V$. For $r = 1$, equation (7.11) writes $\langle s_1 \otimes v_1 - u, s \otimes v_1 + s_1 \otimes v \rangle = 0$ for all $(s, v) \in S \times V$. This implies that $u(v_1) = \|v_1\|_V^2 s_1$ and $u^*(s_1) = \|s_1\|_S^2 v_1$, that means that the solutions of equation (7.11) are the tensors $s_1 \otimes v_1$ where $v_1$ and $s_1$ are right and left singular vectors of $u$ associated with a certain non-zero singular value $\|v_1\|_V^2 = \|s_1\|_S^2$. In this case, the alternating direction algorithm corresponds to a power method for finding the dominant eigenvector of $u^* \circ u$. That means that the algorithm allows selecting the optimal rank-one approximation with respect to the canonical norm $\| \cdot \|$ among possible solutions of equation (7.13). See [64, 65] for further details on algorithms and their interpretation as algorithms for solving invariant subspace problems associated with generalization of singular value decompositions.

In many applications, Galerkin orthogonality criteria (in conjunction with suitable algorithms for solving (7.11)) provide rather good low-rank approximations, although they are not associated with the minimization of a certain distance to the solution, and therefore do not guarantee the convergence with the rank. Note that these Galerkin approaches have also been applied successfully to some nonlinear problems ($A$ being a nonlinear map), see [68, 79].

Parameter-dependent equations. For the case of parameter-dependent equations, the equation (7.14b) for $v_r \in V$ (with fixed $s_r$) is a parameter-independent equation of the form

$$\tilde{B}_{r,i} v_r = \tilde{f}_r - \sum_{i=1}^{r-1} \tilde{B}_{r,i} v_i,$$

where $\tilde{B}_{r,i} = \int_{\Xi} B(y) s_r(y) s_i(y) \mu(dy)$ and $\tilde{f}_r = \int_{\Xi} f(y) s_r(y) \mu(dy)$ for Galerkin methods, or $\hat{B}_{r,i} = \sum_{k=1}^K \omega^k B(y^k) s_r(y^k) s_i(y^k)$ and $\hat{f}_r = \sum_{k=1}^K \omega^k f(y^k) s_r(y^k)$.
for interpolation (or collocation) methods. When $B(\xi)$ and $f(\xi)$ admit affine representations of the form (6.21) and (6.19) respectively, then $\hat{B}_{r,i}$ and $\hat{f}_r$ can be interpreted as evaluations of $B$ and $f$ for particular values of parameter-dependent functions $\lambda_i$ and $\gamma_i$. Therefore, equation (7.14b) can be usually solved with a standard solver for parameter-independent or deterministic models (see Section 7.5 for further discussion and illustration on model example 1).

### 7.4.2 Petrov-Galerkin orthogonality

For non-symmetric problems, possibly with $V \neq W$, it has been proposed in [65] an alternative construction based on a Petrov-Galerkin orthogonality criteria. At step $r$, assuming that $w_{r-1} \in R_{r-1} \subset V$ is known, a rank-one correction $w_r = s_r \otimes v_r \in V$ and an auxiliary rank-one element $\tilde{w}_r = \tilde{s}_r \otimes \tilde{v}_r \in W$ are constructed such that

$$\langle Aw_r - (F - Au_{r-1}), \delta \tilde{w} \rangle = 0, \text{ for all } \delta \tilde{w} \in T_{w_r} R_1 \subset W,$$

$$\langle A\delta w, \tilde{w}_r \rangle = \langle \delta w, w_r \rangle_V, \text{ for all } \delta w \in T_{w_r} R_1 \subset V,$$

or equivalently

$$\langle As_r \otimes v_r - (F - Au_{r-1}) \otimes \tilde{v}_r, \tilde{s}_r \otimes \tilde{v}_r \rangle = 0, \text{ for all } \tilde{s}_r \in \tilde{S}, \quad (7.15a)$$

$$\langle As \otimes v_r, \tilde{s}_r \otimes \tilde{v}_r \rangle = \langle s \otimes v_r, s_r \otimes v_r \rangle_V, \text{ for all } s \in S, \quad (7.15b)$$

$$\langle As_r \otimes v_r - (F - Au_{r-1}) \otimes \tilde{v}_r, \tilde{s}_r \otimes \tilde{v}_r \rangle = 0, \text{ for all } \tilde{v}_r \in W, \quad (7.15c)$$

$$\langle As_r \otimes v, \tilde{s}_r \otimes v_r \rangle = \langle s_r \otimes v, s_r \otimes v_r \rangle_V, \text{ for all } v \in V. \quad (7.15d)$$

A heuristic alternating direction algorithm can be used, which consists in solving successively equations (7.15a) to (7.15d) respectively for $s_r$, $\tilde{s}_r$, $v_r$, $\tilde{v}_r$ (see [65] for the application to evolution problems and [14] for the application to parameter-dependent equations).

**Parameter-dependent equations.** For the case of parameter-dependent equations, we note that problems (7.15a) and (7.15d) are parameter-independent equations respectively of the form

$$\hat{B}_{r,v} v_r = \hat{f}_r - \sum_{i=1}^{r-1} \hat{B}_{r,i} v_i, \quad \text{and} \quad \hat{B}_{r,v}^{*} \tilde{v}_r = \tilde{s}_r R_{V} v_r,$$

where $R_{V} : V \rightarrow V'$ is such that $\langle R_{V} v, \tilde{v} \rangle = \langle v, \tilde{v} \rangle_V$, and where $\hat{B}_{r,i} = \int_{\Xi} B(y) s_i(y) \tilde{s}_r(y) \mu(dy)$, $\hat{f}_r = \int_{\Xi} f(y) \tilde{s}_r(y) \mu(dy)$ and $\hat{s}_r = \int_{\Xi} s_r(y)^2 \mu(dy)$.
for the case of Galerkin methods, or
\[ \hat{B}_{r,i} = \sum_{k=1}^{K} \omega_k B(y^k) s_i(y^k) \hat{s}_r(y^k), \]
\[ \hat{f}_r = \sum_{k=1}^{K} \omega_k f(y^k) \hat{s}_r(y^k), \]
\[ \hat{s}_r = \sum_{k=1}^{K} \omega_k s_r(y^k)^2 \] for the case of interpolation (or collocation) methods. When \( B(\xi) \) and \( f(\xi) \) admit affine representations of the form (6.21) and (6.19) respectively, then \( \hat{B}_{r,i} \) and \( \hat{f}_r \) can be interpreted as evaluations of \( B \) and \( f \) for particular values of parameter-dependent functions \( \lambda_i \) and \( \gamma_i \). Therefore, equations (7.15c) and (7.15d) can be usually solved with a standard solver for parameter-independent or deterministic models.\(^{11}\)

### 7.5 Greedy construction of subspaces for parameter-dependent equations

Any of the algorithms presented in Section 4 can be applied to construct a low-rank approximation \( w \) of the solution \( u \) when a suitable measure \( \mathcal{E}(u, w) \) of the error has been defined. However, the variants based on the progressive construction of reduced spaces (see Section 4.2.2) are particularly pertinent in the context of parameter-dependent problems since they only involve the solution of a sequence of problems with the complexity of a parameter-independent problem, and of reduced order parameter-dependent models which are the projections of the initial model on the reduced spaces \( V_r \).

Moreover, specific algorithms can take advantage of the particular structure of the parameter-dependent model, so that parameter-independent equations have the structure of standard problems which can be solved with available solution codes for parameter-independent models. The reader is referred to [63, 64, 66, 20] for practical implementations and illustrations of the behavior of these algorithms.

Here, we illustrate the application of the algorithm presented in Section 4.2.2 for the computation of a sequence of low-rank approximations in \( S \otimes V \). The algorithm relies on the construction of optimal nested subspaces \( V_r \subset V \). For simplicity, we only consider the case of a symmetric coercive problem (e.g. model example 1 described in Section 6.1.1), with a residual-based error \( \mathcal{E}(u, w) \) defined by (7.8), which corresponds to
\[ \mathcal{E}(u, w)^2 = J(w) - J(u) \]
with
\[ J(w) = \langle Aw, w \rangle - 2\langle f, w \rangle. \]
We have
\[ J(w) = \int_{\Xi} (\langle B(y)w(y), w(y) \rangle - 2\langle f(y), w(y) \rangle) \mu(dy) \]

\(^{11}\)For example, when applied to model example 2, equation (7.15c) is a weak form of a deterministic evolution equation
\[ \hat{\alpha} \frac{\partial \beta_r}{\partial t} - \nabla \cdot (\hat{\kappa} \nabla \beta_r) = \hat{g}, \]
with initial condition \( \beta_r(\cdot, 0) = \mathbb{E}_\mu (u_0(\cdot, \xi) \hat{s}_r) \), and where \( \hat{\alpha} = \mathbb{E}_\mu (s_i(\xi) \hat{s}_r(\xi)) \) and \( \hat{\kappa}(\cdot) = \mathbb{E}_\mu (\kappa(\cdot, \xi) s_r(\xi) \hat{s}_r(\xi)) \).
for the case of Galerkin methods, or

$$J(w) = \sum_{k=1}^{K} \omega^k \langle (B(y^k)w(y^k), w(y^k)) - 2\langle f(y^k), w(y^k)\rangle \rangle$$

for the case of interpolation (or collocation) methods. In order to simplify the presentation, $E_{\mu}(g(\xi))$ will denote either $\int_{\Xi} g(y) \mu(dy)$ in the case of Galerkin methods, or $\sum_{k=1}^{K} \omega^k g(y^k)$ in the case of interpolation (or collocation) methods. With this notation, we have

$$J(w) = E_{\mu}(\langle B(\xi)w(\xi), w(\xi)\rangle - 2\langle f(\xi), w(\xi)\rangle).$$

**Remark 7.10** For non-symmetric problems, such as model example 2 described in Section 6.1.2, one can adopt the formulation presented in Section 6.3.2 and use the expression (7.9) (or (7.10)) for $E(u,w)$. The application of the algorithm follows the same lines, where we simply replace operators and right-hand sides ($A$, $F$, $B(\xi)$, $f(\xi)$) by their tilded versions ($\tilde{A}$, $\tilde{F}$, $\tilde{B}(\xi) = B(\xi)^{\ast}C(\xi)B(\xi)$, $\tilde{f}(\xi) = B(\xi)^{\ast}C(\xi)f(\xi)$), and where the approximation is searched as the minimizer of the functional $J(w) = \langle Aw, w\rangle - 2\langle \tilde{F}, w\rangle$.

The algorithm is defined by (4.7). At iteration $r$, the $(r-1)$-dimensional reduced basis $\{v_1, \ldots, v_{r-1}\}$ of the subspace $V_{r-1} \subset V$ being given, the rank-$r$ approximation $u_r = \sum_{i=1}^{r} s_i^{(r)} \otimes v_i$ is defined by

$$J(u_r) = \min_{V_r \subset G_r(V)} \min_{w \in S \otimes V_r} \min_{V_r \supset V_{r-1}} J(w) = \min_{v_r \in V_r} \min_{\{s_i\}_{i=1}^{r} \in S^r} J(\sum_{i=1}^{r} s_i \otimes v_i).$$

For solving this optimization problem, we can use an alternating minimization algorithm, solving alternatively

$$\min_{v_r \in V} J(\sum_{i=1}^{r} s_i \otimes v_i),$$

$$\min_{\{s_i\}_{i=1}^{r} \in S^r} J(\sum_{i=1}^{r} s_i \otimes v_i).$$

**Solution of Problem (7.16a)** (a parameter-independent equation). Problem (7.16a) is equivalent to solving the equation

$$\tilde{B}_{r,r}v_r = \tilde{f}_r - \sum_{i=1}^{r-1} \tilde{B}_{r,i}v_i,$$
where the operators \( \hat{B}_{r,i} : V \to W' \) and the vector \( \hat{f}_r \in W' \) are defined by

\[
\hat{B}_{r,i} = \mathbb{E}_\mu(B(\xi)s_r(\xi)s_i(\xi)) \quad \text{and} \quad \hat{f}_r = \mathbb{E}_\mu(f(\xi)s_r(\xi)).
\]

When \( B(\xi) \) and \( f(\xi) \) admit affine representations of the form \( 6.21 \) and \( 6.19 \) respectively, then \( \hat{B}_{r,i} \) and \( \hat{f}_r \) take the form

\[
\hat{B}_{r,i} = \sum_{l=1}^R B_l \hat{\lambda}_{l,r,i} \quad \text{and} \quad \hat{f}_r = \sum_{l=1}^L f_l \hat{\gamma}_{l,r},
\]

where

\[
\hat{\lambda}_{l,r,i} = \mathbb{E}_\mu(\lambda_l(\xi)s_r(\xi)s_i(\xi)) \quad \text{and} \quad \hat{\gamma}_{l,r} = \mathbb{E}_\mu(\gamma_l(\xi)s_r(\xi)).
\]

Let us emphasize that the operator \( \hat{B}_{r,i} = \sum_{l=1}^R B_l \hat{\lambda}_{l,r,i} \) has the same structure as the parameter-dependent operator \( B(\xi) = \sum_{l=1}^R B_l \lambda_l(\xi) \), but \( \hat{\lambda}_{l,r,i} \) does not correspond to an evaluation of the function \( \lambda_l(\xi) \) at some particular values of \( \xi \). However, looking at \( B \) as a family of operators parametrized by the \( \lambda_l \), then \( \hat{B}_{r,i} \) corresponds to an evaluation of \( B \) at some given values \( \hat{\lambda}_{l,r,i} \) of the parameters \( \lambda_l \). In practical applications, that means that this problem can be solved with standard solvers (for parameter-independent or deterministic models).

**Example 7.11** When this algorithm is applied to model example 1 (see Section 6.1.1), \( \hat{f}_r \) and \( \hat{B}_{r,i} \) are such that

\[
\langle \hat{f}_r, w \rangle = \int_D \hat{g}_r w \quad \text{and} \quad \langle \hat{B}_{r,i} v, w \rangle = \int_D \nabla w \cdot \hat{\kappa}_{r,i} \cdot \nabla v,
\]

with \( \hat{g}_r(\cdot) = \mathbb{E}_\mu(g(\cdot,\xi)s_r(\xi)) \in L^2(D) \) and \( \hat{\kappa}_{r,i}(\cdot) = \mathbb{E}_\mu(\kappa(\cdot,\xi)s_r(\xi)s_i(\xi)) \).

**Problem (7.16a)** therefore corresponds to the solution of the deterministic diffusion equation \(-\nabla \cdot (\hat{\kappa}_{r,r} \nabla v_r) = \hat{g}_r + \sum_{i=1}^{r-1} \nabla \cdot (\hat{\kappa}_{r,i} \nabla v_i)\).

**Solution of Problem (7.16b)** (a reduced order parameter-dependent equation). Problem (7.16b) is equivalent to computing an approximation of the solution in \( S \otimes V_r \), where \( V_r \) is a reduced space with basis \( \{ v_1, \ldots, v_r \} \). Let \( B(\xi) \in \mathbb{R}^{r \times r} \) be the parameter-dependent matrix defined by \( B(\xi) = ((B(\xi)v_j, v_i))_{i,j=1}^r = (b(v_j, v_i; \xi))_{i,j=1}^r \), and let \( f(\xi) \in \mathbb{R}^r \) be the parameter-dependent vector defined by \( f(\xi) = ((f(\xi), v_i))_{i=1}^r \). If \( B(\xi) \) and \( f(\xi) \) admit affine representations of the form \( 6.21 \) and \( 6.19 \) respectively, then \( B(\xi) = \sum_{l=1}^R B_l \lambda_l(\xi) \) and \( f(\xi) = \sum_{l=1}^L f_l \gamma_l(\xi) \), where the matrices \( B_l \in \mathbb{R}^{r \times r} \) and
vectors $f_i \in \mathbb{R}^r$ are associated with projections on the reduced spaces $V_r$ of operators $B_l$ and vectors $f_l$ respectively. Then, denoting $s = (s_i)_{i=1}^r \in S^r = S \otimes \mathbb{R}^r$, Problem (7.16b) is equivalent to

$$E_\mu(\mathbf{t}(\xi)^T \mathbf{B}(\xi)s(\xi)) = E_\mu(\mathbf{t}(\xi)^T \mathbf{f}(\xi)) \quad \forall \mathbf{t} \in S \otimes \mathbb{R}^r,$$

which requires the solution of a system of $\text{dim}(S) \times r$ equations. When $\text{dim}(S)$ is large, order reduction methods can also be used at this step in order to obtain a reduced order approximation of the solution $s$. For example, for the case of high-dimensional parameter-dependent models with a projection on a tensor-structured approximation space $S$ or with an interpolation on a tensor-structured grid, we can rely on sparse approximation methods or higher-order low-rank methods presented in Section 3. Note that in the case of Galerkin methods, Equation (7.18) defines the Galerkin approximation of the reduced-order parameter-dependent equation

$$\mathbf{B}(\xi)s(\xi) = \mathbf{f}(\xi),$$

so that an approximation of $s$ can also be obtained by sampling-based approaches, based on many sample evaluations $s(y^k) = \mathbf{B}(y^k)^{-1}\mathbf{f}(y^k)$ (only requiring the solution of reduced systems of equations).

**Remark 7.12** As mentioned in Remark 7.10, this algorithm can be applied to non symmetric problems such as model example 2 (described in section 6.1.2) by using minimal residual formulations. However, when applied to this evolution problem, the algorithm requires the solution of parameter-independent problems of the form (7.17) which are global over space-time domain (time stepping methods cannot be used) and may be computationally intractable. An additional order reduction can be introduced by also exploiting the tensor structure of the space $V = V(D) \otimes V(I)$ of space-time functions (see Remark 6.3). Low-rank methods that exploit this structure allow the complexity of the representations of space-time functions to be reduced.

**References**

[1] I. Babuska, R. Tempone, and G. E. Zouraris. Solving elliptic boundary value problems with uncertain coefficients by the finite element method: the stochastic formulation. *Computer Methods in Applied Mechanics and Engineering*, 194:1251–1294, 2005.
[2] M. Bachmayr and W. Dahmen. Adaptive near-optimal rank tensor approximation for high-dimensional operator equations. *Foundations of Computational Mathematics*, 15(4):839–898, 2015.

[3] J. Ballani and L. Grasedyck. A projection method to solve linear systems in tensor format. *Numerical Linear Algebra with Applications*, 20(1):27–43, 2013.

[4] J. Ballani, L. Grasedyck, and M. Kluge. Black box approximation of tensors in hierarchical tucker format. *Linear Algebra and its Applications*, 438(2):639 – 657, 2013. Tensors and Multilinear Algebra.

[5] M. Barrault, Y. Maday, N. C. Nguyen, and A. T. Patera. An empirical interpolation method: application to efficient reduced-basis discretization of partial differential equations. *Comptes Rendus Mathematique*, 339(9):667–672, 2002.

[6] J. Beck, F. Nobile, L. Tamellini, and R. Tempone. Convergence of quasi-optimal stochastic galerkin methods for a class of {PDES} with random coefficients. *Computers & Mathematics with Applications*, 67(4):732 – 751, 2014.

[7] G. Beylkin, B. Garcke, and M.J. Mohlenkamp. Multivariate regression and machine learning with sums of separable functions. *Journal of Computational Physics*, 230:2345–2367, 2011.

[8] M. Bieri, R. Andreev, and C. Schwab. Sparse tensor discretization of elliptic spdes. *SIAM Journal on Scientific Computing*, 31(6):4281–4304, 2010.

[9] M. Billaud-Friess, A. Nouy, and O. Zahm. A tensor approximation method based on ideal minimal residual formulations for the solution of high-dimensional problems. *ESAIM: Mathematical Modelling and Numerical Analysis*, 48:1777–1806, 11 2014.

[10] P. Binev, A. Cohen, W. Dahmen, R. Devore, G. Petrova, and P. Wojtaszczyk. Convergence rates for greedy algorithms in reduced basis methods. *SIAM J. Math. Anal.*, 43(3):1457–1472, 2011.

[11] C. Le Bris, T. Lelièvre, and Y. Maday. Results and questions on a non-linear approximation approach for solving high-dimensional partial differential equations. *Constructive Approximation*, 30(3):621–651, 2009.
[12] A. Buffa, Y. Maday, A. T. Patera, C. Prud’Homme, and G. Turinici. A priori convergence of the Greedy algorithm for the parametrized reduced basis method. *ESAIM: Mathematical Modelling and Numerical Analysis, 46(3):595–603*, May 2012. Special volume in honor of Professor David Gottlieb.

[13] E. Cances, V. Ehrlacher, and T. Lelievre. Convergence of a greedy algorithm for high-dimensional convex nonlinear problems. *Mathematical Models & Methods In Applied Sciences, 21(12):2433–2467*, December 2011.

[14] E. Cances, V. Ehrlacher, and T. Lelievre. Greedy algorithms for high-dimensional non-symmetric linear problems. In *ESAIM: Proceedings*, volume 41, pages 95–131. EDP Sciences, 2013.

[15] J. Charrier. Strong and weak error estimates for elliptic partial differential equations with random coefficients. *SIAM Journal on Numerical Analysis, 50(1):216–246*, 2012.

[16] J. Charrier and A. Debussche. Weak truncation error estimates for elliptic pdes with lognormal coefficients. *Stochastic Partial Differential Equations: Analysis and Computations, 1(1):63–93*, 2013.

[17] J. Charrier, R. Scheichl, and A. Teckentrup. Finite element error analysis of elliptic pdes with random coefficients and its application to multilevel monte carlo methods. *SIAM Journal on Numerical Analysis, 51(1):322–352*, 2013.

[18] S. Chaturantabut and D. C. Sorensen. Nonlinear model reduction via discrete empirical interpolation. *SIAM Journal on Scientific Computing, 32(5):2737–2764*, 2010.

[19] M. Chevreuil, R. Lebrun, A. Nouy, and P. Rai. A least-squares method for sparse low rank approximation of multivariate functions. *ArXiv e-prints*, April 2013.

[20] M. Chevreuil and A. Nouy. Model order reduction based on proper generalized decomposition for the propagation of uncertainties in structural dynamics. *International Journal for Numerical Methods in Engineering, 89:241–268*, 2012.

[21] F. Chinesta, R. Keunings, and A. Leygue. *The Proper Generalized Decomposition for Advanced Numerical Simulations - A Primer*. SpringerBriefs in Applied Sciences and Technology SpringerBriefs in Applied
[22] F. Chinesta, P. Ladeveze, and E. Cueto. A short review on model order reduction based on proper generalized decomposition. *Archives of Computational Methods in Engineering*, 18(4):395–404, 2011.

[23] A. Chkifa, A. Cohen, R. DeVore, and C. Schwab. Sparse adaptive taylor approximation algorithms for parametric and stochastic elliptic pdes. *ESAIM: Mathematical Modelling and Numerical Analysis*, 47:253–280, 2013.

[24] A. Chkifa, A. Cohen, and C. Schwab. Breaking the curse of dimensionality in sparse polynomial approximation of parametric PDEs. *Journal de Mathématiques Pures et Appliquées*, (0):–, 2014.

[25] A. Chkifa, A. Cohen, and C. Schwab. High-dimensional adaptive sparse polynomial interpolation and applications to parametric pdes. *Foundations of Computational Mathematics*, 14(4):601–633, 2014.

[26] A. Chkifa, A. Cohen, and C. Schwab. Breaking the curse of dimensionality in sparse polynomial approximation of parametric pdes. *Journal de Mathématiques Pures et Appliquées*, 103(2):400–428, 2015.

[27] A. Cohen, W. Dahmen, and G. Welper. Adaptivity and variational stabilization for convection-diffusion equations. *ESAIM: Mathematical Modelling and Numerical Analysis*, 46:1247–1273, 2012.

[28] A. Cohen, R. DeVore, and C. Schwab. Convergence rates of best n-term galerkin approximations for a class of elliptic spdes. *Foundations of Computational Mathematics*, 10(6):615–646, 2010.

[29] A. Cohen, R. Devore, and C. Schwab. Analytic regularity and polynomial approximation of parametric and stochastic elliptic pdes. *Analysis and Applications*, 09(01):11–47, 2011.

[30] L. De Lathauwer, B. De Moor, and J. Vandewalle. A multilinear singular value decomposition. *SIAM J. Matrix Anal. Appl.*, 21(4):1253–1278, 2000.

[31] A. Defant and K. Floret. *Tensor norms and operator ideals*. North-Holland, Amsterdam New York, 1993.
[32] R. DeVore, G. Petrova, and P. Wojtaszczyk. Greedy algorithms for reduced bases in banach spaces. *Constructive Approximation*, 37(3):455–466, 2013.

[33] A. Doostan, A. Validi, and G. Iaccarino. Non-intrusive low-rank separated approximation of high-dimensional stochastic models. *Computer Methods in Applied Mechanics and Engineering*, 263(0):42 – 55, 2013.

[34] M. Espig, L. Grasedyck, and W. Hackbusch. Black box low tensor-rank approximation using fiber-crosses. *Constructive Approximation*, 30:557–597, 2009.

[35] M. Espig and W. Hackbusch. A regularized newton method for the efficient approximation of tensors represented in the canonical tensor format. *Numerische Mathematik*, 122:489–525, 2012.

[36] M. Espig, W. Hackbusch, and A. Khachatryan. On the Convergence of Alternating Least Squares Optimisation in Tensor Format Representations. *ArXiv e-prints*, May 2015.

[37] A. Falco and W. Hackbusch. On minimal subspaces in tensor representations. *Foundations of Computational Mathematics*, 12:765–803, 2012.

[38] A. Falco, W. Hackbusch, and A. Nouy. Geometric structures in tensor representations. *arXiv preprint arXiv:1505.03027*, 2015.

[39] A. Falcó and A. Nouy. Proper generalized decomposition for nonlinear convex problems in tensor banach spaces. *Numerische Mathematik*, 121:503–530, 2012.

[40] P. Frauenfelder, C. Schwab, and R. A. Todor. Finite elements for elliptic problems with stochastic coefficients. *Computer Methods in Applied Mechanics and Engineering*, 194(2-5):205–228, 2005.

[41] L. Giraldi, A. Nouy, and G. Legrain. Low-rank approximate inverse for preconditioning tensor-structured linear systems. *SIAM Journal on Scientific Computing*, 36(4):A1850–A1870, 2014.

[42] L. Giraldi, A. Nouy, G. Legrain, and P. Cartraud. Tensor-based methods for numerical homogenization from high-resolution images. *Computer Methods in Applied Mechanics and Engineering*, 254(0):154 – 169, 2013.
[43] L. Grasedyck. Hierarchical singular value decomposition of tensors. *SIAM J. Matrix Anal. Appl.*, 31:2029–2054, 2010.

[44] L. Grasedyck, D. Kressner, and C. Tobler. A literature survey of low-rank tensor approximation techniques. *GAMM-Mitteilungen*, 36(1):53–78, 2013.

[45] W. Hackbusch. *Tensor spaces and numerical tensor calculus*, volume 42 of *Springer series in computational mathematics*. Springer, Heidelberg, 2012.

[46] W. Hackbusch. The use of sparse grid approximation for the r-term tensor representation. In J. Garcke and M. Griebel, editors, *Sparse Grids and Applications*, volume 88 of *Lecture Notes in Computational Science and Engineering*, pages 151–159. Springer Berlin Heidelberg, 2013.

[47] W. Hackbusch, B. Khoromskij, and E. Tyrtyshnikov. Approximate iterations for structured matrices. *Numerische Mathematik*, 109:365–383, 2008. 10.1007/s00211-008-0143-0.

[48] W. Hackbusch and S. Kuhn. A New Scheme for the Tensor Representation. *Journal of Fourier analysis and applications*, 15(5):706–722, 2009.

[49] M. Kahlbacher and S. Volkwein. Galerkin proper orthogonal decomposition methods for parameter dependent elliptic systems. *Discussiones Mathematicae: Differential Inclusions, Control and Optimization*, (27):95–117, 2007.

[50] B. Khoromskij. Tensor-structured preconditioners and approximate inverse of elliptic operators in $\mathbb{R}^d$. *Constructive Approximation*, 30(3):599–620, 2009.

[51] B. Khoromskij. Tensors-structured numerical methods in scientific computing: Survey on recent advances. *Chemometrics and Intelligent Laboratory Systems*, 110(1):1 – 19, 2012.

[52] B. B. Khoromskij and C. Schwab. Tensor-structured galerkin approximation of parametric and stochastic elliptic pdes. *SIAM Journal on Scientific Computing*, 33(1):364–385, 2011.

[53] T. G. Kolda and B. W. Bader. Tensor decompositions and applications. *SIAM Review*, 51(3):455–500, September 2009.
[54] D. Kressner and C. Tobler. Low-rank tensor krylov subspace methods
for parametrized linear systems. *SIAM Journal on Matrix Analysis and
Applications*, 32(4):1288–1316, 2011.

[55] P. Ladevèze. *Nonlinear Computational Structural Mechanics - New
Approaches and Non-Incremental Methods of Calculation*. Springer Verlag,
1999.

[56] P. Ladevèze, J.C. Passieux, and D. Néron. The LATIN multiscale com-
putational method and the Proper Generalized Decomposition. *Computer
Methods in Applied Mechanics and Engineering*, 199(21-22):1287–
1296, 2010.

[57] W.A. Light and E.W. Cheney. *Approximation theory in tensor product
spaces*, volume 1169. Springer-Verlag Berlin, 1985.

[58] Y. Maday, N. C. Nguyen, A. T. Patera, and G. S. H. Pau. A general
multipurpose interpolation procedure: the magic points. *Communications On Pure and Applied Analysis*, 8(1):383–404, 2009.

[59] H. G. Matthies and A. Keese. Galerkin methods for linear and nonlinear
elliptic stochastic partial differential equations. *Computer Methods in
Applied Mechanics and Engineering*, 194(12-16):1295–1331, 2005.

[60] H. G. Matthies and E. Zander. Solving stochastic systems with low-rank
tensor compression. *Linear Algebra and its Applications*, 436(10),
2012.

[61] A. Mugler and H.-J. Starkloff. On the convergence of the stochastic
galerkin method for random elliptic partial differential equations. *ESAIM: Mathematical Modelling and Numerical Analysis*, 47(05):1237–
1263, 2013.

[62] F. Nobile, R. Tempone, and C. Webster. An anisotropic sparse grid
stochastic collocation method for partial differential equations with
random input data. *SIAM Journal on Numerical Analysis*, 46(5):2411–
2442, 2008.

[63] A. Nouy. A generalized spectral decomposition technique to solve a
class of linear stochastic partial differential equations. *Computer Methods in
Applied Mechanics and Engineering*, 196(45-48):4521–4537, 2007.
A. Nouy. Generalized spectral decomposition method for solving stochastic finite element equations: invariant subspace problem and dedicated algorithms. *Computer Methods in Applied Mechanics and Engineering*, 197:4718–4736, 2008.

A. Nouy. A priori model reduction through proper generalized decomposition for solving time-dependent partial differential equations. *Computer Methods in Applied Mechanics and Engineering*, 199(23-24):1603–1626, 2010.

A. Nouy. Proper Generalized Decompositions and separated representations for the numerical solution of high dimensional stochastic problems. *Archives of Computational Methods in Engineering*, 17(4):403–434, 2010.

A. Nouy and P. Ladevèze. Multiscale computational strategy with time and space homogenization: a radial-type approximation technique for solving micro problems. *International Journal for Multiscale Computational Engineering*, 170(2):557–574, 2004.

A. Nouy and O.P. Le Maître. Generalized spectral decomposition method for stochastic non linear problems. *Journal of Computational Physics*, 228(1):202–235, 2009.

A. Nouy and C. Soize. Random field representations for stochastic elliptic boundary value problems and statistical inverse problems. *European Journal of Applied Mathematics*, 25(03):339–373, 2014.

I. Oseledets. Tensor-train decomposition. *SIAM J. Sci. Comput.*, 33(5):2295–2317, 2011.

I. Oseledets and S. Dolgov. Solution of linear systems and matrix inversion in the tt-format. *SIAM Journal on Scientific Computing*, 34(5):A2718–A2739, 2012.

I. Oseledets and E. Tyrtyshnikov. TT-cross approximation for multidimensional arrays. *Linear Algebra And Its Applications*, 432(1):70–88, JAN 1 2010.

H. Rauhut, R. Schneider, and Z. Stojanac. Tensor completion in hierarchical tensor representations. *ArXiv e-prints*, April 2014.
[74] T. Rohwedder and A. Uschmajew. On local convergence of alternating schemes for optimization of convex problems in the tensor train format. *SIAM Journal on Numerical Analysis*, 51(2):1134–1162, 2013.

[75] T. Roubíček. *Nonlinear partial differential equations with applications*, volume 153. Springer Science & Business Media, 2013.

[76] R. Schneider and A. Uschmajew. Approximation rates for the hierarchical tensor format in periodic sobolev spaces. *Journal of Complexity*, 30(2):56 – 71, 2014. Dagstuhl 2012.

[77] C. Schwab and C. Gittelson. Sparse tensor discretizations of high-dimensional parametric and stochastic pdes. *Acta Numerica*, 20:291–467, 2011.

[78] C. Schwab and R. Stevenson. Space-time adaptive wavelet methods for parabolic evolution problems. *Math. Comp.*, 78:1293–1318, 2009.

[79] L. Tamellini, O. Le Maître, and A. Nouy. Model reduction based on proper generalized decomposition for the stochastic steady incompressible navier–stokes equations. *SIAM Journal on Scientific Computing*, 36(3):A1089–A1117, 2014.

[80] V. Temlyakov. Estimates of best bilinear approximations of periodic functions. *Proc. Steklov Inst. Math.*, pages 275–293, 1989.

[81] V. Temlyakov. *Greedy Approximation*. Cambridge Monographs on Applied and Computational Mathematics. Cambridge University Press, 2011.

[82] V. Temlyakov. Greedy approximation in convex optimization. *Constructive Approximation*, 41(2):269–296, 2012.

[83] A. Touzene. A tensor sum preconditioner for stochastic automata networks. *INFORMS Journal on Computing*, 20(2):234–242, 2008.

[84] A. Uschmajew and B. Vandereycken. The geometry of algorithms using hierarchical tensors. Technical report, ANCHP-MATHICSE, Mathematics Section, Ecole Polytechnique Fédérale de Lausanne, 2012.

[85] A. Uschmajew and B. Vandereycken. The geometry of algorithms using hierarchical tensors. *Submitted to FoCM*, 2012.

[86] B. Vandereycken. Low-rank matrix completion by riemannian optimization. *SIAM Journal on Optimization*, 23(2):1214–1236, 2013.