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Abstract
This paper investigates using multi-label deep learning approach to extending the understanding of cognitive presence in MOOC discussions. Previous studies demonstrate the challenges of subjectivity in manual categorisation methods. Training automatic single-label classifiers may preserve this subjectivity. Using a triangulation approach, we developed a multi-label, fine-tuning BERT classifier to analyse cognitive presence to enrich results with state-of-the-art, single-label classifiers. We trained the multi-label classifiers on the MOOC discussion messages that were categorised into the same phase of cognitive presence by the expert coders, and tested the best-performing classifiers on the messages that the coders categorised into different phases. The results suggest that multi-label classifiers slightly outperformed the single-label classifiers, and the multi-label classifiers predicted the discussion messages as either one category or two adjacent categories of cognitive presence. No messages were tagged as non-adjacent categories by the multi-label classifier. This is an improvement compared to manual categorisation by our expert coders, who obtained non-adjacent categories and even three categories of cognitive presence in one message. In addition to the fully correct prediction, parts of messages were partially correctly predicted by the multi-label classifier. We report an in-depth quantitative and qualitative analysis of these messages in the paper. The automatic categorisation results suggest that the multi-label classifiers have the potential to help educators and researchers identify research subjectivity and tolerate the multiplicity in cognitive presence categorisation. This study contributes to extending the literature on understanding cognitive presence in MOOC discussions.
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Introduction

This paper explores using the multi-label deep learning approach to automatically analyse the phases of cognitive presence, as a triangulation approach to enriching the understanding of cognitive presence in the discussion messages in Massive Open Online Courses (MOOCs). As a type of open education, MOOCs have an absence of barriers to entry and a wider range of learner profiles, diverse learning objectives, and motivations. Tracing the first MOOC from 2008 (Siemens, 2013), MOOCs are booming in recent years (Lohr, 2020). The COVID-19 pandemic brings dramatic growth of learners and traffic to MOOCs (Shah, 2020a). In 2020, the new learners reached over 60 million in the leading MOOC platforms (e.g., Coursera, edX, Udemy combined), and over 2800 courses were launched by around 950 universities (Shah, 2020b). Nevertheless, these massive learners with various learning objectives lack direct instructions from the limited numbers of teachers in MOOCs (Kovanović et al., 2018). Effective and efficient feedback from instructors can encourage more learners participation and engagement, guiding learners to achieve their learning goals (Phan et al., 2016). MOOC educators also need support to monitor students’ learning progress and moderate instructional designs for engaging the students and promoting their deep and meaningful learning (Yousef et al., 2015). Facilitating the educator-learners’ dialogue is an ongoing challenge for MOOC designers, educators and stakeholders. MOOC educators struggle to provide personalised feedback to the large number of learners enrolled, with unique learning goals, without the support of computer algorithms.

Asynchronous online discussion forums are a vital component of MOOCs, offering a virtual place for learners and instructors to interact and communicate together. Previous studies found that learners who actively engaged in discussion forums tend to achieve better performance in MOOCs (Tang et al., 2018; Wise & Cui, 2018). Analysing the discussion messages in MOOCs can contribute to understanding learners’ critical discourse (i.e., critical thinking, higher-order thinking, and cognitive presence), which is beneficial for instructors and course designers to adjust the course content and teaching strategies accordingly. Scholars have proposed theoretical frameworks and measurement tools (Gunawardena et al., 1997; Newman et al., 1995) to investigate critical discourse in online discussion messages. Among these, the Community of Inquiry (CoI) framework proposed by Garrison et al. (1999) was the most widely used framework to analyse learning in online courses for over two decades. As a core dimension of the CoI, cognitive presence reflects learners’ critical discourse, which is closely correlated to the progress of knowledge (re)construction during learning. The classification rubric of cognitive presence (Garrison et al., 2001) was also adapted for exploring the depths of critical discourse in different educational contexts (Hu et al., 2020; Park, 2009).

The manual classification of cognitive presence can be practical for the limited discussion messages in small-scale online courses, but not feasible to analyse the myriad messages in MOOCs. Previous studies suggested the coders had
difficulty distinguishing adjacent phases of cognitive presence in MOOC discussions (Hu et al., 2020, 2021a; Kaul et al., 2018). The main causes of the disagreements in the manual categorisation process could be the ambiguities of conversational language used and the vastly increasing data scale in the MOOC discussion threads (Hu et al., 2021a). It tends to be subjective in the process of interpreting other people’s comments into different categories of cognitive presence by a person (Park, 2009), since the natural languages (human languages) have ambiguities (Jackson, 2020). More coders’ participation can reduce the subjectivity through training and negotiation. However, it is impossible for us to employ unlimited coders for the manual categorisation work. Automatic classifiers can be the assistants to the human coders to analyse the cognitive presence in MOOC discussions.

Some automated methods for analysing cognitive presence have also been developed to discover the indicators of the progressive cognitive phases in online discussion messages (Barbosa et al., 2020; Corich et al., 2006; Farrow et al., 2020; Kovanović et al., 2016; McKlin et al., 2001; Neto et al., 2018). These automated methods built single-label classifiers, which had the risk to inherit the subjectivity from the manual categorisation work in the training data preparation stage. The traditional machine learning (e.g., random forest) used in the previous studies can only classify an instance (e.g., a discussion message) into an exclusive class in the multi-class categorisation problems. To prepare more training data, the coders addressed the ‘problematic’ messages subjectively after negotiations to reach a 100% agreement in the previous studies (Kovanović et al., 2016; Neto et al., 2018). The ‘problematic’ messages were also trained to have one single category: therefore, the subjectivity of the manual categorisation may have been preserved in the automatic single-label classifiers to some extent. Another problem is that the previous studies were in the context of the traditional, small-scale, for-credit university courses. The discussion messages in the courses can be easily classified into one single phase of cognitive presence as the coding rubric of the CoI framework was developed from the messages in the similar context (Garrison et al., 2001). However, the messiness, informality and disordered in the vast large-scale discussion messages in MOOCs are far more complex than in the coherent, more structured messages in the small-scale discussions (Almatrafi et al., 2018; Hu et al., 2020). The taxonomies with clear boundaries between the cognitive presence categories may not be applicable for analysing the MOOC discussions (Hu et al., 2020). Using a triangulation approach, we applied multi-label classification methods to analyse cognitive presence in MOOC discussions.

The multi-label classification (prediction) can allow a text associated with more than one label simultaneously, which has been used in the semantic scene classification (Shen et al., 2004), multimedia classification (Trohidis et al., 2011), and sentiment analysis tasks (Liu & Chen, 2015; Tang et al., 2020). By using the multi-label classification methods, discussion messages can be labelled more than one category with probabilities rather than enforcing them into a consensual label. In this study, we trained multi-label classifiers with the MOOC discussion messages that have been manually labelled as the same cognitive category by the expert coders without confusion. We are interested in the performance of the multi-label classifiers to
predict the discussion messages with one or multiple labels in the test set, shining a light on the refinement of the CoI frameworks in MOOCs. Thus, the main research question in this study was: What would the prediction performance of using the multi-label classifiers to categorise the phases of cognitive presence, and what can we learn about cognitive presence in the MOOC discussion messages from the training and test processes? To answer this main question, we proposed three sub-questions as below:

- **Sub-question 1 (SQ1):** To what extent can our multi-label classifier accurately predict the cognitive presence categories in online discussion messages from a target MOOC? Can the multi-label deep learning classifier outperform the state-of-the-art, single-label classifier in this study?
- **Sub-question 2 (SQ2):** Are there any MOOC discussion messages, which have been manually labelled into the same category by coders, be tagged into multiple labels by the multi-label classifier? In what proportion? Are there any common patterns?
- **Sub-question 3 (SQ3):** Are there any MOOC discussion messages, which have been manually labelled into different categories by coders, be tagged into one single label by the multi-label classifier? In what proportion? Are there any common patterns?

**Background**

**The Community of Inquiry Framework and Cognitive Presence**

In the past two decades, the Community of Inquiry framework proposed by Garrison et al. (1999) has been most broadly used to analyse learning in asynchronous online discussion forums. The CoI portrays the educational experience that occurs in a virtual learning community, in which ‘a group of individuals who collaboratively engage in purposeful critical discourse and reflection to construct personal meaning and confirm mutual understanding’ (Garrison & Anderson, 2011, p.2). The CoI framework defines three interdependent dimensions, also called presences, to analyse learning engagement: 1) Cognitive presence, as a primary dimension of the CoI, depicts the critical discourse and reflection of knowledge (re)construction and problem-solving processes (Garrison et al., 2001); 2) Social presence represents social climate and interpersonal communications between the participants of online discussions (Rourke et al., 1999); 3) Teaching presence analyses the instructional activities that direct and moderate the discussions (Anderson et al., 2001).

This study concentrates on analysing the construction and facilitation of learners’ cognitive presence in MOOC discussions. The cognitive presence is the paramount evidence that students actually learn about the knowledge concepts in the domain, so it needs to be investigated before the other dimensions (Rourke & Kanuka, 2009). As shown in Fig. 1, four phases of cognitive presence are defined in a cycle of progressive knowledge construction (Garrison et al., 2001): 1) **Triggering event**, in which the learners propose their questions or confusions usually as a trigger of a thread; 2)
**Exploration**, in which the learners exchange information to investigate the answers or solutions of the problems proposed in the previous phases but not able to reach a coherent conclusion; 3) **Integration**, in which the learners synthesise coherent conclusions to the problems proposed in the previous phases with sufficient support; 4) **Resolution**, in which the learners apply, test or argue the solutions or conclusions suggested in the previous phase, shaping the new meaning or construct. We acknowledge the richness and complexity of message content in the MOOC discussion data. Since this study focuses on the cognitive presence, messages that were not fitted into any of the above phases were classified as the **Other** category. For example, messages that only indicate social presence (i.e., emotional communication to enrich interpersonal relationships in the online community) were classified into Other. The other two presences of the CoI (social and teaching presences) will be explored in our future work. We applied an adapted coding rubric of cognitive presence (Hu et al., 2020) to classify the discussion messages in the target MOOC. Following the coding-up rule recommended by Garrison et al. (2001), a message that reflected the indicators of more than one cognitive category was classified into the highest one. Table 1 provides examples of the messages that were classified into the five categories of cognitive presence in a thread.

### Machine Learning Classifiers of Cognitive Presence in Online Discussion Messages

Several studies have developed automated classifiers using different algorithms to analyse cognitive presence in online discussion messages. However, the
| The message text | Category       | Brief definition                                                                 |
|------------------|----------------|----------------------------------------------------------------------------------|
| **The post**     | **Triggering event** | How could I apply the (non)deductive concept in the Cognitive Psychology?          |
| **The 1st reply** | **Exploration**   | After the a given experiment, we normally find some evidence that are not exactly true, but it could occur whether these are tested. In this instance, I should direct my arguments into non-deductive perspective |
| **The 2nd reply** | **Integration**   | I would have thought that this situation would be a statistical analysis—say a Chi-square against nominal potential outcomes, for example, True, False and Unknown against a frequency of outcome. Any statistical analysis is essentially non-deductive since the output is always based upon probabilities. The confidence level, say 95%, is the threshold one would use to determine plausibility based upon an evaluated p Value |
| **The 3rd reply** | **Resolution**    | Even then, there will always be assumptions about the underlying system involved in using a test statistic. It is the experimental design which should govern what outcomes can be expected whilst taking into account which analysis methodology should be used and, therefore, what assumptions underlie the hypotheses but, regardless, if one relies upon statistical analysis of a sample, the argument is non-deductive—an induction based upon the probability of refuting a hypothesis |
| **The 4th reply** | **Other**         | Thank you so much for the comments                                                |
majority of the discussion messages were from the traditional, small-scale, for-

credit online courses rather than MOOCs, and they were tagged into a unique
category by the automatic classifiers.

Initially, McKlin (2004) and Corich et al. (2006) developed a simple artificial
neural network and a Bayesian network to classify cognitive presence, respec-
tively, using dictionary-based words as classification features. McKlin’s (2004)
classifier reached the Holsti’s coefficient of reliability (CR) of 0.68 and Cohen’s κ of 0.31, whereas Corich et al.’s (2006) classifier achieved the CR of 0.71
without any report of Cohen’s κ. To improve the classification performance,
Kovanović et al. (2014) developed a Support-Vector-Machine (SVM) classifier
using n-gram and structural features as classification indicators. The SVM clas-
sifier performed the best accuracy of 58.4% and Cohen’s κ of 0.41. To empha-
sise the importance of the structural features for identifying cognitive presence
phases, Waters et al. (2015) built a Conditional Random Field classifier based
on Kovanović et al.’s (2014) methods. The best accuracy and Cohen’s κ were
increased to 64.2% and 0.482.

However, using the n-grams or dictionary-based words as classification fea-
tures revealed two weaknesses: 1) a large number of features constructed a high-
dimensional space that could easily raise over-fitting problems; 2) the resulting
classifiers were domain-specific; thus, the classifiers were difficult to generalise
to other domains. To address these issues, Kovanović et al. (2016) developed a
Random Forest (RF) classifier by using the features mainly extracted from two
computational linguistics tools, Coh-Metrix (McNamara & Graesser, 2013) and
Linguistic Inquiry Word Count (LIWC, Tausczik & Pennebaker, 2010). This RF
classifier also applied over-sampling methods to improve the class imbalance
problem caused by the skewed distribution of cognitive presence categories in
the sample data. The RF classifier performed the best accuracy of 70.3% and
Cohen’s κ of 0.63, which is state of the art. Nonetheless, a replication study by
Farrow et al. (2019) pinpoints that Kovanović et al.’ (2016) method obtained
over-optimistic results as it applied the over-sampling method before the train-
ing-test data split. After Farrow et al. (2019) employed the over-sampling
method merely for the training process; the best accuracy decreased to 61.7%
and Cohen’s κ to 0.46. The random forest approach was also applied to build
automated classifiers for analysing cognitive presence in cross-language dis-

cussion messages. Neto et al.’s (2018) study reached the accuracy of 83% and
Cohen’s κ of 0.72 in the Portuguese discussion data, and Barbosa et al.’ (2020)
study achieved the accuracy of 67% and Cohen’s κ of 0.32 in cross-language
(English & Portuguese) discussion data. Barbosa et al. (2021) then extended
the RF classifier using automatic text translation method to analyse both cogni-
tive and social presence in the cross-language discussion messages and obtained
similar performance results to the previous studies. Neto et al. (2021) also
applied the RF classifiers to classify the discussion messages from two disci-

pline courses (biology & technology), reaching Cohen’s κ of 0.55 in the experi-

ments of using combined data sets and the Cohen’s κ of below 0.4 in the cross-
discipline tests.
Deep Learning and Multi-Label Classifiers for MOOC Discussions

Deep learning algorithms have been shown outstanding performance in many fields, especially in computer vision fields (Voulodimos et al., 2018). Its applications have also exploded in the Natural Language Processing (NLP) field over the last years (Otter et al., 2021). Deep learning algorithms investigate intricate patterns in large data sets using the backpropagation methods to optimise the internal parameters of the neural networks that aim for high and robust performance (LeCun et al., 2015). A deep learning approach was adopted to categorise phases of cognitive presence in online discussions including both for-credit and MOOC data, reaching the results up to Cohen’s κ of 0.528, a similar performance to the application studies of the RF classifiers (Hu et al., 2021b).

As a type of deep Recurrent Neural Network (RNN), the Transformer aims to solve the problems where the sequential input information is required to pass to the output sequences, such as speech recognition and machine translation tasks (Vaswani et al., 2017). It fulfils the drawbacks of the traditional RNNs that are prone to forgetting or mixing the content of distant-position information in sequence. It is gaining popularity in NLP fields. Bidirectional Encoder Representation from Transformers (BERT), as a language model built on the Transformer, has dramatically improved the state of the art in a wide range of NLP tasks (Devlin et al., 2019; Liu et al., 2019). Google has provided the BERT models pre-trained by the large corpora (Wikipedia and Book Corpus) for developers and researchers to fine-tune and apply in their personalised tasks. In learning analytics fields, the BERT model shows great potential to analyse teacher discourse in online classrooms automatically (Jensen et al., 2021). The fine-tuning BERT model was applied to analyse cognitive presence in discussion messages from a computer science MOOC and for-credit course, which reported the promising $F_1$ scores of 0.95 (Hosmer & Lee, 2021; Lee et al., 2022).

The BERT model can also be applied to construct multi-label classifiers for text classification tasks. A fine-tuned BERT model for multi-label tweets classification demonstrates promising performance (Zahera et al., 2019). In learning analytics fields, a fine-tuned BERT model for multi-label sentiment analysis in multilingual texts also reveals higher performance than the previous machine learning models (Tang et al., 2020). We thus wonder, how well can the fine-tuned BERT model perform on the multi-label classification of cognitive presence in the target MOOC discussion data.

Methods

Data Description

The data set used in this study came from an archived offering of the Logical and Critical Thinking (LCT) MOOC on the FutureLearn platform.¹ This MOOC was taught and designed by a team from a New Zealand university. The course was an

¹ https://www.futurelearn.com/courses/logical-and-critical-thinking
An introductory Philosophy MOOC, which focused on the basic concepts of effective thinking, how to build valid arguments, and how to link the arguments with daily life. Each course offering served eight weekly topics with several learning tasks in different formats, such as lecture videos, articles, quizzes, and discussion boards. Registered learners can leave their comments under all the learning tasks, excluding quizzes. Each course offering had approximately 11,000 registered learners and 12,000 discussion messages (e.g., an individual message refers to a starting post or its replies in each discussion thread). To reduce the impacts from different content of learning tasks, we randomly selected 16 tasks (two from each week). Then, a sample of around 100 messages was randomly selected from each of the 16 tasks. An entire thread with all its sequential replies was maintained in the selection process rather than detached to achieve an exact number of samples. For example, we selected 103 messages randomly from the third task, and the 103 messages consisted of 41 threads that contained 41 posts and all the replies underneath, such as the post and its four replies displayed in Table 1. In this way, our sample data were composed of 1,917 discussion messages from the learners in the target MOOC.

Three expert coders classified the sample data into four phases of cognitive presence and the Other (the fifth category), according to an adapted coding rubric for the MOOC discussions (Hu et al., 2020). The coders were trained round by round (50 new messages per round) before independently achieving an over 80% agreement without negotiations. A percentage agreement of 81% was reached between them in the third round, and then they were allocated the 1,917 messages to classify. Finally, they reached an overall percentage agreement of 77.15% and Fleiss’ $\kappa$ of 0.763. Table 2 displays the distribution of the five cognitive presence categories in the sample data. This distribution is consistent with the findings in most of the previous studies on the classification of cognitive presence in online discussions (Hu et al., 2020, 2021a; Kaul et al., 2018; Kovanović et al., 2014; Park, 2009; Rourke & Kanuka, 2009), where the bulk of messages were in Exploration, and small fractions in Resolution and the Other.

In this study, we regard the manually classified messages as ordinal data, as it obtains the ordering of classes from the lowest to highest (Hildebrand et al., 1977, p.5). A conceptual diagram (Fig. 2) aligned to Table 2, depicts the relation of the messages within the five cognitive presence categories (i.e., their placement vertically depicts their strength relative to the respective categories). As only the agreement messages were used, the markers were seated within the exact

| Cognitive phase   | Messages |
|-------------------|----------|
|                   | $n$      | %     |
| Other             | 85       | 5.75  |
| Triggering event  | 279      | 18.86 |
| Exploration       | 835      | 56.46 |
| Integration       | 244      | 16.50 |
| Resolution        | 36       | 2.43  |
area of each category, without any overlaps with adjacent categories. To simplify the number of markers in Fig. 2, each plus marker represents approximately ten messages. Five colours differentiate the cognitive presence categories in Fig. 2. We call this part of data AgreementSet for short in the rest of the article.

Table 3 shows the distribution of cognitive presence categories in the coders’ disagreements (i.e., messages that were manually labelled differently). Most of the disagreements had two labels, with more than half labelled between Exploration and Integration by the coders. A conceptual diagram Fig. 3 aligned to Table 3 depicts how the

![Conceptual diagram](image)

**Table 3** Disagreements between the three coders by the cognitive presence phases (438 messages as the DisagreementSet)

| Cognitive phases                  | Messages | %    |
|-----------------------------------|----------|------|
| Other & Trigger                   | 66       | 15.07|
| Trigger & Exploration             | 78       | 17.81|
| Exploration & Integration         | 227      | 51.83|
| Integration & Resolution          | 50       | 11.42|
| Exploration & Resolution          | 4        | 0.91 |
| Other & Exploration               | 7        | 1.60 |
| Three phases                      | 6        | 1.37 |
disagreements were situated in the overlapping areas between adjacent categories of cognitive presence. Similarly, each cross marker represents around ten messages so that the groups with less than ten messages were not shown in Fig. 3. Each cross has two lines of different colours, representing the two labels of cognitive presence categories within the disagreements. We name this part of data DisagreementSet for short.

In this study, the multi-label classifiers were first trained and tested on the AgreementSet (Table 2) to answer our SQ1 and SQ2. We used the majority of the AgreementSet data as the training data because the coders could easily classify them without confusion. The DisagreementSet data, in which the coders disagreed about which categories the messages belonged to, would confuse the computer algorithm more if we included them in the training process. The DisagreementSet data were used to validate the best-performing multi-label classifiers to answer the SQ3 and to enrich our understanding of cognitive presence in MOOC discussions.

**Multi-Label Classifier Architecture and Procedures**

The multi-label classification in this study denotes that more than one category can be tagged to a discussion message. The output of the multi-label classifier is an array of five scores between 0 and 1, which indicates the probability of a message being each cognitive presence category. A common solution for the multi-label classification tasks is the problem transformation method (Alazaidah et al., 2015). It transforms the multi-label classification problem into the single-label
classification problem, which can employ single-label classifiers. Thus, we revised the standard BERT model from a class-independent model to five binary BERT classifiers for each category. A similar architecture was employed in a previous study on multi-label sentiment analysis in online monolingual discussion texts, which presented a higher prediction performance than the machine learning models (Tang et al., 2020).

Figure 4 displays the architecture of the multi-label, fine-tuned BERT model in this study. In the pre-processing stage, we replaced all the emojis or URLs into a word ‘EMOJI’ or ‘URL’, expanded abbreviations (e.g., I’d to I would), and removed repeated characters, redundant spaces and stop words for every message. After data cleaning, the tenfold Cross-Validation (CV) method was applied to randomly divide the entire sample data into ten non-overlapping folds of approximately equal size using the stratified sampling method. The nine-fold data was the training set in every CV loop, and the remainder was the testing set. We then repeated the entire training and testing process ten times to reduce the risk of overfittings. In each training loop, we split the nine-fold data into training and validation partitions in a 9:1 ratio to fine-tune the best model. We also found that the classes of the sample data were unbalanced, which may impact the classification performance. To address this problem, we applied the data augmentation method to over-sample the smaller classes in the training set before feeding them into the multi-label classifier. The data augmentation and the over-sampling procedures proceeded after the initial dataset splits in each training loop to avoid over-optimistic results caused by the data contamination risk as recommended in Farrow et al. (2019). More details of the data augmentation and the over-sampling method are provided in Data augmentation and over-sampling method Section.

Figure 4 also shows the structure of the binary BERT classifier for each cognitive presence category. After the augmentation process, the messages were converted...
into tokens by BertTokenizer. Then, the tokens of messages were fitted into a pre-trained BERT model. We used the bert-base-uncased model constructed by 12 transformer layers with 768 dimensions (Devlin et al., 2019). We added a linear classifier layer that transferred the BERT representations into classification tasks after the BERT model. Finally, a sigmoid function was performed to output the predicted scores of five cognitive phases ranging from 0 to 1. The sigmoid layer can allow more than one phase to reach a score of over 0.5 so that multiple labels may appear at a message simultaneously. The parameters of our best-performing model were using a batch size of 8, epochs number of 10, and a learning rate of $2 \times 10^{-5}$.

We used Binary Cross-Entropy to calculate the error rate of each label.

**Data Augmentation and Over-Sampling Method**

The data augmentation method aims to increase the data size of the smaller categories for better model performance (Dyk & Meng, 2012). Compared to creating augmented images in computer vision fields, text augmentation in NLP tasks is much more difficult due to the complexity of human language (Fadaee et al., 2017). We adopted the nlpaug (Ma, 2019) approaches to generate synthetic data for the minority categories in the training data set. We applied multiple augmentation methods, including character-level and word-level augmenters from the nlpaug library, and combined them as sequential pipelines to generate a diversity of over-sampling data set. The character-level augmenters can add spelling errors into one or more words in a text; for example, changing ‘dog’ to ‘d0g’ or ‘eat’ to ‘eta’ in a sentence. The word-level augmenters can find semantically similar words by different word embeddings models (e.g., Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014)) to replace the original words in the text for generating new instances.

We found increasing the minority categories by a certain ratio can achieve better prediction performance than reaching the same number of messages in the largest category (i.e., Exploration) by the different trials of oversampling ratios in the training process. In the best case, we created 400 synthetic messages for the fewest categories (i.e., the Other and Resolution), and 250 for the second-fewest categories (i.e., Triggering event and Integration), and maintained the original size of the largest category (i.e., Exploration) as shown in Fig. 5.

**Evaluation Metrics**

Accuracy, precision, recall and $F_1$ scores are common evaluation metrics for single-label classification tasks (Tharwat, 2020). However, the predicted labels of each instance are a set rather than a single item in multi-label predictions. The metrics extended from the single-label measures were used to validly distinguish the notions of fully correct, partially correct and fully incorrect (Sorower, 2010).

In this study, we adopted the exact match ratio (MR) (Sorower, 2010) and example-based $F_1$ score (Herrera et al., 2016, p.56) as two common metrics used in the multi-label classification problems (Ceylan & Pekel, 2017; Du et al., 2019; Pereira et al., 2018). The example-based measures aim to capture the differences
between actual labels (i.e., the manual labels) and the predicted labels for each test instance (i.e., the test message) separately, and then average over all test instances in the test set (Sorower, 2010). The MR focuses on fully correct prediction ratios regardless of the partial correctness, whereas the example-based F1 score accounts for the partial correctness of the prediction sets (Godbole & Sarawagi, 2004). By comparison, the same calculations were used to measure the baseline single-label classifiers as the two metrics are extended from the accuracy score and F1 scores in single-label classification problems (Sorower, 2010).

Apart from the fully correct predictions, the partially correct predictions are also worth taking into consideration. A test message is defined as a partially correct prediction if the number of the predicted labels is more than one and one of them is equal to the manual label in this study. According to the definition of the MR (Sorower, 2010), we defined the partially correct ratio (PR) as

$$PR = \frac{1}{n} \sum_{i=1}^{n} (I(Y_i \cap \hat{Y}_i) - I(Y_i = \hat{Y}_i))$$

where a multi-label data set contains n instances (1 ≤ i ≤ n) and then each instance is $x_i$ ($x_i \in \chi$), and the manual labels set for i th instance is $Y_i$ ($Y_i \in \mathcal{Y} = \{0, 1\}^k$, k is the number of labels), and a prediction-label set $\hat{Y}_i$ ($\hat{Y}_i \in \{0, 1\}^k$). Similarly, a test message is a fully incorrect prediction if neither of the two predicted labels is equivalent to the manual label; thus, we defined the fully incorrect ratio (IR) as

$$IR = \frac{1}{n} \sum_{i=1}^{n} (I(Y_i \neq \hat{Y}_i))$$

![Fig. 5 Number of messages before and after oversampling across five cognitive phases](image-url)
The computation of IR is equivalent to the error rate in the single-label classifications as defined in Tharwat’s (2020) work.

We also evaluate the prediction performance of the classifiers on each individual category. For each cognitive presence category, we compared the macro-averaged $F_1$ scores (Tharwat, 2020) of the multi-label classifiers to the baseline single-label classifiers. Similar metrics were adopted in previous multi-label classification of sentiment analysis studies (Liu & Chen, 2015; Tang et al., 2020). We used the macro-averaged $F_1$ rather than the micro-averaged score since we regarded every category as equally important.

**Random Forest Classifiers as a Baseline**

We also performed a Random Forest (RF) approach as a baseline compared to the multi-label classifiers. Only the single-label classification approaches have been attempted in the literature of automatic classification of cognitive presence in online discussions. The RF approach and its extensive use was regarded as the state-of-the-art single-label classifier for analysing cognitive presence in online discussions (Barbosa et al., 2021; Farrow et al., 2019; Kovanović et al., 2016; Neto et al., 2018).

Followed the previous studies, we adopted 199 classification features extracted from the sample data by two computational linguistics tools, Coh-Metrix (McNamara & Graesser, 2013) and LIWC (Tausczik & Pennebaker, 2009). Some contextual features, such as message depth and the number of replies, were excluded for consistency with the multi-label classifiers. Also, we applied the SMOTE (Synthetic Minority Over-sampling Technique) exact method (Farrow et al., 2019) to address the class imbalance. The sample data was pre-processed with the same approach as described in Sect. 3.2. After the pre-processing and feature extraction steps, a ten-fold CV method was used in the entire sample data to select an optimal RF model through fine-tuning the two vital parameters, $mtry$ (i.e., the number of classification features chose by each decision tree) and $ntree$ (i.e., the number of decision trees). After fine-tuning, $mtry$ of 118 and $ntree$ of 700 were reported as the optimal parameters in the baselines. A final tenfold CV method was performed to repeat the training-test loop ten times with the optimal RF classifier to maintain consistency with the multi-label classifiers. We compared the classifier performance with and without the SMOTE exact method to the multi-label classifiers with and without the data augmentation methods, respectively, in Sect. 4.1.

**Results and Discussion**

**Evaluation of the Multi-Label Classifiers for Identifying Cognitive Presence—SQ1**

We report the prediction performance of the multi-label classifiers compared to the single-label baselines in this section. The initial output of the multi-label classifiers for each message instance was a vector of prediction scores between 0 and 1 in the five categories. To compute the evaluation metrics, the prediction scores were
converted into labels of 0 or 1 with a threshold. In this study, a threshold of 0.33 was selected since the weight that a human coder tagged a cognitive presence label over the three coders’ decisions was equivalent to around 0.33.

**Training and Testing on the AgreementSet**

Table 4 demonstrates the example-based metrics (the best case and the SDs on the testing AgreementSet) of the multi-label classifiers with and without the Data Augmentation (DA) method to compare with the single-label baselines (RF classifiers). The multi-label classifiers achieved the lower fully incorrect ratios but slightly higher example-based $F_1$ scores than the single-label baselines. Instead of fully correct or incorrect, several messages fell into the partially correct group by the multi-label classifiers. Also, the use of the DA method enlarged the proportion of the partially correct group from 12.16% to 39.86%.

Table 5 illustrates the best macro-averaged $F_1$ scores with the SDs of the multi-label and single-label classifiers by every category of cognitive presence. The multi-label classifiers reached better $F_1$ scores in most of the categories. In Exploration, all the classifiers performed the highest $F_1$ scores, in which the multi-label classifiers were almost the same as the baselines (i.e., the differences $\leq 0.01$). In Triggering event, the same $F_1$ scores were obtained in the multi-label classifier with the DA and the baseline classifier without the SMOTE as the second-best score. Noticeably, the multi-label classifiers with the DA method largely outperformed other classifiers in the categories with the minority instances (i.e., the Other and Resolution); however,

### Table 4  The overall example-based performance of the classifiers (the best case and the SDs on the testing AgreementSet)

| Classifiers                     | Exact match ratio % (SD) | Partially correct ratio % (SD) | Fully incorrect ratio % (SD) | Example-based $F_1$ score (SD) |
|--------------------------------|--------------------------|-------------------------------|-----------------------------|-------------------------------|
| Multi-label BERT without DA    | 68.24 (0.04)             | 12.16 (0.03)                  | 19.59 (0.03)                | 0.77 (0.04)                   |
| Multi-label BERT with DA       | 45.95 (0.03)             | 39.86 (0.03)                  | 14.19 (0.02)                | 0.75 (0.04)                   |
| Single-label RF without SMOTE  | 73.60 (0.03)             | -                             | 26.35 (0.03)                | 0.73 (0.04)                   |
| Single-label RF with SMOTE     | 73.00 (0.05)             | -                             | 27.00 (0.04)                | 0.73 (0.05)                   |

*Note. The bold values denote the best metrics obtained by the classifiers*

### Table 5  The macro-averaged $F_1$ scores (the best case and SDs on the testing AgreementSet) by the cognitive presence phases

| Classifiers                     | Other | Trigger | Exploration | Integration | Resolution |
|--------------------------------|-------|---------|-------------|-------------|------------|
| Multi-label BERT without DA    | 0.00 (0.00) | 0.65 (0.02) | **0.85** (0.03) | **0.60** (0.02) | 0.00 (0.00) |
| Multi-label BERT with DA       | 0.40 (0.05) | **0.68** (0.03) | **0.85** (0.02) | 0.39 (0.03) | **0.57** (0.14) |
| Single-label RF without SMOTE  | 0.29 (0.06) | **0.68** (0.06) | **0.86** (0.06) | 0.53 (0.04) | 0.00 (0.00) |
| Single-label RF with SMOTE     | 0.32 (0.06) | 0.61 (0.05) | 0.84 (0.04) | 0.51 (0.05) | 0.00 (0.00) |

*Note. The bold values denote the highest $F_1$ scores obtained by the classifiers*
the $F_1$ score decreased in Integration after using the DA method in the multi-label classifier.

**Training on the AgreementSet and Testing on the DisagreementSet**

We tested the best-performing classifiers trained by the AgreementSet on the DisagreementSet in the study. Table 6 displays the *example-based* metrics of the multi-label classifiers with and without the DA method. The *exact match ratio* and the $F_1$ score were improved by using the DA method. Compared to the results of the AgreementSet in Table 4, we found the $F_1$ score reached the similar value in the test with the DA method, but the *exact match ratio* and the *fully incorrect ratio* largely declined. Interestingly, the messages that were labelled partially correct accounted for beyond half of the entire DisagreementSet. This outcome was opposite to the results in the testing AgreementSet (Table 4).

Table 7 displays the *macro-average* $F_1$ scores by each cognitive phase in the DisagreementSet with and without the DA method. Using DA method improved the $F_1$ scores in the Other, Exploration, and Integration phase. The multi-label classifiers reached very similar performance in the Triggering event phase. Compared to the outcomes of the AgreementSet in Table 5, the classifiers obtained overall higher $F_1$ scores in the DisagreementSet except the Resolution messages. Similarly, the classifiers performed the best in the Exploration phase, followed by the Triggering event. Also, the $F_1$ scores were near to zero regardless of using the DA method.

Figure 6 depicts the confusion matrix of the prediction tests on the DisagreementSet using a heat map. The columns denote all the outcomes of the predicted labels including the combinations of multiple labels (the left of the dashed vertical line) and the one unique label (the right of the line). The rows represent the manual labels of the DisagreementSet messages, which aligned with the distribution in Table 3. The blue cells display the number of the messages with manual labels in

### Table 6  The example-based performance of the classifiers (testing on the DisagreementSet)

| Classifiers               | Exact match ratio % | Partially correct ratio % | Fully incorrect ratio % | Example-based $F_1$ score |
|---------------------------|---------------------|---------------------------|-------------------------|--------------------------|
| Multi-label BERT without DA | 20.10               | 76.00                     | 3.90                    | 0.71                     |
| Multi-label BERT with DA  | **36.30**           | 61.60                     | **2.10**                | **0.77**                 |

*Note.* The bold values denote the better metrics obtained by the classifiers

### Table 7  The macro-averaged $F_1$ scores (testing on the DisagreementSet) by the cognitive presence phases

| Classifiers               | Other | Trigger | Exploration | Integration | Resolution |
|---------------------------|-------|---------|-------------|-------------|------------|
| Multi-label BERT without DA | 0.28  | **0.77** | 0.88        | 0.59        | 0.03       |
| Multi-label BERT with DA  | **0.57** | 0.76    | **0.90**    | **0.73**    | 0.00       |

*Note.* The bold values denote the better $F_1$ scores obtained by the classifiers
the target row that were labelled as the target phases in the columns, together with their percentage in the rows. The darker the blue cells, the larger the number of the messages. The prediction results suggest that the multi-label classifiers labelled the DisagreementSet messages into either one unique phase of cognitive presence or two adjacent phases.

According to the above results, we answer the first sub-question that in the example-based measures, the multi-label deep learning classifiers outperformed the single-label baselines with the slightly higher example-based $F_1$ scores but under-performed with lower exact match ratios. Also, the multi-label classifiers outperformed the single-label baselines with the higher macro-averaged $F_1$ scores by most of the cognitive presence categories. These results may be because the multi-label classifiers allow messages to be tagged with more than one label, increasing the chance of correctness in each category. In this regard, the exact match ratio would decrease, and the partially correct ratio would grow if the boundaries between the categories were blurry. We also found that the maximum number of predicted labels was not more than two in the multi-label classification experiments including the tests on the AgreementSet and DisagreementSet, and all the two-label predictions were adjacent phases of cognitive presence. In contrast, almost 4% of the messages in the categorisation results by the expert coders (Table 3) were labelled into two non-adjacent phases or even three phases, which could be subjectively incorrect categorisation. We assume the multi-label classifiers have the potential to identify and reduce the subjectivity in manual categorisation.
Some relevance between the classification decisions of expert coders and the multi-label classifiers was reflected in the outcomes of the tests on the DisagreementSet. Compared to the results of the tests on the AgreementSet (Table 4), the \textit{partially correct ratios} of the DisagreementSet messages (Table 6) largely increased and the \textit{exact match ratios} decreased. The multi-label classifiers predicted more than half of the testing AgreementSet messages as one unique phase, which was the same with the decisions of the expert coders. In contrast, they labelled most of the DisagreementSet messages into two adjacent phases, amongst which one of the predicted labels was the same with the manual labels. We think that the multi-label classifiers can support the categorisation work of the expert coders. The classifiers found the exists of confusion between adjacent phases in the online discussions as the human coders have found, and may also help correct the coders’ categorisation decisions when they have very large distinctions (e.g., non-adjacent phases of cognitive presence).

The results also suggest that the DA methods have the potential to improve the class imbalance problem. The DA methods had a better effect of identifying the messages in the Resolution category than the SMOTE method. However, we found that many messages with a manual label of Exploration were tagged as both Exploration and Integration labels after applying the DA method, which could affect the \textit{F1 scores}. Using the DA method might increase the risk of deepening the confusion (i.e., blur area) between Exploration and Integration since most of the disagreements between the expert coders appeared between these two categories (see Table 3 and Fig. 3). We still need more instances of the very skewed category (e.g., Resolution) to improve the automatic classification performance.

\textbf{Partially Correct Predictions of Cognitive Presence on the AgreementSet by the Multi-Label Classifiers—SQ2}

In this study, the \textit{partially correct} prediction means that one of the two predicted labels was the same as the manual label, but the other was not. The \textit{partially correct ratio} was 39.86\% (Table 4) when we used the multi-label classifier with the DA method. To answer the \textit{second sub-question}, we investigated the 39.86\% messages since the experiment achieved the best performance amongst the other classifiers. The \textit{partially correct} predictions consisted of eight groups that had different combinations of manual and predicted labels. The messages that had the same manual label were displayed in one figure (Figs. 7, 8, 9, 10, and 11). In each figure, two types of scatter plots were used to demonstrate the manual and predicted labels of the messages, and a marker represents a message. The left plot simulates that the predicted labels of the messages located in the overlapping areas between the adjacent categories of cognitive presence, which is similar to the conceptual diagram in Fig. 3. The right X–Y graph demonstrates the exact probability scores (ranged from 0.33 to 1) of the two adjacent predicted labels. Five-coloured markers denote the different manual labels of the messages. The same shape of the markers was used in the plots when the combinations of the two predicted labels were the same. The dotted lines are boundaries that
Fig. 7 The conceptual diagram on the left simulates the predicted labels of two messages located in the overlapping area between the Other & Triggering event but their manual labels were the Other. The X–Y graph on the right shows that the probability scores of Triggering events were higher than Other with the multi-label classifier.

Fig. 8 Twelve messages with the manual label of Triggering event were predicted as Other & Triggering event (3 messages), and Triggering event & Exploration (9 messages) separately.

Fig. 9 Thirty-seven messages with the manual label of Exploration were predicted as Triggering event & Exploration (6 messages), and Exploration & Integration (31 messages) separately. When the alternative label was Integration (the second X–Y graph), the messages obtained higher prediction scores in Exploration than Integration.
separate the upper and lower regions. The two predicted labels obtained the equivalent scores if the messages were exactly on the dotted line. In the X–Y graphs, the messages in the lower region were predicted to have higher scores in the x-axis categories, which were the same as the manual labelling.

Most of the partially correct predictions had the manual label of Exploration (Fig. 9). They had more of the alternatively predicted label of Integration than Triggering event. The messages with the manual label of Triggering event had more alternative labels of Exploration than Other (Fig. 8). The messages with the manual label of Integration obtained more alternative labels of Exploration than Resolution (Fig. 10). Both messages that had the alternative label of Resolution achieved the higher probability scores in Integration than Exploration.

We also analysed the partially correct predictions qualitatively by the groups that had different combinations of manual and predicted labels. Due to the page limitation, we can only offer some typical representations in Table 7 to analyse why the multi-label classifiers predicted such labels of cognitive presence categories, particularly the higher ones.
Table 8  Sample messages of the partially correct predictions by the multi-label classifier. Each message contained the texts, the manual label, and two predicted labels with the probability scores representing each group.

| Message text                                                                                                                                                                                                 | Manual label | Predicted label 1 (score) | Predicted label 2 (score) |
|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------|----------------------------|----------------------------|
| 1  “I totally agree with you. Morality is personally (individually)-driven”                                                                                                                                   | Trigger      | Trigger (0.44)             | Exploration (0.61)         |
| 2  “Did anyone else see the exchange between a law professor and a student about a ‘Black lives matter’ t-shirt? The professor wrote a brilliant response that is relevant to this course. I will try and paste it below.” | Exploration  | Trigger (0.66)             | Exploration (0.44)         |
| 3  “Yes you could right, but I constructed this from the letter writer argument lr point of view. I found the exercise difficult.”                                                                           | Exploration  | Trigger (0.61)             | Exploration (0.45)         |
| 4  “I understand the distinction to be this: deductive reasoning is reasoning from generally accepted principles or known facts, whereas non-deductive reasoning is reasoning from specific instances or past experiences. Example of deductive reasoning: P1: The constitution guarantees all citizens the right to vote P2: Women are citizens Therefore, C: The constitution guarantees women the right to vote. Example of non-deductive reasoning: P1: My Critical Thinking course was difficult P2: My best friend’s Critical Thinking course was difficult, Therefore, probably, C: Critical Thinking courses are difficult” | Exploration  | Exploration (0.56)         | Integration (0.53)         |
| 5  “P1: Animals from factory farming are treated cruelly. P2: Eggs come from hens that are treated cruelly…Therefore, C: You should go vegan Justin makes a deductive argument on why you should go vegan but it is invalid. While the premises aren’t false, the problem is that they do not support the conclusion that a person should go vegan. Rather, they would support a conclusion as to why you should not buy products made from factory farms, not adopt a new dietary philosophy. A person could get their meat and animal products from farms that ethically raise their animals.” | Integration   | Exploration (0.50)         | Integration (0.62)         |
| 6  “You make the point that the authority to which an appeal is made, must be competent and have sufficient expertise. I have thought about this but surely if they, whoever they are and whoever they represent, are represented to us as the authority, we have to assume that they are also the experts and that there are no resources above them—that is what the authority are there for—‘aye but there is the rub’ as Shakespeare said. There is no discernible proof that they are expert, that in fact we may be in a better position than they, factually. I may have to go to the ‘Tax’ Office as my authority in the matters of my taxes but who is to say that they are any more knowledgeable that we are. However we are forced to so because they are the ‘authority.’” | Integration   | Integration (0.53)         | Resolution (0.39)          |
Table 8 (continued)

| Message text                                                                 | Manual label | Predicted label 1 (score) | Predicted label 2 (score) |
|-----------------------------------------------------------------------------|--------------|----------------------------|----------------------------|
| 7 “I don’t agree. Of distinction is not whether you have to take the exact circumstances into account. It is how large the range of permissible actions are in that exact situation. To take a concrete example. The exact situation is you walking down the main Street of your home city tomorrow and passing a begger. Your options contain; A) Give the begger some money. B) Ignore the begger… An moral realist might say that it is morally required to do option A. A pluralist might say either option A or B is acceptable. A complete relativist will say no options are morally better than any others. These are not exact terms though and and a particular variety of moral realist might argue that there are degrees of rightness or a range or morally right options that are coherent with the one correct set of values. It also might make sense to argue that most actions do not have a moral component so relativism is mostly true.” | Resolution   | Integration (0.67)         | Resolution (0.34)         |

*Note.* The bold values denote the higher prediction scores for each message
Predicted Labels of Both Triggering Event and Exploration

The first message in Table 8 delivered an agreement statement with a short sentence after it, which should be a “simple agreement” in Triggering event according to the adapted coding rubric (Hu et al., 2020). The classifier scored it a 0.61 probability in the Exploration apart from a 0.44 in Triggering event. This prediction might be because the second sentence can be “insufficient support for the agreement” (Hu et al., 2020), which should be in the Exploration. The second message started with a question and then intended to provide an outside resource in the thread, which should be an “information exchange” in the Exploration. The classifier also scored a 0.66 probability in the Exploration might be because the author planned to provide the external information but not yet, so it can still fit in the scope of the Triggering event. The third message stated a disagreement with a personal opinion, which should be in the Exploration. However, the second sentence also delivered a “feeling of difficulty, which was a key indicator of Triggering event. This indicator might be a possible reason that our classifier scored a 0.61 probability in Triggering event.

Predicted Labels of Both Exploration and Integration

The fourth message in Table 8 made a personal clarification about two course related concepts and provided examples, which should be an “information exchange” in the Exploration. Our classifier also scored a similar 0.53 probability in Integration might be because it contained the typical language structures of conclusions with supporting ideas (e.g., “Premise1…Premise2…(Probably) Therefore…”). The fifth message used the same structure to explain an example as the fourth message, but it provided further elaborations to support the main conclusion and solution in the last two sentences. According to the adapted rubric (Hu et al., 2020), it was manually labelled into Integration. However, the multi-label classifier also scored it a 0.50 probability in the Exploration. We assume that the classifier algorithm might ‘think’ these two messages had similar language structures.

Predicted Labels of Both Integration and Resolution Phases

The sixth message constructed a new understanding of a concept in the course (e.g., authority) by building on the conclusion of other group members, which should be a “convergence with supporting ideas” in Integration. The classifier also predicted a slight probability of 0.39 in Resolution. The seventh message proposed a divergent opinion from another learner’s conclusion with a concrete example. Also, it offered deeper thoughts based on the previous conclusion, which should be in Resolution. The classifier tagged it a low probability of 0.34 in Resolution but a higher probability of 0.67 in Integration. The classifier tends to regard these two messages as similar patterns. Objectively, these two messages might not have clear boundaries if we rethink the definition of ‘new’ or deeper constructions as the paramount indicators of Resolution.
in the Garrison et al. (2001) and Hu et al. (2020) coding rubrics of cognitive presence. The NLP and deep learning algorithm might consider them as a ‘wider conclusion’.

To summarise, we answer the second sub-question (SQ2) that the best-performing multi-label classifier tagged almost 40% messages of the testing set into two adjacent labels in the cognitive presence categories, in which one of them was the same as their manual labels. We also found that the messages with the manual label of the start (the Other) or the end (Resolution) of a cognitive presence cycle had only one alternatively predicted label other than the manual label. The message with the manual label that occurred at the middle of the cycle (i.e., Triggering event, Exploration, and Integration) had two alternatively predicted labels, either before or after the manual one. This distribution was similar to the disagreements between the three coders (Table 3 and Fig. 3). Notably, the multi-label classifier did not tag any messages into non-adjacent labels. In contrast, the three coders classified a small fraction of the messages into non-adjacent or three labels (Table 3). The non-adjacent labels can be triggered by the coders’ subjectivity as the ‘outliers’. The prediction results imply that the multi-label classifier could identify the subjectivity in the manual categorisation.

Most of the two-label predictions appeared between Exploration and Integration, which was also aligned with the coders’ disagreements (Table 3 and Fig. 3). From the qualitative analysis, we found that these messages often contained the condition-and-conclusion structures that express learners’ opinions using sentences such as “Premise1… Premise2… (Probably) Therefore…”. The structure can be closely associated with the definitions and indicators of Exploration and Integration in the coding rubric (Hu et al., 2020). During both the cognitive phases, learners proposed their solutions or conclusions. In the former phase, the conclusion was not coherent, whilst in the latter, it was coherent with sufficient support. The coders differentiated the two categories through their subjective understanding of whether the logical reasoning was sound. However, the NLP and deep learning algorithms identify the categories through analysing the language patterns as indications. In other words, the algorithms label a message according to the computational probability that similar language patterns of a label appear in the message. From the qualitative analysis of the sample messages, we assume that the multi-label classifiers granted a probability score of the cognitive presence category to a message when the indicators (i.e., common language patterns) of the category appeared to some extent. Hence, we think the “multiplicity” way of the multi-label identification could be less subjective than the “dualist” way (e.g., the conclusion is coherent or not) of the manual categorisation (Perry, 1999).

Partially Correct Predictions of Cognitive Presence on the Disagreement Set by the Multi-Label Classifiers – SQ3

We also investigated the messages of the partially correct predictions when we tested the best-performing classifiers on the DisagreementSet, especially the messages that had adjacent manual labels but were predicted as one unique category. We wonder if any patterns can be found in these messages. We draw a comparison between these messages and the messages that were predicted as exact correct in the DisagreementSet. Table 9 tabulates the mean and SD values
| Manual categories            | Predicted categories | Number of words | Number of sentences | MTLD*  | Depth    | Replies | Messages n |
|-----------------------------|----------------------|-----------------|---------------------|--------|----------|---------|------------|
| Other & Trigger             | Other & Trigger      | 7.56 (5.45)     | 1.30 (0.47)         | 2.29 (8.30) | 3.15 (2.61) | 2.33 (6.13) | 26          |
| e.g., “I really like your comments.” |
| Other & Trigger             | Trigger              | 13.65 (9.09)    | 1.62 (0.85)         | 13.12 (27.83) | 5.88 (6.19) | 3.04 (7.12) | 27          |
| e.g., “I really like the gender-sensitivity of the article in the last paragraph.” |
| Trigger & Exploration       | Trigger & Exploration| 29.08 (15.31)   | 2.23 (1.11)         | 62.14 (44.29) | 3.88 (2.92) | 0.96 (1.11) | 26          |
| e.g., “I personally agree with his premises. And I am vegetarian. For 20 years.” |
| Trigger & Exploration       | Exploration          | 40.95 (21.24)   | 2.19 (1.21)         | 64.13 (41.73) | 3.93 (5.29) | 1.83 (2.77) | 42          |
| e.g., “I do not disagree, and I am fully aware that I cannot make people think as I do (even if I assume my own thinking is right). But it does raise and interesting or important moral dilemma.” |
| Exploration & Integration   | Exploration & Integration | 120.30 (51.24) | 5.36 (3.45)         | 81.29 (28.36) | 3.69 (4.26) | 3.25 (4.04) | 106         |
| e.g., “Example – Premise 1: Mammals are warm blooded. Premise 2: Fish are not warm blooded Conclusion: Therefore fish are not Mammals. This argument is deductive, valid and sound.” |
| Exploration & Integration   | Exploration          | 70.50 (35.72)   | 3.45 (1.75)         | 94.52 (0.08) | 4.00 (3.98) | 3.39 (5.26) | 107         |
| e.g., “Personally I think this section is only constructive if one leaves ones personal beliefs aside and addresses the key issues without reference to any specific religion.” |
Table 9 (continued)

| Manual categories | Predicted categories | Number of words | Number of sentences | MTLD* | Depth | Replies | Messages n |
|-------------------|----------------------|-----------------|---------------------|-------|-------|---------|-----------|
| Integration & Resolution | Exploration & Integration | 156.13 (51.82) | 7.58 (3.74) | 92.67 (32.16) | 5.42 (5.16) | 5.65 (6.79) | 31 |
| Integration | 196.47 (38.90) | 8.13 (2.89) | 76.76 (19.32) | 5.27 (5.74) | 5.80 (5.87) | 15 |

- e.g., “Ok, let me try to boil down your version to its simplest form: Premise 1: Old people have been wrong about new music in the past. Therefore: Their complaints about new music now are unfounded. I still see this as really problematic, because it’s possible their complaints are *not* unfounded, but there’s no way of knowing that until you have looked at the reasons (or lack thereof) for the complaints themselves.”
- e.g., “Scientific argument—This is based off of the information given above and without trying to over complicate or think things too much. Even though there was reform in schools from the 70’s onward with regards to how left handed children were treated or seen, this is unlikely to have had any effect on many of the presidents or candidates. This leaves the notion that left handed people have a more determined nature and perhaps other characteristics which have lead them to politics. Premise 1. S—More than half of the past 14 presidents are left handed which is above average for the US; why is this? Premise 2. H—People who are left handed develop particular personality traits which lend themselves to a career in politics. Premise 3. No other Hypothesis can explain S, given the information above, better than H Therefore, probably therefore, H is true. To develop this further a set of tests would have to be carried out in order to conclude that the hypothesis is either correct or in correct.”

*MTLD denotes the measure of the textual lexical diversity (McCarthy & Jarvis, 2010). The values contain the means and SDs
of some textual and contextual features extracted in the messages. The textual features contain the number of words, the number of sentences, and the measure of textual lexical diversity (MTLD). The MTLD was calculated as the mean length of word strings that maintained a criterion level of lexical variation in each message (McCarthy & Jarvis, 2010). The contextual features include the depth (conversation level) of a message in its thread, and the number of replies after the current message. We exclude the messages that had less than ten predictions in the DisagreementSet tests (details in Fig. 6) as the numbers were too few for the statistical calculation. We then discussed the statistical results (Table 9) and analysed the example messages qualitatively in the order of their manual labels.

**Manual Categories of Both the Other and Triggering Event**

The multi-label classifiers predicted 40.9% of the messages that had the manual labels of both the Other and Triggering event (the first row in Fig. 6) as the same two labels. Another close percentage (39.4%) of the messages were predicted partially correct, as the Triggering event only. We read the messages in the two groups and found two common patterns: 1) most of them consisted of one or two sentences, which can also be revealed in the first two rows in Table 9; 2) many of them contained compliment expressions to the course or other users’ comments, such as “I enjoyed this course”. We also found two distinctions: 1) the numbers of words and the lexical diversity used in the former group were averagely fewer than those in the latter group (Table 9), which means the messages predicted only one category, the triggering event, used more complex words than the messages predicted two categories; 2) the compliment sentence in the majority of the messages from the former group was delivered in a general way, such as “I really like your comments”, whereas in the latter group the compliment often contained a specific subject, such as “I really like the gender-sensitivity of the article in the last paragraph”.

**Manual Categories of Both the Triggering Event and Exploration**

We found that 33.3% of the messages that contained the manual labels of both Triggering event and Exploration (the second row in Fig. 6) was predicted as the same two labels. A percentage of 53.8% messages was predicted into the single Exploration category. In Table 9, the average number of sentences and lexical diversity measures shown were similar between the two groups, but the messages in the former group used fewer words and had smaller differences in the message depth and number of replies than in the latter group. We also found that most of the messages in the two groups contained (dis)agreement statements on other users’ messages by reading the messages carefully. Interestingly, the messages in the former group often used concise messages or incomplete sentences as the supports behind the (dis)agreement opinions. Conversely, the messages in the latter group often contained longer and complete supporting ideas.
Manual Categories of Both the Exploration and Integration

The group of messages that contained the two predicted labels (Exploration and Integration) accounted for 62% in the messages that had the same two manual labels in the third row in Fig. 6. Another group of messages that were predicted as one label, Exploration, reached a similar ratio of 47.1%. We found the former group of messages used the words of averagely larger numbers but lower lexical diversity than the latter one in Table 9. After reviewing these messages, we found that a common structure to claim users’ opinions frequently appeared at the messages in the former group; that was, “Premise 1…Premise 2…(Probably) Therefore…”. However, this expression seldom occurred in the messages from the latter group.

Manual Categories of Both the Integration and Resolution

The multi-label classifiers predicted 62% of the messages that had the manual label of both Integration and Resolution (the fourth row in Fig. 6) as other two labels, Exploration and Integration, and another 30% of the messages as the single Integration category. No messages were predicted as the exactly correct two labels. The messages in these two groups obtained very close values of the number of sentences, the message depth, and the number of the replies, which can be found in Table 9. The former group of messages contained fewer tokens and sentences, but higher lexical diversity values than those in the latter group. We also found many messages in the two group had the premise-and-conclusion structure as the two-label prediction messages in the previous group (the third row in Fig. 6).

According to the above results, we answer the third sub-question (SQ3) that the best-performing multi-label classifier predicted 51.1% of the Disagreement-Set messages as one single category of cognitive presence, and 96% of these single-label predictions was the same as one of the expert coders’ decisions. Meanwhile, all the predictions of the DisagreementSet messages were either one single phase or two adjacent phases of cognitive presence, even the messages that were categorised to two non-adjacent phases or three phases (the last three rows in Table 3). The prediction results of the DisagreementSet were consistent with the tests in the AgreementSet. Also, the multi-label classifiers predicted almost half of the DisagreementSet messages as two labels of Exploration and Integration, and approximately another half as the single Exploration category. This distribution was aligned with the expert coders’ main disagreements, amongst which the highest proportion also fell between Exploration and Integration categories, the middle processes of cognitive presence. These results suggest that the multi-label classifiers encountered the same challenge as the expert coders had faced to differ the Exploration from Integration messages in MOOCs (Hu et al., 2021a). It might because that these confused messages applied very similar linguistic and contextual features. We found that the premise-and-conclusion expressions in the messages could be a strong indicator for the multi-label classifiers to identify Integration category. Also, the number and the lexical diversity of the words used in the messages could be strong...
indicators for the multi-label classifiers to make a decision between the lower phases; for example, to identify Triggering event from the Other phase, and Exploration from Triggering event. This finding was in line with the previous studies using the single-label classification models (Barbosa et al., 2020; Farrow et al., 2020; Kovanović et al., 2016; Neto et al., 2018). Nevertheless, the two features tended to be very weak indicators to identify the adjacent higher phases, such as Integration and Resolution.

Summary of Discussion

All the above results suggest that although learners’ cognitive presence develop from shallow to deep phases, the defined boundaries between the phases could be blurry in the MOOC discussion messages. If the boundaries between the adjacent categories were clear, the multi-label classifiers would not tag many messages into two labels. Some MOOC discussion messages were difficult for both human coders and computer algorithms to differentiate, especially between Exploration and Integration. Some discussion messages were clearer for both humans and computers to accurately allocate one unique category of cognitive presence. These phenomena may be due to the messy and chaotic reality of online discussions, especially in MOOCs, which consists of conversational flows that do not fit into the ordered patterns in the CoI (Xin, 2012). It is nearly impossible for the limited number of researchers to read the myriad of MOOC discussions qualitatively and objectively without computer support. In this regard, computer algorithms are required to support researchers to discover the general trend in massive data and make wiser decisions. The coders and researchers can rethink their disagreements and make less subjective decisions on the cognitive presence categorisation according to the results of multi-label classifiers. Also, the generative machine learning models that focus on the likelihood estimation of data distribution (e.g., unsupervised learning methods) can be recommendable for the cognitive presence categorisation rather than the discriminative models, which aim to seek the decision boundaries of the classes (e.g., the random forests). Finally, our findings can inform the ongoing refinement of the CoI framework to accommodate the MOOC context. Additional categories can be included between the adjacent categories of cognitive presence to accommodate the predominant disagreements between coders and the confusion of the automatic classifiers. The cognitive presence scheme could learn from Perry’s scheme of intellectual and ethical development (Finster, 1989; Perry, 1999), where the stages are developmental including several positions and tolerate the overlaps existing between adjacent stages. We suggest that in the manual categorisation process, the coders can tag multiple labels of cognitive presence phases with their confidence degrees on each discussion message rather than an absolute, unique label in the previous studies. For example, a message can be tagged both Exploration and Integration with the confidence degree of either 1 (i.e., ‘not sure’), 2 (i.e., ‘half sure’), or 3 (i.e., ‘sure’),
respectively. Training the automatic classifiers can also benefit from the multiple labels with their degree values to help reduce subjectivity and tolerate the multiplicity in the manual classification tasks in future studies.

The outcomes of the experiments in the paper also indicate that the performance of the automatic classifiers might have some relevance to the distribution of the cognitive presence phases. The classifiers in the study reached the similar level of prediction performance to the classifiers in most of the previous studies in the literature (Barbosa et al., 2021; Farrow et al., 2019; Hu et al., 2021b; Kovanović et al., 2016; Waters et al., 2015). We found the cognitive presence phases in the training set (AgreementSet) of this study obtained very similar distribution to the data sets in the previous studies, where the highest proportion located in Exploration and Integration, and the lowest in the Other and Resolution. In contrast, distinct distributions of cognitive phases in Lee et al.’s (2022) work, where bulk of messages located in the Other and small fractions in Triggering event and Exploration, performed a very high performance of $F_1$ scores. We acknowledge that the different course domain and pedagogical decision could affect the distribution of learners’ cognitive presence (Lee et al., 2022). We suggest future work can apply the discussion messages from the MOOCs of different designs and domains, which contain diverse distributions of cognitive presence, to improve the automatic classifiers.

To summary, in response to the main research question (What would the prediction performance of using the multi-label classifiers to categorise the phases of cognitive presence, and what can we learn about cognitive presence in the MOOC discussion messages from the training and test processes?), we conclude that the multi-label classifiers slightly outperformed the state-of-the-art single-label classifiers, and they predicted the messages that had been categorised differently by the expert coders into one single category or two adjacent categories of cognitive presence. We envisage that overlaps exist between the definitions the adjacent phases of cognitive presence, and the multi-label deep learning method has the potential to identify the subjectivity of cognitive presence categorisation in the discussion messages from the target MOOC.

**Limitations**

We acknowledge the limitations of the discussion data used in this study. The automatic classifiers developed for a specific MOOC might not be generalisable to other courses. There are disciplinary and pedagogical-design differences in the utterances that reflect learners’ cognitive presence (Lee et al., 2022). Also, the limited size of the sample data and the unbalanced classes could affect the prediction performance of the automatic classifiers. We are aware that the research findings might only be valid for the cognitive presence categorisation in the target MOOC. A larger sample data size and more data from other domains will advance the performance of the automatic classifiers and its generalisability in more diverse contexts in our future work.
Concluding Remarks

This study makes two contributions. First, we developed a multi-label, fine-tuning BERT model as a triangulation process to classify cognitive presence in the discussion messages from a philosophy MOOC. The classifier achieved slightly better performance in the $F_1$ scores than the state-of-the-art, single-label classifier. Second, we analysed the partially correct predictions quantitatively and qualitatively in both the AgreementSet and DisagreementSet to interpret how the multi-label classifiers made the decisions. Although the improvement of the classification performance is marginal, the main contributions of the study inform that the blur boundaries exist between the adjacent categories of cognitive presence in the MOOC discussion messages, and the multi-label classifiers have the potential to help researchers identify research subjectivity and make better decisions in the manual categorisation of cognitive presence.

We recommend that to improve the prediction performance of the multi-label classifiers, and to inform the ongoing refinement of the CoI framework in MOOCs, future research could 1) address the class imbalance problem before the model training process by investigating effective methods (e.g., active machine learning (Rubens et al., 2015)) to automatically and adaptively generate pre-labelled data, which can reduce the time and labour of the manual categorisation; 2) adapt the categorisation instruments of cognitive presence that enable coders to tag the messages into multiple labels with confidence degrees as a significant foundation for developing automatic classifiers, which can support educators and researchers to get a richer and better understanding of cognitive presence in MOOC discussions. They can also be applied to support educators in monitoring learners’ progress and help learners self-assess in real-time, as well as implementing these tools on learning platforms at a large scale.

Funding Open Access funding enabled and organized by CAUL and its Member Institutions

Declarations

The owner of the Philosophy MOOC data used in the study are the enrolled learners who posted and commented in the LCT MOOC on the FutureLearn platform. The users granted their permission for using the data for research purposes during the course enrolment process according to the research ethics policy on the platform. The research proposal received ethical approval from the the University Human Participants Ethics Committee, and the original study data are not open.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
References

Alazaidah, R., Thابتة, F., & Al-Radaideh, Q. (2015). A Multi-Label Classification Approach Based on Correlations Among Labels. *IJACSA* International Journal of Advanced Computer Science and Applications, 6(2), 52–59.

Almatrafi, O., Johri, A., & Rangwala, H. (2018). Needle in a haystack: Identifying learner posts that require urgent response in MOOC discussion forums. *Computers and Education, 118*, 1–9. https://doi.org/10.1016/j.compedu.2017.11.002

Anderson, T., Rourke, L., Garrison, D. R., & Archer, W. (2001). Assessing teaching presence in a computer conferencing context. *Journal of the Asynchronous Learning Network, 5*(2).

Barbosa, A., Ferreira, M., Ferreira Mello, R., Lins, R. D., & LastNameGašević, D. (2021, April). The impact of automatic text translation on classification of online discussions for social and cognitive presences. In *Proceedings of the 11th International Learning Analytics and Knowledge Conference - LAK ’21*, pp. 77–87. https://doi.org/10.1145/3448139.3448147

Barbosa, G., Cameiro, R., Cavalcanti, A. P., Miranda, P., Mello, R. F., Kovanovic, V., & Gašević, D. (2020, March). Towards automatic cross-language classification of cognitive presence in online discussions. In *Proceedings of the 10th International Conference on Learning Analytics and Knowledge - LAK ’20*, pp. 605–614. https://doi.org/10.1145/3375462.3375496

Ceylan, Z., & Pekel, E. (2017). Comparison of Multi-Label Classification Methods for Prediagnosis of Cervical Cancer. *International Journal of Intelligent Systems and Applications in Engineering, 5*(4), 232–236. https://doi.org/10.18201/ijisae.82426

Corich, S., Hunt, K., & Hunt, L. M. (2006). Computerised Content Analysis for Measuring Critical Thinking within Discussion Forums. *Journal of E-Learning and Knowledge Society, 2*(1), 47–60.

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2019). BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. *Mlm*. http://arxiv.org/abs/1810.04805

Du, J., Chen, Q., Peng, Y., Xiang, Y., Tao, C., & Lu, Z. (2019). ML-Net: Multi-label classification of biomedical texts with deep neural networks. *Journal of the American Medical Informatics Association, 26*(11), 1279–1285. https://doi.org/10.1093/jamia/ocz085

Dyk, D. A. V., & Meng, X. L. (2012). The Art of Data Augmentation. *Journal of Computational and Graphical Statistics, 10*(1), 1–50. https://doi.org/10.1198/10618600152418584

Fadaee, M., Bisazza, A., & Monz, C. (2017). Data augmentation for low-resource neural machine translation. In *Proceedings of the 55th Annual Meeting of the Association for Computational Linguistics, 2*, 567–573. https://doi.org/10.18653/v1/P17-2090

Farrow, E., Moore, J., & Gasevic, D. (2019, March). Analysing discussion forum data: a replication study avoiding data contamination. In *Proceedings of the 9th International Learning Analytics & Knowledge Conference - LAK ’19*, pp. 170–179. https://doi.org/10.1145/3303772.3303779

Farrow, E., Moore, J., & Gašević, D. (2020, March). Dialogue attributes that inform depth and quality of participation in course discussion forums. In *Proceedings of the 10th International Conference on Learning Analytics and Knowledge - LAK ’20*, pp. 129–134. https://doi.org/10.1145/3375462.3375481

Finster, D. (1989). Developmental instruction: Part 1. Perry’s model of intellectual development. *Journal of Chemical Education, 66*(8), 659. https://doi.org/10.1021/ed066p659

Garrison, D. R., & Anderson, T. (2011). *E-learning in the 21st century: A framework for research and practice (Second Edi)*. Routledge.

Garrison, D. R., Anderson, T., & Archer, W. (1999). Critical Inquiry in a Text-Based Environment: Computer Conferencing in Higher Education. *The Internet and Higher Education, 2*(2), 87–105. https://doi.org/10.1016/S1096-7516(00)00016-6

Garrison, D. R., Anderson, T., & Archer, W. (2001). Critical thinking, cognitive presence, and computer conferencing in distance education. *D, 15*(1), 7–23. https://doi.org/10.1080/08923640109527071

Godbole, S., & Sarawagi, S. (2004, May). Discriminative methods for multi-labeled classification. In *Pacific-Asia Conference on Knowledge Discovery and Data Mining* (pp. 22–30). Springer. https://doi.org/10.1007/978-3-540-24775-3_5

Gunawardena, C., Lowe, C., & Anderson, T. (1997). Analysis of a Global Online Debate and the Development of an Interaction Analysis Model for Examining Social Construction of Knowledge in Computer Conferencing. *Journal of Educational Computing Research, 17*(4), 397–431. https://doi.org/10.2190/7MQV-X9UJ-C7Q3-NRAG
Herrera, F., Charte, F., Rivera, A. J., & Del Jesus, M. J. (2016). Multilabel classification. In *Multilabel Classification* (pp. 17–31). Springer. https://doi.org/10.1007/978-3-319-41111-8

Hildebrand, D. K., Laing, J. D., & Rosenthal, H. (1977). Analysis of ordinal data (Issue 8). SAGE Publications.

Hosmer, J., & Lee, J. (2021, June). How online learners build cognitive presence: Implications from a Machine Learning Approach. In *Proceedings of the Eighth ACM Conference on Learning@ Scale*, pp. 351–354. https://doi.org/10.1145/3430895.3460986

Hu, Y., Donald, C., & Giacaman, N. (2021a). Cross Validating a Rubric for Automatic Classification of Cognitive Presence in MOOC Discussions. *International Review of Research in Open and Distributed Learning*, 23(2), 242–260. https://doi.org/10.19173/irrodl.v23i3.5994

Hu, Y., Donald, C., Giacaman, N., & Zhu, Z. (2020, March). Towards automated analysis of cognitive presence in MOOC discussions: a manual classification study. In *Proceedings of the 10th International Conference on Learning Analytics and Knowledge - LAK ’20*, pp. 135–140. https://doi.org/10.1145/3375462.3375473

Hu, Y., Mello, R. F., & Gašević, D. (2021b). Automatic analysis of cognitive presence in online discussions: An approach using deep learning and explainable artificial intelligence. *Computers and Education: Artificial Intelligence, 2*, 100037. https://doi.org/10.1016/j.caeai.2021.100037

Jackson, P. (2020). Understanding understanding and ambiguity in natural language. *Procedia Computer Science, 169*, 209–225. https://doi.org/10.1016/j.procs.2020.02.138

Jensen, E., Pugh, S. L., & D’Mello, S. K. (2021, April). A deep transfer learning approach to modeling teacher discourse in the classroom. In *Proceedings of the 11th International learning analytics and knowledge conference - LAK ’21*, pp. 302–312. https://doi.org/10.1145/3448139.3448168

Kaul, M., Aksela, M., & Wu, X. (2018). Dynamics of the community of inquiry (Col) within a massive open online course (MOOC) for in-service teachers in environmental education. *Education Sciences, 8*(2). https://doi.org/10.3390/eduscisc8020040

Kovanović, V., Joksimović, S., Gašević, D., & Hatala, M. (2014, March). Automated cognitive presence detection in online discussion transcripts. In *Proceedings of the Workshops at the 4th International Conference on Learning Analytics and Knowledge - LAK ’14*.

Kovanović, V., Joksimović, S., Poquet, O., Hennis, T., Ćukić, I., De Vries, P., Hatala, M., Dawson, S., Siemens, G., & Gašević, D. (2018). Exploring communities of inquiry in Massive Open Online Courses. *Computers & Education, 119*, 44–58. https://doi.org/10.1016/j.compedu.2017.11.010

Kovanović, V., Joksimović, S., Waters, Z., Gašević, D., Kitto, K., Hatala, M., & Siemens, G. (2016, April). Towards automated content analysis of discussion transcripts: A Cognitive Presence Case. In *Proceedings of the 6th International Conference on Learning Analytics & Knowledge - LAK ’16* (pp 15–24). https://doi.org/10.1145/2883851.2883950

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. *Nature, 521*(7553), 436–444. https://doi.org/10.1038/nature14539

Lee, J., Soleimani, F., Irish, I., Hosmer, J., Soylu, M., Finkelberg, Y., & Chatterjee, R. (2022). Predicting Cognitive Presence in At-Scale Online Learning: MOOC and For-Credit Online Course Environments. *Online Learning Journal, 26*(1), 58–79. https://doi.org/10.24059/olj.v26i1.3060

Liu, S. M., & Chen, J. H. (2015). A multi-label classification based approach for sentiment classification. *Expert Systems with Applications, 42*(3), 1083–1093. https://doi.org/10.1016/j.eswa.2014.08.036

Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., Levy, O., Lewis, M., Zettlemoyer, L., Stoyanov, V., & Allen, P. G. (2019). *RoBERTa: A Robustly Optimized BERT Pretraining Approach*. https://arxiv.org/abs/1907.11692

Lohr, S. (2020). Remember the MOOCs? After near death, they’re booming. The New Yorker Times. https://www.nytimes.com/2020/05/26/technology/moocs-online-learning.html. Accessed Apr 2022

Ma, E. (2019). *NLP Augmentation*. https://github.com/makcedward/nlpaug. Accessed Sept 2021

McKlin, T., Harmon, S., Evans, W., & Jones, M. (2001). Cognitive presence in web-based learning: A content analysis of students’ online discussions. In *2001 Annual Proceedings-Atlanta: Volume 1*, pp. 272–277.

McKlin, Thomas. (2004). *Analyzing cognitive presence in online courses using an artificial neural network*. Georgia State University.

McNamara, D. S., & Graesser, A. C. (2013). Coh-Metrix. *Applied Natural Language Processing*. https://doi.org/10.4018/978-1-60960-741-8.ch011
Mikolov, T., Chen, K., Corrado, G., & Dean, J. (2013). Efficient Estimation of Word Representations in Vector Space. *ICLR Workshop*, 1–12. https://doi.org/10.1162/153244303322533223

Mohamed Fahmy Yousef, A., Amine Chatti, M., Schroeder, U., & Wosnitza, M. (2015). A Usability Evaluation of a Blended MOOC Environment: An Experimental Case Study. *International Review of Research in Open and Distributed Learning*, 16(2), 69. https://doi.org/10.19173/irrodl.v16i2.2032

Neto, V., Rolim, V., Ferreira, R., Kovanović, V., & Gašević, D. (2018, September). Automated Analysis of Cognitive Presence in Online Discussions Written in Portuguese. In *European Conference on Technology Enhanced Learning* (pp. 245–261). Springer. https://doi.org/10.1007/978-3-319-98572-5_19

Neto, V., Rolim, V., Pinheiro, A., Lins, R. D., Gašević, D., & Mello, R. F. (2021). Automatic Content Analysis of Online Discussions for Cognitive Presence: A Study of the Generalizability across Educational Contexts. *IEEE Transactions on Learning Technologies*, 14(3), 299–312. https://doi.org/10.1109/TLT.2021.3083178

Newman, D., Webb, B., & Cochrane, C. (1995). A content analysis method to measure critical thinking in face-to-face and computer supported group learning: Current approaches to evaluating CSCL. *Interpersonal Computing and Technology*, 3(2), 56–77. https://doi.org/10.1111/j.1365-2648.2007.04569.x

Otter, D. W., Medina, J. R., & Kalita, J. K. (2021). A Survey of the Usages of Deep Learning for Natural Language Processing. *IEEE Transactions on Neural Networks and Learning Systems*, 32(2), 604–624. https://doi.org/10.1109/TTNLS.2020.2979670

Park, C. (2009). Replicating the use of a cognitive presence measurement tool. *Journal of Interactive Online Learning*, 8(2), 140–155.

Pennington, J., Socher, R., & Manning, C. (2014, October). Glove: Global vectors for word representation. In *Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP)* (pp. 1532–1543). https://doi.org/10.3115/v1/d14-1162

Pereira, R. B., Plastino, A., Zadrozny, B., & Merschmann, L. H. C. (2018). Correlation analysis of performance measures for multi-label classification. *Information Processing & Management*, 54(3), 359–369. https://doi.org/10.1016/J.IP.M.2018.01.002

Perry, W. G. (1999). *Forms of intellectual and ethical development in the college years: A scheme. Jossey-bass higher and adult education series*. Jossey-Bass Publishers, 350 Sansome St., San Francisco, CA 94104.

Phan, T., McNeil, S. G., & Robin, B. R. (2016). Students’ patterns of engagement and course performance in a Massive Online Open Course. *Computers and Education*, 95, 36–44. https://doi.org/10.1016/j.compedu.2015.11.015

Rourke, L., Anderson, T., Garrison, D. R., & Archer, W. (1999). Assessing social presence in asynchronous text-based computer conferencing. *Journal of Distance Education*, 14(2), 50–71.

Rourke, L., & Kanuka, H. (2009). Learning in communities of inquiry: A review of the literature (Winner 2009 Best Research Article Award). *International Journal of E-Learning & Distance Education / Revue Internationale du e-Learning et la Formation à Distance*, 23(1), 19–48.

Rubens, N., Elahi, M., Sugiyama, M., & Kaplan, D. (2015). Active learning in recommender systems. In *Recommender Systems Handbook* (pp. 809–846). Springer. https://doi.org/10.1007/978-1-4899-7637-6_24.

Shah, D. (2020a). By the Numbers: MOOCs During the Pandemic. The Report by Class Central. https://www.classcentral.com/report/mooc-stats-pandemic/. Accessed June 2021

Shah, D. (2020b). By The Numbers: MOOCs in 2020b. The Report by Class Central. https://www.classcentral.com/report/mooc-stats-2020b/. Accessed June 2021

Shen, X., Boutell, M., Luo, J., & Brown, C. (2004). Multilabel machine learning and its application to semantic scene classification. *SPIE 5307, Storage and Retrieval Methods and Applications for Multimedia 2004, 5307*, 188–199. https://doi.org/10.1117/12.523428

Siemens, G. (2013). Massive open online courses: Innovation in education? In R. McGreal, W. Kinuthia, & S. Marshall (Eds.), *Open educational resources: innovation, research and practice* (vol. 1833, pp. 5–16). Commonwealth of Learning and Athabasca University.

Sorower, M. S. (2010). A literature survey on algorithms for multi-label learning.

Tang, H., Xing, W., & Pei, B. (2018). Exploring the temporal dimension of forum participation in MOOCS. *Distance Education*, 39(3), 353–372. https://doi.org/10.1080/01587919.2018.1476841

Tang, T., Tang, X., & Yuan, T. (2020). Fine-tuning bert for multi-label sentiment analysis in unbalanced Code-Switching Text. *IEEE Access*, 8, 193248–193256. https://doi.org/10.1109/ACCESS.2020.3030468

 Springer
Tausczik, Y. R., & Pennebaker, J. W. (2009). The Psychological Meaning of Words: LIWC and Computerized Text Analysis Methods. *Journal of Language and Social Psychology*, 29(1), 24–54. https://doi.org/10.1177/0261927X09351676

Tausczik, Y. R., & Pennebaker, J. W. (2010). The psychological meaning of words: LIWC and computerized text analysis methods. *Journal of Language and Social Psychology*. https://doi.org/10.1177/0261927X09351676

Tharwat, A. (2020). Classification assessment methods. *New England Journal of Entrepreneurship*, 17(1), 168–192. https://doi.org/10.1016/j.aci.2018.08.003

Trohidis, K., Tsoumakas, G., Kalliris, G., & Vlahavas, I. (2011). Multi-label classification of music by emotion. *EURASIP Journal on Audio, Speech, and Music Processing*, 2011(4), 1–9. https://doi.org/10.1186/1687-4722-2011-426793

Vaswani, A., Brain, G., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., & Polosukhin, I. (2017). Attention is all you need. *Advances in neural information processing systems*, 30.

Voulodimos, A., Doulamis, N., Doulamis, A., & Protopapadakis, E. (2018). Deep Learning for Computer Vision: A Brief Review. *Computational Intelligence and Neuroscience*, 2018. https://doi.org/10.1155/2018/7068349

Waters, Z., Kovanović, V., Kitto, K., & Gašević, D. (2015). Structure matters: Adoption of structured classification approach in the context of cognitive presence classification. *Lecture Notes in Computer Science*, 9460, 227–238. https://doi.org/10.1007/978-3-319-28940-3_18

Wise, A. F., & Cui, Y. (2018). Unpacking the Relationship between Discussion Forum Participation and Learning in MOOCs: Content is Key. *Proceedings of the 8th International Conference on Learning Analytics and Knowledge*, 10. https://doi.org/10.1145/3170358.3170403

Xin, C. (2012). A critique of the community of inquiry framework. *The Journal of Distance Education*, 26(1), 1–7.

Zahera, H. M., Elgendy, I., Jalota, R., & Sherif, M. A. (2019). Fine-tuned BERT model for multi-label tweets classification. *Text REtrieval Conference (TREC)*.

**Publisher's Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Authors and Affiliations**

Yuanyuan Hu1 · Claire Donald1 · Nasser Giacaman1

Claire Donald
c.donald@auckland.ac.nz

Nasser Giacaman
n.giacaman@auckland.ac.nz

1 Faculty of Engineering, The University of Auckland, Auckland, New Zealand