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1 Background Material

1.1 Quantum postulates

Quantum information processing is characterised by constraints upon how information is represented and processed arising from the foundational postulates of quantum mechanics. Below we provide an overview of key elements of quantum postulates [1] and quantum information processing for classical machine learning practitioners solving optimisation problems for quantum engineering. In particular, we describe ways in which quantum data are typically
represented (such as via tensors), how quantum processes are usually expressed in common programming languages. The QDataSet is constructed to mimic conditions in laboratories and experiments where inputs and outputs to quantum systems are classical, such as via classically characterised controls (pulses, voltages) and measurement outcomes in the form of a classical probability distribution over observable outcomes of measurement. Actual quantum states, coherences and other characteristically quantum features of the system, while considered ontologically extant, are in effect reconstructions conditioned upon classical input and output data. In a machine learning context, this means that the encoding of quantum states, quantum processes (such as unitary evolution) represents the encoding of constraints upon how computation may evolve, rather than the input of actual quantum data. To this end, we follow the data generation protocols set out in [2] which we explicate below.

1.1.1 State space

Quantum systems are represented by (unit) state vectors within a complex-valued vector (Hilbert) space $\mathcal{H}$ whose dimensionality is determined according to the physics of the problem. There are various formalisms for representing such state vectors, but the predominant form in quantum information processing ‘bra-ket’ notation. In this notation, the state vector is represented as a ‘ket’ $|\psi\rangle \in \mathcal{H}$. Associated with a ket is a corresponding ‘bra’ notation $\langle \psi |$ which strictly speaking is a linear (one) form (or function) that acts on $|\psi\rangle$ such that $\langle \psi_1 | \psi_2 \rangle \in \mathbb{C}$ for two states $|\psi_1\rangle, |\psi_2\rangle$. The set of such linear forms forms a complementary vector space denoted the dual space. The majority of quantum information processing research to date has concentrated on qubits (quantum bits), being arbitrary two-level quantum systems (two-dimensional state spaces) of qubits with arbitrary state vectors with orthonormal bases $\{|0\rangle, |1\rangle\}$:

$$|\psi\rangle = a |0\rangle + b |1\rangle$$

Qubits are normalised such that they are unit vectors $\langle \psi | \psi \rangle = 1$ (that is $|a|^2 + |b|^2 = 1$), where $a, b \in \mathbb{C}$ are amplitudes for measuring outcomes of $|0\rangle, |1\rangle$ respectively (where $\langle \psi | \psi' \rangle$ denotes the inner product of quantum states $|\psi\rangle, |\psi'\rangle$). In density operator formalism, the system is described via a Hermitian positive semi-definite density operator $\rho$ with trace unity acting on the state space of the system (such that if the system is in state $\rho_i$ with probability $p_i$ then $\rho = \sum_i p_i \rho_i$). Density operators are generalised operator-representations of probability distributions over quantum states with particular properties: all their eigenvalues have to be real, non-negative, sum to unity, inheriting the necessary constraints of a probability distribution.

In this work, we assume the standard orthonormal computational basis $\{|0\rangle, |1\rangle\}$ such that $\langle 1 | 0 \rangle = \langle 0 | 1 \rangle = 0$ and $\langle 1 | 1 \rangle = \langle 0 | 0 \rangle = 1$. Quantum states encode information of interest and use to optimisation problems. They are not directly observable, but rather their structure must be reconstructed from known information about the system. In machine learning contexts, quantum states may be used as inputs, constituent elements in intermediate computations or label (output) data. In the QDataSet, intermediate quantum states at any time step may be reconstructed using the intermediate Hamiltonians and unitaries for each example. The code repository for the QDataSet simulation provides further detail on how quantum state representations are used to generate the QDataSet [3]. Depending on machine learning architecture,
quantum states will usually be represented as matrices or tensors and may be used as inputs (for example, flattened), label data or as an intermediate input, such as in intermediate layers within a hybrid classical-quantum neural network (see [4,5]). For example, consider the matrix representation of eigenstates of a Pauli $\sigma_z$ operator below:

$$\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(2)

In the computational basis, this operator has two eigenstates $|0\rangle, |1\rangle$ for eigenvalues $\lambda = 1, -1$:

$$|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{for} \quad \lambda = 1 \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad \text{for} \quad \lambda = -1$$

(3)

where we have adopted the formalism that the $\lambda = 1$ eigenstate is represented by $|0\rangle$ and the $\lambda = -1$ eigenstate is represented by $|1\rangle$ (our choice is consistent with Qutip - practitioners should check platforms they are using for the choice of representation). These eigenstates have a density operator representation as:

$$\rho_{\lambda=1} = |0\rangle \langle 0| \quad \rho_{\lambda=1} = |1\rangle \langle 1|$$

(4)

with matrix representations:

$$|0\rangle \langle 0| = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad |1\rangle \langle 1| = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

(5)

For machine learning practitioners, one way to think about density operators is associating rows and columns with bra and ket vector representations:

$$\rho = a |0\rangle \langle 0| + b |0\rangle \langle 1| + c |1\rangle \langle 0| + d |1\rangle \langle 1| \equiv \begin{pmatrix} \langle 0| \\ \langle 1| \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

(6)

where $a, b, c, d \in \mathbb{C}$ are the complex-values amplitudes respective. Given $\rho = \sum \rho_i$, the diagonal elements $a_n$ of the density matrix describe the probability $p_n$ of the system residing in state $\rho_n$, that is

$$\rho_{nn} = a_n a_n^* = p_n \geq 0$$

(7)

For pure states, the diagonal along the density matrix will only have one non-zero element (i.e. it will be 1) so that $\rho = \rho_i$. A mixed state will have multiple entries along the diagonal such that $0 \leq a_n < 1$. For example, the $\sigma_z$ eigenvectors have the representation:

$$|0\rangle \langle 0| \equiv \begin{pmatrix} \langle 0| \\ \langle 1| \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad |1\rangle \langle 1| \equiv \begin{pmatrix} \langle 0| \\ \langle 1| \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

(8)
Sometimes the density matrix representation of a state will be equivalent to the outer product of the state, but caution should be applied as this is not generally the case. Translating between the nomenclature and symbolism of quantum information to a more familiar matrix representation used in machine learning assists machine learning researchers to develop their algorithmic architecture. The QDataSet simulation code utilises state space representations of data and operations thereon in order to generate the output contained in the datasets themselves. To recover a quantum state $|\psi(t_j)\rangle = U(t_j) |\psi_0\rangle \approx \prod_i U_i^j |\psi_0\rangle$, one can simply apply the sequence $U_i$ up to $i = j$ (note the order of application is such that $U_j...U_0 |\psi\rangle$).

1.1.2 Operators and evolution

The Hamiltonian $H(t)$ of a system is primary means of mathematically characterising dynamics of quantum systems. Hamiltonians specify by the data-encoding process by which information is encoded into quantum states along with how the system evolves and how the quantum computation may be controlled. Unitary evolution itself is required to preserve quantum coherence and probability measures of systems (which give rise to the enhanced computational power of quantum systems). Algorithms trained using the QDataSet will usually involve modification to the controllable part of a system Hamiltonian in order to steer a system towards a desired state. This is to be understood more fully in terms of quantum state evolution.

Closed quantum systems (which we focus on in this paper for simplicity) evolve over time $\Delta t = t_1 - t_0$ via unitary transformations $U(\Delta t) = \mathcal{T}_+ \exp\left(-i \int_0^{\Delta t} H(t) dt\right)$ where $\mathcal{T}_+$ is the time-ordering operator (described below). As discussed below, given the difficulties in solving for time dependency, unitaries are typically approximated by time-independent sequences. The evolution of quantum states is characterised by such unitaries operating upon vectors that transform (transition) to other states. Intermediate quantum states $|\psi'\rangle$ may be represented as the result of applying unitary operators to initial states $|\psi\rangle$ such that $|\psi'\rangle = U(t) |\psi_0\rangle$ (or $\rho' = U(t) \rho_0 U(t)^\dagger$). Given initial quantum states, quantum state evolution can be represented entirely via operator dynamics and representations. There is a panoply of mathematical formalisms via which to understand operator dynamics, from representation theory, to operator algebras to category theory. From the perspective of a machine learning practitioners, operators will take the form of matrices or tensors in standard programming languages. It is worth noting that the operator acting on a quantum state $\rho$ is a unitary $U(t)$ which is itself (in a closed quantum system) a function (or representation) of the Hamiltonian $H(t)$ governing the system dynamics. In practice unitaries are formed by exponentiating time-independent approximations of Hamiltonians and unitaries. These unitaries represent solutions to the time-dependent Schrödinger equation governing evolution:

$$i\hbar \frac{d|\psi(t)\rangle}{dt} = H(t) |\psi(t)\rangle$$

where $\hbar$ is set to unity for convenience and $H(t)$ represents the linear Hermitian operator (Hamiltonian) of the closed system. The dynamics of the quantum system are completely described by the Hamiltonian operator acting on the state $|\psi\rangle$ such that $|\psi(t)\rangle = U(t) |\psi(t = 0)\rangle$. In density operator notation, such evolution is represented as $\rho(t) = U(t) \rho(t_0) U(t)^\dagger$. Typically
solving the continuous form of the Schrödinger equation is intractable or infeasible, so a discretised approximation as a discrete quantum circuit (where each gate $U_i$ is run for a sufficiently small time-step $\Delta t$) is used (e.g. via Trotter-Suzuki decompositions).

1.1.3 Composite systems

States $|\psi\rangle$ in the Hilbert space may be composite systems, described as the tensor product of states spaces of the component physical systems, that is $|\psi\rangle = \otimes_i |\psi_i\rangle$. We also mention here the importance of open quantum systems where a total system Hamiltonian $H$ can be decomposed as $H = H_S + H_E + H_I$, comprising a closed quantum system Hamiltonian $H_S$, an environment Hamiltonian $H_E$ and an interaction Hamiltonian term $H_I$, which is typically how noise is modelled in quantum contexts. Open quantum systems are typically approximated using master equations to capture the dissipative effects of system/environment interaction. The dissipative nature of open quantum systems has parallels with the dissipative characteristics of neural networks (see [6]). Simulated data of open quantum systems can be generated in a number of packages, such as Qutip. For the QDataSet, we made a design decision to directly simulate the effects of coupling to dissipative environmental baths using more elementary Monte Carlo methods. The reason for this is that master equation formalism both requires a number of assumptions on the system (see [7,8]) which may be difficult to apply to experimental setups. We also chose to manually engineer the effect of baths in order to minimise the theoretical barriers for classical machine learning practitioners using the QDataSet.

1.1.4 Measurement

Quantum measurements are framed as sets of measurement operators $\{M_m\}$, where $m$ indexes the outcome of a measurement (e.g. an energy level or state indicator), i.e. an observable. The probability $p(m)$ of observable $m$ upon measuring $|\psi\rangle$ is represented by such operators acting on the state such that $p(m) = \langle \psi | M_m^\dagger M_m | \psi \rangle$ (alternatively, $p(m) = \text{tr}(M_m^\dagger M_m \rho)$) with the post-measurement state $|\psi'\rangle$ given by:

$$|\psi'\rangle = \frac{M_m |\psi\rangle}{\sqrt{\langle \psi | M_m^\dagger M_m | \psi \rangle}}$$  \hspace{1cm} (10)

The set of measurement operators $\sum_m M_m^\dagger M_m = I$ reflects the probabilistic nature of measurement outcomes. In more advanced treatments, positive-operator valued measure (POVM) formalism more fully describes the measurement statistics and post-measurement state of the system. For a POVM, we define a set of positive operators $\{E_m\} = \{M_m^\dagger M_m\}$ satisfying $\sum_m E_m = I$ in a way that gives us a complete set of positive operators (such formalism being more general than simply relying on projection operators). As we are interested in probability distributions rather than individual probabilities from a single measurement, we calculate the probability distribution over outcomes via Born rule using the trace $p(E_i) = \text{Tr}(\rho E_i)$. We describe measurement procedures for the QDataSet in more detail below.
1.1.5 Additional methodological concepts

There are a number of other important concepts for classical machine learning practitioners to be aware of when using quantum datasets such as the QDataSet. We set out some of these: (a) **relative phase**, for a qubit system, amplitudes $a$ and $b$ differ by a relative phase if $a = \exp(i\theta)b$, $\theta \in \mathbb{R}$ (relative phase is an important concept as the relative phase encodes quantum coherences and is, together with basis encoding, a primary means of encoding data in quantum systems); (b) **entanglement**, composite states (known as EPR or Bell states), may be entangled, meaning that their measurement outcomes are necessarily correlated. For a two-qubit state:

$$|\psi\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}}$$

(a measurement outcome of 0 on the first qubit necessarily means that a measurement of the second qubit will result in the post-measurement state $|0\rangle$ also i.e. the measurement statistics of each qubit correlate. States that are entangled cannot be written as tensor products of component states i.e. $|\psi\rangle \neq |\psi_1\rangle |\psi_2\rangle$; (c) **expectation**, expectation values of an operator $A$ (e.g. a measurement) can be written as $E(A) = \text{tr}(\rho A)$ (see below); (d) **mixed and pure** states, if the state of a quantum system is known exactly $|\psi\rangle$, i.e. where $\psi = |\psi\rangle \langle \psi|$ then it is denoted as a **pure state**, while where there is (epistemic) uncertainty about its state, it is a mixed state i.e. $\rho = \sum p_i \rho_i$ where $\text{tr}(\rho^2) < 1$ (as all $p_i < 1$); (e) **commutativity**, multiple measurements are performed on a system, the outcome will be order-dependent if the measurement operators corresponding to those measurements do not commute i.e. if $[A, B] \neq 0$. This is distinct from the classical case; and (f) **no cloning**, quantum data cannot be copied, fundamentally distinguishing it from classical data. There are a range of other aspects of quantum systems that are relevant to the use of machine learning algorithms for solving optimisation problems which we pass over but which are relevant to research programmes using such algorithms, including the role of error-correcting codes (designed to limit or self-correct errors to achieve fault-tolerant quantum computing). While not the focus of the QDataSet, it is worth noting for machine learning practitioners that a distinction is usually drawn in the quantum information literature between **physical** and **logical** qubits. A physical qubit is a two-level physical quantum system. A logical qubit is itself an abstraction from a collection of physical qubits which in aggregate behave according to qubit parameters. The QDataSet is generated on the assumption that each qubit is a logical qubit (which may or not equate to a single corresponding physical qubit). For more complex treatments (involving a multitude of physical qubits) in quantum control or quantum error correction, the underlying simulation code may be adapted accordingly.

1.1.6 Quantum metrics

Metrics play a central technical role in classical machine learning, fundamentally being the basis upon which machine learning algorithms update, via techniques such as backpropagation. Metrics for quantum information processing are related but distinct from their classical counterparts and understanding these differences is important for researchers applying classical machine learning algorithms to solve problems involving quantum data. As is commonplace
within machine learning, chosen metrics will differ depending on the objectives, optimisation strategies and datasets. For a classical bit string, there are a variety of classical information distance metrics used in general [1]. In more theoretical and advanced treatments, available metrics will depend upon the underlying structure of the problem (e.g. topology) (see [10] for a comprehensive discussion). Metrics used will depend also upon whether quantum states or operators are used as the comparators, though one can relatively easily translate between operator and state metrics. We outline a number of commonly used quantum metrics below and discuss their implementation in classical contexts, such as in loss functions. Note below we take license with the term metric as certain measures below, such as quantum relative entropy, do not (as with their classical counterparts) strictly constitute metrics as such.

1. **Hamming distance**, the number of places at which two bit strings are unequal. Hamming distance is important in error-correcting contexts and quantum communication [11].

2. **Trace distance** or **L1-Kolmogorov distance**. For two probability distributions \( \{p_x\}, \{q_x\} \) we can construct the metric \( D(p_x, q_x) = \frac{1}{2} \sum_x |p_x - q_x| \). In the quantum setting, for states represented by density matrices \( \rho, \sigma \) [1], their trace distance can be calculated as:

\[
D(\rho, \sigma) = \frac{1}{2} \text{tr}|\rho - \sigma|
\]

where \( |\rho| = \sqrt{\rho^\dagger \rho} \) is taken as the positive square root. Trace distance is a metric which is preserved under unitary transformations, thus is a widely used similarity metric in quantum information.

3. **Fidelity** is another common metric by which to assess state or operator similarity. Fidelity is given by \( F(\rho, \sigma) = \text{tr}\sqrt{\rho^{1/2} \sigma \rho^{1/2}} \). It is among the most important metrics in quantum computing, being the measure by which quantum states or operators are measured. Fidelity can be interpreted as a metric by calculating the angle \( \zeta = \arccos F(\rho, \sigma) \). Fidelity and trace distance are related via

\[
D(\rho, \sigma) = \frac{1}{2} (1 - F(\rho, \sigma))^2
\]

4. **Quantum relative entropy**, is the quantum analogue of Shannon entropy. It is found given by \( S(\rho) = -\text{tr}(\rho \log \rho) \) The quantum analogue of (binary) cross-entropy is in turn given by:

\[
S(\rho||\sigma) = \text{tr}(\rho \log \rho) - \text{tr}(\rho \log \sigma)
\]

These measures provide a further basis for comparing for the output of algorithms to labelled data during training.

For most machine learning practitioners using the QDataSet, the entry point will be the application of known classical machine learning metrics. More advanced uses of the QDataSet may utilise quantum-specific metrics directly, for example, via reconstruction of quantum states from measurement statistics. Some use cases combine the use of classical and quantum metrics. For example, [2,4] combine average operator fidelity with standard mean-squared error (MSE) into a measure denoted as ‘batch fidelity’. In those examples, the objective in question is to train a greybox algorithm to model certain control pulses needed to synthesise target unitaries.
The algorithms learn the particular control pulses which are applied to generators. While it is the extraction of control pulses which are of interest to experimentalists, the final output of the algorithm is a sequence of fidelities where the fidelity of generated (synthesised) unitaries is compared against the target (label) unitaries $U_T$. This sequence of fidelities is then compared against a vector of ones with the loss function set to minimise the MSE (distance) between the fidelity sequence and the label vector. In doing so, the algorithms are effectively trained to maximise fidelity (as fidelities $\approx 1$ are desirable) yet do so using a hybrid approach. The QDataSet has been generated such that a combination of classical, quantum and hybrid metrics of divergence measures may be used in the training process.

1.1.7 Encoding data in quantum systems

Most quantum information optimisation problems involve information encoded in quantum systems, either by construction in an experiment involving quantum systems themselves, or via encoding exogenous or classical information into quantum systems (such as qubits) in order to leverage the benefits of quantum computation. Both approaches involve the input into quantum states in a process known as state preparation. The way in which data is encoded in quantum systems affects the performance and expressiveness many quantum algorithms [12]. Information is usually encoded using one of four standard encoding methods including [6]: (a) basis encoding, (b) amplitude encoding, (c) qsample encoding and (d) dynamic encoding. The first of these, basis encoding, is a technique that encodes classical information into quantum basis states. Usually, such procedures involve transformation of data into classical binary bit-strings ($x_1, ..., x_d$), $x_i \in \{0, 1\}$ then mapping each bit string to the quantum basis state of a set of qubits of a composite system. For example, for $x \in \mathbb{R}^N$, say a set of decimals, is converted into a $d$-dimensional bit string (e.g. $0.1 \rightarrow 00001..., -0.6 \rightarrow 11001$) suitably normalised such that $x = \sum_k (1/2^k)x_k$. The sequence $x$ is given a representation via $|\psi\rangle \propto |000001 11001\rangle$ (see [6]). Amplitude encoding associates normalised classical information e.g. for an $n$-qubit system (with $2^n$ different possible (basis) states $|j\rangle$), a normalised classical sequence $x \in \mathbb{C}^{2n}$, $\sum_k |x_k|^2 = 1$ (possibly with only real parts) with quantum amplitudes $x = (x_1, ..., x_{2^n})$ can be encoded as $|\psi_x\rangle = \sum_j x_j |j\rangle$. Other examples of sample-based encoding (e.g. Qsample and dynamic encoding are also relevant but not addressed here). From a classical machine learning perspective, such encoding regimes also enable both features and labels to be encoded into quantum systems.

1.2 QDataSet evolution

1.2.1 Evolution, Hamiltonians and control

The QDataSet is constructed on the basis of a typical quantum control [13-14] problem, where it is assumed there exist a set of controls (such as pulses or voltages) with which the quantum system may be controlled or steered towards a target state (or unitary). In density matrix formalism, the Schrödinger equation is:

$$i\hbar \frac{d\rho}{dt} = [H(t), \rho(t)],$$

(14)
where the commutator \([A, B] = AB - BA\), \(\hbar\) is Planck’s constant (we can always choose the units such that \(\hbar = 1\)), and \(H(t)\) is a Hermitian operator called the Hamiltonian. In physical systems, it corresponds to the total energy (sum of kinetic and potential energies) of the system under consideration. For a closed system (i.e. a noiseless isolated system with no interaction with the surrounding environment), it can be expressed in the general form:

\[
H(t) = H_0(t) \doteq H_d(t) + H_{\text{ctrl}}(t).
\]  

\(H_d(t)\) is called the drift Hamiltonian and corresponds to the natural evolution of the system in the absence of any control. The second term \(H_{\text{ctrl}}(t)\) is called the control Hamiltonian and corresponds to the controlled external forces we apply to the system (such as electromagnetic pulses applied to an atom, or a magnetic field applied to an electron). The solution of the evolution equation at time \(t = T\) is given by:

\[
\rho(T) = U(T)\rho(0)U^\dagger(T),
\]

where \(\rho(0)\) is the initial state of the system, the unitary evolution matrix \(U(t)\) is given by:

\[
U(T) = T_+ e^{-i\int_0^T H(t)dt} \doteq \lim_{\Delta t \to 0} e^{-iH(T)\Delta t} \cdots e^{-iH(3\Delta t)\Delta t} e^{-iH(2\Delta t)\Delta t} e^{-iH(\Delta t)\Delta t}
\]

The symbol \(T_+\) is called a time-ordering operator. The time-ordering is needed because in general the Hamiltonian is time-dependent and does not commute at different time instants (i.e. \([H(t_i), H(t_j)] \neq 0\)). The second line is a time-independent approximation of the time-dependent form based on a Suzuki-Trotter decomposition \([15,16]\) and Lie-Trotter formulation:

\[
e^{-i(H_1+H_2)} = \lim_{n \to \infty} (e^{-i(H_1/n)}e^{-i(H_2/n)})^n
\]

which under certain conditions allows the time-varying Hamiltonian to be approximated by a piece-wise constant Hamiltonian. Here the time interval \([0, T]\) is divided into equal segments of length \(\Delta t\). Moreover, we can achieve universal control (that is, the ability to synthesise all generators, by repeated application of the control Hamiltonian) via commutator terms that in turn allow us to generate the full generators of the corresponding Lie algebra. This can be shown via the approximation:

\[
e^{-i[H_1,H_2]} = \lim_{n \to \infty} (e^{-iH_1/n}e^{-iH_2/n}e^{iH_1/n}e^{iH_2/n})^n
\]

For some machine learning applications, we are interested in minimising the number of controls that must be applied to a quantum system (thus minimising the resources required to control the system). In such cases, we may seek a minimal control algebra or gate set. The minimal number of Pauli operators required to achieve a complete control set of generators for synthesising an arbitrary unitary acting on an \(n\) dimensional Hilbert space is given by a bracket-generating set \(\Delta \subseteq su(2^n)\) \([4,17]\) which can be understood in more complex treatments in the context of Lie algebras and representation theory. Here \(su(2^n)\) represents the Lie algebra corresponding to the Pauli group SU(2^n), the complete set of generators required to span the \(n\) dimensional
Hilbert space in the Pauli basis. Given \( \Delta \), we can reconstruct the full Pauli basis via the operation of the Lie bracket [18]. The QDataSet generators for one- and two-qubit systems are simply one and two (tensor-product) sets of Paulis respectively (i.e. not the minimal set \( \Delta \)). For higher-dimensional problems, whether to restrict generators to those within \( \Delta \) becomes a consideration for machine learning architectures (see literature on time-optimal quantum control such as Ref. [14]). These generators will typically be used as the tensors or matrices to which classical controls are applied within machine learning architectures.

As a special case if the Hamiltonian commute at different time instants then the evolution matrix can be simplified to:

\[
U(T) = e^{-i \int_0^T H(t) dt},
\]

which also reduces to:

\[
U(T) = e^{-iH(T)T},
\]

in the case of a time-independent Hamiltonian.

On the other hand when the system is open (i.e. interactions with the environment), then the Hamiltonian takes the form:

\[
H(t) = H_0(t) + H_1(t) = H_d(t) + H_{\text{ext}}(t) + H_{SE}(t) + H_E(t).
\]

(23)

\( H_0(t) \) is defined as before to encompass the drift and control parts of the Hamiltonian. The new term \( H_1(t) \) now consists of two terms: \( H_{SE}(t) \) represents an interaction term with the environment, while \( H_E(t) \) represents the free evolution of the environment in the absence of the system. In this case, the Hamiltonian controls the dynamics of both the system and environment combined in a highly non-trivial way. In other words, the state becomes the joint state between the system and environment. The combined system and environment then become closed. Modelling such open quantum systems is complex and challenging and is typically undertaken using a variety of stochastic master equations [7] or sophisticated noise spectroscopy. As detailed below, the QDataSet contains a variety of noise realisations for one and two qubit systems together with details of a recent novel operator [2] for characterising noise in quantum systems.

### 1.2.2 Hamiltonians: drift, control, noise

The QDataSet comprises datasets for one- and two- qubits systems evolving in the presence and absence of noise. The canonical forms of Hamiltonian from which those in the QDataSet are developed are given in [2]. In that work, a limited set of single-qubit systems subject to external environmental noise (baths) was used as input training data for a novel greybox machine learning alternative method for characterising noise. In this paper, the underlying simulation was modified to generate a greater variety of qubit-noise examples for the single qubit case. The simulation was then extended beyond that in [2] to generate examples for the two-qubit case (in the presence or absence of noise). As discussed above, the evolution of
closed and open quantum systems is described by Hamiltonian dynamics, which encode time-
dependent functions into operators which are the generators of time-translations (operators) 
acting on quantum states. To summarise: the Hamiltonian comprises three elements: (i) a drift 
Hamiltonian $H_d(t)$, encoding the endogenous evolution of the quantum system; (ii) a control 
Hamiltonian $H_{\text{ctrl}}(t)$, encoding evolution due to the application of classical controls which may 
be applied to the quantum system to steer its evolution; and (iii) and an interaction (noise) 
Hamiltonian $H_1(t)$, encoding the effects of coupling of the quantum system to its environment, 
such as a decohering noise source (a bath). We express the Hamiltonians in the Pauli operator 
basis which forms a complete basis for our one- and two-qubit systems. Our control functions 
are represented as $f_\alpha(t)$ for $\alpha = x, y, z$ where the subscript indicates which generator the control 
applies to. Concretely, for example, $\sigma_z$ control is denoted $f_z(t)\sigma_z$. In general, continuous time-
dependent control formulations are difficult - or infeasible - to solve analytically, where solving 
here means finding a suitable representation of the control unitary:

$$U_{\text{ctrl}} = T_x e^{-i \int_0^T f_\alpha(t) \sigma_\alpha / 2 dt}$$

(24)

The simplest control functional form is fixed amplitude control [19] or what is also described 
as a square pulse, where a constant energy (expressed as amplitudes) is expressed for a discrete 
time-step $\Delta t$. Most controls are usually classical i.e. $f_\alpha(t) \in \mathbb{R}$. Other control waveforms 
include Gaussian. Moreover, quantum control in the QDataSet context has two primary imperatives. 
The first is the use of control in closed noise-free idealised quantum systems where 
the objective is the use of controls to steer the quantum system to some desired objective state. 
This is equivalent to the synthesis of quantum circuits (sequences of quantum gates) from the 
identity $I$ to a target unitary $U_T$. The second is the use of controls in the presence of noise, 
where the quantum system is coupled to an environment that potentially decoheres the system. 
In this second case, ideally the controls are tailored to neutralise the effect of noise on the evolu-
tion of the quantum system - a process typically described by dynamic decoupling [20,21] (see 
for example Hahn echo or other examples). Crafting suitable controls to mitigate noise effects 
is challenging. One must properly time and select appropriate amplitudes for the application 
of controls to counteract decohering interference. Typically, it requires information about the 
noise spectrum itself, obtained using techniques from quantum noise spectroscopy [7]. It also 
requires an understanding of how control and noise signals convolve in the context of quantum 
evolution. Dealing with noise is a central imperative of quantum information processing and 
the engineering of quantum systems where the aim is to preserve and extend coherence times of 
quantum information and to correct for errors that arise during the evolution of quantum com-
putational systems. To this end, a major stream of research in quantum information processing 
concerns quantum error-correcting codes (QEC) as means of encoding quantum information in 
a way that renders it robust to noise-induced errors and/or enables ‘self-correction’ of errors as 
a quantum system evolves.

### 1.2.3 QDataSet and Error-Correction

The QDataSet was generated for non-QEC encoded data. The reasoning behind this was that 
(i) specific error-correcting encodings differ considerably from case to case, whereas unencoded
quantum information is more prevalent in the experimental/laboratory setting; and (ii) quantum computational and NISQ devices are yet to reach the scale and prevalence necessary for practical testing of QEC at scale. The simulations in the QDataSet are based upon an alternative technique for quantum control in the presence of a variety of noise [2], where a greybox neural network is used to learn only those characteristics of the noise spectrum relevant to the application of controls (a comparatively simpler problem than seeking to determine the entire spectrum). In this context, the objective of the QDataSet is to enable algorithms to natively learn optimal error correction regimes from the data itself (rather than by encoding in a QEC) via inferring the types of countervailing controls (e.g. control pulses) that should be applied to minimise errors. In principle, the same type of machine-learning control architecture could also apply to QEC encoded data: the machine learning algorithms would in effect learn optimal quantum control conditioned on the data being encoded in an error-correcting code. Moreover, there is an emergent literature on using machine learning for QEC discover itself. For machine learning practitioners, the QDataSet thus provides a useful way to seek to apply advanced classical machine learning techniques to the challenging but important problem.

2 QML Objectives

2.1 Overview

Cross-disciplinary programmes focused on building quantum datasets for machine learning will benefit from a framework to categorise and classify the particular objectives of QML architectures and articulation of number of design principles relevant to the taxonomy of QML datasets. Designing large-scale datasets for QML requires an understanding of the objectives for which QML research is undertaken and the extent to which those objectives involve classical and/or quantum information processing. Following [22], the application of machine learning techniques to quantum information processing can be usefully parsed into a simple input / output and process taxonomy on the basis of whether information and computational processes are classical or quantum in nature. Here a process, input or output being ‘quantum in nature’ refers to the phenomenon by which the input or output data was generated, or by which the computational process occurs, is itself quantum in nature given that measurement outcomes are represented as classical datasets from which the existence of quantum states or processes is inferred. Quantum data encoded in logical qubits, for example in quantum states (superpositions or entangled), is different from classical data, in practical terms information about such quantum data arises by inference on measurement statistics whose outcomes are classical. This taxonomy can be usefully partitioned into four quadrants depending on the objectives of the QML task (to solve classical or quantum problems) and the techniques adopted (classical or quantum computational methods). Table (1) lists the various classical and quantum inputs according to this taxonomy.

1. Classical machine learning for classical data. The first quadrant covers the application of classical computational (machine learning) methods to solve classical problems, that is,
problems not involving data or processes of a quantum character.

2. **Classical machine learning for quantum data.** The second quadrant covers the application of classical computational and machine learning techniques to solving problems of a quantum character. Specifically, this subdivision of QML covers using standard machine learning techniques to solving problems specific to the theoretical or applied aspects of quantum computing, including optimal circuit synthesis [2, 4, 23], design of circuit architectures and so on. Either input or output data are quantum in nature, while the computational process by which optimisation, for example, occurs is itself classical.

3. **Quantum algorithms for classical optimisation.** The third quadrant of problem covers the application of quantum algorithmic techniques to solving classical problems. In this subdivision, algorithms are designed leveraging the unique characteristics of quantum computation, in a way that assist in optimising classical problems or solve certain classes of problems that may be intractable on a classical computer. Quantum algorithms are designed with machine learning characteristics, potentially utilising certain computational resources or processes unavailable when constrained to classical computation. Examples of such algorithms include variational quantum eigensolvers [24, 27], quantum analogues of classical machine learning techniques (e.g. quantum PAC learning [28]) and hybrid quantum analogues of deep learning architectures (see Refs. [6, 29, 31] for background).

4. **Quantum algorithms for quantum information processing.** The fourth quadrant covers the application of quantum algorithms to solve quantum problems, that is, problems whose input or output data is itself quantum in nature. This division covers the extensive field of quantum algorithm design, including the famous Grover and Shor algorithms [32, 34].

The QDataSet fits within the second subdivision of QML, its primary use being envisaged as in the development of classical algorithms for optimisation problems of engineered quantum systems. Our focus on classical techniques applied to quantum data is deliberate: while advancements in quantum algorithms are both exciting and promising, the unavailability of a scalable fault-tolerant quantum computing system and limitations in hybrid NISQ devices mean that for the vast majority of experimental and laboratory use cases, the application of
machine learning is confined to the classical case. Secondly, as a major motivation of this paper is to provide an accessible basis for classical machine learning practitioners to enter the QML field, it makes sense to focus primarily on applying techniques from the classical domain to quantum data.

2.2 Large-Scale Data and Machine Learning

Classical machine learning has become one of the most rapidly advancing scientific disciplines globally with immense impact across applied and theoretical domains. The advancement and diversification of machine learning over the last two decades has been facilitated by the availability of large-scale datasets for use in the research and applied sciences. Large-scale datasets \[35,37\] have emerged in tandem with increasing computational power that has seen the velocity, volume and veracity of data increase \[38,39\]. Such datasets have both been a catalyst for machine learning advancements and a consequence or outcome of increasing scope and intensity of data generation. The availability of large-scale datasets led to the evolution of data mining, applied engineering and even theoretical results in high energy physics \[40\].

An important lesson for QML is that developments within these fields have been facilitated using large-scale datasets in a number of ways. Large-scale datasets improve the trainability of machine learning algorithms by enabling finer-grained optimisations via commonplace methods such as backpropagation. This has particularly been true within the field of deep learning and neural networks \[37\], where large-scale datasets have enabled the development of deeper and richer algorithmic architectures able to model complex non-linearities and functional forms, in turn leading to drastic improvements and breakthroughs across domains such as image classification, natural language processing \[41,42\] and time series analysis. With an abundance of data on which to train algorithms, new techniques such as regularisation and dimensionality reduction to address problems arising from large-scale datasets, including overfitting and complexity considerations, have in turn spurred novel innovations that have contributed to the advancement of the field. Large-scale datasets have also provided a standardising function by providing a common basis upon which algorithmic performance may be benchmarked and standardised. By providing standard benchmarks, large-scale datasets have enabled researchers to focus on important features of algorithmic architecture in the design of improvements to training regimes. Such datasets have also enabled the fostering of the field via competitive platforms such as Kaggle, where researchers compete to improve upon state of the art results.

2.3 Characteristics of large-scale datasets

Large-scale classical machine learning datasets share common structural and architectural characteristics designed to facilitate the objectives for which the datasets were compiled. There are a range of considerations including the specific objectives, the types of data to be stored, the degree of structuring of data (including whether highly structured or unstructured), the dimensionality of datasets, the extent of preprocessing of datasets required, data quality issues (such as missing, uncertain or incorrect data - an issue for example in quantum information processing contexts given sources of error and uncertainty), data imputation for missing datasets, visible or hidden data (e.g. whether data is direct or a feature constructed from other data), the number
of data points, format, default tasks of the datasets, data temporality (how contemporaneous data is), control of datasets and access to data. Datasets are also structured depending on the machine learning algorithms for which they were developed, taking into account the types of objectives, loss functions, optimisers, development environment and programming languages of interest to researchers. Table (2) sets out a range of issues and desiderata in this regard.

Large-scale dataset characteristics affect the utility of the datasets in applied contexts. Such characteristics are relevant to the design of quantum datasets. Below we set out a number of principles used in the design of the QDataSet which we believe provide a useful taxonomy for the QML community to consider when generating data for use in machine learning-based problems. The aim of the proposed taxonomy for quantum datasets is to facilitate their interoperability across machine learning platforms (classical and quantum) and for use in optimisation for experimentalists and engineered quantum systems. While taxonomies and specific architectures will differ across domains, our proposed QDataSet taxonomy we believe will assist the QML and classical ML community to guide large-scale data generation towards principles of interoperability summarised in Table (2) and explained below:

1. **Objectives.** Quantum datasets, as with classical datasets, benefit from being constructed with particular objectives in mind. Most major classical large-scale datasets are compiled for specific objectives such as, for example, classification or regression tasks. In
a quantum setting, such objectives include quantum algorithm design, circuit synthesis, quantum control, tomography or measurement-based objectives (such as sampling). The QDataSet’s objectives are to provide training data for use in the development of machine algorithms for controlled experimental and engineered quantum systems. This objective has informed the feature selection and structural design, such as inclusion of measurement statistics, Hamiltonian and unitary sequences and the various types of noise and distortion.

2. Description. Sufficiently describing the dataset, efficiently representing the data and providing theoretical context for how and why the datasets are so represented enhances the utility of datasets. Representation of data (its form, structure, data types and so on) affect the ease of use and uptake of datasets. For machine learning, optimal data representation is an important aspect of feature learning, representation learning [43]. In this paper, we go to some lengths to describe the various structural aspects of the QDataSet in order to facilitate its uptake by researchers in designing algorithms. We especially have set-out background information for machine learning practitioners who may be unfamiliar with quantum data in an effort to reduce barriers facing cross-disciplinary collaboration.

3. Training and test sets. Applied datasets for machine learning require training, validation and test sets in order to adequately train algorithms for objectives, such as quantum control. The design of quantum datasets in general, and the QDataSet in particular, has been informed by desirable properties of training sets. These include, for example: (i) interoperability, ensuring training set data can be adequately formatted for use in various programming languages (for example storing QDataSet data via matrices, vectors and tensors in Python); (ii) generalisability, preprocessing of datasets to improve generalisability of algorithmic results, especially to test or out-of-sample data [39] (in the QDataSet, we do this via providing a variety of noise-affected datasets); (iii) feature smoothing trained algorithms can often focus on information-rich yet small subspaces of data which, while informative for in-sample prediction, can lead to decreased generalisability across the majority of in- and out-of-sample data lacking such features. Feature smoothing is a technique to coarse-grain features so that less weight is put on rarer though information rich features in order to improve generalisation. In a quantum context, this may involve an iterative process of trial and error that trains datasets and seeks to identify relevant features; alternatively, it may involve using techniques from quantum information theory to classify regions of high and low information content e.g. via entropy measures.

4. Data precision and type. Data precision and data typing is an important consideration for quantum datasets, primarily to facilitate ease of interoperability between software and applied/hardware in the quantum space. Others considerations can include the degree of precision with which data should be presented. Ideally, quantum data for use in developing algorithms for application in experimental quantum control or measurement scenarios should allow flexibility of data precision to match instruments used in laboratories on a case-by-case basis. For example, the QDataSet precisification of noise degrees of freedom
(such as amplitude, mean and standard deviation) have been informed by collaborations with experimental groups.

5. **Structuring.** Data structuring, the degree to which data is structured according to taxonomies, is an important characteristic of classical datasets that affects their use and functionality. For quantum datasets, structuring encompasses the types of information that would be included and how that information is categorised. In the selection of real-world applicable datasets, researchers will have a range of choices of salient information to include, including: theoretical details of the candidate Hamiltonians, details of the physical laboratory setting such as controls, exogenous parameters such as temperature (a significant environmental variable affecting quantum systems), noise or other disturbances; the characteristics of measurement devices and so on. Spectroscopic information, including details of the spectroscopy used, may also be included. What to include and not include will depend upon the particular use cases and generality (or specificity) of the datasets. In each case, it makes sense for quantum datasets to contain as much useful information as possible such as about parameters, say exogenous environment parameters, or distortion information which may affect measurement devices. Doing so enables algorithms trained on quantum datasets to improve their performance and generalise better. Examples of such information in the QDataSet include details we have included regarding noise profiles and distortion simulations.

6. **Dimensionality.** The dimensionality of datasets is an important consideration. Large-dimensional datasets often require adaptation in order to facilitate algorithmic learning. This is especially in order to address the ubiquitous curse of dimensionality [44], where, as dimensions of datasets increase, algorithms may fail to converge, gradients may vanish or become stuck in barren plateaux. This may occur during the preprocessing stage, in-processing or during post-processing. Techniques such as principal component analysis [39], matrix factorisation [45], feature extraction together with algebraic techniques such as singular value decompositions are all motivated primarily to reduce the dimensionality and complexity of datasets, thereby minimising the hypothesis search space. Moreover, learning algorithms which can efficiently solve problems with sparse datasets often have computational advantages. Quantum data by its nature rapidly becomes higher-dimensional as the number of qubit or computations resources increases. Such vast search spaces present challenges for QML, such as the barren plateaux problems [46], the quantum analogue of the vanishing gradient problem in classical machine learning (albeit with differences arising due to exponentially-large search spaces).

7. **Preprocessing.** Datasets often require or benefit from preprocessing in order to ameliorate problems during training, such as vanishing gradients, bias or problems with convergence. Preprocessing data can include techniques such as sparsification [47] or smoothing or other strategies. For example, for quantum circuit synthesis, ensuring training data samples are drawn from across the Hilbert space of interest rather than limited to subspaces can assist with generalisation (see Ref. [4] for a geometric example). In such cases, quantum dataset
preparation may benefit from preprocessing to address sparsity concerns (see Ref. [48] for examples and for classical analogues of vanishing gradients [49]).

8. Visibility. Classical machine learning is often concerned with extraction - or development - of features. In many forms of classical machine learning, such as those using kernel methods, or deep learning, features of importance to optimal performance of an algorithm may need to be inferred from the data. Quantum datasets in many ways face such challenges from the outset as quantum data can never be directly observed, rather it must be inferred from measurement statistics. When constructing quantum datasets, the extent to which such inferred (as distinct from directly observed) data will be an important choice. In the QDataSet, we have chosen to include a range of such ‘hidden’ or ‘inferred’ data to assist practitioners with use of the dataset, including the intermediate forms of Hamiltonian, unitaries and other data that is not itself directly accessible but is a by-product of our simulation (accessible via intermediate layers).

Studying features of particular datasets and their use in classical contexts assists in extracting desirable features for large-scale quantum datasets. ImageNet is one of the leading research projects and database architectures for images [36, 37, 50]. The dataset is one of the most widely cited and important datasets in the development of machine learning, especially image-classification algorithms using convolutional, hierarchical and other deep-learning based neural networks. The evolution of ImageNet and its use within machine learning disciplines provides a useful guide and comparison for the development of QML datasets in general. ImageNet comprises two main components: (i) a public semi-structured dataset of images together with (ii) an annual competition and workshop. The dataset provides a ‘ground truth’ standardised set of images against which to train categorical image classification algorithms. The competition and workshop provided and continue to provide an important institutional practice driving machine learning development. While beyond the scope of this paper, the development of QML would arguably be considerably assisted by the availability of QML-focused competitions akin to those commonplace within the classical machine learning community. Such competitive frameworks would motivate and drive the development of scalable and generalisable QML algorithms. As is also evident from classical machine learning, competitive formats are also a useful way for laboratories, companies or other projects to leverage the expertise of the diverse machine learning community.

Another example from the machine learning community which can inform the development of QML is Kaggle, a leading online platform for machine learning-based competitions. Kaggle runs competitions where competitors are provided with prediction tasks, training sets and constraints upon the type of algorithm design (such as resource use and so on). Competitors then develop models aiming to optimise a measure of success, such as a standard machine learning metric of accuracy, AUC or some other measure [51]. The open competitive nature of Kaggle is designed to crowd-source solutions and expertise to problems in machine learning and data science. A ‘quantum Kaggle’ would be of considerable benefit to the QML community by providing a platform through which to spur collaborative and competitive development of quantum algorithms.
2.4 QML Datasets

While quantum datasets for machine learning (quantum and classical) are neither as prevalent nor as ubiquitous as those in the classical realm, there are some examples in the literature of quantum or hybrid quantum-classical datasets generated for use in machine learning contexts. QML datasets can be categorised into: (1) general quantum datasets produced for purposes other than QML, such as quantum datasets in quantum chemistry of other fields, which can be preprocessed or used as training data in QML contexts. Such datasets are not specifically produced for the purposes of QML per se; (2) dedicated QML-specific quantum datasets, generated and structured for the purposes of QML. This second category mainly consists of quantum datasets for use in classical or hybrid machine learning contexts. Quantum datasets currently available tend towards one or other of these classifications, though there is overlap, for example, with quantum datasets designed for use in machine learning which are nevertheless highly domain-specific. Examples include quantum chemistry datasets for use in deep tensor neural networks [52], datasets for learning spectral properties of molecular systems [53–56] and for solid-state physics [57–60].

A recent example is provided by the dedicated quantum chemistry datasets known as the QM7-X dataset [61], an expansive dataset of physiochemical properties for several million equilibrium and non-equilibrium structures of small organic molecules. The QM7-X dataset spans regions of chemical compound space and was generated to provide a basis for machine-learning assisted design of molecules with specific properties. The dataset builds upon previous iterations of QM-series and related quantum chemistry datasets [55,62,63]. Structurally, the dataset combines global (molecular) properties and local (atomic) information, including ground state quantities (spectra and moments) along with response quantities (related to polarisation and dispersion). The dataset is highly domain-specific and represents a salient example of a dataset designed to spur machine-learning driven research within a particular field.

2.5 QML and QC platforms

The use of quantum datasets in machine learning has been facilitated over the last several years by a surge in quantum programming and languages and platforms for both QML and quantum computing generally. While such platforms are dynamic and changing, it is important that quantum datasets for machine learning be constructed to be as interoperable with platforms in the quantum and classical machine learning community. Generators of large-scale quantum datasets should be cognisant of how their data can be (more easily) used in such platforms below and also how their datasets can be designed in ways that facilitates their ease of use within common machine learning languages, such as TensorFlow, PyTorch and across languages, such as Python, C#, Julia and others. The QDataSet has been specifically designed in relatively elementary Python packages such as Numpy in order to facilitate its use across the machine learning community, but also in a way that we hope makes it useable and clearly understandable by the quantum engineering community. We deliberately selected Python as the language of choice within which to build the QDataSet simulation given its status as the leading classical programming language of choice for machine learning. It also is a language
adopted across many of the quantum platforms above. We built the QDataSet using Numpy to produce datasets as transferable as possible (rather than, for example, in Qutip). A familiarity with the emerging quantum programming and QML ecosystem is useful for the design of quantum datasets. We set out a few examples of leading quantum programming platforms below.

*Qutip* is a leading quantum simulation and algorithmic package in Python used for open quantum systems’ simulation. The package, while not developed specifically for QML, is widely used for hybrid quantum-classical systems’ research. Inputs to Qutip algorithms are Numpy-based vectors, tensors and matrices used to represent density matrices, quantum states and operators. Qutip permits a wide range of simulations to be run and data to be generated, including for state preparation, control and drift Hamiltonians, pulse sequences and noise modelling. As discussed below, the QDataSet, which was built in Python using primarily the Numpy package, but was verified using Qutip. *Q#* is Microsoft’s primary open-source programming language for quantum algorithm design and execution. The platform comprises a number of libraries, simulators and a software development kit (QDK).

*Quantum Tensorflow (QTF)* is a hybrid quantum-classical version of Google’s leading open-source machine learning Tensorflow platform. QTF is constructed to enable the synthesis of classical and quantum algorithmic machine learning, for example classically parameterised quantum circuits, variational quantum circuits and eigensolvers, quantum convolutional neural networks and other quantum analogues of classical machine learning architectures. QTF follows Tensorflow’s overall machine learning structure and data taxonomy. Input data is usually in the form of tensors. QTF’s in-platform datasets vary depending on use case, but the platform primarily draws upon classical datasets for hybrid use cases (quantum computation applied to solving classical optimisation tasks). For simulated quantum-native data, QTF draws upon *Cirq*, Google’s open source framework for programming quantum computers. Cirq is focused on providing a software library for research into and simulations of quantum circuits, the idea being to develop quantum algorithms in Cirq that can be run on quantum computers and simulators.

*Strawberry Fields* is an open-source QML and quantum algorithm programming platform developed by Xanadu for photonic quantum computing. *Qiskit* is another open source software development kit for quantum circuits, control and applications on quantum and hybrid computers. Qiskit is based on an open source quantum assembly language (QASM) standardised abstraction of quantum circuits. Other platforms enabling the integration of quantum datasets and QML algorithms (either quantum or classical) include those available via IBM’s Quantum Experience. The QDataSet has been designed to for interoperability across most of these platforms. Practically speaking, this means that researchers can select dataset features of interest, such as tensors of quantum states, Hamiltonians, unitary operators (gates) or even noise information and integrate as datasets for use in algorithms designed using platforms above. Similarly, machine learning researchers should find the form of data relatively familiar to typical datasets in machine learning, where information is encoded in tensors, lists or matrices. Examples of using similar datasets in customised TensorFlow machine learning models can be found in various sources.
2.6 Quantum data in datasets

An important aspect of quantum dataset design is the decision regarding what quantum information to include in the dataset. In this section, we list types of quantum data which may be included in large-scale quantum datasets. By *quantum data*, we refer to data generated or characterising quantum systems or processes. Quantum data may comprise a range of different properties, features or characteristics of quantum systems, the environment around quantum systems. It may comprise data and information abstracted into a particular representation or form, such as circuit gates, algebraic formulations, codes etc or more physical forms, such as statistics or read-outs from measurement devices. For QML datasets, it is useful to ensure that quantum data is sufficient for classical machine learning researchers to understand and for integrating quantum data into their algorithmic techniques. For example, a classically parameterised quantum circuit, as common throughout the QML literature, would typically include data or tensors of the relevant parameters, the operators related to such parameters (such as generators) and the quantum states (vectors or density operators) upon which the circuit acts.
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