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Phenomena of wave propagation in dynamically varying structures have reemerged as the temporal variations of the medium’s properties can extend the possibilities for electromagnetic wave manipulation. While the dynamical change of the electromagnetic medium’s properties is a difficult task, the movement of scatterers is not. In this paper, we analyze the electromagnetic fields trapped inside two smoothly moving mirrors. We employ the method of characteristics and take into account the relativistic phenomena to show that the temporally and spatially local Doppler effects can filter and amplify the electromagnetic signal, tailoring the $k$– and $\omega$–content of the transients. It is shown using the Doppler factor and the change of the distance between neighbor characteristics that the dynamical movement of the boundaries can lead to condensed characteristics resulting in field amplification or dilation of the characteristics resulting in the attenuation of the signal. In the case of periodically moving mirrors the field distribution is shown that asymptotically leads to exponentially growing delta-like wave packets at discrete points of space with a limiting number of peaks due to the fact that the velocity of the mechanical vibrations can not exceed that of light. The theoretical analysis is also verified by FDTD simulations and is connected with the theory of mode locking.

I. INTRODUCTION

The study of waves in dynamically changing boundaries is a physical problem that dates back to the early 20th century. Lord Rayleigh and Sir J. Larmor studied the dynamics of the radiation pressure \cite{1,2}. Their approach was utilized for the mathematical description of the motion of a string, with one end fixed and the other one moving \cite{3,4}. Minkowski’s space-time representation \cite{5}, allowed for a geometrical approach to wave problems since the spatial and the temporal variables should be treated on equal footing.

Minkowski’s space-time representation led to the method of characteristics which was first employed (to the authors’ knowledge) for dynamically changing boundaries in \cite{6}, without taking into account the relativistic effects imparted by the velocity of the boundary. The case of incident electromagnetic waves in vibrating perfect conductors, accounting for relativistic effects was studied in \cite{7,8}. Furthermore in \cite{9,10}, the connection of the reflection times of the characteristics inside two boundaries was established with circle and torus maps providing additional mathematical intuition regarding the possible effects of the mirrors’ periodic movement to the electromagnetic transients. Such studies induce a very limited physical intuition while attempt to describe a continuous phenomenon (wave propagation) as an identity that consists of only a limited number of points.

Although the objective of the presented work is restricted to classical electromagnetic theory and the Doppler effect, it is worth noticing that wave phenomena and systems with vibrating boundaries are strongly connected with the Casimir effect \cite{12}. As suggested in \cite{13,14} and references therein, vacuum fluctuations can indeed lead to photon creation from the energy exchange of vacuum and the mechanical agent causing the boundary vibrations.

In recent years, electromagnetic wave propagation in temporally dynamic media and systems has reemerged as a possible direction to enable interesting wave propagation properties and extend the possibilities to control electromagnetic waves \cite{17}. Intriguingly, the research in this field is mainly focused on the possible frequency changes, the energy growth and the nonreciprocal properties of waves under a temporal modulation of the medium’s properties for bulk metamaterials or metasurfaces. For more details on the recent developments of electromagnetic waves in time-varying media consult the review article \cite{18} and its references therein.

A more pragmatic approach could be via the interaction of electromagnetic waves with moving obstacles. In such scenarios the Doppler effect dominates. As it is well known, if an object made of a perfect conductor moves towards an incident wave, the reflection undergoes a Doppler blue-shift and the reflection coefficient is greater than unity. If the object moves away from the incident wave the reflection undergoes a Doppler red-shift and the reflection coefficient is less than unity.

In this article, we study the interactions of electromagnetic transients inside two moving mirrors. We restrict our analysis to the classical electromagnetic phenomena and assume an existing square integrable profile of electromagnetic waves trapped inside two perfect electric conductors that start moving at a time $t = t_0$, with
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an arbitrary but smooth motion. Solutions are found using the method of characteristics and phenomena of energy growth or attenuation are interpreted by the change of the distance of neighbor characteristics as reflected by the moving boundaries. The special case of periodically moving boundaries is also examined, predicting the creation of ultrashort peaks which is verified by FDTD simulations (performed for the first time to the authors’ knowledge for closed cavity systems) and conceptually connected with the theory of mode locking.

More precisely, in Section (II), the mathematical modeling of the electromagnetic transients, the electromagnetic energy and the Doppler factor are derived using the method of characteristics in the \((t, x)\) space. Phenomena of energy growth or attenuation and frequency shift are interpreted geometrically via the method of characteristics as the density of the characteristics condenses or dilutes at a point \((t, x)\) of reflection. In Section (III), we solve for the special cases where the boundaries are moving periodically. Such cases have special properties when a group of characteristics is periodic in time. Such periodic characteristics, as thoroughly explained in the aforementioned Section, can be attractive and concentrate neighbor characteristics or repulsive and attenuate the neighbor transients. After a course of many periods these phenomena form an electromagnetic energy density of delta-like peaks, while the number of peaks is restricted by the maximum velocity of the vibrations, which can not exceed that of light. In Section (V), the specific solutions of the analysis of the characteristics is found for a sinusoidal movement of the boundaries. Section (VI), exhibits the chronophotographs of the electric field and the energy density distribution calculated by a 1D homemade Finite-Difference Time-Domain (FDTD) model and are in full agreement with the analysis of the previous Sections, while similarities with mode locking are described. In Section (VII), we discuss the possible applications and implementations as well as the differences between the energy amplification mechanisms exhibited by the Doppler effect versus those found recently in time-periodic optical media.

II. THE SOLUTION OF CHARACTERISTICS

Let us assume two parallel perfect mirrors, placed perpendicular on the \(x\) axis. The two mirrors are assumed to be flat and totally reflective while constitute a Fabry-Perot cavity. The mirrors are moving due to an external agent, with known displacement functions. The reference of observation is the stationary laboratory frame. The first mirror is at \(x = r_1(t)\), while the second one is at \(x = r_2(t)\) (as shown in Fig. 1). The space between the two plates is empty with \(\epsilon_0, \mu_0\) and \(c = 1/\sqrt{\epsilon_0\mu_0}\). Without loss of generality the electric field is assumed polarized at the \(y\) axis: \(E = [0, E(t, x), 0]^T\), while the magnetic induction field is parallel to the \(z\) axis: \(B = [0, 0, B(t, x)]^T\). Hence, Maxwell’s curl equations result (in the absence of charges and currents \(\rho = J = 0\)),

\[
\begin{align*}
\partial_t E(t, x) + \partial_x B(t, x) &= 0, \\
\partial_t B(t, x) + c^2 \partial_x E(t, x) &= 0.
\end{align*}
\]

It is additionally assumed that \(r_2(t) > r_1(t)\) so that the mirrors never collide while obviously: \(|r'_2(t)| < c\), \(|r'_1(t)| < c\), where prime indicates the time derivative. The boundary conditions for \(x = r_1(t)\) and \(x = r_2(t)\) are,

\[
\begin{align*}
E(t, r_1(t)) - r'_1(t)B(t, r_1(t)) &= 0, \\
E(t, r_2(t)) - r'_2(t)B(t, r_2(t)) &= 0,
\end{align*}
\]

where the relativistic effects of the moving mirrors are taken into account [20]. It is worth noticing that the corrected relativistic boundary conditions arise from the fact that the integration over a small pill box at the moving boundary does not commute with the time derivative and an additional term related to the velocity of the boundary and the magnetic field has to be considered. Notice, that as expected if the mirrors are at rest the tangential electric field vanishes at the boundaries. The energy of the electromagnetic fields is,

\[
e(t) = \frac{1}{2} \int_{r_1(t)}^{r_2(t)} \left( \epsilon_0 E(t, x)^2 + \frac{B(t, x)^2}{\mu_0} \right) dx.
\]

For any time of observation, the electric and magnetic fields inside the mirrors have components that either propagate at the positive or the negative direction. We introduce the following wave functions in order to separate the positive and negative propagating transient signals,

\[
\begin{align*}
\psi_1(t, x) &= E(t, x) + cB(t, x), \\
\psi_2(t, x) &= E(t, x) - cB(t, x).
\end{align*}
\]

From (1) and (2), we find

\[
\begin{align*}
\partial_t E(t, x) + \partial_x B(t, x) &= 0, \\
\partial_t B(t, x) + c^2 \partial_x E(t, x) &= 0.
\end{align*}
\]

\[
\begin{align*}
E(t, r_1(t)) - r'_1(t)B(t, r_1(t)) &= 0, \\
E(t, r_2(t)) - r'_2(t)B(t, r_2(t)) &= 0,
\end{align*}
\]

\[
e(t) = \frac{1}{2} \int_{r_1(t)}^{r_2(t)} \left( \epsilon_0 E(t, x)^2 + \frac{B(t, x)^2}{\mu_0} \right) dx.
\]

\[
\begin{align*}
\psi_1(t, x) &= E(t, x) + cB(t, x), \\
\psi_2(t, x) &= E(t, x) - cB(t, x).
\end{align*}
\]
\[\partial_x\psi_1(t, x) + c\partial_x\psi_1(t, x) = 0, \quad (8)\]
\[\partial_x\psi_2(t, x) - c\partial_x\psi_2(t, x) = 0. \quad (9)\]

It is clear that (8) corresponds to the one-way wave equation with positive direction on the \(x\) axis, while (9) corresponds to the one-way wave equation with negative direction at the \(x\) axis. The boundary conditions for \(\psi_1\) and \(\psi_2\) at \(x = r_1(t)\) and \(x = r_2(t)\) are,

\[\psi_1(t, r_1(t)) + \frac{1 + r_1'(t)/c}{1 - r_1'(t)/c} \psi_2(t, r_1(t)) = 0, \quad (10)\]
\[\psi_2(t, r_2(t)) + \frac{1 - r_2'(t)/c}{1 + r_2'(t)/c} \psi_1(t, r_2(t)) = 0. \quad (11)\]

Equivalently with (3), the electric and magnetic energy in relation to \(\psi_1\) and \(\psi_2\) can be easily shown to be

\[e(t) = \frac{\varepsilon_0}{4} \int_{r_1(t)}^{r_2(t)} (\psi_1(t, x)^2 + \psi_2(t, x)^2) \, dx. \quad (12)\]

The wave solutions (8)-(9) indicate that the fields remain constant for the geometric lines of \(t - x/c = \text{const}\) and \(t + x/c = \text{const}\) at \(r_1(t) < x < r_2(t)\). In fact these characteristics (rays) can be used in combination with the boundary conditions (10), (11) to find the solutions of the fields in the \((t, x)\)-space (this method is known as the method of characteristics, see e.g., [21, 22]).

Suppose we are interested in the solution of the electric field at some time and space \((t, x)\), while the field has been created in the past (e.g., by an electric current that has been switched off). We are interested therefore in finding a solution of the D’Alembert type, where the field is known for a past time \(t_0 < t\). The electric field is

\[E(t, x) = \frac{1}{2}(\psi_1(t, x) + \psi_2(t, x)). \quad (13)\]

To find \(E(t, x)\), one has to consider the two characteristics that pass through \((t, x)\) and propagate them backwards in time according to the rule that, upon reaching a mirror, they change direction of propagation, until they reach the line \(t = t_0\), as seen in Fig. 2. Hence, \(E(t, x)\) is given by

\[E(t, x) = \frac{1}{2} \sum_{\alpha=1}^{2} (-1)^{N_0} \prod_{n=1}^{N_0} \left( \frac{1 - r_n^2(\theta_n^{(\alpha)})/c}{1 + r_n^2(\theta_n^{(\alpha)})/c} \right)^{N_0 - N_0^*} \prod_{m=1}^{N_0^*} \left( \frac{1 + r_m^2(\tau_m^{(\alpha)})/c}{1 - r_m^2(\tau_m^{(\alpha)})/c} \right) \psi_\alpha(t_0, x_0^{(\alpha)}), \quad (14)\]

where \(\alpha = 1, 2\) and \(x_0^{(1)}, x_0^{(2)}\) are the projection points of the characteristics at the \(t = t_0\) line (as seen in Fig. 2). \(\theta_n^{(1)}\) and \(\theta_n^{(2)}\) are the times the rays are reflected by the moving mirror at \(x = r_2(t)\), \(N_1\) and \(N_2\) are the number of reflections from the moving mirror at \(x = r_2(t)\) and \(N_1, N_2\) are the total reflections. \(\tau_m^{(1)}\) and \(\tau_m^{(2)}\) are the times the rays are reflected by the moving mirror at \(x = r_1(t)\), while \(N_1 - N_1^*, N_2 - N_2^*\) are the number of reflections from the moving mirror at \(x = r_1(t)\). If \(N_0^* = 0\) or \(N_0 - N_0^* = 0\) the associated multiplication is equal to 1. Similar equation with (14) is found for the magnetic induction \(B(t, x)\). From (14), we can define the Doppler factor:

\[D(t_0, x_0^{(\alpha)}; t) = \prod_{n=1}^{N_0} \left( \frac{1 - r_n^2(\theta_n^{(\alpha)})/c}{1 + r_n^2(\theta_n^{(\alpha)})/c} \right)^{N_0 - N_0^*} \prod_{m=1}^{N_0^*} \left( \frac{1 + r_m^2(\tau_m^{(\alpha)})/c}{1 - r_m^2(\tau_m^{(\alpha)})/c} \right). \quad (15)\]

The Doppler factor (15) is clearly related to the multiplication of the ratios of the spatial distances between the characteristics before and after the multiple reflections from the moving mirrors, it is connected thus with the associated Jacobian: \(D(t_0, x_0^{(\alpha)}; t) = \partial x_0^{(\alpha)} / \partial x\). The energy therefore can be calculated from the equation:

\[e(t) = \frac{\varepsilon_0}{4} \sum_{\alpha=1}^{2} \left( \int_{r_1(t_0)}^{r_2(t_0)} D(t_0, x_0^{(\alpha)}; t) \psi_\alpha(t_0, x_0^{(\alpha)})^2 \, dx_0^{(\alpha)} \right). \quad (16)\]

It is clear that the energy changes are dependent on the times of reflection \(\theta_n^{(\alpha)}\) and \(\tau_m^{(\alpha)}\) and the associated
Therefore, the displacements $r_t, x$ characteristics, which reflect at the boundaries $r_t$ they intersect with of the characteristics on the $(t, x)$ space. Starting from the point of interest $(t, x)$, we follow backwards the lines of the characteristics, which reflect at the boundaries $r_1$ and $r_2$ until they intersect with $t = t_0$.

The temporal and spatial distances decrease by a factor of $1/d$, while the absolute values of the electric field and the magnetic induction will increase by $d$ times. Therefore, the integrand of the energy integral will increase $d^2$ times, while the support of the integrand (i.e., the spatial width of the wave packet at $t$) will shrink by a factor of $1/d$. Hence, the energy of the wave packet after two reflections will be $d$ times greater than its energy before the reflections.

These remarks are also valid for the temporally and spatially local effects of the characteristics when arbitrary functions of displacement $r_1(t)$ and $r_2(t)$ are considered. If a characteristic follows a path that reflects on the boundaries at times $\theta_n$ and $\tau_m$ such that the characteristic is squeezed inside the cavity, its local energy density will increase, while if the reflections dilute the characteristics then the local energy density of the wave decreases. This in fact leads to positions of the cavity that can maximize and amplify the electric field distribution and to positions that minimize and vanish the field.

These claims are evident from a geometrical point of view. Assume two neighbor characteristics before and after the reflection of a boundary to the right of the characteristics in the $(t, x)$ space, as seen in Fig. 2. Before the reflection, their distance is noted as $\delta$ and after the reflection $\Delta$. It is easily shown that

$$\lim_{(\delta, \Delta) \to 0} \left( \frac{\delta}{\Delta} \right) = \frac{1 - e^{-r(t_{ref})}}{1 + e^{-r(t_{ref})}}$$

Therefore, depending on the value of $r'(t_{ref})$ at the time of reflection $t_{ref}$, the characteristics can be squeezed meaning that the distances of neighbor characteristics decrease leading to the concentration of fields, or the characteristics sparse, meaning that the distances between two neighbor characteristics increase leading to the dispersion of the rays and therefore the decrease of the field local energy density.

In relation to $\ref{eq:energy}$, it is clear that the energy increases whenever the transients are in contact with the moving boundaries and the plates move toward the incident wave. The frequencies of the incident wave are augmented according to the Doppler shift. This is why these phenomena are both temporally and spatially local and may lead to the frequency filtering and growth of the electromagnetic transients. The mechanical energy of the moving plates is converted into the energy of the wave for $r_1(t) > 0$ and $r_2(t) < 0$, while the reverse occurs if the plates move away from each other.

This amplification mechanism is somewhat analogue with the parametric amplification phenomena in time-
periodic optical media \cite{24,26} and the compression of lines of forces as described by Pendry et al. \cite{27}. Contrary to these studies, the amplification mechanism analyzed here which is based on the local Doppler effects of the characteristics, doesn’t require the modulation of a bulk medium, neither very fast modulations and therefore could be easier implemented.

III. PERIODICALLY MOVING BOUNDARIES

A. Periodic characteristics: Amplification and attenuation mechanisms

The analysis of the previous Section is general and for arbitrary smooth time-profiles of $r_1(t)$ and $r_2(t)$. The times of reflection $\tau$ and $\theta$ can therefore take any values that correspond to the associate Doppler factor resulting in the variation of the energy of the electromagnetic transients, depending on the time-derivatives of the boundary functions at the associated reflection times. In this Section, the boundary profiles are considered periodic: $r_n(t) = f_n(t)$, with $f_n(t) = f_n(t + T)$ and $\frac{1}{T} \int_0^T (f_2(t) - f_1(t)) = L$, where $T = \frac{2\pi}{\Omega}$ is the period and $L$ is the mean distance between the plates. In such systems the position of the characteristics for every $t = t_0 + nT_{\text{char}}$, $n \in \mathbb{Z}^+$ is of interest. Notice that the period of the characteristics $T_{\text{char}}$ may not be equal with the period of modulation $T$ (often it is $T_{\text{char}} = 2L/c$ and an integer multiple of $T$).

If a discrete set of points exists $\chi_1 < \cdots < \chi_i < \cdots < \chi_M$ where the characteristics maintain the same positions for every snapshot at $t = t_0 + nT_{\text{char}}$, then due to the periodicity of the boundaries we have $D(t_0, \chi_i; t_0 + nT_{\text{char}}) = D(t_0, \chi_i; t_0 + T_{\text{char}})^n$. If the Doppler factor is chosen such that results in $D(t_0, \chi_i; t_0 + T_{\text{char}}) > 1$, the overall Doppler effect results in condensating the neighbor characteristics, asymptotically leading to $\lim_{n \to \infty} D(t_0, \chi_i; t_0 + T_{\text{char}})^n = \infty$. The characteristics converge at the periodic attractive characteristic which passes through $(t_0, \chi_a)$. Analogously, if $D(t_0, \chi_r; t_0 + T_{\text{char}}) < 1$, the overall Doppler effect over the $T_{\text{char}}$ period results in the repulsion of the characteristics from the associated point $\chi_r$ (the characteristics on the left side of $\chi_r$ are attracted by the attractive point $\chi_{r-1}$, while those on the right side are attracted by $\chi_{r+1}$) and asymptotically $\lim_{n \to \infty} D(t_0, \chi_r; t_0 + T_{\text{char}})^n = 0$. The characteristic therefore diverges from the associated repulsive periodic characteristic which passes through $(t_0, \chi_r)$ meaning that the field is reshaped and asymptotically reaches zero at the repelling point after the course of many periods. For any square integrable $\psi_1(t_0, x)$ and $\psi_2(t_0, x)$, the solutions converge to generalized functions that are concentrated on the periodic attractive characteristics and $e(nT_{\text{char}}) \sim \exp(\kappa T_{\text{char}})$ with $\kappa = \frac{n}{T_{\text{char}}} \ln [D(t_0, \chi_i; t_0 + T_{\text{char}})]$. This physically means that the wave solutions get asymptotically synchronized so that there is a net increase in energy through each period.

In the case of $D(t_0, \chi_n; t_0 + T_{\text{char}}) = 1$ one has to identify the conditions for the neighbor points $\chi_{n-1}$ and $\chi_{n+1}$ to get a better picture of the movement of the characteristics (it has been proven in \cite{28} that if certain conditions are met polynomial field growth may occur).

These phenomena contain similarities with the kinematic mode locking laser configurations, where a laser cavity with a moving mirror can induce mode locking due to the interplay between Doppler frequency shift by the moving mirror, frequency filtering by the gain medium and spectral broadening by Kerr nonlinearities \cite{29,30}.

B. The case of $r_1(t) = -\Delta L \sin(\Omega t)$ and $r_2(t) = L + \Delta L \sin(\Omega t)$

In the special case where: $r_1(t) = -\Delta L \sin(\Omega t)$ and $r_2(t) = L + \Delta L \sin(\Omega t)$ while $t_0 = 0$, the characteristics can result in discrete points $\chi_i$ under specific conditions. Namely, if the period of the vibrations of the plates satisfies

$$T = \frac{L}{Nc}, \quad (17)$$

where $N \in \mathbb{Z}^+$. A total of $M = 4N + 1$ discrete isodistant $\chi_i$ points are found, where

$$\chi_i = \frac{(i-1)L}{4N}, \quad i = 1, \cdots, 4N + 1. \quad (18)$$

For $\Delta L > 0$ (or $\Delta L < 0$) the corresponding $\chi_i$, where $i$ is even (or odd) is a point in which attractive periodic characteristics pass through at every time slot $nT_{\text{char}}$, while for an odd (or even) $i$ the characteristics that pass through are repulsive. The value of $M$ which is set by the vibration movement of the plates has an upper limit.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Diagram of neighbor characteristics at the $(t, x)$-space. $\delta$ is the distance between the characteristics before reflection and $\Delta$ the distance after. (a) The movement of the boundary squeezes the characteristics ($\Delta < \delta$). (b) The movement of the boundary loosens the characteristics ($\Delta > \delta$).}
\end{figure}
\[ M < \frac{2L}{\pi \Delta L} + 1. \]  

(19)

The number of periodic characteristics and therefore peaks (or short pulses) is limited by the fact that the velocity of the mechanical vibrations can not exceed that of light. The period of the periodic characteristics is equal to \( T_{\text{char}} = \frac{2L}{c} \) (or equivalently \( T_{\text{char}} = \frac{M-1}{2}T \)).

IV. FDTD SIMULATIONS

For the numerical verification of the presented analysis a homemade 1D FDTD full-wave model was implemented, (see e.g., [31, 32]). The FDTD method relies on the discretization of time and space and therefore the only approximations are in the associated derivatives of space and time.

For the purposes of illustration of the phenomena we normalize \( c = 1 \) and \( L = 1 \), while we fix \( \Delta L = 0.05 \). The region is initially excited by a point current source at the middle of the computation region from \( t = 0 \) until \( t = 0.6 \). The current creates transient waves that propagate forward and backwards that reflect at the boundaries. At exactly \( t = 0.6 \), the current is switched off and the boundaries start to move leading to a spatial filtering and amplification of the transients related to the Doppler factor as described in the previous sections.

In Fig. 4, snapshots of the electric field oscillations, for every \( \Delta t = 0.2 \) are exhibited. The period of the moving boundaries is set at \( T = 1 \), which corresponds to \( M = 5 \). As we see in the related FDTD chronophotographs of the FDTD calculations, the electric field which is initially created by an oscillating current, is reflected from the left and the right, while the boundaries are in movement. Over the course of the simulation, the transient signal is reshaped into two sharp peaks (as predicted by the characteristics analysis) which are synchronized and are reflected at every time slot that the boundaries develop maximum velocity towards each other. It is clear that the modulation frequency is matched with the cavity’s length. This is in fact in agreement with the FM mode locking theory (see Chapter 27 in [19]). In contrast to the FM mode locking theory, the pulses of the initial excitation of the current at the middle of the mirrors form antisymmetric field shapes. The FM mode locking theory predicts that the frequency chirp of the two pulses should be of opposite signs, but this is not the case in our analysis, where the two pulses have in fact the same frequency chirp.

Similarly, in Fig. 5 again the snapshots of the electric field are taken for every \( \Delta t = 0.2 \), while the period of the moving boundaries is set at \( T = 1/2 \), which corresponds to \( M = 9 \). The FDTD chronophotographs show again the generated transient signal by the current while it is reflected by the moving boundaries. The condition of operation satisfy this time four peaks. Hence we see, as time passes that the transient signal is reshaped into four sharp peaks. Again, the boundaries are synchronized and develop their maximum velocity towards each other at the specific time slots when these wave packets reflect at the boundaries. The initial field discontinuity as found e.g., in Figs. 4, 5 for \( t = 0.8 \), is carried from the discontinuity of the velocities of the boundaries at \( t = t_0 \). In fact, under the configuration described in Fig. 6, two out of four attractive characteristics amplify and concentrate the transients created by the discontinuity of the velocity of the mirrors, creating a pair of two positive half-cycle pulses that propagate in the cavity. The abrupt change of the velocity which is introduced by the mirrors is translated to a sudden change of the boundary conditions which actively reshape the signal. Such abrupt change of velocity is acceptable since a sudden change of the applied mechanical forces is allowed (it is of course, the displacement that has to be continuous).

In Fig. 6a, the energy density distributions as computed by the FDTD model are shown over the course of 5 periods \( T_{\text{char}} = 2 \), it is clear that since the computations are for more time than in Figs. 4, 5 the delta-like peaks of the density energy are formulated. At Fig. 6b, the period is set \( T = 1 \), which means that over the course of multiple \( T_{\text{char}} \) periods the characteristics concentrate at the attractive periodic points which are (in full agreement with the theoretical analysis [13]) at \( \chi_2 = 0.25 \) and \( \chi_4 = 0.75 \). Fig 6c shows clearly that the energy density is amplified and concentrated at these points as we observe the energy density for each period \( T_{\text{char}} \), leading to delta-like distributions of energy. Analogously, at Fig 6d, the energy density distributions for \( T = 0.5 \) are exhibited using the FDTD model. In this case, (again in full agreement with the theoretical analysis [13]) the energy concentrates at the attractive periodic points: \( \chi_2 = 0.125, \chi_4 = 0.375, \chi_6 = 0.625 \) and \( \chi_8 = 0.875 \).

The FDTD results verify that the characteristics indeed concentrate at the periodic attractive points, leading to the creation of ultrashort pulses that are exponentially amplifying due to their synchronization with the moving boundaries. The associated videos of the FDTD simulations of Figs. 4-5 can be found in the Supplementary Material [33].

V. DISCUSSION

The interactions of electromagnetic transients trapped inside two moving perfect mirrors were studied using the method of characteristics and FDTD simulations. The wave propagation was found to be dominantly affected by the temporally and spatially local Doppler phenomena. The Doppler effect can filter and amplify or attenuate the electromagnetic signal, depending on the movement of the mirrors at the point \((t, x)\) of reflection in respect to the direction of the incident signal. To understand further the active mechanism, we considered the special case of the periodically vibrating mirrors that under the
condition of having a cavity period \((L/c)\) equal to integer multiples of the period of the mechanical motion, periodic characteristics can exist. Such periodic characteristics can be either attractive or repulsive, squeezing the transients or diluting them in the corresponding periodic characteristic. Therefore over the course of time the electric field forms delta-like field distributions at the points of the attractive periodic characteristics. For illustration purposes, we performed FDTD simulations, which verified our theoretical findings.

The aforementioned gain mechanism resembles the so-called kinematic mode locking first described by Smith in [29], where the Doppler frequency shift by the moving mirror in combination with the filtering by the gain medium and the spectral broadening by the Kerr effect can establish a phase-locked laser [30]. More recent laser configurations, substitute the Doppler frequency shift with acousto-optic effects [34-36] and electro-optic effects [19, 37-39] and attain mode locking conditions in relation to the fundamental frequency and the modula-

FIG. 4. FDTD chronophotographs of the electric field transients with periodically moving boundaries for \(c = 1, L = 1, \Delta L = 0.05\) and \(T = 1\). The snapshots of the FDTD simulation are taken for every \(\Delta t = 0.2\). The associated movie of the electric field oscillations of this case depicted is the first movie in the Supplementary Material.
tion frequencies that are similar to the one of our analysis. In contrast to the laser configurations, our study is solely based on the Doppler and relativistic effects and the intriguing dynamics they induce in the trapped electromagnetic field.

Additionally, the proposed gain mechanism is different than the one that has been recently studied in the context of time-periodic optical media (see e.g. [26, 27]). That is in the sense that the gain mechanism described in the present article doesn’t come from a complex eigenvalue related to the eigensolutions of the Floquet theory of the wave operator in periodic media; it is generated by the local Doppler effects which reshape the electromagnetic signal. The energy growth results from the compression of the pulse and its magnification in an arbitrarily small region near the attractive periodic characteristic. This means that amplification by temporal modulation of a homogeneous medium will affect the whole field simultaneously in the same way (if one point of the field amplifies then every point of the field will amplify), while in our

FIG. 5. FDTD chronophotographs of the electric field transients with periodically moving boundaries for \( c = 1, L = 1, \Delta L = 0.05 \) and \( T = 0.5 \). The snapshots of the FDTD simulation are taken for every \( \Delta t = 0.2 \). The associated movie of the electric field oscillations of this case depicted is the second movie in the Supplementary Material.
process the active filtering by the moving boundaries will only amplify the points at the attractive periodic characteristic (resulting in pulses).

Although the object of this study was not a description of suitable agencies for realizing the assumed mechanical configuration, some remarks as to how such structure can be engineered seem to be in order. Possible implementations may incorporate technologies involving actuators [40]. For instance, it has been shown that the electrothermal transduction of graphene-polymer resonators may result in resonant frequencies within the audio range [41]. Of course the velocities generated may be low and multiple reflections should pass in order to start exhibiting the peaks. Other possible implementations in the nanoscale may include micromechanical resonators or microscale acoustofluidics that can reach to higher mechanical frequency modulation in the magnitude of MHz and GHz and decrease the required $L$ for the periodic attractive characteristics condition to the magnitude of a few meters, as well as the required time spend for the same absolute value amplification [42–44]. For example, using the laser configurations simulated in [39], a $L = 1.25$ mm cavity with a a mechanical motion $\Omega = 151 \cdot 10^{10}$ rad/sec and $\Delta L = 15$ nm will amplify three times its initial maximum amplitude in $5.375 \cdot 10^{-8}$ sec.

Additionally, notice that in our analysis we have assumed perfect mirrors of zero losses. This is applicable at the microwave range. At the optical range losses can no longer be ignored. Therefore, a trade off exists; on one hand at low electromagnetic frequencies the model should match the experiments but should require multiple reflections to exhibit the asymptotic singularities, while on the other hand at higher electromagnetic frequencies the velocities can be substantial enough to quicker produce the predicted peaks but losses can no longer be neglected which should result in an additional filtering and attenuation of the wave signal.

Nevertheless, the presented analysis enriches the established literature in electromagnetic wave propagation in dynamically changing structures and systems as well as investigates the Doppler effect as an interesting gain mechanism which may be easier to implement, in comparison with the time-modulation of a bulk medium. We further establish an alternative method for the creation of ultrashort pulses which can have applications in the microwave and optical regimes and shares conceptual similarities with the mode locking theory.
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