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Abstract—Velocity Planning for self-driving vehicles in a complex environment is one of the most challenging tasks. It must satisfy the following three requirements: safety with regards to collisions; respect of the maximum velocity limits defined by the traffic rules; comfort of the passengers. In order to achieve these goals, the jerk and dynamic objects should be considered, however, it makes the problem as complex as a non-convex optimization problem. In this paper, we propose a linear programming (LP) based velocity planning method with jerk limit and obstacle avoidance constraints for an autonomous driving system. To confirm the efficiency of the proposed method, a comparison is made with several optimization-based approaches, and we show that our method can generate a velocity profile which satisfies the aforementioned requirements more efficiently than the compared methods. In addition, we tested our algorithm on a real vehicle at a test field to validate the effectiveness of the proposed method.

I. INTRODUCTION

In years, feasibility of full autonomy in self-driving cars has been getting more clear thanks to the parallel developments in computing technologies and algorithms. Although hundreds of companies have raised generous funds, these initiatives still face many technical challenges in designing robust and optimal navigation algorithms that work for complex environments. An ordinary traffic environment, that an autonomous vehicle is required to navigate, is generally complicated and unpredictable. Furthermore, the resulting problem structures are highly nonlinear and non-convex. Finding a solution to these problems on a real-time scale leaves developers with a few choices and compromising solutions, such as being content with a locally optimal solution rather than the global one. In some cases, ad-hoc and heuristic algorithms enhance the solution for the proposed systems, increasing the complexity, consequently the software maintenance and safe deployment.

We address a similar problem structure in velocity planning which stipulates three core objectives; collision avoidance, keeping the vehicle within the regulated speed limits to follow the traffic rules and providing good comfort to the passengers.

Various algorithms and solutions have been proposed in the literature to achieve these goals. Among these, sampling-based methods are presented in [1], [2], [3]. In these papers, the authors formulate the velocity planning problem as a graph search problem and seek the optimal solution, making use of the graph search optimization methods. The resulting solutions are not smooth in general in their solutions. Therefore, the results require an additional smoothing procedure after the sampling [4], [5], [6], which increases the computational complexity and may give rise to difficulties in the implementation. In an alternative direction, continuous optimization is often employed for the velocity planning problem due to its flexibility in defining cost functions and constraint equations. One major approach in the continuous optimization methods is using the nonlinear programming, which has one or more nonlinear and non-convex constraint equations [7], [8].

When continuous optimization is used, velocity trajectory optimization problems can be parametrized by either time or arc-length (path-length parameterization) [9], [10]. The author in [11] applied time-parameterized quadratic programming optimization for velocity planning. In this approach, jerk related constraints can be described as linear form. However, the maximum velocity can only be set for the entire path, not pointwise, which makes it difficult to define a specific location on the path to slow down before taking a curve. This requirement can be satisfied when arc-length parametrization is used. The pointwise constraints can be enforced at any point, however, jerk constraints for the passenger comfort introduce nonlinearity into the problem. In [12], a pseudo-jerk is proposed as a substitute for the jerk, which is in a linear form. However, the pseudo-jerk cannot successfully approximate the actual jerk in a wide range of velocity.

In this paper, we propose a new approximation method to alleviate the issues we mentioned earlier. Our algorithm can handle jerk and collision constraints in the arc-parametrized velocity trajectory optimization. In Section II and III we incorporate the obstacle avoidance constraints into the optimization by transforming them into the maximum velocity constraints analytically, then linearly approximate jerk constraint equations. As a result, the problem can be represented as an LP that can be solved in real-time to obtain global optimum solutions.

We compared the proposed solution with a couple of optimization-based algorithms from the literature through several simulations in section IV. Numerical experiments show that our new approach satisfies all defined constraints of a given scenario with a minimal computational time than the others and successfully avoid collisions with dynamic obstacles. Furthermore, on-road experiments in section V.
convince us that the proposed method can generate optimal velocity even in a real driving environment.

The main contribution of this paper can be summarized as follows:

- **Real-time dynamic obstacle constraints creator:**
  The proposed method can convert non-convex obstacle avoidance constraints into linear maximum velocity constraints quickly.

- **Linear Jerk-Constrained Optimization:**
  The proposed method can solve a jerk-constrained velocity optimization problem parametrized by arc-length into a form of linear programming.

- **Numerical Simulations and Real-world Testings:**
  Numerical experiments and real-world testing prove that the proposed algorithm works better than any other existing method even in a complicated situation.

### II. PRELIMINARY

#### A. Problem Formulation

First, we give a formal definition of an arc-length parametrized velocity planning problem within a scenario. The only assumption we make here is that the path shape is provided by a planner or map in advance.

Let the arc length along the path \( s \) as the function of the time \( t \), i.e., \( s = s(t) \).

In this paper, we define the decision variables \( b \) and \( a \) for the velocity planning as follows:

\[
b(s) := \dot{s}^2, \quad a(s) := \ddot{s}. \tag{1}
\]

Here, taking the derivative of the \( b(s) \) derives the relation of these variables as

\[
\frac{db}{ds} \frac{d(s^2)}{ds} = 2s \frac{d\dot{s}}{ds} = 2s \frac{d\dot{s}}{dt} \frac{ds}{dt} = 2\dot{s} = 2a \tag{2}
\]

which must be satisfied in the optimization problem.

By using the decision variables \( b \) and \( a \), the jerk \( j \), which is taken as an indicator of ride comfort, can be expressed as follows:

\[
j(s) := \ddot{s} = \ddot{a} = \frac{da}{ds} \sqrt{\theta}, \tag{3}
\]

Furthermore, we must consider the visiting time of any specific locations on the path to incur the object avoidance constraints. The visiting time function of a location \( s \) can be expressed as:

\[
t(s) := \int_0^s b(\theta) \, d\theta. \tag{4}
\]

The objective of the velocity planning problem we handle here is to increase the velocity as much as possible while considering velocity, acceleration, jerk, and obstacles avoidance constraints. The formal definition results in the following:

\[
\min_{b(s), a(s)} \int_0^s -b(\theta) \, d\theta \tag{5a}
\]

subject to

\[
\begin{align*}
\frac{db}{ds} &= 2a(s), \\
v_{\text{min}}^2(s) &\leq b(s) \leq v_{\text{max}}^2(s), \\
a_{\text{min}}(s) &\leq a(s) \leq a_{\text{max}}(s), \\
j_{\text{min}}(s) &\leq \frac{da(s)}{ds} \sqrt{b(s)} \leq j_{\text{max}}(s), \\
\int_0^s b(\theta) \, d\theta &\leq T_{\text{max}}(s). \tag{5f}
\end{align*}
\]

where \( v, a, j \) and \( T \) represent velocity, acceleration, jerk, and passing time at \( s \) respectively, and the \( *_{\max}, *_{\min} \) subscripts represent the maximum and minimum values given as constraints. Note that \( j_{\text{min}} \) limits the value of the jerk, and \( j_{\text{max}} \) is a constraint for obstacle avoidance. In this paper, we assume that \( j_{\text{min}} \leq 0 \) and \( 0 \leq j_{\text{max}} \).

For numerical computation, we discretize this problem. Let \( N \) be a number of discretized trajectory points, and arc length at \( i \)th point are written as \( s_i \). Then the discretized formulation of \( (5) \) becomes,

\[
\min_{b, a \in \mathbb{R}^N} \sum_{k=1}^N -b_k \tag{6a}
\]

subject to

\[
\begin{align*}
b_{i+1} - b_i &= 2a_i (s_{i+1} - s_i), \\
v_{\text{min},i}^2 &\leq b_i \leq v_{\text{max},i}^2, \\
a_{\text{min},i} &\leq a_i \leq a_{\text{max},i}, \\
j_{\text{min},i} &\leq \left( \frac{a_{i+1} - a_i}{s_{i+1} - s_i} \right) \sqrt{b_i} \leq j_{\text{max},i}, \\
\sum_{k=1}^{i-1} (s_{k+1} - s_k) &\leq T_{\text{max},i}. \tag{6f}
\end{align*}
\]

where \( b_i \) and \( a_i \) are \( b(s_i) \) and \( a(s_i) \). Moreover, vector \( b \) and \( a \) are defined as \( b := [b_1, b_2, \ldots, b_N]^T \) and \( a := [a_1, a_2, \ldots, a_N]^T \). However, since the constraints, given by \( (6c) \) are non-convex and \( (6f) \) are nonlinear, it is challenging to find the optimal solution of the problem \( (6) \) in real-time, especially when the number of discretization points \( N \) is large.

#### B. Pseudo-Jerk

Since the jerk constraint \( (6c) \) cannot be converted to convex form, [12] proposed a new indicator called pseudo-jerk, which is defined as:

\[
j_{\text{pseudo},i} := \frac{j_i}{\sqrt{b_i}} = \frac{a_{i+1} - a_i}{s_{i+1} - s_i}. \tag{7}
\]

where \( j_i \) is the jerk at the \( i \)th point. In other words, pseudo-jerk is the first derivative of the acceleration with respect to the arc length \( s \). By using the pseudo-jerk, they remove the jerk constraint \( (6c) \) and add the smoothing cost. As a result,
the overall problem becomes
\[
\min_{b, a, k} \sum_{k=1}^{N} -b_k + w_{\text{smooth}} \sum_{k=1}^{N-1} \left( j_k^{\text{pseudo}} \right)^2
\]  
(8a)
subject to
\[
b_{i+1} - b_i = 2a_i (s_{i+1} - s_i),
\]  
(8b)
\[
v_{\text{in}, i}^2 \leq b_i \leq v_{\text{max}, i}^2,
\]  
(8c)
\[
a_{\text{min}, i} \leq a_i \leq a_{\text{max}, i},
\]  
(8d)
\[
T_{\text{min}, i} \leq \sum_{k=1}^{i-1} \frac{(s_{k+1} - s_k)}{v_k^{\text{in}}} \leq T_{\text{max}, i},
\]  
(8e)
\[
(i = 1, \ldots, N),
\]  
(8f)
where \( w_{\text{smooth}} \) is a hyper-parameter to tune smoothness. Problem (8) can be solved by using the quadratic programming (QP) technique.

Even though this approach can generate a smooth velocity profile, the pseudo-jerk (7) cannot successfully approximate the actual jerk in a wide velocity range (e.g. at high velocity, the pseudo jerk is lower than the actual jerk, and conversely, it is infinite at zero velocity), thus, there is still room to improve the driving comfort.

III. METHODOLOGY

Our approach is to relax the non-convex velocity planning problem to convexify the jerk inequalities by using the approximated velocity profile. This can be done in two steps. In the first step, we design and apply a velocity limit filter that converts the obstacle avoidance constraints into a maximum velocity constraint. After that, we apply a forward-backward jerk filter to improve the approximation accuracy and linearize jerk constraints.

A. Obstacle Avoidance Constraint

Instead of using the obstacle avoidance constraint formulated in (5), we introduce a new approach to avoid an obstacle by modifying a maximum velocity constraint.

In this paper, it is assumed that the trajectory of a dynamic obstacle is represented as a continuous linear function of the velocity of the obstacle \( v_{\text{obs}} \), such that
\[
s_{\text{obs}}(t) = v_{\text{obs}}(t - t_{\text{in}}) + s_{\text{in}}, \quad t \in [t_{\text{in}}, t_{\text{out}}],
\]  
(9)
where \( s_{\text{in}} \) denotes the arc length on the ego path which the obstacle cuts in, and \( t_{\text{in}} \) and \( t_{\text{out}} \) denote the cut in time and the cut out time of the obstacle, respectively. Let us define two positive values \( d_\alpha \) and \( d_\beta \), such that \( d_\alpha \geq d_\beta \). First, the ego vehicle maintains the same maximum velocity as the original maximum velocity until the distance to the dynamic obstacle becomes \( d_\alpha \). When the distance to the obstacle becomes less than \( d_\alpha \), the velocity of the vehicle is adjusted as follows.
\[
v_\alpha := \frac{s_{\text{out}} - s_\alpha}{t_{\text{out}} - t_\alpha},
\]  
(10)
where \( s_\alpha \) denotes the arc length at which the distance between the ego vehicle and the obstacle is \( d_\alpha \). In addition, \( t_\alpha \) is the time at which the ego vehicle reaches \( s_\alpha \) with the maximum velocity, i.e.,
\[
t_\alpha(s_\alpha) := \int_{0}^{s_\alpha} \frac{1}{v_{\text{max}}(\theta)} d\theta,
\]  
(11)
and \( s_{\text{out}} \) denotes the arc length at which the obstacle cuts out the ego vehicle path, i.e.,
\[
s_{\text{out}} := s_{\text{obs}}(t_{\text{out}}).
\]  
(12)
Furthermore, when the distance to the dynamic obstacle reaches \( d_\beta \), the maximum velocity is switched to \( v_\beta \):
\[
v_\beta := v_{\text{obs}}.
\]  
(13)
The entire algorithm is described in Algorithm 1. Note that \( v_{\text{max}} \) denotes the original maximum velocity, which is \( v_{\text{max}} := [v_{\text{max},1}, \ldots, v_{\text{max},N}]^T \) and, \( s_{\text{ego}} \) denotes the arc length along the ego path i.e. \( s_{\text{ego}} := [s_1, \ldots, s_N]^T \). In addition, \( t_{\text{range}} \) indicates the threshold for the time difference between the obstacles and the ego vehicle.

We depict an example of these procedures in Fig.1. The ego vehicle starts travelling at the given maximum velocity, and the maximum velocity is switched to \( v_\alpha \) at \( s_\alpha \). Then, when the distance to the obstacle becomes \( d_\beta \), the maximum velocity is set to \( v_\beta \). After the dynamic obstacle disappears from the ego vehicle trajectory, the maximum velocity is set back to its original value.

B. Jerk Filter

In this section, we describe how to deal with the nonlinear jerk constraint (5e). What makes the problem nonlinear in equation (5e) is the bi-linear term \( a_i \sqrt{b_i} \). This means that if we can fix \( \sqrt{b} \), the equation becomes linear. Our base idea is to make a rough estimate of an optimized velocity profile and replace \( \sqrt{b} \) with it during optimization so that (5e) becomes linear. That estimate is made by the forward-backward jerk filter described below.

\[
\text{Algorithm 1: Velocity Limit Filter}
\]  
\[
\text{input : Obstacle Trajectory } (s_{\text{obs}}, t_{\text{obs}})
\]  
\[
\text{Maximum Velocity Profile } (s_{\text{ego}}, v_{\text{max}})
\]  
\[
\text{output: Updated Maximum Velocity } v_{\text{max}}
\]  
\[
\text{for } k = 1 \text{ to } N - 1 \text{ do}
\]  
\[
\text{Find } (s_{\text{obs}}, t_{\text{obs}}) \text{ which is the nearest of } (s_k, s_{k+1}, s_k, s_{k+1})/v_{\text{obs}};
\]  
\[
ds = |s_k - s_{\text{obs}}|;
\]  
\[
dt = |t_k - t_{\text{obs}}|;
\]  
\[
\text{if } ds < d_\beta \text{ & } dt < t_{\text{range}} \text{ then}
\]  
\[
v_{\text{max}, k} \leftarrow v_\beta;
\]  
\[
\text{else if } ds < d_\beta \text{ & } dt < t_{\text{range}} \text{ then}
\]  
\[
v_{\text{max}, k} \leftarrow v_\beta;
\]  
\[
\text{else}
\]  
\[
v_{\text{max}, k} \leftarrow v_{\text{max}, k};
\]  
\[
\text{end}
\]  
\[
\text{return } v_{\text{max}}
\]
To estimate the optimized velocity in advance, we applied two filters for a given maximum velocity profile: forward jerk filtering and backward jerk filtering. In the forward step, we update the velocity with the maximum acceleration and jerk in the following way.

\[
dt = \frac{ds}{v_{f,k}} \quad (14a)
\]
\[
a_{k+1} = \min (a_{\text{max}}, a_k + j_{\text{max}} dt) \quad (14b)
\]
\[
v_{f,k+1} = \max (v_{\text{max}}, v_{f,k} + a_{k+1} dt) \quad (14c)
\]

where \( v_{f,k} \) denotes the filtered velocity at \( s_k \). This process generates the velocity profile as shown on the left in Fig. 2. In the backward step, the same filtering logic is applied to the opposite direction (from \( k = N - 1 \) to 2) and it generates a velocity profile shown on the right in Fig. 2 as a green line. Although there are discontinuous accelerations in the filtered velocity, it can be used as a rough estimate of an optimization result. The details of this algorithm are described in Algorithm 2.

Let \( v_f \) be the velocity generated by the jerk filter. Replacing \( \sqrt{b_i} \) in (9) with \( v_{f,i} \), we can approximate the jerk constraint inequality as follows:

\[
\hat{j}_{\text{min,i}} \leq \sqrt{\frac{a_{i+1} - a_i}{s_{i+1} - s_i}} v_{f,i} \leq \sqrt{\frac{a_{\text{max,i}}}{s_{\text{max,i}}}} \sqrt{\frac{\hat{b}_i}{v_{f,i}}} \quad (16)
\]

Since \( 0 \leq \sqrt{b_i} \leq v_{f,i} \), the optimized jerk will not exceed the given jerk limit, which is \( j_{\text{min,i}} \leq \hat{j}_i \leq j_{\text{max,i}} \). Note that if \( v_{f,i} = 0 \), then \( \sqrt{b_i} = 0 \), thus the jerk is 0.

C. Linear Programming Formulation

In this section, we reformulate (9) by utilizing the results of Section III-A and III-B.

As stated in Section III-A since the obstacle avoidance constraint is converted to the maximum velocity constraint, the collision avoidance constraints can be ignored in the optimization problem. Therefore, the optimization problem
can be written as follows:

\[
\min_{b, a \in \mathbb{R}^N} \sum_{k=1}^{N} -b_k \quad (17a)
\]

subject to

\[
b_{i+1} - b_i = 2a_i (s_{i+1} - s_i), \quad (17b)\]
\[
v_{\text{min},i}^2 \leq b_i \leq v_{\text{f},i}^2, \quad (17c)\]
\[
a_{\text{min},i} \leq a_i \leq a_{\text{max},i}, \quad (17d)\]
\[
j_{\text{min},i} \leq \left( \frac{a_{i+1} - a_i}{s_{i+1} - s_i} \right) v_{f,i} \leq j_{\text{max},i}. \quad (17e)\]

This is a linear programming that can be solved efficiently.

IV. NUMERICAL EXPERIMENT

A. Situation Settings

In this section, we evaluate the proposed LP-based approach and compare it with the Non-Convex approach for \(\mathbb{R}^N\) and the QP-based pseudo-jerk approach [12] for \(\mathbb{R}^N\). We use Gurobi optimization solver[13] to solve LP and QP problems, and the NLOPT[14] to solve a Non-Convex optimization problem. The algorithms are implemented in C++ and performed on a Macbook-Pro 2019 with 2.40GHz Intel Core i9 CPU. Our test code is available here.

We set the sampling size of the path as \(N = 300\) and the distance of the sampled path point as \(ds = 0.1\). The acceleration limits and the jerk limits are set to \(j_{\text{max},i} = 0.8\), \(j_{\text{min},i} = -0.8\), \(a_{\text{max},i} = 1.0\), \(a_{\text{min},i} = -1.0\), for \(i = 2, \ldots, N\). For initial values of velocity and acceleration, \(v_{\text{max},1} = 0.5\), \(v_{\text{min},1} = 0.5\), \(a_{\text{max},1} = 0.0\), \(a_{\text{min},1} = 0.0\).

B. Filtered Velocity Profile

First, we show the result of velocity profile filtering proposed in Section III-A and III-B. The filtered velocity profile is drawn in the Fig.3. In this figure, the black line denotes the original maximum velocity profile, the purple line denotes the maximum velocity profile for obstacle avoidance and the orange line denotes the jerk filtered maximum velocity profile. These speed profiles are used in the proposed LP formulation.

C. Planning Result

We show the result of the LP, QP, and Non-Convex velocity planning in Fig.4 for a scenario (additional examples can be found here). It shows the resulting velocity profiles, acceleration and jerk from top to bottom. The purple and orange dashed line in this picture denotes the maximum velocity profile for obstacle avoidance and the jerk filtered maximum velocity profile, respectively. It is seen that the LP and Non-Convex approach satisfies all the constraints defined for velocity, acceleration and jerk properly. That is to say, although the proposed method solves an approximation of the original problem, the generated velocity profile does not violate the original constraints. In the pseudo-jerk approach, since there is no jerk constraint defined in the constraint equations, we tuned the weight term of the jerk in the objective function in such a way that jerk does not exceed the jerk limit (\(w_{\text{smooth}} = 500\) in this case). However, since the pseudo-jerk does not properly represent the jerk, the jerk is too small at some points resulting in poor acceleration and deceleration profile. For instance, the initial acceleration of the pseudo-jerk approach is smaller than proposed method because of the small jerk values. When looking at our proposed method, the optimal jerk profile tends to stay close to the maximum and minimum limits compared to the pseudo-jerk approach. This means that acceleration and deceleration are performed more efficiently within the constraints.

The computational time of the proposed method is 5.10 ms (1.5 % for the pre-filterings, and 98.5 % for the optimization), while the pseudo-jerk approach is 7.21 ms, and the non-convex approach is 3463 ms.

V. ON-ROAD EXPERIMENT

A. Setup

In order to demonstrate the effectiveness of the proposed method in a complex real-world environment, we conducted several experiments using our test vehicle, at a test field in the University of Tokyo test facilities. We give details of the sensor and computer configuration of the test vehicle in Table I. Our test vehicle is running on Autoware[15], [16], and since it uses OSQP[17] as a default solver, we also use OSQP to solve optimization problems for the jerk-constrained velocity planning problem for on-road experiments.
In this study, we conducted real-world tests for three different scenarios: stopping for a static obstacle, vehicle following and collision avoidance with a cut-in obstacle. In each scenario, we use the following distance functions for obstacle avoidance constraint:

\[ d_{\alpha} = d_{\beta}, \quad d_{\beta} = \min(v_{\text{obs}}t_{\text{safe}}, d_{\text{min}}) + d_{\text{margin}}, \]

where \( v_{\text{obs}} \) denotes the velocity of the obstacle. Since we assume that an obstacle travels in a constant velocity over the planning horizon, \( v_{\text{obs}} \) would be the current velocity of the obstacle obtained from the tracking module in Autoware. We set \( t_{\text{safe}} = 2.0, d_{\text{min}} = 3.0 \) and \( d_{\text{margin}} = 2.0 \) in this experiment. For optimization, jerk and acceleration limits are set to \( j_{\text{max,i}} = 1.0 \text{ m/s}^3, j_{\text{min,i}} = -0.5 \text{ m/s}^3, a_{\text{max,i}} = 1.0 \text{ m/s}^2, a_{\text{max,i}} = -0.5 \text{ m/s}^3 \).

1) Stopping: In this test scenario, we put a static obstacle on the trajectory ahead of the ego vehicle and check if the vehicle can stop in front of the obstacle with the specified distance.

2) Vehicle Following: Next, we conduct an experiment to follow a dynamic obstacle in front of the ego vehicle. In this scenario, the maximum speed for the ego vehicle is set to 15 km/h, and the obstacle runs at a constant speed of 10 km/h. In this case, we also evaluate that the proposed algorithm can decrease before the curve, and to achieve this goal we impose the following maximum velocity constraint for the ego vehicle.

\[ v_{\text{max}} = \min \left( v_{\text{max,road}}, \sqrt{\frac{a_{\text{max,lateral}}}{\kappa}} \right), \]

where \( v_{\text{max,road}} \) is the maximum velocity of the road, which is 30 km/h in this case, \( a_{\text{max,lateral}} \) is the maximum lateral acceleration value and \( \kappa \) is the curvature value at each position on the trajectory. We set the lateral acceleration limit \( a_{\text{max,lateral}} = 0.8 \text{ m/s}^2 \) to limit the tangential velocity of the ego vehicle while taking a curve on the trajectory. Note that, we can get maximum velocity by using (19) before the obstacle constraint and jerk calculation since the curvature of the path can be obtained as soon as the path is generated by the path planner.

3) Cut-in Vehicle: In the final experiment scenario, we test the response of the proposed method when an obstacle cuts-in the ego trajectory.

C. Result

We put the results of the on-board experiment in our Github page due to the lack of the space. From the video and the plot, it is clear that the optimization results respects the constraints as planned and avoid the collision with dynamic obstacles. The vehicle slows down while taking a curve due to the lateral acceleration constraint put in the problem. This is a piece of clear evidence showing that the proposed method can also be used for the problems where curved paths are involved. More details about this experiment can be found from our videos, and entire code will be released on https://github.com/tier4/AutowareArchitectureProposal.

VI. CONCLUSION

In this paper, we have proposed an algorithm for the jerk constrained velocity optimization problem. First, we formulate the obstacle avoidance constraint as the maximum velocity constraint and then, we converted the non-convex jerk constraint in the optimization problem to a linear constraint by taking advantage of the proposed jerk filters, which generate approximated optimal velocity. Finally, the velocity planning problem is formulated as linear programming, and the optimal solution can be found efficiently. Furthermore, we showed that the proposed LP solution with jerk filters achieves the fastest computations with better accuracy than the compared peers in the real vehicle experiments and computational simulations.

ACKNOWLEDGMENT

This work was supported by JST CREST Grant Number JPMJCR19F3, Japan.

REFERENCES

[1] J. Ziegler and C. Stiller, “Spatiotemporal state lattices for fast trajectory planning in dynamic on-road driving scenarios,” in 2009 IEEE/RSJ International Conference on Intelligent Robots and Systems, 2009, pp. 1879–1884.
[2] W. Lim, S. Lee, M. Sunwoo, and K. Jo, “Hierarchical trajectory planning of an autonomous car based on the integration of a sampling and an optimization method,” IEEE Transactions on Intelligent Transportation Systems, vol. 19, no. 2, pp. 613–626, 2018.

[3] C. Hubmann, M. Aeberhard, and C. Stiller, “A generic driving strategy for urban environments,” in 2016 IEEE 19th International Conference on Intelligent Transportation Systems (ITSC), 2016, pp. 1010–1016.

[4] Y. Meng, Y. Wu, Q. Gu, and L. Liu, “A decoupled trajectory planning framework based on the integration of lattice searching and convex optimization,” IEEE Access, vol. 7, pp. 130 530–130 551, 2019.

[5] W. Xu, J. Wei, J. M. Dolan, H. Zhao, and H. Zha, “A real-time motion planner with trajectory optimization for autonomous vehicles,” in 2012 IEEE International Conference on Robotics and Automation, 2012, pp. 2061–2067.

[6] W. Zhan, J. Chen, C.-Y. Chan, C. Liu, and M. Tomizuka, “Spatially-partitioned environmental representation and planning architecture for on-road autonomous driving,” in 2017 IEEE Intelligent Vehicles Symposium (IV), 2017, pp. 632–639.

[7] J. Ziegler, P. Bender, T. Dang, and C. Stiller, “Trajectory planning for bertha — a local, continuous method,” in 2014 IEEE Intelligent Vehicles Symposium Proceedings, 2014, pp. 450–457.

[8] X. Qian, I. Navarro, A. de La Fortelle, and F. Moutarde, “Motion planning for urban autonomous driving using bézier curves and mpc,” in 2016 IEEE 19th International Conference on Intelligent Transportation Systems (ITSC), 2016, pp. 826–833.

[9] C. Liu, W. Zhan, and M. Tomizuka, “Speed profile planning in dynamic environments via temporal optimization,” in 2017 IEEE Intelligent Vehicles Symposium (IV), 2017, pp. 154–159.

[10] J. V. Frasch, A. Gray, M. Zanon, H. J. Ferreau, S. Sager, F. Borrelli, and M. Diehl, “An auto-generated nonlinear mpc algorithm for real-time obstacle avoidance of ground vehicles,” in 2013 European Control Conference (ECC). IEEE, 2013, pp. 4136–4141.

[11] J. Zhou, R. He, Y. Wang, S. Jiang, Z. Zhu, J. Hu, J. Miao, and Q. Luo, “Di-iaps and pijso: A path/speed decoupled trajectory optimization and its application in autonomous driving,” 2020.

[12] Y. Zhang, H. Chen, S. L. Waslander, T. Yang, S. Zhang, G. Xiong, and K. Liu, “Toward a more complete, flexible, and safer speed planning for autonomous driving via convex optimization,” Sensors, vol. 18, no. 7, 2018. [Online]. Available: https://www.mdpi.com/1424-8220/18/7/2185

[13] L. Gurobi Optimization, “Gurobi optimizer reference manual,” 2021. [Online]. Available: http://www.gurobi.com

[14] S. G. Johnson, “The nlopt nonlinear-optimization package.” [Online]. Available: http://github.com/stevengj/nlopt

[15] S. Kato, E. Takeuchi, Y. Ishiguro, Y. Ninomiya, K. Takeda, and T. Hamada, “An open approach to autonomous vehicles,” IEEE Micro, vol. 35, no. 6, pp. 60–68, 2015.

[16] S. Kato, S. Tokunaga, Y. Maruyama, S. Maeda, M. Hirabayashi, Y. Kitsukawa, A. Monroy, T. Ando, Y. Fuji, and T. Azumi, “Autoware on board: Enabling autonomous vehicles with embedded systems,” in 2018 ACM/IEEE 9th International Conference on Cyber-Physical Systems (ICCPS). IEEE, 2018, pp. 287–296.

[17] B. Stellato, G. Banjac, P. Goulart, A. Bemporad, and S. Boyd, “OSQP: an operator splitting solver for quadratic programs,” Mathematical Programming Computation, vol. 12, no. 4, pp. 637–672, 2020. [Online]. Available: https://doi.org/10.1007/s12532-020-00179-2