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Abstract

A (simple undirected) graph $G = (V,E)$ with $m$ edges is graceful if it has a distinct vertex labeling $f : V \rightarrow \{0,1,2,3,\ldots,m\}$ which induces a set of distinct edge labels $\{|f(u) - f(v)| \mid uv \in E, u,v \in V\}$. The famous Ringel-Kotzig conjecture \cite{9,15} is that all trees are graceful. The base of a tree $T$ is obtained from $T$ by deleting its one-degree vertices. A caterpillar is a tree whose base is a path and a lobster is a tree whose base is a caterpillar. Paths and caterpillars are known to be graceful. Next it was conjectured by Bermond \cite{2} that all lobsters are graceful. In this paper we describe various methods of joining graceful graphs and $\alpha$-labeled graphs using the adjacency matrix characterization that initiated by Bloom \cite{3} and others. We apply these results to obtain some classes of graceful lobsters and indicate how to obtain some others.
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1 Introduction

A graph labeling is an assignment of integers to the vertices or edges, or both, subject to certain conditions. Let $G = (V,E)$ be a simple undirected graph with $n$ vertices and $m$ edges. In 1967, Rosa \cite{15} called a map $f : V(G) \rightarrow \{0,1,2,\ldots,m\}$ a $\beta$-labeling (or, $\beta$-valuation) of $G$ if $f$ is injective and when each edge $uv$ is assigned the label $|f(u) - f(v)|$, the resulting edge labels are distinct. Later on Golomb \cite{5} called such labeling graceful. If in addition to that there exists $k \in \{0,1,2,\ldots,m\}$ such that for every edge $uv \in E$, either $f(u) \leq k < f(v)$ or $f(v) \leq k < f(u)$, then $G$ is said to have an $\alpha$-labeling (or, $\alpha$-valuation) $f$. Let us call the number $k$, a critical number of the $\alpha$-labeling $f$. An $\alpha$-labeling $f$ is called complete \cite{9} if $f$ is bijective. In the sequel, by a graph we mean a simple undirected graph. A graph $G$ is a graceful graph if it has a graceful labeling. The famous Ringel-Kotzig conjecture \cite{9,13,15} is that all trees are graceful. A lot of research papers were published on graceful graphs and their other variations \cite{1,8,9}. Many special classes of trees are known to be graceful. A comprehensive survey and references of graceful graphs and their variations can be found in \cite{4}. Another survey and the adjacency matrix characterization of graceful graphs are available in \cite{2}.

The base of a tree $T$ is a tree which is obtained from $T$ by deleting its pendant (one-degree) vertices. A caterpillar is a tree whose base is a path and a lobster is a tree whose base is a caterpillar.
Paths and caterpillars are known to be graceful \[15\]. In 1979 Bermond \[2\] conjectured that all lobsters are graceful. Several special classes of lobsters are shown to be graceful \[10, 11, 12, 16, 19\].

In this paper, we first describe adjacency matrices of graceful graphs and graphs with \(\alpha\)-labeling. Using these matrix representations we obtain several methods of joining graceful graphs and graphs with \(\alpha\)-labeling. Next we define three special classes of lobsters, namely, pairwise similar, pairwise linked and pairwise balanced (cf. Definitions \[4.1, 4.4, 4.11\]). We show that pairwise linked lobsters are graceful, pairwise similar lobsters are graceful under certain conditions and pairwise balanced lobsters are \(\alpha\)-labeled and hence graceful. Finally we present an illustration which indicates how to obtain many other graceful lobsters which do not belong to the above classes.

## 2 Adjacency matrices of graceful graphs

Let \(G = (V, E)\) be a graph with \(n\) vertices and \(m\) edges. Then by the definition of graceful graph, it is clear that \(G\) can never be graceful if \(n > m + 1\) as in this case there is no injective map \(f : V \rightarrow \{0, 1, 2, \ldots, m\}\). Thus if \(G\) is graceful, then \(m \geq n - 1\). Note that this condition is always satisfied if \(G\) is connected. Now let \(n \leq m + 1\). We include \(m + 1 - n\) isolated vertices in \(G\) and the graph thus obtained is denoted by \(\hat{G}\). Clearly, the graph \(G\) is graceful if and only if \(\hat{G}\) is also so. A graceful graph \(G\) is a completely graceful graph if there is a bijective \(\beta\)-labeling of \(G\), i.e., if \(n = m + 1\) (or equivalently, if \(G = \hat{G}\)). Note that any graceful tree is a completely graceful graph and every connected completely graceful graph is a tree.

**Definition 2.1.** Let \(A\) be an \(m \times n\) matrix. The box-value of the position \((i, j)\) of \(A\) is \(m + j - i\). A diagonal of \(A\) is a set of positions of \(A\) with the same box-value, i.e., for each \(c = 1, 2, \ldots, m + n - 1\), the set \(d_c = \{(i, j) \mid m + j - i = c\}\) is a diagonal. An \(m \times n\) binary matrix (i.e., a 0-1 matrix) \(A\) is said to be graceful if every diagonal of \(A\) contains at most one 1 and \(A\) is said to be completely graceful if every diagonal of \(A\) contains exactly one 1 (except the principal diagonal of an adjacency matrix of a graph where all the entries are 0).

**Theorem 2.2.** \([3, 6]\) Let \(G\) be a graph with \(n\) vertices and \(m\) edges such that \(n = m + 1\). Then \(G\) is completely graceful if and only if the vertices of \(G\) can be arranged in such a way that its adjacency matrix becomes completely graceful.

The following theorem is an immediate generalization of the above result. The proof is omitted as it is similar to that of Theorem 2.2.

\[3\] In \([3]\), Bloom called the graph \(G\) fully augmented if \(G = \hat{G}\).
Theorem 2.3. Let $G$ be a graph with $n$ vertices and $m$ edges. Then $G$ is graceful if and only if $n \leq m + 1$ and the vertices of $\hat{G}$ can be arranged in such a way that its adjacency matrix becomes graceful.

Corollary 2.4. A tree $T$ is graceful if and only if the vertices of $T$ can be arranged in such a way that its adjacency matrix is completely graceful.

Remark 2.5. It is important to note that for a graceful graph $G$, a graceful adjacency matrix, say, $A$ of $\hat{G}$ is obtained by arranging the vertices of $\hat{G}$ according to the increasing order of their labels in a graceful labeling of $\hat{G}$. With this arrangement $A$ is known as a canonical adjacency matrix $\hat{A}$ of $\hat{G}$ (or, of $G$ when $G$ is completely graceful). For example, the matrix $A$ in Example 3.4 is a canonical adjacency matrix of the graceful tree $G$ in Figure 3(left).

Now let $G = (V,E)$ be a graph with an $\alpha$-labeling $f$ and a critical number $k$. It is known that $G$ is bipartite [9]. In fact, if $V_1 = \{v \in V \mid f(v) \leq k\}$ and $V_2 = \{v \in V \mid f(v) > k\}$, then since $f$ is an $\alpha$-labeling, $V_1$ and $V_2$ forms a bipartition of $V$ in $G$. For a bipartite graph $B = (X,Y,E)$ with partite sets $X$ and $Y$, the submatrix $A$ of the adjacency matrix of $B$ containing rows corresponding to the vertices of $X$ and columns corresponding to the vertices of $Y$ is known as the biadjacency matrix of $B$ (see Figure 1). Note that a graph $G$ is bipartite if and only if $\hat{G}$ is also bipartite.

Theorem 2.6. Let $G$ be a graph with $n$ vertices and $m$ edges. Then $G$ has an $\alpha$-labeling [a complete $\alpha$-labeling] with a critical number $k$ if and only if $n \leq m + 1$ [respectively, $n = m + 1$], $G$ is bipartite and there is a bipartition of $\hat{G}$ where the vertices of $\hat{G}$ can be arranged in such a way that its biadjacency matrix $A$ becomes graceful [respectively, completely graceful] and $A$ has $k + 1$ rows.

Proof. Let $G = (V,E)$ be a bipartite graph with $n$ vertices and $m$ edges. Suppose $n \leq m + 1$ and there is a bipartition $\tilde{V} = \tilde{V}_1 \cup \tilde{V}_2$ of $\hat{G} = (\hat{V},E)$ where the vertices of $\hat{G}$ can be arranged in such a way that its biadjacency matrix $A$ is graceful and $A$ has $k + 1$ rows. Then the adjacency matrix of $\hat{G}$ is also graceful and hence by Theorem 2.3, $\hat{G}$ is graceful with the $\beta$-labeling $\hat{f}$ such that $\hat{f}(v_i) = i$ for all $i = 0,1,2,\ldots,m$, where $\hat{V} = \{v_0,v_1,v_2,\ldots,v_m\}$. Let $\tilde{V}_1 = \{v_0,v_1,v_2,\ldots,v_k\}$ and
Thus \( \tilde{G} \) and hence \( G \) has an \( \alpha \)-labeling, say, \( f \) with a critical number \( k \).

Conversely, let \( G = (V,E) \) be a graph with \( n \) vertices and \( m \) edges and it has an \( \alpha \)-labeling \( f \) with a critical number \( k \). Then \( G \) is bipartite and \( n \leq m + 1 \). Let \( \tilde{G} = (\tilde{V},E) \). Define a labeling \( \tilde{f} : \tilde{V} \to \{0,1,2,\ldots,m\} \) to the vertices of \( \tilde{G} \) such that \( \tilde{f}(u) = f(u) \) for all \( u \in V \). Label the other vertices of \( \tilde{G} \) arbitrarily so that \( \tilde{f} \) becomes bijective. Then \( \tilde{f} \) is an \( \alpha \)-labeling of \( \tilde{G} \) with the same critical number \( k \) since \( G \) and \( \tilde{G} \) have the same set of edges. Let us denote the vertex \( v \in \tilde{V} \) by \( v_i \) if \( \tilde{f}(v_i) = i \). Let \( \tilde{V}_1 = \{v_0,v_1,v_2,\ldots,v_k\} \) and \( \tilde{V}_2 = \{v_{k+1},v_{k+2},\ldots,v_m\} \). Then \( \tilde{V} = \tilde{V}_1 \cup \tilde{V}_2 \) is a bipartition of \( \tilde{V} \) and the biadjacency matrix, say, \( A \) of \( \tilde{G} \) corresponding to this partition (arranging the vertices according to the increasing order of their indices) is graceful and \( A \) has \( k+1 \) rows as \( \tilde{f} \) is an \( \alpha \)-labeling of \( \tilde{G} \) with a critical number \( k \).

Finally, it is clear that any \( \alpha \)-labeling \( f \) of \( G \) is a complete \( \alpha \)-labeling if and only if \( n = m+1 \).

**Corollary 2.7.** Let \( T \) be a tree. Then \( T \) has a complete \( \alpha \)-labeling if and only if there is a bipartition of \( T \) where the vertices of \( T \) can be arranged in such a way that its biadjacency matrix \( A \) becomes completely graceful.

\[
\begin{array}{cccc|cccc|cccc}
0 & \cdots & m & k & \cdots & k+1 & 0 & \cdots & k & k & \cdots & 0 \\
\vdots & & \vdots & \vdots & & \vdots & \vdots & & \vdots & \vdots & & \vdots \\
k & & 0 & & & & m & & & k+1 & & \\
\end{array}
\]

Figure 2: The matrices (i) \( A \), (ii) \( A^R \), (iii) \( A^T \) and (iv) \( A^{RT} \)

**Definition 2.8.** Let \( G = (V,E) \) be a graph with \( n \) vertices and \( m = n-1 \) edges. Suppose \( G \) has a complete \( \alpha \)-labeling \( f \) with a critical number \( k \). Define \( f^* : V \to \{0,1,2,\ldots,m\} \) by \( f^*(v) = k - f(v) \) (mod \( n \)). Then \( f^*(v) \) is again a complete \( \alpha \)-labeling of \( G \) and it is known as the inverse \( \alpha \)-labeling of \( f \) \([8],[13],[17]\). Let \( A \) be the completely graceful biadjacency matrix of \( G \) consisting of \( k+1 \) rows corresponding to the vertices \( v \in V \) such that \( 0 \leq f(v) \leq k \) and \( m-k \) columns corresponding to the vertices \( v \in V \) such that \( k+1 \leq f(v) \leq m \), where vertices are arranged according to the increasing order of their labels (cf. Figure 2(i)). The matrix \( A \) is called a canonical biadjacency matrix of \( G \). Now if we arrange the vertices \( v \) of \( G \) in the matrix \( A \) according to the increasing order of \( f^*(v) \) keeping the same number of rows and columns and obtain a matrix
A^R (cf. Figure 2(ii)), then A^R is again a completely graceful biadjacency matrix of G. Also it is easy to see that the transpose of a completely graceful matrix is again a completely graceful matrix. Thus A^T (cf. Figure 2(iii)) and A^{RT} = (A^R)^T (cf. Figure 2(iv)) are also completely graceful biadjacency matrix of G.

3 Joining graceful graphs

In this section we describe some methods of joining graceful graphs or graphs with α-labeling which we will use to obtain some classes of graceful lobsters. Some of these results in some other form or in some special form appeared in the literature of graceful graphs [3, 8, 18], but for the sake of completeness and further use we include the sketches of proofs.

Definition 3.1. Let G = (V,E) be a graceful graph with n vertices, m edges and a β-labeling f. Suppose V ⊆ {v_0, v_1, ..., v_m}, where f(v_i) = i for all v_i ∈ V. Let G_1 = (V_1, E_1) be another (isomorphic) copy of G with a β-labeling f_1 such that V_1 = {u_i | v_i ∈ V} and f_1(u_i) = i = f(v_i) for all v_i ∈ V. Now let us fix some j ∈ {i | v_i ∈ V}. Let G_2 be the graph obtained from G and G_1 by joining the vertices v_j and u_j with an edge. Then G_2 is called a double of G at j.

The above definition generalizes the concept of doubled graceful trees in [3].

Proposition 3.2. Any double of a graceful graph with m edges has an α-labeling with a critical number m.

Proof. Let G = (V,E) be a graceful graph with m edges and a β-labeling f. Then it follows from Theorem 2.3 and Remark 2.5, a canonical adjacency matrix, say, A of G is graceful, where the vertices are arranged according to the increasing order of their labels. Suppose G_2 is obtained from G as in Definition 3.1. Let A_1 be the matrix obtained from A by adding a 1 in the position (j,j). Let

\[
A_2 = \begin{pmatrix} 0 & A_1 \\ A_1^T & 0 \end{pmatrix}
\]

Then it is easy to see that A_2 is the adjacency matrix of G_2 and A_1 is the biadjacency matrix of G_2. Moreover A_1 is graceful as it includes only one 1 at the principal diagonal of A which contains only 0’s in A. Thus by Theorem 2.6, G_2 and hence G_2 has an α-labeling with a critical number m.

In [3], Bloom observed that a double of a graceful tree is graceful. For our further use it is important to note that it has a complete α-labeling.
Corollary 3.3. Any double of a completely graceful graph with \( m \) edges has a complete \( \alpha \)-labeling with a critical number \( m \). Hence any double of a graceful tree with \( m \) edges has a complete \( \alpha \)-labeling with a critical number \( m \).

Example 3.4. Let \( G \) be the graceful tree in Figure 3(left). Let us fix the vertex labeled 8 in \( G \) and obtain a double \( G_2 \) of \( G \) by joining this vertex with its corresponding vertex in a copy of \( G \) by an edge (cf. Figure 3(right)). Then \( G_2 \) has a complete \( \alpha \)-labeling with a critical number 8. A canonical adjacency matrix \( A \) of \( G \) and a canonical biadjacency matrix \( A_1 \) of \( G_2 \) are given by

\[
A = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
8 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
A_1 = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

It is easy to join any (finite) collection of graphs with \( \alpha \)-labeling with no common vertices to form a graph with \( \alpha \)-labeling.

Proposition 3.5. Let \( \{G_1, G_2, \ldots, G_r\} \) be a collection of graphs such that for each \( i = 1, 2, \ldots, r \), \( G_i = (V_i, E_i) \) has an \( \alpha \)-labeling with a critical number \( k_i \) and \( V_i \cap V_j = \emptyset \) for all \( i \neq j \). Then the graph \( G = G_1 + G_2 + \cdots + G_r \) (disjoint union of graphs \( G_1, G_2, \ldots, G_r \)) has an \( \alpha \)-labeling with a critical number \( k = k_1 + k_2 + \cdots + k_r + r - 1 \).
Proof. For each $i = 1, 2, \ldots, r$, let $A_i$ be a canonical biadjacency matrix of $\hat{G}_i$. Then $A_i$ has $k_i + 1$ rows (cf. Theorem 2.6). Consider the following matrix $A$:

$$A = \begin{pmatrix}
0 & \ldots & 0 & A_1 \\
0 & \ldots & A_2 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
A_r & \ldots & 0 & 0
\end{pmatrix}$$

Then it is clear that $A$ is a graceful biadjacency matrix of $\hat{G}$ and $A$ has $k_1 + k_2 + \cdots + k_r + r$ rows. Thus $\hat{G}$ and hence $G$ has an $\alpha$-labeling with a critical number $k = k_1 + k_2 + \cdots + k_r + r - 1$. \(\square\)

Now we wish to join a collection of vertex-disjoint graphs with complete $\alpha$-labelings in the form of a chain by adding edges between certain vertices of consecutive graphs in the collection to obtain a bigger graph with a complete $\alpha$-labeling. For brevity we will just indicate the completely graceful biadjacency matrices or adjacency matrices of the resulting graphs.

**Proposition 3.6.** Let \(\{G_1, G_2, \ldots, G_r\}\) be a collection of graphs such that for each $i = 1, 2, \ldots, r$, $G_i = (V_i, E_i)$ has a complete $\alpha$-labeling with a critical number $k_i$ and $V_i \cap V_j = \emptyset$ for all $i \neq j$. Let us denote a vertex in the graph $G_i$ with the label $\lambda$ by $\lambda_i$ and for convenience we denote $(k_i)_i$ by $k_i$. Let $G = (V, E)$ be a graph obtained by joining the vertices $k_i$ and $m_{i+1}$ with an edge for each $i = 1, 2, \ldots, r - 1$ (cf. Figure 4). Then $G$ has a complete $\alpha$-labeling with a critical number $k = k_1 + k_2 + \cdots + k_r + r - 1$.

**Proof.** For each $i = 1, 2, \ldots, r$, let $A_i$ be a canonical biadjacency matrix of $G_i$ (cf. Definition 2.8). Then a completely graceful biadjacency matrix $A$ of $G$ is given by

$$A = \begin{pmatrix}
0_{r+1} & m_r & \cdots & k_2 + 1 & m_2 & k_1 + 1 & m_1 \\
k_1 & \cdots & 1 & A_1 \\
k_2 & \cdots & 1 & A_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
k_{r-1} & \vdots & \ddots & \vdots & \vdots & \vdots \\
k_r & A_r & \cdots & & & \\
0_r & & & & & \end{pmatrix}$$
Now if we replace the submatrix $A_i$ by $A_i^T$ (cf. Figure 2(iii)) for all odd $i \in \{1, 2, \ldots, r\}$ in the matrix $A$ described in the proof of Proposition 3.6, then we have the following result.

Proposition 3.7. Let $\{G_1, G_2, \ldots, G_r\}$ be a collection of graphs defined as in Proposition 3.6. Let $G = (V, E)$ be a graph obtained by joining the vertices $m_i$ and $m_{i+1}$ with an edge for each odd $i \in \{1, 2, \ldots, r-1\}$ and joining the vertices $k_i$ and $k_{i+1}$ with an edge for each even $i \in \{2, 3, \ldots, r-1\}$ (cf. Figure 5(left)). Then $G$ has a complete $\alpha$-labeling with a critical number $k = k_1 + k_2 + \cdots + k_r + r - 1$. Moreover, if $m_i - k_i = m_{i+1} - k_{i+1}$ for all even $i \in \{2, 3, \ldots, r-1\}$, then the graph $H$ has a complete $\alpha$-labeling with a critical number $k = k_1 + k_2 + \cdots + k_r + r - 1$, where the graph $H$ is obtained by joining the vertices $m_i$ and $m_{i+1}$ with an edge for each $i = 1, 2, \ldots, r-1$ (cf. Figure 5(right)).

Proof. A completely graceful biadjacency matrix $A$ of $G$ is obtained from the matrix $A$ described in the proof of Proposition 3.6 by replacing the submatrices $A_i$ by $A_i^T$ (cf. Figure 2(iii)) for all odd $i \in \{1, 2, \ldots, r\}$ and a completely graceful biadjacency matrix $B$ of $H$ is given by

\[
B = \begin{bmatrix}
\cdots & k_4 + 1 & m_4 & 0_3 & k_3 & k_2 + 1 & m_2 & 0_1 & k_1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
m_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0_2 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0_1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
A_1^T & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
A_2 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
A_3^T & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
A_4 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]
Corollary 3.8. Let \( \{G_1, G_2, \ldots, G_r\} \) be a collection of completely graceful graphs where \( G_i = (V_i, E_i) \) with \( |E_i| = m_i \) for all \( i = 1, 2, \ldots, r \) and \( V_i \cap V_j = \emptyset \) for all \( i \neq j \). For each \( i = 1, 2, \ldots, r-1 \), let \( G'_i \) be an isomorphic copy of \( G_i \). Let us denote a vertex in the graph \( G_i \) with the label \( \lambda \) by \( \lambda_i \) and the corresponding vertex of \( G'_i \) by \( \lambda'_i \). Let \( G = (V, E) \) be a graph obtained by joining the vertex \( m_i \) with \( m'_i \) and \( m'_{i+1} \) for each \( i = 1, 2, \ldots, r-2 \) and the vertex \( m_{r-1} \) with \( m'_{r-1} \) and \( m_r \) by edges (cf. Figure 5). Then \( G \) is a completely graceful graph.

Proof. Let \( \tilde{G}_i \) be the double of \( G_i \) at \( m_i \), i.e., \( \tilde{G}_i \) is obtained by joining the vertex \( m_i \) of \( G_i \) and the vertex \( m'_i \) of \( G'_i \) with an edge. Then by Corollary 3.3, \( \tilde{G}_i \) has a complete \( \alpha \)-labeling with a critical number \( m_i \). Again it follows from the proof of Proposition 3.2 that the maximum labeled vertex in this \( \alpha \)-labeling is the vertex \( m'_i \) of \( G_i \) (if we consider the vertex \( m_i \) of \( G_i \) in the last row and the vertex \( m'_i \) of \( G'_i \) in the last column of the matrix \( A_1 \) in the proof of Proposition 3.2). Now we consider the collection \( \{\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_{r-1}\} \) and join them to obtain a complete \( \alpha \)-labeled graph \( H \) (say) with a completely graceful biadjacency matrix, say, \( A \) as in Proposition 3.6 (here \( r \) is replaced by \( r-1 \)). Let \( A_r \) be a canonical adjacency matrix of \( G_r \). Then it is easy to see that the following matrix \( M \) is a completely graceful adjacency matrix of \( G \).

\[
M = \begin{bmatrix}
0' & m_{r-1} & 0 & m_r & 0_{r-1} & m'_1 \\
m_{r-1} & 0 & 1 & 1 & A_r & A_r \\
n_0 & A_r & 1 & 1 & A^T & A^T \\
m_r & 0 & A_r & 1 & A & A \\
m_{r-1} & 0 & A_r & A & 1 & m'_1 \\
m'_1 & m_r & m_{r-1} & m_0 & 0 & 0
\end{bmatrix}
\]

Hence \( G \) is completely graceful. \( \square \)
Proposition 3.9. Let \( \{G_1, G_2, \ldots, G_r\} \) be a collection of completely graceful graphs and \( G'_i \) be a copy of \( G_i \) for each \( i = 1, 2, \ldots, r \) as described in Corollary 3.8, such that \( m_1 = m_2 = \cdots = m_r \). Let \( G = (V, E) \) be a graph obtained by joining a new vertex, say \( v \) with each \( m_i \) for \( i = 1, 2, \ldots, r \) and with each \( m'_i \) for \( i = 1, 2, \ldots, r - 1 \) (cf. Figure 7). Then \( G \) is a completely graceful graph with a graceful labeling in which the vertex \( v \) has the maximum labeling.

Proof. Let \( A_i \) be a canonical adjacency matrix of \( G_i \) for each \( i = 1, 2, \ldots, r \). Then each \( A_i \) is completely graceful and is of same order by the given condition for \( i = 1, 2, \ldots, r \). Consider the following matrix \( B \):

\[
B = \begin{pmatrix}
  m'_{r-1} & 0_{r-1} & \cdots & m'_2 & 0_2 & m'_1 & 0_1 \\
  m_1 & \cdots & & A^R_1 \\
  0'_1 & \cdots & & & A^R_2 \\
  m_2 & \cdots & & \ & A^R_r \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  m_{r-1} & \cdots & & \ & \ & A^R_{r-1} \\
  0'_{r-1} & \cdots & & & & 
\end{pmatrix}
\]

Then a completely graceful adjacency matrix \( M \) of the graph \( G \) (cf. Figure 7) is given below, where the row [column] corresponding to \( m_i \) has all its entries 0 except in the last column [respectively, row] corresponding to the vertex \( v \) for all \( i = 1, 2, \ldots, r \), where it is 1 and the row [column] corresponding to \( m'_i \) has all its entries 0 except in the last column [respectively, row] corresponding to the vertex \( v \) for all \( i = 1, 2, \ldots, r - 1 \), where it is 1. Moreover these 1’s are not conflicting with
any 1 in the matrix $B$ as they are lying along those diagonals of $M$ which are either principal diagonals of $A^R_j$ ($j = 1, 2, \ldots, r - 1$) or diagonals formed in between the left bottom corner position of $A^R_j$ and right top corner position of $A^R_{j+1}$ ($j = 1, 2, \ldots, r - 2$) as $m_1 = m_2 = \cdots = m_r$. For example, the 1 in the last column of the row corresponding to $m_2$ is along the principal diagonal of $A^R_1$ and the 1 in the last column of the row corresponding to $m_2$ is along the diagonal of $B$ which begins at the position $m_1 m'_2$ and ends at the position $0'_2 0_1$.

\[
\begin{array}{ccccccccccc}
& & & & m_1 & m_2 & \cdots & m_{r-1} & 0'_{r-1} & m_r & 0_r & m'_{r-1} & \cdots & m'_2 & m'_1 & 0_1 & v \\
\hline
m_1 & & & & 0 & & & & & & & & & & 1 & \\
m_2 & & & & & & & & & & & & & & 1 & \\
\vdots & & & & & & & & & & & & & & & & \\
m_{r-1} & & & & & & & & & & & & & & & & \\
0'_{r-1} & & & & & & & & & & & & & & & & \\
m_r & & & & 0 & & & & & & & & & & 1 & \\
0_r & & & & & & & A^R_r & & & & & & & & \\
m'_{r-1} & & & & & & & & & & & & & & & & \\
\vdots & & & & & & & & & & & & & & & & \\
m'_2 & & & & & & & & & & & & & & & & \\
m'_1 & & & & & & & & & & & & & & & & \\
0_1 & & & & & & & & & & & & & & & & \\
v & & & & 1 & 1 & \cdots & 1 & 1 & 1 & 1 & \cdots & 1 & 1 & 0 & \\
\end{array}
\]

\[B\]

\[A^R\]

\[A^T\]

\[v\]

Figure 7: The graph $G$ in Proposition 3.9

A tree $T$ is an $F$-tree if there exists a vertex $v$ of $T$ such that all the branches of $T$ in $v$ are isomorphic, except possibly one branch and each of these branches is a caterpillar. Every $F$-tree is known to be graceful [15]. This result is a special case of Proposition 3.9, considering all $G_i$ are isomorphic caterpillars and the fact that any caterpillar can be joined to a graceful tree with the maximum labeled vertex [7, 8].

In [18], Stanton and Zarnke described another method of joining a collection of graceful trees
in the following way. Let $S$ and $T$ be two given graceful trees with $V(S) = \{v_1, v_2, \ldots, v_r\}$. For each $i = 1, 2, \ldots, r$, let $T_i$ be an isomorphic copy of $T$. Then a bigger graceful tree $G$ is obtained by merging the maximum labeled vertex of $T_i$ with $v_i$ for each $i = 1, 2, \ldots, r$ (i.e., ‘attaching’ a copy of $T$ at each vertex of $S$). The following result is a generalization of this one. In this construction we use adjacency matrices.

**Proposition 3.10.** Let $H$ be a completely graceful graph with $V(H) = \{v_0, v_1, v_2, \ldots, v_r\}$ such that $v_i$ has the label $i$ for $i = 0, 1, 2, \ldots, r$. Let $\{G_0, G_1, G_2, \ldots, G_r\}$ be a collection of completely graceful graphs, where $G_i = (V_i, E_i)$ with $V_i \cap V(H) = \emptyset$, $|E_i| = m$ for all $i = 0, 1, 2, \ldots, r$ and $V_i \cap V_j = \emptyset$ for all $i \neq j$ such that $G_i \cong G_{r-i}$ for $i = 0, 1, 2, \ldots, \lfloor \frac{r}{2} \rfloor$. Let us denote a vertex in the graph $G_i$ with the label $\lambda$ by $\lambda_i$ for $i = 0, 1, 2, \ldots, r$. Let $G$ be the graph obtained by merging the vertex $m_i$ with $v_i$ for all $i = 0, 1, 2, \ldots, r$. Then $G$ is a completely graceful graph.

**Proof.** Let $A_i$ be a canonical adjacency matrix of $G_i$ for each $i = 0, 1, 2, \ldots, r$. Then each $A_i$ is completely graceful and is of the same order by the given condition for $i = 0, 1, 2, \ldots, r$. Let $B = (b_{ij})_{i,j=0}^r$ be a canonical adjacency matrix of $H$. Consider the following matrix $A$.

\[
A = \begin{pmatrix}
0_0 & \cdots & m_r & \cdots & 0_2 & m_2 & 0_1 & m_1 & 0_0 & m_0 \\
0_0 & b_{00} & \cdots & b_{0(r-2)} & b_{0(r-1)} & b_{0r} \\
0_1 & \cdots & b_{10} & \cdots & b_{1(r-2)} & b_{1(r-1)} & b_{1r} \\
0_2 & \cdots & b_{20} & \cdots & b_{2(r-2)} & b_{2(r-1)} & b_{2r} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0_r & \cdots & b_{r0} & \cdots & b_{r(r-2)} & b_{r(r-1)} & b_{rr}
\end{pmatrix}
\]

As in the proof of Proposition 3.9, here also the 1’s in the matrix $B$ are not conflicting with any 1 in submatrices $A_0, A_1, \ldots, A_r$. Also since $B$ is completely graceful, $A$ is a completely graceful adjacency matrix of $G$. \hfill \Box

We illustrate the above proposition by an example.
Example 3.11. Let $H, G_0, G_1, G_2$ be the graceful trees (i), (ii), (iii), (iv) in Figure 8 respectively and $G_4 \cong G_0, G_3 \cong G_1$. The canonical adjacency matrices $A_i$ of $G_i$ ($i = 0, 1, 2$) are given by

\[
A_0 = \begin{pmatrix}
0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
8 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
A_1 = \begin{pmatrix}
0 & 1 & 3 & 5 & 7 & 9 & 11 & 13 & 15 & 17 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
13 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
17 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
A_2 = \begin{pmatrix}
0 & 2 & 4 & 6 & 8 & 10 & 12 & 14 & 16 & 18 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
14 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
16 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
18 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

and $B = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}$ be the canonical adjacency matrix of $H$. Let $G$ be the tree obtained by merging the maximum (8) labeled vertex of $G_i$ with the vertex labeled $i$ of $H$ for each $i = 0, 1, 2, 3, 4$ (cf. Figure 9). Then $G$ is a graceful tree with a completely graceful adjacency matrix $A$, where
Remark 3.12. It is interesting to note that if the completely graceful graph $H$ in Proposition 3.10 has a graceful labeling $f(v_i) = i$, $i = 0, 1, 2, \ldots, r$ such that the neighbors of $v_i$ belong to the set $\{v_{r-i-t} \mid t \in \{0, 1, 2\}, r - i - t \geq 0\}$ for all $i = 0, 1, 2, \ldots, r$ as in the case of Example 3.11, then the number of vertices of completely graceful graphs $G_0, G_1, G_2, \ldots, G_{\lfloor \frac{r}{2} \rfloor}$ may also be chosen to be different. In fact, Corollary 3.8 becomes a special case of this when $H$ is a path with $2r - 2$ edges and vertices of $H$ are labeled by $(0, 2r - 2, 1, 2r - 3, 2, 2r - 4, \ldots, r - 2, r, r - 1)$ which is a graceful labeling.

Proposition 3.13. Let $\{G_1, G_2, \ldots, G_r\}$ be a collection of completely graceful graphs as described in Corollary 3.8. Let $G = (V, E)$ be a graph obtained by merging the vertex $m_1$ with $m_2$, $m_i$ with $m_{i+1}$ and joining the vertex $m'_i$ with $m_r$, $m_i$ with $m_{i+1}$ by edges for each $i = 2, 3, \ldots, r - 1$ (cf. Figure 10). Then $G$ is a completely graceful graph.
Proof. Define $\tilde{G}_i$ as in the proof of Corollary 3.8 and let $A_i$ be a canonical biadjacency matrix of the complete $\alpha$-labeled graph $\tilde{G}_i$ for each $i = 2, 3, \ldots, r$ and $A_1$ be a canonical adjacency matrix of $G_1$. Since $\tilde{G}_i$ is a double of $G_i$ at $m_i$, there is a 1 in $A_i$ corresponding to the edge $m_i m'_i$ for each $i = 2, 3, \ldots, r$. Then a completely graceful adjacency matrix $A$ of $G$ is given by

\[
\begin{array}{cccccccc}
  m'_3 & m_1 & m'_2 & m_4 & 0_3 & 0_2 & m_2 & 0_1 & m_3 & 0'_3 & 0_4 & m_5 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  0'_4 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  m'_3 = m_4 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  0_3 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  0'_2 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  A = m_1 = m_2 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  0_1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  m'_2 = m_3 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  0'_4 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  m'_4 = m_5 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

\[
\begin{array}{cccccccc}
  = & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  = & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & 1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & 0 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & 1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & 1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
\]

4 Certain classes of graceful lobsters

In general, a lobster has a structure of the graph $L$ in Figure 11(left), where each $F_i$ is a tree of diameter at most 4. The path $(v_1, v_2, \ldots, v_r)$ is the spine of the lobster $L$ and each $v_i$ is a spinal vertex of $L$. Each $F_i$ is a lobe at the spinal vertex $v_i$ and it has a structure of the graph $F$ in Figure 11(right) (with $v = v_i$), where $s \geq 0, k_j \geq 0$ for all $j = 1, 2, \ldots, s$. For each $j = 1, 2, \ldots, s$, the star graph in Figure 11(right) with the central vertex $u_j$ is a branch at the spinal vertex $v$. For $s = 0$, there is no branch at $v$. For any $j = 1, 2, \ldots, s$, if $k_j = 0$, then $u_j$ is a pendant vertex at $v$. Let $F'_i$ be the tree obtained from $F_i$ by deleting all the pendant vertices at $v_i$. Then $F'_i$ is the reduced lobe.
at $v_i$.

**Figure 11:** A lobster $L$ (left) and a tree $F$ of diameter at most 4 (right)

**Definition 4.1.** A lobster $L$ in Figure 11(left) is called *pairwise isomorphic* if $F_i \cong F_{i+1}$ for all odd $i \in \{1, 2, \ldots, r - 1\}$. For each $i = 1, 2, \ldots, r$, let $F'_i$ be the reduced lobe at $v_i$. Then $L$ is called *pairwise similar* if $F'_i \cong F'_{i+1}$ for all odd $i \in \{1, 2, \ldots, r - 1\}$ (cf. Figure 12 for odd $r$. The last lobe will be absent for even $r$). A spinal vertex $v_i$ is called *essentially odd* [essentially even] if the degree of $v_i$ is odd [respectively, even and non-zero] in the tree $F'_i$ for each $i = 1, 2, \ldots, r$.

**Figure 12:** A pairwise similar lobster with odd number of spinal vertices

**Theorem 4.2.** A pairwise similar lobster $L$ with essentially odd spinal vertices is graceful.

**Proof.** Let $L$ be a pairwise similar lobster with essentially odd spinal vertices. Let $L'$ be the lobster obtained from $L$ by deleting all the pendant vertices at every spinal vertex of $L$. Now for each odd $i \in \{1, 2, \ldots, r - 1\}$, consider the reduced lobe $F'_i$ at the spinal vertex $v_i$. Since $F'_i$ is a reduced lobe, the diameter of $F'_i$ can only be 0, 2 or 4 for otherwise it would invite pendant vertices at the spinal vertex $v_i$ (cf. Figure 11(right)). In each of these three cases we show that the following statement is true:

(P1) $F'_i$ has a graceful labeling such that the label of the spinal vertex is maximum.
Case I: The diameter of $F'_i$ is 0.

In this case $F'_i$ is the trivial graph with only one vertex, $v_i$. Thus (P1) is true.

Case II: The diameter of $F'_i$ is 2.

Since $F'_i$ does not contain any pendant vertex at $v_i$, in this case there is only one branch at $v_i$. Then $F'_i$ is a star graph with the central vertex $u_1$. We assign the label 0 to $u_1$, the label $t$ to $w_1t$ for each $t = 1, 2, \ldots, k_1$ and the label $k_1 + 1$ to $v_i$ (cf. Figure 11(right) with $v = v_i$). Thus (P1) holds.

Case III: The diameter of $F'_i$ is 4.

Then $v_i$ is the central vertex of $F'_i$ (cf. Figure 11(right) with $v = v_i$) and the degree of $v_i$ is odd in $F'_i$ as $v_i$ is essentially odd. Now it follows from the proof of Theorem 1 of [7](pg. 137) that every tree of diameter 4 having the central vertex of an odd degree has a graceful labeling such that the label of the central vertex is maximum. Thus (P1) is true in this case.

Then by Corollary 3.8 we have $L'$ is graceful.

Now consider the submatrix $A_i$ of the matrix $A$ in the proof of Corollary 3.8 (which is also the matrix $A$ in the proof of Proposition 3.6 where $r$ is replaced by $r - 1$). In $A_i$ we add $s_i$ number of rows below the row corresponding to $0_i$ with all entries 0 except those in the last column (i.e., the column corresponding to $m_i$) for which we put 1. Similarly, we add $t_i$ number of columns after the column corresponding to $k_i + 1$ with all entries 0 except those in the last row (i.e., the row corresponding to $k_i$) for which we put 1. Suppose the changed matrix be $A'_i$. Then it is clear that $A'_i$ remains to be completely graceful and the graph with adjacency matrix $A'_i$ is obtained from the graph with adjacency matrix $A_i$ by joining $s_i$ one-degree vertices with $m_i$ and $t_i$ one-degree vertices with $k_i$. We do the same for each $i = 1, 2, \ldots, r - 1$ and let the matrix $A$ be changed to $A'$. Finally consider the submatrix $A_r$ of the matrix $M$ in Corollary 3.8. We add $t_r$ rows below the row corresponding to $0_r$ and symmetrically $t_r$ columns after the column corresponding to $0_r$ with all entries 0 excepting 1 at the last column and the last row respectively. Then the graph with the adjacency matrix $A_r$ is changed to the one with $t_r$ one-degree vertices adjacent to $m_r$.

Suppose in this way, the matrix $M$ in Corollary 3.8 is changed to another completely graceful matrix $M'$. Then the graph with adjacency matrix $M'$ will have $s_i$ new one-degree vertices adjacent to $m'_i$ for each $i = 1, 2, \ldots, r - 1$ and $t_i$ new one-degree vertices adjacent to $m_i$ for each $i = 1, 2, \ldots, r$. Since $s_i$ and $t_i$ are arbitrary, we have $L$ is graceful.
Corollary 4.3. A pairwise similar lobster \( L \) with at least one pendant vertex at each essentially even spinal vertex is graceful.

Proof. We first note that the reduced lobe at each essentially even spinal vertex must be of diameter 4 as explained in the proof of Theorem 4.2. Then by the given condition we can add one pendant vertex at each essentially even spinal vertex so that it is of odd degree in the tree which is its corresponding reduced lobe along with one pendant vertex. Then as in the proof of Theorem 4.2, this modified tree is graceful. Then we can join the remaining pendant vertices (if required) as in the proof of Theorem 4.2 to obtain the given lobster \( L \) and \( L \) is graceful. \( \square \)

Now we wish to present another class of graceful lobsters. Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graceful graphs with maximum labeled vertices \( m_1 \) and \( m_2 \) respectively and \( V_1 \cap V_2 = \emptyset \). Then the graph \( G \) obtained by identifying (or, merging) the vertices \( m_1 \) and \( m_2 \) is denoted by \( G_1 \circ G_2 \) (the process is known as gluing \( \text{[8]} \) of \( G_1 \) and \( G_2 \)).

Definition 4.4. Consider a lobster \( L \) in Figure 11(left). For each \( i = 1, 2, \ldots, r \), let \( F'_i \) be the reduced lobe at \( v_i \). Let \( \{G_1, G_2, \ldots, G_r\} \) be a collection of trees of diameter 4 where the central vertex is maximum labeled in a graceful labeling of each \( G_i \). Then \( L \) is called pairwise linked if \( F'_i \cong G_i \circ G_{i+1} \) for each \( i = 1, 2, \ldots, r - 1 \) and \( F'_r \cong G_r \) (cf. Figure 13).

Theorem 4.5. Every pairwise linked lobster is graceful.

Proof. Let \( L \) be a pairwise linked lobster. Let \( L' \) be the lobster obtained from \( L \) by deleting all the pendant vertices at every spinal vertex of \( L \). Then by Proposition 3.13 \( L' \) is a graceful lobster. Now using the method similar to the proof of Theorem 4.2 we can adjoin pendant vertices at the spinal vertices of \( L' \) as required so that it remains to be graceful. Thus \( L \) is graceful. \( \square \)

![Figure 13: A pairwise linked lobster](image-url)
Corollary 4.6. Let $L$ be a pairwise similar lobster with reduced lobes $F'_i$ at the spinal vertex $v_i$, $i = 1, 2, \ldots, r$, where $r$ is odd, $v_i$ is essentially even for each $i = 1, 2, \ldots, r - 1$, $F'_r$ consists of a single branch and each $F'_i$ contains a branch isomorphic to $F'_r$ for $i = 1, 2, \ldots, r - 1$ (cf. Figure 14). Then $L$ is graceful.

Proof. For each odd $i \in \{1, 2, \ldots, r - 2\}$, let $G_{i+1}$ be the tree obtained from $F'_i$ by deleting the branch isomorphic to $F'_r$. Then $\{G_{i+1} \mid i \text{ is odd, } 1 \leq i \leq r - 2\}$ is a collection of trees where each $G_{i+1}$ is either a tree of diameter 4 where $v_i$ is the central vertex of $G_{i+1}$ or it is a single branch at $v_i$. In both the cases there is a graceful labeling of $G_{i+1}$ such that $v_i$ has the maximum labeling, as the degree of $v_i$ in $G_{i+1}$ is odd (since $v_i$ is essentially even). Let $G_i$ be isomorphic to $F'_r$ for all odd $i \in \{1, 2, \ldots, r\}$. Then $L$ is a pairwise linked lobster with respect to $\{G_1, G_2, \ldots, G_r\}$ (cf. Figure 14). Thus $L$ is graceful. \qed

Now let us consider the lobster $G$ of diameter at most 5 in Figure 15 where the vertex $u_{1i}$ [$u_{2j}$] is adjacent to $x_i$ [respectively, $y_j$] one-degree vertices, $x_i \geq 1$, $i = 1, 2, \ldots, r$, (for $r > 0$), $y_j \geq 1$, $j = 1, 2, \ldots, s$ (for $s > 0$), the vertex $v_k$ is adjacent to $s_k$ pendant vertices for $k = 1, 2$ and $r, s, s_1, s_2 \geq 0$.
**Definition 4.7.** The lobster $G$ in Figure 15 is called balanced if $r = s$ and the following conditions hold (for $r, s > 0$):

\[
x_i = \begin{cases} 
y_i = \begin{cases} \frac{y_r - t}{2}, & \text{when } i \text{ is odd} \\
\frac{x_r - t}{2}, & \text{when } i \text{ is even}
\end{cases}
\end{cases}
\]

for all $i = 1, 2, \ldots, r$. Note that (4.1) and (4.2) are always satisfied if $x_i = y_i = t$ (say) for all $i = 1, 2, \ldots, r$. In this case we say that $G$ is trivially balanced.

In the following we show that the lobster $G$ in Figure 15 has a complete $\alpha$-labeling if it is balanced.

**Lemma 4.8.** Let the lobster $G$ in Figure 15 be balanced. If $i$ is an odd integer and $j$ is an even integer such that $1 \leq i, j \leq r$. Then (i) $\sum_{t=\frac{i+1}{2}}^{r} x_t = \sum_{t=\frac{r-i+1}{2}}^{r} y_t$, (ii) $\sum_{t=\frac{i+1}{2}}^{r} y_t = \sum_{t=\frac{r-i+1}{2}}^{r} x_t$, (iii) $\sum_{t=\frac{i+1}{2}+1}^{r} x_t = \sum_{t=\frac{r-i+1}{2}+1}^{r} y_t$ and (iv) $\sum_{t=\frac{i+1}{2}+1}^{r} y_t = \sum_{t=\frac{r-i+1}{2}+1}^{r} x_t$.

**Proof.** We first note that for each $j \in \{1, 3, 5, \ldots, i\}$ (first $\frac{i+1}{2}$ odd natural numbers), there exists a unique $r \in \mathbb{N}$ such that $j \cdot 2^r \in \{\frac{i+1}{2}, \frac{i+3}{2}, \ldots, i\}$ for if $j \cdot 2^{r-1} < \frac{i+1}{2}$, then $j \cdot 2^r \leq i$ and if $j \cdot 2^{r+1} > i$, then $j \cdot 2^r > \frac{i+1}{2}$, i.e., it cannot happen that $j \cdot 2^{k-1} < \frac{i+1}{2}$ and $j \cdot 2^k > i$ for all $k \in \mathbb{N}$. Moreover, if $\frac{i+1}{2} \leq j \cdot 2^r \leq i$, then $j \cdot 2^r - 1 < \frac{i+1}{2}$ and $j \cdot 2^r + 1 > i$. Now since $x_j = x_{j-2^k}$ for all $k \in \mathbb{N}$ such that $j \cdot 2^k \leq r$, we have $\{x_{\frac{i+1}{2}}, x_{\frac{i+3}{2}}, \ldots, x_i\} = \{x_1, x_3, \ldots, x_i\} = \{y_r, y_{r-1}, \ldots, y_{r-\frac{i-1}{2}}\}$. This proves (i). Similarly, we have (ii). Again let $j$ be an even integer such that $1 < j \leq r$. We have $\sum_{t=1}^{\frac{j}{2}} x_t = x_1 + x_2 + \cdots + x_{\frac{j}{2}} = x_2 + x_4 + \cdots + x_j$ (as $x_t = x_{2t}$ for all $t \geq 1$ such that $2t \leq r$). Then

\[
\sum_{t=\frac{i+1}{2}}^{r} x_t = \sum_{t=1}^{\frac{j}{2}} x_t - \sum_{t=1}^{\frac{j}{2}} x_t = x_1 + x_3 + \cdots + x_{j-1} = y_r + y_{r-1} + y_{r-\frac{i-1}{2}+1} = \sum_{t=\frac{r-i+1}{2}+1}^{r} y_t.
\]

The proof of (iv) is similar.  

**Theorem 4.9.** Let the lobster $G$ in Figure 15 be balanced. Then $G$ has a complete $\alpha$-labeling with a critical number $k$, the vertex $v_1$ has the maximum labeling $m$ and $v_2$ has the labeling $k$, where $k = s_1 + r + \sum_{i=1}^{r} y_i$ and $m = s_1 + s_2 + 2r + 1 + \sum_{i=1}^{r} (x_i + y_i)$. 
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Proof. Consider the lobster $G$ in Figure 15. Let the pendant vertices at $v_i$ be $\gamma_{i1}, \gamma_{i2}, \ldots, \gamma_{is_i}$ for $i = 1, 2$, the one-degree vertices adjacent to $u_{1j}$ be $\alpha_{j1}, \alpha_{j2}, \ldots, \alpha_{jx_j}$ and the one-degree vertices adjacent to $u_{2j}$ be $\beta_{j1}, \beta_{j2}, \ldots, \beta_{jy_j}$ for all $j = 1, 2, \ldots, r$. Let us arrange the vertices of $G$ in rows and columns of a matrix $A$ in the following order and label them from 0 to $k$ according to the increasing order of rows and $k + 1$ to $m$ according to the increasing order of columns.

| Vertices | $\gamma_{11}$ | \cdots | $\gamma_{1x_1}$ | $u_{1r}$ | $\beta_{11}$ | \cdots | $\beta_{1y_1}$ | $u_{1(r-1)}$ | $\beta_{21}$ | \cdots | $\beta_{2y_2}$ |
|----------|----------------|----------|-----------------|---------|--------------|----------|----------------|-------------|--------------|----------|----------------|
| Labels   | 0              | \cdots   | $s_1 - 1$       | $s_1$   | $s_1 + 1$    | \cdots  | $s_1 + y_1$    | $s_1 + y_1 + 1$ | $s_1 + y_1 + 2$ | \cdots   | $s_1 + y_1 + y_2 + 1$ |

\[\vdots\]

| Vertices | $\beta_{j1}$ | \cdots | $\beta_{jy_j}$ | $u_{1(r-j)}$ | \cdots | $\beta_{ry_r}$ | $v_2$ |
|----------|--------------|----------|----------------|-------------|----------|--------------|-------|
| Labels   | $s_1 + j + \sum_{t=1}^{j} y_t$ | \cdots    | $s_1 + j - 1 + \sum_{t=1}^{j-1} y_t$ | $s_1 + j + \sum_{t=1}^{j} y_t$ | \cdots   | $s_1 + r - 1 + \sum_{t=1}^{r} y_t$ | $k = s_1 + r + \sum_{t=1}^{r} y_t$ |

Then by using Lemma 4.8, one can verify (though it is rigorous) that the above labeling is a complete $\alpha$-labeling of $G$ with the following induced edge labeling where all edge labels are distinct.

| Edges   | $v_2\gamma_{21}$ | \cdots | $v_2\gamma_{2x_2}$ | $v_2u_{2r}$ | \cdots | $u_{2r}\beta_{r,y_r}$ | \cdots | $u_{2r}u_{2(r-1)}$ | $v_{11}\alpha_{11}$ | \cdots |
|---------|------------------|--------|---------------------|-------------|--------|------------------------|--------|-----------------|-------------------|--------|
| Labels  | 1                | \cdots | $s_2$               | $s_2 + 1$   | $s_2 + 2$ | \cdots | $s_2 + y_r + 1$ | $s_2 + x_1 + 2$ | $s_2 + y_r + 3$ | \cdots |

\[(for \ r > 1) \quad (as \ x_1 = y_r)\]

| Edges   | $u_{11}\alpha_{1x_1}$ | \cdots | $v_{2}u_{2(r-2)}$ | $u_{2(r-1)}\beta_{(r-1)y_{r-1}}$ | \cdots | $u_{2(r-1)}\beta_{(r-1)1}$ | \cdots |
|---------|------------------------|--------|-------------------|-----------------------------------|--------|------------------------|--------|
| Labels  | $s_2 + y_r + x_1 + 2$ | \cdots | $s_2 + x_1 + 2$  | $s_2 + y_r + 1 + x_1 + 3$ | \cdots | $s_2 + y_r + y_{r-1} + x_1 + 3$ | \cdots |

\[(for \ r > 2) \quad (as \ x_1 = x_2 = y_r)\]

| Edges   | $v_2u_{2(r-j)}$ | \cdots | $u_{2(r-j)}\beta_{(r-j)y_{r-j}}$ | \cdots | $u_{2(r-j)}\alpha_{(r-j)1}$ | \cdots |
|---------|-----------------|--------|-----------------------------|--------|--------------------------|--------|
| Labels  | $s_2 + j + 1 + \sum_{t=1}^{j} x_t$ | \cdots | $s_2 + j + 2 + \sum_{t=1}^{j} x_t + \sum_{t=r-j+1}^{r} y_t$ | $s_2 + j + 2 + \sum_{t=1}^{r} x_t$ | \cdots | $s_2 + j + 2 + \sum_{t=1}^{r} y_t$ | \cdots |

\[(by \ Lemma 4.8 \ for \ j \ is \ even)\]

\[(by \ Lemma 4.8 \ for \ j \ is \ odd)\]
Moreover, the last row of the biadjacency matrix $A$ corresponds to the vertex $v_2$ which has a label $k$ and the last column of $A$ corresponds to the vertex $v_1$ which has the maximum label $m$. Thus $G$ has a complete $\alpha$-labeling with a critical number $k$, the vertex $v_1$ has the maximum labeling $m$ and $v_2$ has the labeling $k$.

Figure 16: The lobster $G$ in Example 4.10 with a complete $\alpha$-labeling
Example 4.10. Let us consider the lobster $G$ in Figure 15 with $r = 3$, $x_1 = x_2 = y_3 = 2$, $y_1 = y_2 = x_3 = 3$, $s_1 = 3$ and $s_2 = 2$ (cf. Figure 16). Then the following is the completely graceful biadjacency matrix $A$ of $G$ as constructed in the proof of Theorem 4.9:

$$A = \begin{bmatrix}
0 & \gamma_{11} & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & \gamma_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
2 & \gamma_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
3 & u_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
4 & \beta_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & \beta_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & \beta_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & u_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & \beta_{21} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9 & \beta_{22} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & \beta_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & u_{11} & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & \beta_{31} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
13 & \beta_{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
14 & v_2 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

Definition 4.11. A lobster $L$ in Figure 11(left) is called pairwise balanced if $r$ is even and the subtree of $L$ consisting of vertices $v_i$ and $v_{i+1}$ along with lobes $F_i$ and $F_{i+1}$ is balanced for each odd $i \in \{1,2,\ldots,r-1\}$.

Corollary 4.12. Every pairwise balanced lobster has a complete $\alpha$-labeling.

Proof. The result follows from Proposition 3.6 and Theorem 4.9.

A very special case of pairwise balanced lobsters is particularly interesting.

Definition 4.13. Let $L$ be a pairwise balanced lobster with lobes $F_1, F_2, \ldots, F_r$ at the spinal vertices $v_1, v_2, \ldots, v_r$ respectively such that for each odd $i \in \{1,2,\ldots,r-1\}$, the subtree of $L$ consisting of vertices $v_i$ and $v_{i+1}$ along with lobes $F_i$ and $F_{i+1}$ is trivially balanced (i.e., $F_i$ and $F_{i+1}$ have same numbers of isomorphic (non-pendant) branches). Then $L$ is called pairwise trivially balanced lobster.

Corollary 4.14. Any pairwise trivially balanced lobster has a complete $\alpha$-labeling.
Example 4.15. Consider the trivially balanced lobster $T$ in Figure 17. The completely graceful biadjacency matrix $A$ of $T$ is given by

$$
A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
9 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
13 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
$$

The importance of this special case is that by shifting the $1$'s in its completely graceful biadjacency matrix one can obtain many other graceful lobsters which are not pairwise similar, linked or balanced. For example let us shift the following $1$'s in $A$ (keeping the same set of box-values) to obtain a new matrix, say, $A'$. Then $A'$ remains to be a completely graceful and it is the biadjacency matrix of another lobster, say, $T'$ (cf. Figure 18) which has also a complete $\alpha$-labeling. But $T'$ is not pairwise similar, linked or balanced.

| Shift of 1's   | Change of box-values | Shift of 1's   | Change of box-values |
|---------------|----------------------|---------------|----------------------|
| $\{1,21\} \rightarrow \{1,17\}$ | $20 \rightarrow 16$ | $\{4,20\} \rightarrow \{0,20\}$ | $16 \rightarrow 20$ |
| $\{2,21\} \rightarrow \{2,17\}$ | $19 \rightarrow 15$ | $\{4,19\} \rightarrow \{0,19\}$ | $15 \rightarrow 19$ |
| $\{5,17\} \rightarrow \{5,13\}$ | $12 \rightarrow 8$ | $\{8,16\} \rightarrow \{4,16\}$ | $8 \rightarrow 12$ |
A' =

\[
\begin{array}{cccccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
5 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
9 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{array}
\]

Figure 18: The lobster $T'$ in Example 4.15

5 Conclusion

The conjecture that all trees are graceful is approaching its 50 years and the subsequent partial conjecture that all lobsters are graceful is also open for nearly 35 years. From the above study of finding graceful lobsters the following questions are now becoming important.

1. In [7] it was shown that all trees (lobsters) of diameter 5 are graceful. Does there exist an $\alpha$-labeling of a lobster $G$ in Figure 4.15 such that the central vertices $v_1$ and $v_2$ are labeled by the critical number and the maximum labeling?

2. Again in [7] it was shown that any tree of diameter 4 having a central vertex of an odd degree has a graceful labeling such that the label of the central vertex is maximum. Is there any such graceful labeling for a tree of diameter 4 having a central vertex of an even degree?
If answers to both the questions are affirmative, then the lobster conjecture can be solved by joining these trees as in Proposition 3.6. If the answer to the second question is yes, then all pairwise similar lobsters become graceful without any restriction. However, in search of more new classes of graceful lobsters, an immediate attention to Example 4.15 will be helpful as it indicates another possible class of graceful lobsters whose pairwise lobes satisfy the property that $r = s$, $\sum_{t=1}^{r} x_t = \sum_{t=1}^{r} y_t = q$ (say) and $r$ divides $q$.

References

[1] B. D. Acharya, K. A. Germina, K. L. Princy and S. B. Rao, Graph labellings, embedding and NP-completeness theorems, J. Combin. Math. Combin. Comput. 67 (2008), 163–180.

[2] J. C. Bermond, Graceful graphs, radio antennae and french windmills, Graph Theory and Combinatorics, Pitman, London (1979), 18–37.

[3] G. S. Bloom, A chronology of the Ringel-Kotzig conjecture and the continuing quest to call all trees graceful. In: Topics in Graph Theory, F. Harrary (ed.), Ann. New York Acad. Sci., 328 (1979), 32–55.

[4] J. A. Gallian, A dynamic survey of graph labeling, The Electronic Journal of Combinatorics 5 (2005), #DS6.

[5] S. W. Golomb, How to number a graph, Graph Theory and Computing, R. C. Read, ed., Academic Press, New York, 1972.

[6] G. Haggard and P. McWha, Decomposition of complete graphs into trees, Czech. Math. J., 25 (1975), 31–36.

[7] P. Hrnčiar and A. Haviar, All trees of diameter five are graceful, Disc. Mathematics, 233 (2001), 133–150.

[8] C. Huang, A. Kotzig and A. Rosa, Further results on tree labellings, Utilitus Mathematica, 21C (1982), 31–48.

[9] A. Kotzig, On certain vertex-valuations of finite graphs, Utilitus Mathematica, 4 (1973), 261–290.

[10] D. Mishra and P. Panigrahi, Graceful lobsters obtained by component moving of diameter four trees, Ars Combin. 81 (2006), 129–146.

[11] D. Morgan, All lobsters with perfect matchings are graceful, Electron. Notes Discrete Math 11 (2002), 6.
[12] H. K. Ng, *Gracefulness of a class of lobsters*, Notices AMS 7 (1986), 825–829.

[13] G. Ringel, Problem 25, *Theory of Graphs and its Applications*, Proc. of the Symposium held in Smolenice in June 1963, Prague 1964, 162.

[14] A. Rosa, *On cyclic decompositions of the complete graphs*, Doctoral Thesis, Bratislava, 1965 (in Slovak).

[15] A. Rosa, *On certain valuations of the vertices of a graph*, Theory of Graphs (Internat. Symposium, Rome, July 1966), Gordan and Breach, N. Y. and Dunod Paris, 1967.

[16] G. Sethuraman and J. Jesintha, *A new class of graceful lobsters*, Proc. Inter. Conf. Math. Comput. Sci., March 2007, Loyola College, Chennai-34, India, 25–29.

[17] D. A. Sheppard, *The factorial representation of balanced labelled graphs*, Discrete Math 15 (1976), 379–388.

[18] R. G. Stanton and C. R. Zarnke, *Labelling of balanced trees* Proc. Fourth S. E. Conf. Combinatorics Graph Theory Comput. Utilitas Math. Publ., Winnipeg, Manitoba, Canada., Congressus Numeratum 8 (1973), 479–495.

[19] J.-G. Wang, D. J. Jin, X.-G. Lu, and D. Zhang, *The gracefulness of a class of lobster trees*, Math. Comput. Modelling 20 (1994), 105–110.