Deep PET/CT fusion with Dempster-Shafer theory for lymphoma segmentation
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Abstract. Lymphoma detection and segmentation from whole-body Positron Emission Tomography/Computed Tomography (PET/CT) volumes are crucial for surgical indication and radiotherapy. Designing automatic segmentation methods capable of effectively exploiting the information from PET and CT as well as resolving their uncertainty remain a challenge. In this paper, we propose an lymphoma segmentation model using an UNet with an evidential PET/CT fusion layer. Single-modality volumes are trained separately to get initial segmentation maps and an evidential fusion layer is proposed to fuse the two pieces of evidence using Dempster-Shafer theory (DST). Moreover, a multi-task loss function is proposed: in addition to the use of the Dice loss for PET and CT segmentation, a loss function based on the concordance between the two segmentation is added to constrain the final segmentation. We evaluate our proposal on a database of polycentric PET/CT volumes of patients treated for lymphoma, delineated by the experts. Our method get accurate segmentation results with Dice score of 0.726, without any user interaction. Quantitative results show that our method is superior to the state-of-the-art methods.
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1 Introduction

In the clinical diagnosis and radiotherapy planning of lymphoma, PET/CT scanning is an effective imaging tool for tumor segmentation. In PET volumes, the standardized uptake value (SUV) is widely used to locate and segment lymphomas because of its high sensitivity and specificity [11]. Moreover, CT is
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usually used in combination with PET because of its good representation of anatomical features.

Considering the multiplicity of lymphoma sites (sometimes more than 100) and the wide variation in distribution, shape, type and number of lymphomas, whole-body PET/CT lymphoma segmentation is still challenging although many segmentation methods have been proposed (see a lymphoma patient in Fig. 1). Computer-aided methods for lymphoma segmentation can be classified into three main categories: SUV-threshold-based, region-growing-based and Convolutional-Neural-Network (CNN)-based methods.

For PET volumes, it is common to use fixed SUV thresholds to segment lymphoma. This kind of method is fast but it lacks flexibility in boundary delineation and requires clinicians to locate the region of interest. Region-growing-based methods have been proposed to overcome the limitation of boundary delineation of SUV-based methods by taking texture and shape information into account. The common idea is to set the volumes with initializing seeds automatically for segmenting lymphomas [8][4]. However, these methods still require to region of interest manually and are time-consuming.

In recent years, CNNs have achieved great success in computer vision tasks [5][2], as well as in the medical domain. The Fully Connected Network (FCN) model [10] is the first fully convolutional neural network that could be trained end-to-end for pixel-wise classification. UNet [13], a successful modification and extension of FCN, has become the most popular network for medical image segmentation. Based on UNet, many extensions and optimizations have been proposed, such as Deep3D-UNet [18], attention-UNet [12], etc. In [6], Hu et al.
propose a Conv3D-based multi-view PET image fusion strategy for lymphoma segmentation. In this approach, 2D and 3D segmentation are performed separately and the results are fused by a Conv3D layer. In [7], Li et al. propose a whole-body PET/CT lymphoma segmentation method that fuses CT and PET slices by concatenating them before training; the method is based on a two-flow architecture (segmentation flow and reconstruction flow). Using a similar approach, Blanc-Durand et al. propose a CNN-based segmentation network for diffuse large B cell lymphoma segmentation by concatenating PET and CT as two channel inputs [1].

It should be noted that the effective fusion of multi-modality information is of great importance in the medical domain. A single-modality image often does not contain enough information and is often tainted with uncertainty. This is why physicians always use PET/CT volumes together for lymphoma segmentation and radiotherapy. Using CNNs, researchers have mainly adopted probabilistic approaches to data fusion, which can be classified into three strategies [17]: image-level, feature-level and decision-level fusion. However, probabilistic fusion is unable to effectively manage conflicts that occur when the same voxel is labeled with two different labels by CT and TEP. Dempster-Shafer theory (DST) [3][14], also known as belief function theory or evidence theory, is a formal framework for information modeling, evidence combination and decision-making with uncertain or imprecise information. Despite the low resolution and contrast of medical images, DST’s high ability to describe uncertainty allows us to represent evidence more faithfully than using probabilistic approaches. Researchers from the medical image community have started to actively investigate the use of DST for handling uncertain, imprecision sources of information in different medical tasks, such as medical image retrieval [18], lesion segmentation [9], etc.

In this work, we propose a DST-based PET/CT image fusion model for 3D lymphoma segmentation. To our knowledge, this is the first multi-modality PET/CT volume fusion method using a CNN and DST. The main contributions of this work are (1) a CNN architecture with a DST-based fusion layer that effectively handles uncertainty and conflict when combining PET and CT information; (2) a multi-task loss function making it possible to optimize different segmentation tasks and to increase segmentation accuracy; (3) a 3D segmentation model with end-to-end training for whole-body lymphoma segmentation.

2 Methods

2.1 Network Architecture

Fig. 2 shows the workflow of the multi-modality fusion-based lymphoma segmentation framework. It is composed of two modified encoder-decoder (Unet) modules and an evidential fusion layer. To reduce computation cost, we reduce the number of convolution filters of Unet from (16, 32, 64, 128, 256) to (8, 16, 32, 64, 128) to get a “slim UNet”. A fusion layer is constructed based on DST, which will be explained in Section 2.3. Two modality images: PET and CT...
are taken as inputs to our framework. We first feed the prepossessed PET volume into UNet1 and the prepossessed CT volume into UNet2 to independently compute their segmentation probability maps $\text{seg}_{\text{PET}}$ and $\text{seg}_{\text{CT}}$. These two 3D maps are then transferred to the fusion layer, which computes an evidential segmentation map $\text{seg}_F$. For training, a multi-task loss function is proposed to minimize the Dice loss and mean square loss between three segmentation maps and masks, as explained in Section 2.4.

![Diagram of the global segmentation framework.](image)

**Fig. 2.** The global segmentation framework.

### 2.2 Evidential Fusion Strategy

Let $\Omega = \{\omega_1, \omega_2, ..., \omega_K\}$ be a finite set of possible answers to some question, one and only one of which is true. Evidence about that question can be represented by a mapping $m$ from $2^\Omega$ to $[0, 1]$, called a mass function, such that $\sum_{A \subseteq \Omega} m(A) = 1$. For any hypothesis $A \subseteq \Omega$, the quantity $m(A)$ represents a share of a unit mass of belief allocated to the hypothesis that the truth is in $A$, and which cannot be allocated to any strict subset of $A$ based on the available evidence.

Two mass functions $m_1$ and $m_2$ representing two independent items of evidence can be combined by Dempster’s rule \cite{[14]} defined as

$$ (m_1 \oplus m_2)(A) = \frac{1}{1 - \kappa} \sum_{B \cap C = A} m_1(B)m_2(C), \quad \text{(1)} $$

for all $A \subseteq \Omega$, $A \neq \emptyset$, and $(m_1 \oplus m_2)(\emptyset) = 0$. In Eq. (1), $\kappa$ represents the degree conflict between $m_1$ and $m_2$ defined as

$$ \kappa = \sum_{B \cap C = \emptyset} m_1(B)m_2(C). \quad \text{(2)} $$

If all focal sets of $m$ are singletons and $m$ is said to be Bayesian, it is equivalent to a probability distribution. In our case, the lymphoma segmentation task can
be considered as a two-class classification task; the set of possibilities is \( \Omega = \{0, 1\} \) where 1 and 0 stand, respectively, for presence and absence of lymphoma in a given voxel. Two Bayesian mass functions \( m_{\text{PET}} \) and \( m_{\text{CT}} \) can be obtained from two probability segmentation maps maps \( \text{seg}_{\text{PET}} \) and \( \text{seg}_{\text{CT}} \). They are aggregated by Dempster’s rule (1).

The two segmentation results obtained by PET and CT cannot easily classify boundary voxels due to low signal-to-noise ratio and low contrast, resulting in segmentation uncertainty. Moreover, when \( \text{seg}_{\text{PET}} \) and \( \text{seg}_{\text{CT}} \) assign the same voxel to different classes, there is a high conflict between the two segmentation results. It is difficult to solve these problems by classical fusion methods. In this work, the proposed evidential fusion layer allows us to solve these problems thanks to Dempster’s rule. To be specific, for a given voxel, if \( \text{seg}_{\text{PET}} \) gives a probability of 0.26 that it belongs to lymphoma, and \( \text{seg}_{\text{CT}} \) gives a probability of 0.85 that it belongs to lymphoma, the two segmentation results are contradictory and it is unreasonable to simply fuse them by linear combination or majority voting. In our evidential fusion layer, we can reassign the probability that the voxel belongs to lymphoma as 0.67 with Eqs. (1)-(2). This rule takes the conflict into consideration and yields more reliable segmentation results.

2.3 Multi-task loss function

Lymphomas segmentation task show sub-optimal performance in CT, which may leads to misleading fusion results in our model. In order to avoid the problem, a multi-task loss function here is proposed to exploit all the available information during training and increase segmentation accuracy. Since lymphomas are visible on both PET and CT, even though they do not have exactly the same shape in these two volumes, they should overlap as much as possible. Here we set PET mask as ground truth for both PET and CT to constrains the overlap rate between PET and CT.

As shown in Fig. [1] we define three loss functions: \( \text{loss}_{\text{CT}} \), \( \text{loss}_{\text{PET}} \) and \( \text{loss}_F \) measuring the discrepancy between ground truth and, respectively, CT segmentation maps, PET segmentation maps, and the final segmentation output. For \( \text{loss}_{\text{CT}} \) and \( \text{loss}_{\text{PET}} \), we use Dice loss,

\[
\text{loss}_{\text{PET}} = 1 - \frac{2 \times \sum_{v=1}^{V} S_1^v G^v}{\sum_{v=1}^{V} S_1^v + \sum_{v=1}^{V} G^v},
\]

\[
\text{loss}_{\text{CT}} = 1 - \frac{2 \times \sum_{v=1}^{V} S_2^v G^v}{\sum_{v=1}^{V} S_2^v + \sum_{v=1}^{V} G^v},
\]

where \( V \) is the number of voxels of segmentation outputs, \( S_1 \) and \( S_2 \) are the PET and CT segmentation outputs and \( G \) is the ground truth of lymphoma in PET. For \( \text{loss}_F \), we use mean square loss,

\[
\text{loss}_F = \sum_{v=1}^{V} (S_f^v - G^v)^2,
\]
where $S_f$ is the final segmentation output. The multi-task loss function is defined as

$$\text{loss}_{\text{all}} = 0.75 \times \text{loss}_{CT} + 0.25 \times \text{loss}_{PET} + \text{loss}_{F}.$$  \hspace{1cm} (6)

Here we set the weight of $\text{loss}_{CT}$ as 0.75 and the weight of $\text{loss}_{PET}$ as 0.25 to enable the model learn more from hard example (CT).

### 2.4 Implementation Details

All methods were implemented in Python using Tensorflow framework and were trained and tested on a desktop with a 2.20GHz Intel(R) Xeon(R) CPU E5-2698 v4 and a Tesla V100-SXM2 graphics card with 32 GB GPU memory.

### 3 Experiments and Analysis

#### 3.1 Dataset and Preprocessing

The experimental dataset consists of 173 labeled cases of real PET/CT volumes, whose labels indicate the ground truth of lymphoma. All PET/CT data were acquired from the Henri Becquerel hospital. The study was approved as a retrospective study by the Henri Becquerel Center Institutional Review Board. All patients’ information were de-identified and anonymized prior to analysis. The size of the CT volumes and the corresponding masks vary from $267 \times 512 \times 512$ to $478 \times 512 \times 512$ and their spatial resolution varied from $0.97 \times 0.97 \times 2 \ mm^3$ to $1.36 \times 1.37 \times 5 \ mm^3$. The size of the PET volumes and the corresponding masks vary from $276 \times 144 \times 144$ to $407 \times 256 \times 256$ and their spatial resolution varied from $5.3 \times 5.3 \times 2 \ mm^3$ to $2.73 \times 2.73 \times 3.27 \ mm^3$. For preprocessing, we first registered the CT volumes and matched them with PET volumes. Then we resized PET, CT and mask volumes into size $128 \times 256 \times 256$. Both PET and CT volumes were normalized into the standard distribution by the linear standardization method. Two kinds of data augmentation were applied here to enrich the training data: deformation and affine transformation. We used 80% of the data for training, 10% for validation and 10% for testing. The Dice score, Precision and Recall were used to evaluate the segmentation results of lymphoma at the voxel level.

#### 3.2 Results and Discussion

The quantitative results of the experiments are represented in Table [1]. UNet is the baseline method. We first tested the segmentation performance when using only PET or CT volume. Then we concatenate PET and CT volumes as inputs of the UNet. This is an input-level fusion method. Finally, we used two independent UNets for PET and CT, respectively. The fusion was carried out at decision level by the proposed evidential fusion layer. Compared with mono-modality input, our proposal shows an obvious advantage. Compared with the concatenate-based fusion method, our proposal has 3%, 4%, 6% increase in Dice score, Precision
Fig. 3. Comparison of segmentation results of CT, PET, PET/CT concatenation [13], PET/CT concatenation with [1] and PET/CT evidential fusion. The ground truth is marked in white and segmentation results are marked in red.

Table 1. Performance comparison with the baseline methods on the test set.

| Models                        | Input Modality | Dice score  | Precision | Recall |
|-------------------------------|----------------|-------------|-----------|--------|
| UNet (mono-input)             | PET            | 0.67±0.02   | 0.74±0.05 | 0.65±0.03 |
| UNet (mono-input)             | CT             | 0.49±0.05   | 0.71±0.02 | 0.45±0.02 |
| UNet (concatenate-based fusion)| PET+CT         | 0.69±0.01   | 0.67±0.01 | 0.74±0.05 |
| EUnet (evidential fusion)     | PET+CT         | 0.72±0.04   | **0.71±0.06** | **0.80±0.05** |
| Zeng et al. [16]              | PET+CT         | 0.68±0.02   | 0.68±0.01 | 0.68±0.01 |
| Hu et al. [6]                 | PET+CT         | 0.66±0.03   | 0.71±0.044 | 0.67±0.03 |
| Blanc et al. [1]              | PET+CT         | 0.73±0.20   | **0.75±0.22** | **0.83±0.17** |

Since there is no public lymphoma dataset available now, the quantitative comparison with other state-of-the-art methods is difficult, because different datasets and different lymphoma types are segmented. However, we still compare our method with the state-of-the-art in Table 1. In [6], Hu et al. achieve 0.66±0.03 Dice score on a dataset of 109 lymphoma patients with a convolution fusion with 2D slices and 3D volumes. In [1], Blanc-Durand et al. report 0.73±0.20 for Dice score based on the training on 511 lymphoma patients. Though the authors report comparable results with ours, the performance of our model is more stable and needs less training data. We also test the method of [1] with our dataset and achieve 0.64±0.02 in Dice score, where the priory of
our proposal is obvious. A qualitative comparison with our model is shown in Fig. 3. See the fifth image from Fig. 3; their model shows signs of slight overfitting but is visually acceptable and our model shows visually correct segmentation results. Generally speaking, our model yields better results than state-of-the-art methods with DST-based evidential fusion.

A qualitative comparison is shown in Fig. 4. Here we overlap PET and CT in the same image and paste the segmented mask in this image. Column 1 shows one slice of patient 1 in which a big lymphoma is present. Our model can segment it correctly. Column 2 shows a slice of patient 2 in which multiple lymphomas are present. They are more difficult to segment because some of them are very small. However, our model can still obtain satisfactory results.

![Ground Truth Segmentation results](image)

**Fig. 4.** Comparison results between two different patients by using our EUNet model. From left to right, each column represents the corresponding segmentation results and the ground truth. The lymphomas are showed in white.

4 Conclusion

In this work, a DST-based deep multi-modality medical images fusion strategy has been proposed to deal with the problem of uncertainty and conflict within a deep convolutional neural network. A two-branch segmentation module first processes PET/CT volumes separately. Then the two segmentation maps are fused by the evidential fusion layer. Qualitative and quantitative evaluation results are promising as compared to the baseline and state-of-the-art methods. Future research will aim at improving the network architecture to better exploit the potential of DST to represent and combine uncertain information.
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