On the stability of solitary wave solutions for a generalized fractional Benjamin–Bona–Mahony equation
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Abstract
In this paper we establish a rigorous spectral stability analysis for solitary waves associated to a generalized fractional Benjamin–Bona–Mahony type equation. Besides the well known smooth and positive solitary wave with large wave speed, we present the existence of smooth negative solitary waves having small wave speed. The spectral stability is then determined by analysing the behaviour of the associated linearized operator around the wave restricted to the orthogonal of the tangent space related to the momentum at the solitary wave. Since the analytical solution is not known, we generate the negative solitary waves numerically by using Petviashvili method. We also present some numerical experiments to observe the stability properties of solitary waves for various values of the order of nonlinearity and fractional derivative. Some remarks concerning the orbital stability are also celebrated.

Keywords: generalized fractional Benjamin–Bona–Mahony equation, orbital stability, spectral instability, solitary waves

Mathematics Subject Classification numbers: 76B25, 35Q51, 35Q53.

(Some figures may appear in colour only in the online journal)
1. Introduction

In this paper we consider the stability properties of the solitary wave solutions for the generalized fractional Benjamin–Bona–Mahony (gfBBM) equation given by

\[ u_t + u_x + \frac{1}{2}u^{p+1} + \frac{3}{4}D^\alpha u_x + \frac{5}{4}D^\alpha u_t = 0. \]  

(1.1)

Here \( p \) is an integer and the operator \( D^\alpha = (-\partial_x^2)^\alpha \) denotes the Riesz potential of order \(-\alpha\), for any \( \alpha \in \mathbb{R} \). The operator \( D^\alpha \) is defined via Fourier transform by

\[ \hat{D^\alpha q}(\xi) = |\xi|^\alpha \hat{q}(\xi), \]

where \( \hat{q} \) is the Fourier transform in \( L^2(\mathbb{R}) \) of the function \( q \). The gfBBM equation admits the following conserved quantities

\[ I(u) = \int_{-\infty}^{+\infty} u \, dx, \]  

(1.2)

\[ F(u) = \frac{1}{2} \int_{-\infty}^{+\infty} \left( u^2 + \frac{5}{4} |D^\alpha u|^2 \right) \, dx, \]  

(1.3)

\[ H(u) = -\frac{1}{2} \int_{-\infty}^{+\infty} \left( u^2 + \frac{u^{p+2}}{p+2} + \frac{3}{4} |D^\alpha u|^2 \right) \, dx. \]  

(1.4)

Equation (1.1) is derived to model the propagation of small amplitude long unidirectional waves in a non-locally and non-linearly elastic medium [9, 10].

The Korteweg–de Vries (KdV) equation

\[ u_t + u_x + uu_x + u_{xxx} = 0 \]

is one of the most celebrated equations in water wave theory. Due to the shortcomings of the KdV equation, new approximate models are developed for water waves. A well-known alternative model is the Benjamin–Bona–Mahony (BBM) equation

\[ u_t + u_x + uu_x - u_{xxx} = 0 \]

derived in [5]. The dispersion relation for the linear BBM equation is the Padé (0, 2)-approximation to the full dispersion relation. To provide a better approximation of the dispersion relation for the small wave numbers, the Padé (2, 2)-approximation is used to derive the equation,

\[ u_t + u_x + uu_x - u_{xxx} = 0 \]

(1.5)

which involves both linear terms for the KdV and BBM equations [12]. The same equation is also established for Boussinesq-like equations with improved frequency dispersion to model unidirectional surface water waves [7]. The authors in [25] showed numerically that the solutions of the equation (1.5) provides a better approximation to the solutions of the full Euler equations than either the KdV or BBM equations.

The effects of the relation between the nonlinearity and the dispersion on the dynamics of solutions has been the focus of many studies. For this aim, the fractional equations are widely
studied in recent years [3, 8, 20, 22, 23, 27, 29]. The fractional forms of the KdV equation and the BBM equation are given as the fractional KdV (fKdV) equation

\[ u_t + u_x + u''u_x - D^\alpha u_x = 0, \tag{1.6} \]

and fractional BBM (fBBM) equation

\[ u_t + u_x + u''u_x + D^\alpha u_t = 0, \tag{1.7} \]

respectively. The fBBM equation involves the fractional terms of both the fKdV and fBBM equations. The efficiency of the equation (1.5) makes the fBBM equation more interesting. This paper gives an insight into the dynamics of the solutions for the fBBM equation.

The local well-posedness of Cauchy problem for both equations (1.6) and (1.7) is investigated in [1, 22]. In the case \( p = 1 \), the missing uniqueness result is recovered for the equation (1.7) in [15]. The existence and orbital stability of positive solitary wave solutions with the form \( u(x, t) = Q_c(x - ct) \) for both the fKdV and fBBM equations are discussed in [23, 29] using variational methods. The case \( \alpha = 2 \) deserves to be highlighted as it corresponds to the classical KdV and BBM equations. Concerning the equation (1.6), the authors in [6] have exhibited a scenario for the orbital stability of solitary waves with sech-profile for \( c > 0 \). In fact, orbital stability in the energy space \( H^1(\mathbb{R}) \) occurs for \( 1 < p < 4 \) and orbital instability is determined for \( p > 4 \). The case \( p = 4 \) is well known as \( L^2 \)-critical case and orbital instability results have been established in [11, 24]. For the equation (1.7) and \( c > 1 \), we have a similar scenario. Indeed, using suitable adaptations of the approach in [6], the authors in [30] have established the orbital stability of solitary waves with sech-profile for the case \( 1 < p < 4 \). For the case \( p > 4 \), the solitary waves are orbitally unstable for \( 1 < c < c_0 \) and orbitally stable for \( c > c_0 \). Here, \( c_0 \) is a critical value depending on \( p \).

The existence, uniqueness and spectral stability of periodic waves for the fKdV and the fBBM equations are also studied in [3, 27]. The stability behaviour of the solutions changes drastically for the fKdV and the fBBM equations. To illustrate in the case \( p = 1 \), it has been shown that the solitary wave solutions of the fKdV equation are orbitally stable for \( c > 0 \) when \( \alpha \in (\frac{1}{2}, 2) \) and spectrally unstable when \( \alpha \in (\frac{1}{2}, \frac{3}{2}) \). The solitary wave solutions of the fBBM equation are orbitally stable when \( c > 1 \) and \( \alpha \in [\frac{1}{4}, 2) \) or when \( c > c_1 > 1 \) and \( \alpha \in (\frac{1}{2}, \frac{3}{2}) \) (\( c_1 \) is also a critical value depending on \( \alpha \)). The solutions are spectrally unstable when \( \alpha \in (\frac{1}{2}, \frac{3}{2}) \) and \( 1 < c < c_1 \). Therefore the stability problem for the solitary wave solutions of the fBBM equation is crucial since the equation involves the fractional terms of both the fKdV and the fBBM equations.

An important feature of the fBBM equation is that it admits negative solitary wave solutions. In this study, we prove the existence of negative solitary wave solutions for small wave speed and odd values of the order of nonlinearity \( p \). To the best of our knowledge, the existence of negative solitary wave has never been investigated for the fKdV and fBBM equations when \( \alpha \in (0, 2) \). The negative solitary waves first appeared in [21] for a regularized long wave model in water waves. For the BBM equation, \( \alpha = 2 \) in the equation (1.7), the authors in [16] established the existence of negative solitary waves when \( c < 0 \) and \( p \) odd. Using arguments of symmetry and the existence of positive solutions \( Q_c \) with \( c > 1 \) (see [30]), it is possible to prove that the case \( p \) even also admits negative solitary waves of the form \( -Q_c \) for \( c > 1 \). The orbital stability of negative solitary waves has been also treated in [16] (see [17] for a complementary result). For \( p \geq 1 \) odd and \( c < 0 \), there exists a critical value \( c_2 < 0 \) such that the solitary wave is orbitally unstable for \( c_2 < c < 0 \) and orbitally stable for \( c < c_2 \). For \( p > 2 \) even, we have a similar scenario as in the case of positive and solitary waves since the negative solution in this case is given by \( -Q_c \), where \( Q_c \) is the positive solution for \( c > 1 \).
One of the main properties which guarantee the existence of solitary waves of the form \( u(x, t) = Q_c(x - ct) \) is the presence of translation symmetry at the spatial variable associated to the equation \( (1.1) \). In fact, if \( u(x, t) \) is a solution for \( (1.1) \), so that \( u(x + y, t) \) is also a solution of the same equation for all \( y \in \mathbb{R} \). An important question arises with the presence of the translation symmetry: if the initial value \( u_0 \) of the associated Cauchy problem for the equation \( (1.1) \) is close to the solitary wave \( Q_c \), can we conclude that the corresponding evolution \( u(x, t) \) is close to the orbit generated by translations associated to \( Q_c \)?

Roughly speaking, we have defined the notion of orbital stability for the solitary wave \( Q_c \). More precisely, the formal definition for this concept is given as follows:

**Definition 1.1.** Let \( Q_c \) be a traveling wave solution for \( (1.1) \). We say that \( Q_c \) is orbitally stable in \( H^p(\mathbb{R}) \) provided that, given \( \varepsilon > 0 \), there exists a \( \delta > 0 \) with the following property: if \( u_0 \in H^p(\mathbb{R}) \) satisfies \( \| u_0 - Q_c \|_{H^p} < \delta \), then the local solution, \( u(t) \), defined in some interval \( [0, T^*) \) of \( (1.1) \) with initial condition \( u_0 \) can be continued for a solution in \( 0 \leq t < +\infty \) and satisfies

\[
\sup_{t \in [0, T^*)} \inf_{x \in \mathbb{R}} \| u(\cdot, t) - Q_c(\cdot - x_0) \|_{H^p} < \varepsilon.
\]

Otherwise, we say that \( Q_c \) is orbitally unstable in \( H^p(\mathbb{R}) \).

In the current study, we discuss the orbital stability of solitary wave solutions of the gfBBM equation in the case of quadratic and cubic non-linearities, that is, \( p = 1 \) and \( p = 2 \), respectively. To illustrate the reason only in the case \( p = 1 \), we can mention that our notion of orbital stability contemplates only local solutions and we can show such property using the approach in Grillakis, Shatah and Strauss [14] for all \( c > 1 \) when \( \frac{1}{5} \leq \alpha \leq 2 \) and for \( c > c_1 \) > 1 with \( c_1 = \frac{9\alpha + 2 + \sqrt{\alpha^2 - 4\alpha}}{15\alpha} \) when \( \frac{1}{4} < \alpha < \frac{1}{2} \). We also have orbital stability result for \( c_2 < c < 3/5 \) with \( c_2 = \frac{9\alpha + 2 - \sqrt{\alpha^2 - 4\alpha}}{15\alpha} \) when \( 1 \leq \alpha \leq 2 \).

In order to fill out the lack of stability results we present a spectral (in)stability for the solitary wave \( Q_c \). Equation \( (1.1) \) can be rewritten in the Hamiltonian form as

\[
u_t = JH'(u),
\]

where \( J = (I + \frac{4}{c}D^0)^{-1}D_0 \) is a skew-symmetric operator and \( H \) denotes the Hamiltonian of the corresponding equation given by (1.4). It is well known that the abstract theory of orbital instability in [14] cannot be applied since \( J \) present in the equation \( (1.8) \) is not onto. We also show that the solitary wave solution is spectrally stable in the same region of orbital stability.

The paper is organized as follows: in section 2 we give the global well-posedness result for the Cauchy problem associated with the gfBBM equation. Section 3 is devoted to the existence of negative solitary waves. We investigate the orbital and spectral stabilities of solitary wave solutions in section 4. In section 5, we present some numerical experiments to investigate the stability of the solutions and to understand the behavior of negative travelling wave solutions.

Throughout this study, \( C \) denotes the generic constant.

2. Global solutions of the Cauchy problem for the gfBBM equation

The local existence of solutions for the Cauchy problem

\[
u_t + u_x + \frac{1}{2}(u^{p+1})_x + \frac{3}{4}D^4u_x + \frac{5}{4}D^3u = 0,
\]

\[
u(0, 0) = u_0(x)
\]
in the case $0 < \alpha < 1$ is proved by introducing the following regularization
\[
\begin{align*}
  u'_t + u''_x + \frac{1}{2}(u')^{\alpha+1}x + \frac{3}{4}D^\alpha u'_x + \frac{5}{4}D^{\alpha}u' - \epsilon u''_{xx} &= 0, \\
  u'(x, 0) &= u'_0(x).
\end{align*}
\]
(2.3)

The well-posedness result on the Sobolev space $H^r(\mathbb{R})$ is given as follows:

**Theorem 2.1 (Theorem 2.7 of [28]).** Let $0 < \alpha < 1$, $r \geq 2 - \frac{\alpha}{2}$, and $u_0 \in H^r(\mathbb{R})$. Then there exists a time $T' > 0$, the solution $u'$ of the Cauchy problem for the equations (2.3) and (2.4) converges uniformly to the unique solution $u$ of the Cauchy problem for the equations (2.1) and (2.2) in $C([0, T'), H^r(\mathbb{R}))$ as $\epsilon \to 0$.

Now, we consider the case $\alpha > 1$. The Cauchy problem (2.1) and (2.2) is rewritten as
\[
\begin{align*}
  u_t + \left( I + \frac{3}{4}D^\alpha \right) \left( I + \frac{5}{4}D^\alpha \right)^{-1} u_x &= -\frac{1}{2} \left( I + \frac{5}{4}D^\alpha \right)^{-1} (u^{\alpha+1})_x, \\
  u(x, 0) &= u_0(x).
\end{align*}
\]
(2.5)
(2.6)

Here, we note that the operator $I + \frac{5}{4}D^\alpha$ is invertible, as its Fourier transform is never zero. The Duhamel formula implies that $u$ is the solution of the Cauchy problem (2.5) and (2.6) if, and only if, $u$ satisfies the integral equation $u = \Phi u$ where
\[
(\Phi u)(x, t) = S(t)u_0(x) - \frac{1}{2} \int_0^t S(t - \tau) \left[ \partial_x \left( I + \frac{5}{4}D^\alpha \right)^{-1} u^{\alpha+1} \right] (x, \tau) d\tau,
\]
(2.7)

with
\[
S(t)u = \mathcal{F}^{-1} \left( \frac{\xi^{\alpha/2} |\xi|^{\alpha}}{1 + \frac{5}{4} |\xi|^{\alpha}} \right) \ast u(x).
\]

The symbol $\ast$ denotes the convolution operation.

**Lemma 2.2 ([2]).** For $r > 1/2$, $H^r(\mathbb{R})$ is an algebra with respect to the product of functions. That is, if $u, v \in H^r(\mathbb{R})$ then $uv \in H^r(\mathbb{R})$ and
\[
\|uv\|_{H^r(\mathbb{R})} \leq C\|u\|_{H^r(\mathbb{R})}\|v\|_{H^r(\mathbb{R})},
\]
(2.8)

Now, we prove the existence and uniqueness of the local solution for the problem (2.1) and (2.2) with $\alpha > 0$ by using the contraction mapping principle.

**Theorem 2.3.** Let $\alpha > 1$ be fixed. Consider an initial data $u_0 \in H^r(\mathbb{R})$ with $r \geq \alpha/2$. There exists a time $T' = T'(\|u_0\|_{H^r}) > 0$ and a unique local solution $u \in C([0, T'), H^r(\mathbb{R}))$ to the Cauchy problem (2.1) and (2.2).

**Proof.** For $T > 0$ and $a > 0$, define $\overline{B}_{T,a}$ as the closed ball
\[
\overline{B}_{T,a} = \{ u \in C([0, T], H^r(\mathbb{R})), \|u\|_{L^\infty([0,T],H^r(\mathbb{R}))} \leq 2a \}.
\]
We first prove $\Phi$ maps $\mathcal{B}_{T,a}$ into $\mathcal{B}_{T,a}$ for $T > 0$ small enough and a convenient choice of $a > 0$. From (2.7), one gets
\[
\| \Phi u(t) \|_{H^r} \leq \| S(t) u_0 \|_{H^r} + \frac{1}{2} \int_0^T \left\| S(t - \tau) \left[ \partial_x \left( I + \frac{5}{4} D^x \right)^{-1} u^{p+1}(\tau) \right] \right\|_{H^r} d\tau. \tag{2.9}
\]

The definition of Sobolev norm allows us to estimate the following term
\[
\| S(t) u_0 \|_{H^r} = \left\| (1 + |\xi|^2)^{r/2} \left[ \frac{1 + |\xi|^2}{1 + \frac{5}{4}|\xi|^2} \hat{u}_0(\xi) \right] \right\|_{L^2} \leq \| u_0 \|_{H^r}. \tag{2.10}
\]

Using lemma 2.2 and $1 + \frac{5}{4} |\xi|^2 \geq |\xi|$ for $\alpha \geq 1$, one gets similarly to (2.10) that
\[
\left\| S(t - \tau) \left[ \partial_x \left( I + \frac{5}{4} D^x \right)^{-1} u^{p+1}(t) \right] \right\|_{H^r} \leq \left\| (1 + |\xi|^2)^{r/2} \left[ 1 + \frac{5}{4} |\xi|^\alpha \hat{u}^{p+1}(\xi, t) \right] \right\|_{L^2} = \| u^{p+1}(t) \|_{H^r} \leq C \| u(t) \|_{H^r}^{p+1}. \tag{2.11}
\]

Using (2.10) and (2.11) in (2.9), we obtain
\[
\| \Phi u(t) \|_{H^r} \leq \| u_0 \|_{H^r} + \frac{C T}{2} \sup_{t \in [0,T]} \| u(t) \|_{H^r}^{p+1} = \| u_0 \|_{H^r} + CT^p a^{p+1}.
\]

By choosing $a = \| u_0 \|_{H^r}$ and $T = T' > 0$ small enough and satisfying $T \leq \frac{1}{C^p \| u_0 \|_{H^r}}$, we have that $\Phi$ maps $\mathcal{B}_{T,a}$ into $\mathcal{B}_{T,a}$.

We show that $\Phi$ is a strict contraction. Let $u_1, u_2 \in \mathcal{B}_{T,a}$. The Duhamel formula (2.7) gives
\[
\| \Phi u_1(t) - \Phi u_2(t) \|_{H^r} \leq \frac{1}{2} \int_0^T \| S(t - \tau) \partial_x \left[ \left( I + \frac{5}{4} D^x \right)^{-1} \left( u_1^{p+1} - u_2^{p+1} \right) \right] (\tau) \|_{H^r} d\tau. \tag{2.12}
\]

An analogous argument as in (2.11) implies
\[
\| \Phi u_1(t) - \Phi u_2(t) \|_{H^r} \leq \frac{C}{2} \int_0^T \| u_1^{p+1} - u_2^{p+1} \|_{H^r} d\tau \leq CT^p a^p \sup_{t \in [0,T]} \| u_1(t) - u_2(t) \|_{H^r}.
\]

Choosing a smaller $T > 0$ as above such that $T \leq \frac{1}{C^p \| u_0 \|_{H^r}} < \frac{2}{C^p \| u_0 \|_{H^r}}$, we have that $\Phi$ is strictly contractive. The remainder of the proof relies on application of the contraction mapping principle but we omit the details.

Theorem 2.3 and the conservation of the quantities $H$ and $F$ give us the following result.

**Theorem 2.4.** Let $\alpha > 1$ be fixed. For each $u_0 \in H^{2\alpha}(\mathbb{R})$, the maximal local time of existence $T'$ in theorem 2.3 can be considered as $T' = +\infty$, that is, $u \in C([0, +\infty); H^{2\alpha}(\mathbb{R}))$. 
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3. Existence of negative solitary wave solutions

A solitary wave solution associated to (1.1) is a smooth solution of the form \( u(x, t) = Q_c(\xi) \), \( \xi = x - ct \) with wave speed \( c > 0 \) and satisfying the decay property \( \lim_{|\xi| \to \infty} Q^{(n)}(\xi) = 0 \), \( n \in \mathbb{N} \).

Using this ansatz on (1.1) we obtain,

\[
-cQ_c' + Q_c' + \frac{1}{2}(Q_c^{p+1})' - \frac{5}{4}cD^\alpha Q_c' + \frac{3}{4}D^\alpha Q_c = 0. \tag{3.1}
\]

Integrating on \( \mathbb{R} \), the above equation reduces to the following ODE

\[
\left(\frac{5}{4}c - \frac{3}{4}\right)D^\alpha Q_c + (c - 1)Q_c - \frac{1}{2}Q_c^{p+1} = 0. \tag{3.2}
\]

In [28], it is stated that the equation (1.1) has nontrivial solutions when \( c < 3/5 \) or \( c > 1 \) and \( \alpha > p/(p + 2) \). The existence and uniqueness of positive solitary waves \( Q_c \in H^2(\mathbb{R}) \) for \( c > 1 \) and \( \alpha > p/(p + 2) \) are also proved in [28]. We note that even though only the case \( 0 < \alpha < 1 \) is considered in [28], the theory in [13] gives the existence of positive solitary waves for \( 0 < \alpha < 2 \).

Now we discuss the existence of negative solitary wave solutions. According to the Pohozaev type identity

\[
\left(\frac{5}{4}c - \frac{3}{4}\right)\int_\mathbb{R} |D^2 Q_c|^2 \, dx + (c - 1)\int_\mathbb{R} Q_c^2 \, dx = \frac{1}{2}\int_\mathbb{R} Q_c^{p+2} \, dx \tag{3.3}
\]

given in [28], it is possible to say that the identity is satisfied for a negative \( Q_c \) when \( c < 3/5 \) and \( p \) is odd. To show the existence of such waves we use the result of [13]. Setting \( Q_c = -R_c \) where \( R_c > 0 \) the equation (3.2) becomes

\[
\left(\frac{3}{4} - \frac{5}{4}c\right)D^\alpha R_c + (1 - c)R_c - \frac{1}{2}R_c^{p+1} = 0. \tag{3.4}
\]
A scaling argument as $R_c(\xi) = (2(1 - c))^{1/p} Q\left((\frac{4c - 1}{5c - 3})^{1/\alpha}\xi\right)$ converts (3.4) into the equation

$$D^\alpha Q + Q - Q^{p+1} = 0. \quad (3.5)$$

The existence and uniqueness of an even and positive solution $Q \in H^\alpha/2(\mathbb{R})$ for (3.5) has been determined in [13] for $0 < \alpha < 2$ and $0 < p < p_{\text{max}}$. Here, $p_{\text{max}}$ is the critical exponent given by

$$p_{\text{max}}(\alpha) = \begin{cases} 
\frac{2\alpha}{1 - \alpha}, & \text{for } 0 < \alpha < 1 \\
\infty, & \text{for } 1 \leq \alpha < 2.
\end{cases} \quad (3.6)$$

Therefore, we obtain the existence and uniqueness of a positive even solution $R_c$ of the equation (3.4) and consequently a negative solution $Q_c$ of the equation (3.2) when $c < 3/5$ and $p$ is odd for $0 < \alpha < 2$. In figure 1, we depict existence of solitary waves for different values of $\alpha$ and $c$ with $p = 1$.

For the case of $\alpha = 2$ and $p = 1$ the equation (1.1) has the exact solution

$$u(x, t) = 3(c - 1) \text{sech}^2\left(\frac{1}{2} \sqrt{\frac{4(c - 1)}{5c - 3}}(x - ct)\right). \quad (3.7)$$

It is clear that (3.7) agrees with the following statement: the solution is positive when $c > 1$ and it is negative when $c < 3/5$.

To finish, we note that if $Q_c(x - ct) > 0$ is a solitary wave solution for the grBBM equation, then $-Q_c(x - ct)$ is also a solution when $c > 1$ and $p$ is even. However, we do not consider these negative solutions in the current study since the dynamics for the solutions $Q_c$ and $-Q_c$ are the same.

4. Spectral and orbital stability of solitary waves

In this section, we study the spectral and orbital stability of solitary waves. To obtain a precise definition of spectral stability, we need to add a perturbation $v$ to the smooth travelling wave $Q_c$ propagating with the same fixed speed $c$ of the form $u(x, t) = Q_c(x - ct) + v(x - ct, t)$ in (1.1). Using that $Q_c$ satisfies (3.2) and performing a truncating by the linear terms in $v$, we obtain evolution problem

$$v_t = JL_c v, \quad (4.1)$$

where $L_c$ is the second order differential linearized operator in the form

$$L_c = \left(\frac{5}{4} c - \frac{3}{4}\right) D^\alpha + c - 1 - \frac{p + 1}{2} Q_c^p. \quad (4.2)$$

For $\lambda \in \mathbb{C}$, we consider a growing mode solution of the form $v(x, t) = e^{i\lambda}w(x)$ which yields

$$J L_c w = \lambda w. \quad (4.3)$$
Denoting the spectrum of $JL_c$ by $\sigma(JL_c)$, the spectral stability of the solitary wave $Q_c$ is defined as follows:

**Definition 4.1.** The solitary wave $Q_c \in H^\infty(\mathbb{R})$ is said to be spectrally stable if $\sigma(JL_c) \subset \mathbb{i}\mathbb{R}$ in $L^2(\mathbb{R})$. Otherwise, that is, if $\sigma(JL_c)$ in $L^2(\mathbb{R})$ contains a point $\lambda$ with $\text{Re}(\lambda) > 0$, the solitary wave $Q_c$ is said to be spectrally unstable.

**Remark 4.1.** Following the arguments quoted in the paragraph below [29, definition 1.3], we see that (4.1) is linearized equation without forcing or damping terms. This kind of evolution model gives, from (4.3), certain symmetries on the spectrum of $\sigma(JL_c)$. Indeed, $\sigma(JL_c)$ will be symmetric with respect to the reflection in the real and imaginary axes so that, it implies that exponentially growing perturbations are always paired with exponentially decaying ones. It is the reason why, in the definition 4.1, only the spectral parameter $\lambda$ satisfying $\text{Re}(\lambda) > 0$ was required.

The spectral stability can be studied for the case of smooth solutions which are global in time. Since $w$ solves (4.3), a bootstrap argument can be performed to conclude the smoothness of $w$, so that the evolution of $u$ is also smooth as required. Since the solution $u$ can be considered smooth, we can conclude that the solutions handled in the spectral stability can be considered global in time by theorem 2.4.

Next, associated to the conservation of mass (1.3), we have the basic orthogonality condition on the perturbation $v \in H^\infty(\mathbb{R})$ to the smooth solitary wave $Q_c \in H^\infty(\mathbb{R})$ given by $\langle F(Q_c), v \rangle = 0$ and it is preserved in the time evolution of the linearized equation (4.1). Moreover, it is well known that the spectral stability of the solitary wave $Q_c$ holds if the linearized operator $L_c$ is positive on the orthogonal complement of the spanned subspace $[F'(Q_c)]$ in $L^2(\mathbb{R})$. As it is well-known and assuming that $\ker(L_c) = [Q'_c]$, the positivity property holds if the number of negative eigenvalues of the quantity

$$I := \left\langle Q_c + \frac{5}{4} D^\alpha Q_c, L^{-1}_c \left( Q_c + \frac{5}{4} D^\alpha Q_c \right) \right\rangle$$

(4.4)

coincides with the number of negative eigenvalues of $L_c$ in $L^2(\mathbb{R})$. Now, since $c \mapsto Q_c$ is a smooth curve of solitary waves, it follows by differentiating (3.2) in $c$ that

$$L_c (\partial_c Q_c) = - \left( Q_c + \frac{5}{4} D^\alpha Q_c \right).$$

(4.5)

Hence, the quantity $I$ in (4.4) can be rewritten as

$$I = - \frac{d}{dc} F(Q_c).$$

(4.6)

Let us assume that $\ker(L_c) = [Q'_c]$. According with [18, theorem 5.3.1], we can calculate the exact number of negative eigenvalues of $L_c|_{[F(Q_c)]}$ by using the index formula as

$$n \left( L_c|_{[F(Q_c)]} \right) = n(L_c) - n(I),$$

(4.7)

where $n(A)$ stands the number of negative eigenvalues of a certain linear operator $\mathcal{A}$ counting multiplicities. Therefore, if $n(L_c) = n(I) = 1$ one has the required spectral stability.

To obtain the orbital (nonlinear) stability in the sense of definition 4.1, we need the following basic result:
Lemma 4.2. Let \( Q_c \in H^\infty(\mathbb{R}) \) be a solitary wave of the equation (3.2). Assume that \( n(\mathcal{L}_c) = 1 \) and \( \ker(\mathcal{L}_c) = [Q_c'] \). Suppose that \( \Phi = \partial_t Q_c \in H^0(\mathbb{R}) \) satisfies \( \langle \mathcal{L}_c \Phi, \Phi \rangle < 0 \) and \( \langle \mathcal{L}_c \Phi, v \rangle = 0 \), for all \( v \in \mathcal{Y}_0 \), where

\[
\mathcal{Y}_0 = \left\{ v \in H^2(\mathbb{R}) : \langle F'(Q_c), v \rangle = 0 \right\},
\]

where \( F \) is the conserved quantity associated with the equation (1.3). Thus, the solitary wave \( Q_c \) is orbitally stable in \( H^2(\mathbb{R}) \). The same result is valid when considering the negative solitary wave \( R_c \) instead of \( Q_c \) and the linearized operator

\[
\mathcal{L}_c^+ = \left( \frac{3}{4} - \frac{5}{4}c \right) D'' + 1 - c - \frac{p + 1}{2} Q_c^p,
\]

instead of \( \mathcal{L}_c \).

Proof. The proof of this result is an adaptation of the general orbital stability approach in [14] and [31, section 2]. For additional references, we can cite [4, chapter 6] and [26, section 4] regarding the KdV/Schrödinger type equations. All mentioned results can be adapted to our model without further problems. Indeed, first we have \( n(\mathcal{L}_c) = 1 \) and \( \ker(\mathcal{L}_c) = [Q_c'] \). For \( \Phi = \partial_t Q_c \), one has from (4.5) that \( \mathcal{L}_c \Phi = - (Q_c + \frac{c}{2} D^2 Q_c) \) and since \( \langle \mathcal{L}_c \Phi, \Phi \rangle = \mathcal{I} = - \frac{d}{dc} F(Q_c) \), we obtain the orbital stability in the sense of definition 4.1 provided that \( \mathcal{I} < 0 \) (or equivalently, \( d''(c) := \frac{d}{dc} F(Q_c) = - \mathcal{I} > 0 \) as required in [14]). Gathering all informations, we have

\[
\langle \mathcal{L}_c v, v \rangle \geq C \| v \|^2_{H^2},
\]

for all \( v \in \mathcal{Y}_0 \cap [Q_c']^\perp \). The positivity in (4.9) allows us to conclude the orbital stability in the energy space \( H^2(\mathbb{R}) \) since \( Q_c \) is a minimum of the energy functional \( H \) in (1.4) for fixed momentum \( F \) in (1.3).

Remark 4.2. Using lemma 4.2 we can affirm, since \( n(\mathcal{L}_c) = n(\mathcal{I}) = 1 \), that the spectral stability implies the orbital stability in our case and vice versa.

Next, for any \( k \in \mathbb{N} \), if \( \left( \mathcal{L}_c|_{[Q_c']^\perp} \right)^{2k} \) we have at least one eigenvalue with positive real part for the operator \( \partial_t \mathcal{L}_c \) and then, the solitary wave is spectrally unstable (see [19, 29] and references therein).

In order to calculate \( n \left( \mathcal{L}_c|_{[Q_c']^\perp} \right) \) using identity (4.7), we first need to know the behavior of the non-positive eigenvalues of \( \mathcal{L}_c \). Since the equation (1.1) is invariant under the symmetry of translation, we have at least that \( Q'_c \in \ker(\mathcal{L}_c) \). However this information is not enough to calculate \( \mathcal{I} \) in (4.4) since we do not know if \( \mathcal{L}_c^{-1} \left( Q_c + \frac{c}{2} D^2 Q_c \right) \) is well defined. Next result give us in fact that \( n(\mathcal{L}_c) = z(\mathcal{L}_c) = 1 \), where \( z(\mathcal{L}_c) \) indicates the dimension of \( \ker(\mathcal{L}_c) \).

Proposition 4.3. Let \( \alpha \in (0, 2] \) be fixed and consider \( 0 < p < p_{\text{max}} \), with \( p_{\text{max}} \) defined as in (3.6). For \( c > 0 \), the linearized self-adjoint operator \( \mathcal{L}_c \) in (4.2) defined in \( L^2(\mathbb{R}) \), with the dense domain \( H^\alpha(\mathbb{R}) \) satisfies \( n(\mathcal{L}_c) = z(\mathcal{L}_c) = 1 \). Moreover, the essential spectrum of \( \mathcal{L}_c \) is given by \( \sigma_{\text{ess}}(\mathcal{L}_c) = [c - 1, +\infty) \).
\textbf{Proof.} According with \cite{13}, let $\phi$ be the unique solitary wave profile associated with the equation
\begin{equation}
D^n \phi + \phi - \phi^{p+1} = 0. \tag{4.10}
\end{equation}

For $\theta = \left( \frac{4(c-1)}{5c-3} \right)^{1/n}$, we have that $Q_c$ given by
\begin{equation}
Q_c(x) = (2(c-1))^{1/p} \phi(\theta x) \tag{4.11}
\end{equation}
is also the unique solitary wave which solves equation \eqref{3.2}.

Next, consider the linearized operator associated with the solitary wave $\phi$
\begin{equation}
P = D^n + 1 - (p+1)\phi^p. \tag{4.12}
\end{equation}
According with the arguments in \cite{13}, we have that $P$ is a self-adjoint operator defined in $L^2(\mathbb{R})$ with dense domain $H^p(\mathbb{R})$, the essential spectrum is $\sigma_{\text{ess}}(P) = [1, +\infty)$ and $n(P) = z(P) = 1$. We follow the idea given by \cite{29} in order to relate both operators $P$ and $L_c$. In fact, using \eqref{4.11} and the dilation operator $(T_{\theta}f)(x) = f(\theta x)$, we have that
\begin{equation}
L_c = (c-1)T_{\theta}PT_{\theta}^{-1}. \tag{4.13}
\end{equation}
Relation \eqref{4.13} implies that the operators $P$ and $L_c$ have the same spectral structure, i.e. $\text{spec}(L_c) = \{(c-1)\lambda : \lambda \in \text{spec}(P)\}$. Since both operators are self-adjoint we have that $n(L_c) = z(L_c) = 1$ and $\sigma_{\text{ess}}(L_c) = [c - 1, +\infty)$ as requested.

The spectrum of the linearized operator for the negative solitary wave solutions is given with the following proposition:

\textbf{Proposition 4.4.} Let $\alpha \in (0, 2]$ be fixed and consider $0 < p < p_{\text{max}}$, with $p$ odd and $p_{\text{max}}$ defined as in \eqref{3.6}. For $c < 3/5$, the linearized self-adjoint operator $L_c^-$ defined in $L^2(\mathbb{R})$, with the dense domain $H^\alpha(\mathbb{R})$ satisfies $n(L_c^-) = z(L_c^-) = 1$. Moreover, the essential spectrum of $L_c^-$ is given by $\sigma_{\text{ess}}(L_c^-) = [1 - c, +\infty)$.

\textbf{Proof.} We can relate the operator $L_c^-$ with $P$ with the dilation operator $(T_{\theta}f)(x) = f(\theta x)$ where $\theta = \left( \frac{4(c-1)}{5c-3} \right)^{1/\alpha}$. We have that
\begin{equation}
L_c^- = (1-c)T_{\theta}PT_{\theta}^{-1}. \tag{4.14}
\end{equation}
Relation \eqref{4.14} implies that the operators $P$ and $L_c^-$ have the same spectral structure, i.e. $\text{spec}(L_c^-) = \{(1-c)\lambda : \lambda \in \text{spec}(P)\}$. The rest of the proof is the same as in proposition \textbf{4.3}.

We have a convenient result for the quantity $I$ given by \eqref{4.6}

\textbf{Lemma 4.5.} Let $p > 0$ be fixed and consider $\alpha > \frac{p}{p+2}$. For $c \in \left(0, \frac{4}{9}\right) \cup (1, +\infty)$, we have
\begin{equation}
I = -\frac{d}{dc} \left[ (c-1)^{2/p} \left( \frac{5c - 3}{4(c-1)} \right)^{1/\alpha} \left( 1 + \frac{5p(c-1)}{(5c-3)(\alpha p + 2) - p} \right) \right] ||\phi||^2.
\end{equation}
Proof. Similar arguments as performed in [28, theorem 4.1] give us that
\[
\int_{-\infty}^{+\infty} |D^2\varphi_c(\xi)|^2 d\xi = \frac{4p(c-1)}{(5c-3)(\alpha(p+2)-\alpha)} \int_{-\infty}^{+\infty} \varphi_c^2(\xi) d\xi. \tag{4.15}
\]
Transformation (4.11) applied in the last integral of (4.15) enables us to conclude
\[
\int_{-\infty}^{+\infty} |\varphi_c(\xi)|^2 d\xi = \frac{(2(c-1))^{2/p}(5c-3)}{4(c-1)^{1/\alpha}} \int_{-\infty}^{+\infty} |\varphi(\xi)|^2 d\xi. \tag{4.16}
\]
Finally, combining (4.15) and (4.16) we obtain
\[
\mathcal{I} = -\frac{d}{dc} F(\varphi_c) = \frac{1}{2} \frac{d}{dc} \int_{-\infty}^{+\infty} \left( \frac{2(c-1)^{2/p}(5c-3)}{4(c-1)^{1/\alpha}} \right)^{1/\alpha} d\xi \left[ 1 + \frac{5p(c-1)}{(5c-3)(\alpha(p+2)-\alpha)} \right] \|\varphi\|^2.
\]

Let $p > 0$ be fixed and consider $\alpha > \frac{p}{p+2}$. Define $\mathcal{K} : (0, \frac{1}{2}) \cup (1, +\infty) \to \mathbb{R}$ given by
\[
\mathcal{K}(c) = \left[ (c-1)^{2/p} \left( \frac{5c-3}{4(c-1)} \right) \right]^{1/\alpha} \left( 1 + \frac{5p(c-1)}{(5c-3)(\alpha(p+2)-\alpha)} \right).
\tag{4.17}
\]
When $p = 1$ the derivative of $\mathcal{K}$ has the two roots in terms of $c$ given by
\[
c_1 = \frac{9\alpha + 2 + \sqrt{2\sqrt{3\alpha - 1}}}{15\alpha}, \quad c_2 = \frac{9\alpha + 2 - \sqrt{2\sqrt{3\alpha - 1}}}{15\alpha}.
\tag{4.18}
\]

The variations of the roots $c_1$ and $c_2$ with $\alpha$ are presented in the left panel of figure 2.
We have the following scenarios:
(i) When $c > 1$, there exist positive solitary wave solutions. If $\alpha > 0$, then $c_2 < 1$. On the other hand, we see that $c_1 > 1$ for $\alpha \in \left( \frac{1}{3}, \frac{2}{3} \right)$.
(ii) When $0 < c < 3/5$, there exist negative solitary wave solutions. For $0 < \alpha < 2$ we have $c_1 > 3/5$. On the other hand, it follows that $c_2 < 3/5$ for $\alpha \in (1, +\infty)$.

Now we investigate the sign of $\frac{d}{dc}K(c)$ to determine the stability:

- If $\frac{1}{2} < \alpha \leq \frac{1}{4}$, one has that $\frac{d}{dc}K(c) < 0$ for $c \in (0, \frac{1}{4}) \cup (1, c_1)$ and $\frac{d}{dc}K(c) > 0$ for $c > c_1$.
- If $\frac{1}{4} < \alpha \leq 1$, there is no zeros for $\frac{d}{dc}K(c)$ in the set $c \in (0, \frac{1}{2}) \cup (1, +\infty)$. Here, $\frac{d}{dc}K(c) < 0$ for all $c \in (0, \frac{1}{2})$ and $\frac{d}{dc}K(c) > 0$ for all $c > 1$.
- If $\alpha > 1$, one has that $\frac{d}{dc}K(c) > 0$ for $c \in (c_2, \frac{1}{2}) \cup (1, +\infty)$ and $\frac{d}{dc}K(c) < 0$ for $c \in (0, c_2)$.

For the case $\frac{1}{4} < \alpha \leq \frac{1}{2}$, analysis above, lemma 4.2 and proposition 4.3 enable us to conclude that the solitary wave $Q_c$ is spectrally (orbitally) stable if $c > c_1$. The solitary wave $Q_c$ is spectrally unstable in the case $1 < c < c_1$ or $0 < c < 3/5$. The same arguments can be used for the case $\alpha \in (\frac{1}{4}, 1)$. In fact, the solitary wave $Q_c$ is spectrally stable for all $c > 1$ and spectrally unstable for all $0 < c < 3/5$. Finally when $\alpha \in (1, 2)$, the solitary wave $Q_c$ is spectrally stable for all $c > 1$ or $c_2 < c < 3/5$ and spectrally unstable for $0 < c < c_2$.

We present the results in figure 3.

For the case $p = 2$ and $\alpha \in (\frac{1}{2}, 1]$, we have a different scenario. For the even values of $p$ there are no negative wave solutions therefore we are considering only the case $c > 1$ where there exist positive solitary waves. In this case

- For $\frac{1}{2} < \alpha \leq \frac{1}{4}$ and for $1 < \alpha \leq 2$ we have that $\frac{d}{dc}K(c) > 0$ for all $c \in (1, +\infty)$.
- For $\frac{1}{4} < \alpha \leq 1$ we have that $\frac{d}{dc}K(c) > 0$ for all $(c_1, +\infty)$ and $\frac{d}{dc}K(c) < 0$ for all $c \in (1, c_1)$ where

$$c_1 = \frac{3\alpha + 1 + \sqrt{2\alpha - 1}}{5\alpha}.$$

The variations of the roots of $\frac{d}{dc}K(c)$ with $\alpha$ are presented in the right panel of figure 2. This analysis together with proposition 4.3 enable us to conclude that the solitary wave $Q_c$ is spectrally (orbitally) stable, for all $c > 1$ when $\alpha \in (\frac{1}{4}, \frac{1}{2}] \cup (1, 2]$ and for all $c > c_1$ when $\alpha \in (\frac{1}{2}, 1)$. The solitary wave $Q_c$ is spectrally unstable if $1 < c < c_1$ for the case $\alpha \in (\frac{1}{2}, 1)$. 

Figure 3. The cases for the existence of solutions when $p = 1$. 

(ii) When $0 < c < 3/5$, there exist negative solitary wave solutions. For $0 < \alpha < 2$ we have $c_1 > 3/5$. On the other hand, it follows that $c_2 < 3/5$ for $\alpha \in (1, +\infty)$.
5. Numerical results

In this section, we first construct the solitary wave solutions by using Petviashvili’s iteration method. The Petviashvili method for the gfBBM equation is given by

\[ \hat{Q}_{n+1}(k) = \frac{\nu}{2} \left[ \frac{5}{4} |k|^\alpha + c - 1 \right] \hat{Q}_n^{p+1}(k) \]

with stabilizing factor

\[ M_n = \frac{\int_{\mathbb{R}} \left[ \left( \frac{5}{4} - \frac{\nu}{2} \right) |k|^\alpha + c - 1 \right] (\hat{Q}_n(k))^2 dk}{\frac{1}{2} \int_{\mathbb{R}} \hat{Q}_n^{p+1}(k) \hat{Q}_n(k) dk}, \]

for the parameter \( \nu = (p + 1)/p \). Here \( \hat{Q} \) denotes the Fourier transform of \( Q_c \). Then we investigate time evolution of the solutions by using a numerical scheme combining a Fourier pseudospectral method for space and a fourth order Runge–Kutta method for the time integration. We assume that \( u(x, t) \) has periodic boundary condition \( u(-L, t) = u(L, t) \) on the truncated domain \((x, t) \in [-L, L] \times [0, T] \). In the following numerical experiments the space interval and the number of spatial grid points are chosen as \([-4096, 4096]\) and \(N = 2^{18}\), respectively. The time step is \( \Delta t = 5 \times 10^{-4} \). We refer [28] for the details of the numerical methods.

We present the negative solitary wave profiles for various values of \( \alpha \) when \( p \) is fixed, and for various values of \( p \) when \( \alpha \) is fixed in figure 4. In both cases we choose \( c = 0.5 \). In the case of positive solitary waves it is observed in [28] that decreasing the order of fractional derivative and increasing the order of nonlinearity have the same effect on the solutions. However, we
do not observe the same behaviour for the negative solitary waves. The amplitude of the negative solitary wave solution increases with the decreasing values of $\alpha$ whereas the amplitude decreases with the increasing values of $p$.

In order to study the stability of solitary wave solutions we choose the initial condition as a perturbation of the solitary wave solution $Q_c$ obtained by Petviashvili method. Hence the initial condition is of the form

$$u_0 = \gamma Q_c(x)$$  \hspace{1cm} (5.2)

where $\gamma$ is the perturbation parameter. In the following numerical experiments we choose $\gamma = 1.1$. As a control of the numerical accuracy we make sure that the error $|F(t) - F(0)|$ in the conserved quantity is less than $10^{-5}$. We set $p = 1$ for the rest of the numerical experiments.

In figure 5, we illustrate propagation of the perturbed positive solitary wave solution for $\alpha = 0.6$ and $c = 1.1$. Analytical results indicate an orbital stability for these values. The numerical result indicates a nonlinear stability which is compatible with theoretical result.

Now, we focus on the interval $\frac{1}{2} < \alpha < \frac{3}{2}$ and $c > 1$. Here we have two subregions: for $c > c_1$, the solitary waves are orbitally stable whereas, for $1 < c < c_1$ solitary waves are
spectrally unstable. For $\alpha = 0.45$ the critical wave speed is $c_1 \approx 1.04$. The evolution of the perturbed stable solution for $c = 1.1 > c_1$ is illustrated in figure 6. Here we observe that the numerical result agrees with the analytical result of the stability.

In figure 7, we investigate the time evolution of the perturbed solution for $\alpha = 0.45, c = 1.035 < c_1$. However, we could not observe a visible growth in the solutions as time increases. The analytical results give the spectral instability but we study the nonlinear stability numerically. One of the conditions to obtain that spectral instability implies orbital instability is that the mapping $u_0 \mapsto u(t)$ is smooth. For $\alpha \in \left(\frac{1}{3}, \frac{1}{2}\right)$, this is an open problem. Therefore, this observation does not imply a contradiction between the analytical and the numerical results.

The gfBBM equation has negative solitary wave solution when $c < \frac{3}{8}$ and $p = 1$. The propagation of a perturbed negative solitary wave profile for $\alpha = 0.6$ and $c = 0.5$ is depicted in figure 8. The amplitude decreases slowly and the small tail like oscillations appear by the time. As in the previous experiment, the numerical result does not imply a nonlinear instability.
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