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ABSTRACT In this paper, we introduce STAMP — a real-time and low-power sampling error based stochastic number generator — for stochastic computing circuits. STAMP exploits the stochastic nature of sampling error; its name is derived from ‘stochastic’ and ‘sampling’. A unique feature of STAMP which distinguishes it from other random generators is the ability to control the output probability of the generated stochastic bit stream in real-time with no area overhead. STAMP is implemented in 180 nm CMOS. Measurements have shown that STAMP passes all tests in the suit of the National Institute of Standards and Technology (NIST) and outperforms the benchmark random number generators in terms of randomness quality. STAMP performs 140 Mb/s throughput with energy consumption of 77 pJ/bit.

INDEX TERMS CMOS, LFSR, random number generator, TRNG.

I. INTRODUCTION

Stochastic Computing (SC) has been emerging as a promising alternative for power-hungry applications in recent years. As CMOS technology approaches scaling limits, hardware usage can be minimized with SC to save area and power further for electronic devices. However, finding random sources and controlling them is a big challenge for utilizing SC. Uncorrelated stochastic numbers must be readily generated with little effort in order to maximize the advantages of SC.

There are two main classes of random number generators (RNGs) in the literature: 1) Linear Feedback Shift Register (LFSR) based RNGs, and 2) True Random Number Generators (TRNGs). LFSR-based RNGs are widely used in SC due to their area efficient simple circuitry. They can operate on high speeds, e.g., up to 15 Gb/s [1]. However, their output bits are heavily correlated; having poor randomness makes them vulnerable to failure in SC applications such as deep neural networks which have stringent accuracy specifications. Therefore, designers aim to decrease the correlation of outputs with uniquely configured LFSRs at the cost of hardware and design complexity [2]. On the other hand, the number of LFSRs needed in SC applications can go beyond practical limits which necessitates LFSR-sharing at the cost of randomness [3].

Consider a regular SC circuit implementing a multiplication with a single AND gate as shown in Fig. 1. 4-bit LFSR (LFSR-4) of Fig. 1(a) is used and shared between 2 RNGs. In RNGs, decimal 4 and 8 are used as references for the comparators to produce numbers having probabilities (p) of 1/2 and 1/4, respectively (Fig. 1(b)). The truth table of the circuit highlights that the circuit produces output with 100% relative error after full of 16 output cycles (Fig. 1(c)). There are 3 major drawbacks in this type of SC circuits. The first one is that the outputs of RNGs are not produced in real-time meaning that the each n-bit LFSR based RNG needs to wait 2^n cycles to produce the correct output with expected probability. Although the first RNG produces the correct output as early as in 6th output cycle as highlighted in green in Fig. 1(c), the second RNG needs to wait 16 cycles in order to produce the output with expected probability. Difference waiting times between RNGs make the complexity of SCs worsen. The second flaw is that the output precision is \( \frac{1}{2^n} \) and untouchable. In order to increase the precision, it is needed to increase the size of LFSRs and comparators. The third disadvantage of the LFSR-based SC is that the output can be very erroneous because of strong correlation between shared RNGs. For instance, the output can never be correct in this
specific example. Increasing the size of LFSRs can mitigate the randomness problem as well as the precision problem but the latency problem becomes even worse with increased delay. Also, the increased hardware cost can easily spoil the advantages of using SC.

TRNGs [4]–[6], on the other hand, are known as high quality RNGs which are preferred to be used in cryptography applications. However, harvesting true random entropy sources such as jitter in the ring oscillator (RO) and chaotic behavior of memory elements is a challenging task. The main reason is that jitter-based TRNGs suffer from weak noise which needs to be enhanced. Thus, the large number of ROs are needed [7], [8]. On the other hand, chaos-based TRNGs operate at low-speed, e.g., 10 Khz - 3 Mhz [9]–[11] because they rely on interfering conditions on bulky memory elements which carry out complex math functions. Thus, they are not suitable to be used as random sources for SC applications.

In order to address the above-mentioned issues, we propose STAMP as a real-time stochastic signal generator which combines features such as low hardware cost, high quality of randomness and operating at high speeds. We utilize the stochastic behavior of sampling error which is generated by subtraction of the sampled signal from the analog signal. A similar approach uses the noise of analog-to-digital converters (ADCs) [12], [13]. These RNGs use ADCs and digital-to-analog converters (DACs) and outputs are subtracted from each other to generate the random source (entropy source). Then, the difference is converted into digital stochastic bits. However, unlike our approach these approaches limit the throughput since the delay increases proportional to the hardware complexity. Therefore, we come up with the idea of harnessing sampling error solely as entropy source. By doing that, we aim to minimize the hardware complexity until we derive the stochastic signal and we achieve higher throughput while keeping the quality of randomness.

ASIC and FPGAs are two of the most common platforms for deploying RNGs. FPGA-based RNGs are preferred in the literature because FPGA platforms provide rapid prototyping and user-friendly hardware language interface to be able to implement numerical methods [14]–[16]. Rapid prototyping of RNGs with FPGAs comes at a price at the cost of flexibility since the RNGs are in this way restricted to operate in the limited clock frequency. FPGA-based LFSRs are the ones that suffer most since the high throughput advantage of LFSR-based RNGs is trimmed as seen in [17], [18]. Apart from this, lengthy LFSRs are needed to be used for RNGs to be in safe place of unpredictability as discussed above, but then, the synthesis tool can easily be choked up, ending up with simulation problem by excessive memory usage as seen in [19]. Considering these issues, we prefer to built STAMP in 180 nm ASIC so that we can utilize the hardware efficiently and we can better analyze the practical limits of our proposed method.

This paper is organized as follows. Section II details the motivation behind STAMP. Section III explains the system architecture of STAMP. Section IV presents performance and evaluation of STAMP in comparison with the state-of-the-art RNGs and Section V concludes the paper.

II. MOTIVATION

STAMP has two main functions: 1) it generates the entropy source, and 2) it controls to yield a stochastic bit stream with desired probability.

A. ENTROPY SOURCE GENERATION

STAMP derives sampling error from sampling of analog signal as entropy source. Such entropy source is fed from 3 main factors, i.e., the nonideality of sampling circuit, the jitter of sampling clock and the thermal noise on sampling capacitor. The last one can be neglected in single-pole system where a switch with lower on-resistance and larger sampling capacitor are used. The first factor is relatively user-dependent and can be minimized with using larger design ratio (W/L) for the sampling switches. Thus, STAMP will focus on frequency of sampling clock and inescapable jitter on this clock for generating random signal. In order to elucidate this, we present 3 cases for the sampling clock and analog signal in Fig. 2. In the first case, Fig. 2(a) depicts that the input signal, V(in), is sampled by a sampling clock, φ(clk), whose frequency is multiple of frequency of the input signal. The error voltage, V(sample) - V(in), generated by subtracting sampled signal, V(sample), from V(in) is compared to a reference voltage and digitized. The generated pseudo-random cycle continues on a cycle of the V(in). On the other hand, Fig. 2(b) depicts a case where frequencies of V(in) and φ(clk) are co-prime. The pseudo-random cycle is
STAMP's entropy source generation: a) case (a), frequency of $V_{\text{in}}$ is multiple of $\phi(\text{clk})$, b) case (b), frequency of $V_{\text{in}}$ is co-prime with $\phi(\text{clk})$, c) case (c), frequency of $V_{\text{in}}$ is co-prime with $\phi(\text{clk})$ where a low-jitter occurs.

Extended throughout the cycles of $V_{\text{in}}$ until the original of these two signals intercept each other again. This is because in each cycle of $\phi(\text{clk})$ different portion of $V_{\text{in}}$ is sampled and copied to error signal. This suggests that a jitter in $\phi(\text{clk})$ provides non-overlapping random bit streams which constructs the entropy source of STAMP. This is illustrated in Fig. 2(c) where a low-jitter on $\phi(\text{clk})$ is present over case (b).

STAMP uses sampling signal and analog signal whose frequencies are co-prime in order to enrich the randomness. This preference is to prevent pattern loss in some cases where a low-magnitude jitter shows up which is also a severe problem for some true random number generators harnessing jitter in oscillator.

STAMP uses sine-waves as analog signals. Sampling a nonlinear signal introduces irregular sampling errors which contributes the randomness. In addition to that, any signal model can be formed by using sine-waves. This allows us to control probability density function (PDF) of the sampling errors for probability conversion which is detailed in the following section.

### B. PROBABILITY CONVERSION

If an analog signal is sampled by a periodic signal, the maximum and the minimum sampling error, denoted by $e_{\text{max}}$ and $e_{\text{min}}$ in Fig. 3(a), respectively, can be approximated as

$$\frac{dv}{dt} = 2\pi f_s \cos(2\pi f_s t)$$  \hspace{1cm} (1)

where $v$ and $f_s$ are the magnitude and the frequency of the analog signal, respectively. Considering the maximum term, the absolute magnitude of the maximum or the minimum sampling error is defined as

$$|e_{\text{max}}, e_{\text{min}}| = \frac{\pi f_s}{f_c},$$  \hspace{1cm} (2)

where $f_c$ is the sampling frequency. The PDF of the sampling errors inherits the nonuniform structure of the analog signal as seen in Fig. 3(b). This suggests that if a uniform signal is used as signal source, the sampling error distribution would...
samples each harmonic with a frequency, \( f \) over its max and min values as error has PDF of Fig. 3(b), but the PDF of error mix is they are mixed together, i.e., \( e \). Fig. 4(a) displays sorting of these signals and also sorting if gets mix of three sampling errors each of which is distributed subtracting each sampled harmonics from the input signal. where \( e \) the first harmonic (\( f \) = Nyquist rate for the third harmonic and over-sampling rate for sine wave as \( v \to \) uniform. it is implied that if odd harmonics of the sine-wave are sampled, PDF of the mixed sampling errors can approximate to uniform.

Therefore, STAMP generates the first three odd harmonics of sine wave as \( v_{1,2,3}(t) \to sin(f_1)t, sin(3f_1)t, sin(5f_1)t \) and samples each harmonic with a frequency, \( f_c \), with at most Nyquist rate for the third harmonic and over-sampling rate for the first harmonic (\( f_c \leq 10f_3 \)). After subtracting each sampled wave from the analog signal and combining them, STAMP gets mix of three sampling errors each of which is distributed over its max and min values as

\[
PDF(e_{\text{max}}, e_{\text{min}}) = \pm \frac{1}{10} e_1 \lor \pm \frac{3}{10} e_2 \lor \pm \frac{5}{10} e_3
\]

where \( e_1, e_2 \) and \( e_3 \) are error signals acquired from subtracting each sampled harmonics from the input signal. Fig. 4(a) displays sorting of these signals and also sorting if they are mixed together, i.e., \( e_1, e_2 \) and \( e_3 \). Each sampling error has PDF of Fig. 3(b), but the PDF of error mix is rectified as seen in Fig. 4(b). In other words, the sparse distribution of mean-magnitude sampling errors from a odd harmonic is strengthened by the dense distribution of max or min-magnitude sampling errors from the next odd harmonic. After that, probability conversion is done by adjusting the reference points (\( \text{ref1}, \text{ref2} \)) as

\[
P_{\text{out}} = |(\text{ref2} - \text{ref1})/2e_{\text{max}}|.
\]

Based on the above-mentioned considerations, STAMP utilizes sampling error as entropy source. In order to enrich the randomness, it uses input and clock signals whose frequencies are co-prime. In order to scale the input reference voltage to the probability of the random bit stream in real-time, it needs to obtain sampling errors from 3 odd harmonics of input sine-wave and mix them together.

### III. SYSTEM ARCHITECTURE

STAMP has the hierarchy depicted in Fig. 5. It consists of 6 main blocks. These are system clock generator, signal generator, sampler, subtractor, comparator and counter blocks. The arrows between blocks represent the relationship between blocks in the direction of arrow. For instance, sampler block gets inputs from system clock generator and signal generator blocks and generates output for the subtractor block. These inputs and outputs signals as well as the internal signals are detailed below block by block in the sub-sections. The deterministic signal is generated by signal generator block and then, processed by the sampler, subtractor and the comparator blocks. The output stochastic data is collected by the counter block. The counter, the comparator and the sampler blocks get their reference signals from system clock generator block which generates a general system clock and divides it to be distributed to these sub-blocks. System clock generator block has a feedback from the counter block to generate a variable system clock as an alternative to the constant system clock. The details are as follows:

#### A. SIGNAL GENERATOR BLOCK

STAMP’s architecture is given in Fig. 6. The highlighted areas refer to blocks depicted in hierarchy diagram of Fig. 5. STAMP can either use off-chip signals (\( \text{Sin1, Sin2 and Sin3} \)) as inputs or it can generate signals on-chip (\( \text{Sin1’, Sin2’, Sin3’} \)). On-chip signals are generated by a combination of ring oscillators (ROs) and RC low pass filters (RC-LPFs). Frequency of a RO is \( f_{RO} = 1/(2 \times N \times t_d) \) where \( N \) is the number of inverters and \( t_d \) is the average delay of the inverters. One of the inverters in the RO is voltage-controlled for compensating the effects of the parasitics in the feed-back loop and for controlling the total delay in the loop. Cut-off frequency of each RC-LPF (\( f_{\text{LP}} \)) is set equal to \( f_{RO} \) to obtain the first 3 odd harmonics of the sine-wave, and \( f_{\text{LP}} = 1/(2\pi \times R \times C) \). Their frequencies are neatly coupled through RC product to acquire \( f_{\text{LP}}, 3f_{\text{LP}}, 5f_{\text{LP}} \).

#### B. SAMPLER BLOCK

In the next step, each signal is directly stored on a capacitor and sampled on a second capacitor. Resistance of the transmission gate in the Sample and Hold (S/H) block is determined as \( R_{in} = 1/(2\pi \times f_{\text{Sampling}} \times C_{total}) \). Sampling capacitor is set to relatively large value of 1 pF to cancel out the parasitic capacitance of the adjacent blocks thus stabilizing the sample and hold time. Since STAMP samples under Nyquist rate for the third harmonic, nominal
resistance of sampling circuit should be below 16 kΩ within the required minimum bandwidth of 10 MHz. Considering 10× design margin, W/L of 20 is used for both PMOS and NMOS transistors in the switch to cancel out clock feedthrough.

**C. SUBTRACTOR BLOCK**

The sampling circuit is followed by the voltage subtractor (SUB block) which is a single stage differential amplifier. Amplifier subtracts the analog and sampled signals to obtain sampling error. The gain \( A_V \) is simplified as \( \Delta V_{OUT}/\Delta(V_{IN1} - V_{IN2}) \) where \( V_{IN1} \) and \( V_{IN2} \) are the analog signal and sampled signal, respectively. \( A_V \) is set to 1. Transconductance is defined as \( g_M = I_d/V_{GS} - V_T \). Therefore, \( R_{Ld} \) should be equal to \( V_{GS} - V_T \). Sampling error swing of 0.5 V around 0.5 V is targeted. Considering the threshold voltage of 0.7 V, subtract block uses a higher \( V_{DD} \) given by \( V_{DDH} = V_{IN2} + V_{GS} + V_{DS} \). \( V_{DDH} \) should be \( \geq 3.2 \) V if saturation drain-source voltage of the current mirror transistor is set as 1 V. Further analysis is done for calculating the aspect ratio (W/L) of each transistor such that drain current \( I_d = 500 \, mV/5 \, kΩ = 100 \, µA \). It is defined in the saturation region as \( I_{d_{sat}} = k_p W (V_{GS} - V_T)^2 \) where the process transconductance \( k_p \) is 85 \( uA/V^2 \). The aspect ratios of the amplifier and the current mirror transistors are set to 20 and 40, respectively. Subtraction block has 31 mV

**FIGURE 6. Architecture of STAMP.**
subtraction offset and 150 MHz $f_{3dB}$ for 1 V reference voltage in post-layout simulations. Thus, the reference voltage should be offset by 31 mV to get desired probability.

### TABLE 1. STAMP system clock partition.

| Frequency Division Factor | Signal          |
|--------------------------|-----------------|
| 1:1                      | Data_Clk, Mod3_Clk |
| 1:2                      | Comp_Clk        |
| 1:40                     | SH_Clk          |
| 1:2000                   | READ            |

### D. COMPARATOR BLOCK

Probability conversion is done by window detectors each of which consists of double dynamic latch comparators followed by SR Latches. The minimum bandwidth of the detectors is set to 200 MHz in order to generate up to 20 bits in each cycle of sampling clock. Thus, the switch-on resistor of the inverter where the clock is fed should be less than 795 $\Omega$. The aspect ratio of p-transistor is determined as $W/L = 1/k_pR_{on}(V_{GS} - V_T)$. Considering the design margin of $2\times$, (W/L) of 60 is used for all transistors which yields 1 mV selectivity for 0.5 V inputs (Ref1 and Ref2) at operating frequency of 200 Mhz.

Digital stochastic signals obtained by detectors are then combined in MUX, controlled by Mod3 counter which counts from (00) to (10) on binary form to mix the signals. In order to mix them properly, Mod3 counter clock (Mod3_Clk) needs to be at least $2\times$ faster than the comparator clock (Comp_Clk).

### E. COUNTER BLOCK

The output stochastic data is then counted by 10-bit synchronous counter and serialized by 10-bit parallel input - serial output (PISO) block to observe the probability of the stochastic bit stream which is controlled by the reference voltages of the detectors. The stochastic value of the bit stream is read by active high ‘READ’ signal. When READ is ‘1’, 10 bits (A9...A0) from counters are loaded to PISO and after 1 clock cycle, the count is set to reset. Until the next high, the parallel bits are shifted to the output of PISO. To calculate the probability ($P_{out}$), frequency of READ signal can be set to thousandth of $f_{Comp_Clk}$ and $P_{out} = \frac{\text{dec}(STOC)}{1000}$ where $\text{dec}(STOC)$ is the decimal value of 10 bit serial data read after the READ pulse. Further description of clock partition is given in Table 1.

### F. SYSTEM CLOCK GENERATOR BLOCK

System clock generator block produces the needed clocks for sub-blocks of STAMP, such as sampling and hold clock (SH_Clk), comparator clock (Comp_Clk), Mod3 counter clock (Mod3_Clk) and stochastic data counter clock (Data_Clk) as shown in Fig. 6 (below-left). Block details are displayed in Fig. 7. 3 options are available for STAMP to get system clock: 1) it can get it from external source (Ext_Clk), 2) it can generate it internally (Int_Clk) by means of buffered ring oscillator, and 3) it can generate variable system clock (Var_Clk). Fig. 7(a) shows the system clock configuration. For example, if Int_Clk_En is high and Var_Clk_En is low, internal constant clock is fed to network. The frequency divider is depicted in Fig. 7(b). Simply half and fortieth of the system clock are reserved for comparator clock (Comp_Clk) and sampling clock (SH_Clk), respectively. Fig. 7(c) depicts the variable system clock generation. We set

---

**FIGURE 7.** System clock generator: a) clock configuration, b) frequency division for comparator and sampling clocks, c) variable system clock generation.

**FIGURE 8.** STAMP chip: a) STAMP wire bonding in CLCC 68-pin package, b) STAMP’s routing, c) STAMP’s block diagram and layout.
off from the idea of using stochastic sampling clock to enrich the randomness. To do so, we use capacitor bank which is scattered around 20% of the mean capacitor. In order to swing the frequency of system clock, one of 8 capacitors is selected by 3-8 decoder which decodes 3-bit counter. The counter is clocked by the third LSB (A2) of 10-bit synchronous counter of the stochastic data. In order to adjust the mean sampling frequency, delay is controlled by Vcontn signal of the third inverter. Once the Vcontn is fixed, sampling signal is swinging randomly around 20% of the mean sampling frequency.

IV. CHIP MEASUREMENTS AND RESULTS

STAMP is displayed in Fig. 8. It is fabricated in die area of 1.5 mm² with 180 nm CMOS process. Wire bonding of STAMP in 68-pin ceramic leaded chip carrier (68-CLCC) is shown in Fig. 8(a). Chip placement and layout are shown in Fig. 8(b) and Fig. 8(c), respectively. STAMP consumes core area of 0.11 mm². VLSI Lab test setup and its block diagram are shown in Fig. 9(a) and Fig. 9(b), respectively.

Two function generators supply 3 sine-waves (Sin1, Sin2 and Sin3) and system clock (Ext_Clk) if STAMP uses sources externally. Two power supplies (5 terminals) feed STAMP chip as Vdd (1.8 V) for core, VddH-VddR-VddO (3.3 V) for subtractor, chip input-output pads, respectively, and Vcontp-Vcontn (Vdd-0) for controlling built-in oscillators. The raw output stochastic data (STOC. DATA) and sample and hold clock are observed by the oscilloscope which is connected to the local computer for capturing figures and registering the output waveforms in volts. System clock (Sys_Clk) and counted output (COUNT) can also be observed to ensure that STAMP is using internal or external sources and to be able to calculate output probability stand-alone. A capture of oscilloscope is displayed in Fig. 9(c). Since the chip is a prototype, many parameters are configurable. The built-in network is dedicated to generate sine-waves with frequencies of 1 Mhz, 3 Mhz and 5 Mhz. Internal system clock is measured as 281.7 Mhz which produces sampling clock of 7.042 Mhz. Given that the minimum pulse width of the stochastic bit stream is determined by comparator clock
(Comp_Clk), the output data is analyzed on UltraScope considering the stochastic bit rate to be about 140 Mhz (Fig. 9(d)). We register the signals of sampling clock and stochastic data and we capture 7M bits per frame. We control the probability (number of binary 1’s in bit stream over length of the bit stream) with one reference voltage (the other reference is set to ground for simplicity). We scale ‘Vref’ from 0 to 1V to adjust the probability from 0 to 1 (100%) as shown in Fig. 9(e - h). Since we use sample and hold circuitry, we eliminate half of the bit stream keeping in mind that there is no data when sampling clock is set to high (sampling error is zero). In order to activate the other half, double sampling can be done by another sampler with an inversely connected clock. STAMP controls the probability of stochastic output in real-time with no area overhead. For example, when Vref is set to 0.9 V as shown in Fig. 9(e), the measured probability of the output stochastic signal is approximated to 90% or when it is set to 0.55 V, the measured probability is 50% (Fig. 9(g)). The output signal takes the form of sampling clock when Vref is set to 1 V. So, the stochastic bit stream has probability of 100% in this case.

Configurations used for testing include internal signal sources sampled with internal constant/variable system clock, external signal sources (Sin1, Sin2 and Sin3) in different frequencies sampled with internal/external constant/variable system clocks, etc. In every configuration, 3.5M bits having probability of 50% are analyzed and tested with NIST SP 800-22. We experience that STAMP passes most of NIST tests but can fail in some tests such as Runs and Longest Run. We figured out that the system clock partition is the reason. Recall from Table 1 that we record 20 bits in each cycle of sampling clock. This implies that STAMP may generate successive bits of binary 0 in some cases such as Vref being lower than the sampling error of the 3rd harmonic. To overcome this issue, we need to de-correlate bits from one sample with bits from another sample. For example, if we capture 10 groups of 1M output bits and do bit-wise XOR operation group by group, STAMP passes all NIST tests. From this we deduce that we need to de-correlate at least 10 samples each of which has 20 bits which makes total of 200 bits. In order to de-correlate 200 bits, we do bit-wise XOR operation for the output of STAMP with regular 8-bit LFSR which is dedicated to yield throughput of 256 pseudo-random bits as depicted in Fig. 10.

We compare STAMP with benchmark RNGs (Blum Blum Shub (BBS), Micali Schnorr (MS), etc.) and random data (e, pi, etc.) which are available in test suit. We also compare the output of MATLAB (’randi’ function) and conventional 20-bit LFSR with ours. As proposed in the user manual, we generate 1M bits, 10 groups of 100K. Table 2 shows that STAMP passes all NIST tests (15/15) after post-processing. We follow a simple method for comparison. Since none of the benchmarks generate P-value for 10th test because of insufficient data, we average the P-value of 12 tests (10,12,13th tests are excluded) and we sum all of the tests which are passed out of the total tests (total proportion of 15 tests). Table 2 shows that STAMP generates the highest quality of stochastic bit sequence. We also recorded 30M bits and run 1000 sequence of 30K bits. STAMP passes all NIST tests. Fig. 11 shows entropy of the output. It corresponds Shannon entropy at nominal conditions. Mean entropy is measured > 0.999924 in 3000 trials. The minimum entropy is measured as > 0.9987. This shows that the randomness of the output is in acceptable level (∼ 0.999) even if in some cases where a low jitter in the sampling clock occurs.

Table 3 compares randomness quality of STAMP with the-state-of-the-art FPGA-based TRNGs. FPGA-based LFSRs aren’t considered for comparison because of their low NIST results as seen in [17]. This conforms with the 20-bit LFSR of 15 tests). Table 2 shows that STAMP generates the highest quality of stochastic bit sequence. We also recorded 30M bits and run 1000 sequence of 30K bits. STAMP passes all NIST tests. Fig. 11 shows entropy of the output. It corresponds Shannon entropy at nominal conditions. Mean entropy is measured > 0.999924 in 3000 trials. The minimum entropy is measured as > 0.9987. This shows that the randomness of the output is in acceptable level (∼ 0.999) even if in some cases where a low jitter in the sampling clock occurs.

Table 3 compares randomness quality of STAMP with the-state-of-the-art FPGA-based TRNGs. FPGA-based LFSRs aren’t considered for comparison because of their low NIST results as seen in [17]. This conforms with the 20-bit LFSR of 15 tests). Table 2 shows that STAMP generates the highest quality of stochastic bit sequence. We also recorded 30M bits and run 1000 sequence of 30K bits. STAMP passes all NIST tests. Fig. 11 shows entropy of the output. It corresponds Shannon entropy at nominal conditions. Mean entropy is measured > 0.999924 in 3000 trials. The minimum entropy is measured as > 0.9987. This shows that the randomness of the output is in acceptable level (∼ 0.999) even if in some cases where a low jitter in the sampling clock occurs.

Table 3 compares randomness quality of STAMP with the-state-of-the-art FPGA-based TRNGs. FPGA-based LFSRs aren’t considered for comparison because of their low NIST results as seen in [17].
TABLE 3. NIST comparison of STAMP with the state-of-the-art FPGA-based TRNGs.

| RNGs     | PRNG1 (China) | PRNG2 (Renacer) | PRNG3 (Lorenz) | PRNG4 (FRPN) | PRNG5 | PRNG6 | STAMP (this work) |
|----------|---------------|-----------------|----------------|--------------|-------|-------|------------------|
| NIST Pass | 14/15         | 5/15            | 15/15          | 10/15        | 14/15 | 14/15 | 15/15            |
| Test Score | 0.9949        | 0.5126          | 0.9936         | 0.9667       | 0.9848 | 0.9746 | **0.9580**       |
| PRNG: PRNG [15] |              |                 |                |              |       |       |                  |

TABLE 4. STAMP performance comparison with state-of-the-arts.

| Design | STAMP | RFP [20] | RFP [8] | RFP [7] | RFP [12] | RFP [4] |
|--------|-------|----------|---------|---------|-----------|---------|
| Technology (nm) | 180   | 180      | 180     | 130     | 65        | 40      |
| Supply Voltage (V) | 1.8   | 1.8      | 1.8     | 1.2     | 0.9       | VDD***  |
| Retention Time | Digital filter and Noise | Digital filter | RRAM filter | RRAM Buffer | RRAM Mismatch | Digital filter and Noise |
| RTT Rate (ns) | 180   | 1.08     | 8       | N.A     | 52        | 32      |
| NIST Pass | 15    | 15       | 15      | 15      | 15        | 15      |
| Area (μm²) | 0.11  | 0.007    | 0.0045  | 0.25    | 0.06      | N.A     |
| Normalized Area | 24    | 1.9      | 1       | 10.9    | 100       | N.A     |
| Power Efficiency (μW/MHz) | 77    | 101      | 120     | 138     | 6.9       | 40      |
| Normalized Power Efficiency | 1.4   | 1.8      | 2.2     | 8.5     | 1         | 4.2     |
| Probability Control | YES   | NO       | NO      | NO      | NO        | NO      |
| Feed Forward | YES   | NO       | YES     | NO      | NO        | YES     |
| **Technology Scaling** is considered |
| **Voltage Scaling** is considered |
| ***Tech. process voltage of 1 V is referred |

(LFSR-20) randomness test result shown in Table 2. The reason is that the random bits are strongly correlated in the shifting process of LFSR. On the other hand, STAMP outdoes the FPGA-based chaotic TRNGs (PRNG1-PRNG6) [15] in terms of NIST test pass and score in which the STAMP’s rates are imported from Table 2.

Table 4 compares STAMP’s overall performance with the-state-of-the-arts. For comparison, we consider CMOS-compatible ReRAM and jitter-based TRNGs. We have compared RNGs in terms of area, speed and power consumption. Normalized area and power are added into the figure of merits for offsetting the technology used in the design. Furthermore, we have analyzed if referenced RNGs need post-processing and if output probability is controlled.

For fair comparison we have considered only ASIC-based RNGs in Table 4 since FPGA-based RNGs cannot readily embedded into stand-alone system, thus the power or the area consumption comparison is not applicable between FPGA and ASIC-based RNGs.

STAMP produces stochastic number 130× faster and 1.3× more efficient than [20], 18× faster and 1.6× more efficient than [4]. STAMP is 6× and 3× more efficient than [5] and [6], respectively. In comparison with [12], STAMP is 2.7× faster and consumes 4× less area with energy overhead of 1.4× in the worst case scenario.

For cryptography applications, STAMP is superior to referenced TRNGs since it is more efficient than the most of the RNGs and the fastest (∼3× the closest [12]) while bearing the same test result of NIST. It means that it is harder for the attackers to sync in with the code that STAMP produces. Furthermore, STAMP has unique feature of ability to control output probability in real-time. To keep up with this STAMP feature, the referenced TRNGs need to add additional hardware which may even decrease the efficiency. Also, controlling true random source is a challenging task because of unbounded nature of noise source. So, apart from the referenced RNGs, STAMP is a compact RNG which can be used for both the stochastic circuits and the cryptography applications.

V. CONCLUSION

Random number generators are crucial part of the stochastic computing systems and cryptography applications. RNG should efficiently produce rich-in random numbers to not to reverse the early benefits such as low-power and simplicity of stochastic circuits. In this paper we proposed STAMP as a low-power and high quality RNG for stochastic circuits.

STAMP is a compact RNG, having ability to control output probability in real-time, which can replace the LFSRs that have common problem of poor randomness and latency in stochastic circuits. STAMP generates random numbers at the rate of multiple times of sampling frequency which unleashes the throughput problem of TRNGs such as ADC-DAC based TRNG.

As a future work, we will continue to adapt the proposed work into recent technologies and applications in searching for utmost limits of stochastic circuits.
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