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Abstract

Living cells constantly process information from their living environment. It has recently been shown that a number of cell signaling mechanisms (e.g. G protein-coupled receptor and epidermal growth factor) can be interpreted as computing the logarithm of the ligand concentration. This suggests that logarithm is a fundamental computation primitive in cells. There is also an increasing interest in the synthetic biology community to implement analog computation and computing the logarithm is one such example. The aim of this article is to study how the computation of logarithm can be realized using chemical reaction networks (CRNs). CRNs cannot compute logarithm exactly. A standard method is to use power series or rational function approximation to compute logarithm approximately. Although CRNs can realize these polynomial or rational function computations in a straightforward manner, the issue is that in order to be able to compute logarithm accurately over a large input range, it is necessary to use high-order approximation that results in CRNs with a large number of reactions. This article proposes a novel method to compute logarithm accurately in CRNs while keeping the number of reactions in CRNs low. The proposed method can create CRNs that can compute logarithm to different levels of accuracy by adjusting two design parameters. In this article, we present the chemical reactions required to realize the CRNs for computing logarithm. The key contribution of this article is a novel method to create CRNs that can compute logarithm accurately over a wide input range using only a small number of chemical reactions.

1. Introduction

Cells constantly process information from their living environment in order to adjust their behavior accordingly (1,2). From a computational point of view, cells use molecules and chemical reactions to realize communication, information processing and decision making. Inspired by this viewpoint, a research problem in synthetic biology is to design molecular circuits that can carry out different types of computation (3). Potential applications of these circuits include metabolic engineering, therapeutics and diagnosis (4,5). One method of realizing these novel circuits is chemical reaction networks (CRNs) (6–8). Theoretically, CRNs have been proven to be Turing universal, which intuitively means that they are powerful computational engines (9). CRNs have been used to realize a few different classes of computation. Salehi et al. show how CRNs can be used to realize polynomial computation using a new type of representation of the polynomial variable (10). Oishi and Klavins show that linear dynamical systems that are specified by linear ordinary differential equations can be realized using CRNs that are based on three classes of chemical reactions, namely catalysis, degradation and annihilation (11). This work is further extended by Foo et al. to non-linear operators (12). More recently, Zechner et al. show how de novo molecular circuits can be used to implement optimal filters approximately (13).

There is a growing interest in the synthetic biology community to use chemical reactions to realize analog computation due to the energy efficiency of analog computation (14–17). A pioneering work in analog biochemical computation is by Daniel et al. (18), where the authors present a number of synthetic gene circuits to compute the natural logarithm function \( \log(1 + x) \) for non-negative \( x \). Furthermore, they show that the natural logarithm function can be used as a primitive to realize other computation, e.g. computing the ratio of two numbers. A reason why computing logarithm is important is because it is related to the concept of fold-change detection (19,20). Recently, Olsman and Goentoro show that logarithmic sensing can be found in many cellular signal transduction mechanisms (21). Moreover, theoretical analyses...
of cell signaling show that optimal decoding of cellular signals require the computation of logarithm (22–25).

The aim of this article is to address the computation of logarithm using CRNs. Although the article (18) presents three gene circuits to compute logarithm, the problem of how chemical reactions can be systematically designed to compute logarithm has not been addressed. In this article, we present a novel method to derive CRNs for computing the logarithm function. The method has two tuning parameters that can be used to derive CRNs which compute the logarithm to different levels of accuracy. The advantage of the proposed method is that it can accurately compute \( \log (1+x) \) without significantly increasing the number of chemical reactions in the CRNs.

2. Materials and methods

Our proposed method of deriving CRNs consists of a number of steps. In one of the steps, we make use of Pade approximation to compute logarithm. We will first describe Pade approximation. We will then describe our proposed method. After that, we will present how the proposed computation method can be realized by CRNs. Finally, we discuss our proposed method.

2.1 Pade approximation

Pade approximation is a well-known technique to derive rational function approximation of the logarithm function. The key idea is to approximate the logarithm function \( \log (1+x) \) by a rational function \( Q_{M,N}(x) \) which is the ratio of two polynomials \( p_M(x) \) and \( p_N(x) \):

\[
\log (1+x) \approx Q_{M,N}(x) = \frac{p_M(x)}{p_N(x)}
\]

where \( p_M(x) \) and \( p_N(x) \) are polynomials of degrees \( M \) and \( N \), respectively, in the variable \( x \). The coefficients of the polynomials \( p_M(x) \) and \( p_N(x) \) are chosen such that the first \( (M+N) \) terms in the Taylor series expansion of \( \log (1+x) \) are identical to the first \( (M+N) \) terms in the polynomial expansion of \( Q_{M,N}(x) \). This implies that, the difference \( \log(1+x) - Q_{M,N}(x) \) is of the order \( Q(x^{M+N+1}) \). Therefore, the level of approximation can be tuned by adjusting the degrees \( M \) and \( N \). We will refer to \( Q_{M,N}(x) \) as the Pade \((M,N)\) approximation.

There are standard algorithms to derive the coefficients of the polynomials \( p_M(x) \) and \( p_N(x) \) (26). It can be shown that the Pade \((1,1)\) and \((2,2)\) approximations of \( \log (1+x) \) are:

\[
Q_{1,1}(x) = \frac{x}{1 + 0.5x} \quad (1)
\]
\[
Q_{2,2}(x) = \frac{x + \frac{1}{3}x^2}{1 + x + \frac{1}{2}x^2} \quad (2)
\]

Since rational functions can be implemented by CRNs (11), this leads to a way to systematically approximate the logarithm function using CRNs. Figure 1 plots \( \log (1+x) \), \( Q_{1,1}(x) \) and \( Q_{2,2}(x) \) for a range of \( x \). It shows that Pade approximation gives good approximation for small values of \( x \), but the approximation error increases with \( x \). For example, for the Pade \((1,1)\) approximation, the approximation error is 1.5% when \( x = 0.5 \), but the error increases to 20% when \( x = 5 \). The figure also shows that \( Q_{2,2}(x) \) gives better approximation for a larger range of \( x \). Although the approximation error can be decreased using a higher order Pade approximation (i.e. larger values of \( M \) and \( N \)), we will show shortly that there are more efficient methods to reduce approximation error than using larger \( M \) and \( N \) values.

2.2 New method to compute \( \log (1+x) \)

In order to reduce the approximation error for computing \( \log (1+x) \) for large \( x \), this article proposes a new method to compute \( \log (1+x) \) approximately. This method requires a technique to approximately compute logarithm as an intermediate step. For illustration, we will use Pade \((1,1)\) approximation,
implemented in CRN as a cascade of two consecutive square roots. Moreover, the computation of the quartic root can be done more efficiently compared with other values of n.

For illustration, we used Pade (1,1) approximation in Step (ii) above. However, we can replace it by other Pade approximations. In order to demonstrate the efficiency of the proposed method, Figure 2 compares the function log(1 + x), Qurt:Pade(2,2):x4 (short for: quartic root—Pade (2,2)—multiplication by 4) and Pade (100,100). It can be seen that Qurt:Pade(2,2):x4 is more accurate than Pade (100,100). Moreover, the implementation complexity of CRNs for Pade (100,100) is far more complicated than that of Qurt:Pade(2,2):x4. A CRN implementing Pade (100,100) will require about 100 reactions, but we will see subsequently that a CRN implementing Qurt:Pade(2,2):x4 requires only 24 reactions. This figure therefore shows that there are more efficient methods to reduce approximation error than simply increasing the order of Pade approximation.

In summary, a key contribution of this article is to propose a modular method to compute the logarithm function log(1 + x) to different levels of accuracy. The proposed method can be tuned by two mechanisms. First, computation of (1 + x)^n at the beginning and multiplication by n at the end, where n is a parameter that can be tuned. Second, the order of approximation in Pade approximation can be chosen to adjust the level of accuracy.

2.3 CRN realization

In this section, we show how the computation modules of our proposed method can be implemented in CRNs. We will present four different modules, for computing square root, Qurt:1(x1 - 1), Qurt:2(x1 - 1) and multiplication by 2.

Figure 2. This figure plots log(1 + x) and two different approximations of this function. The approximations are Qurt:Pade(2,2):x4 and Pade [100,100].
The following notation will be used. We will use uppercase letters, sometimes with a subscript, e.g. $X$ and $Y_i$, to denote chemical species. We will use $\phi$ to denote a species whose concentration we are not keeping track of. The concentrations of the species at time $t$ will be denoted by the notations $[X](t)$ and $[Y_i](t)$ for the concentrations $X$ and $Y_i$ at time $t$, respectively. The letter $k$ is used to denote a base reaction rate constant, and we will express all reaction rates as a multiple of base rate constant $k$.

The proposed algorithm to approximately compute $\log (1 + x)$ takes $x$ as the input and computes $x_1$, $x_2$ and $x_3$ in three steps. Both $x_1$ and $x_2$ are intermediate results and $x_3$ is the approximate value of $\log (1 + x)$ computed by the algorithm. In the CRN description below, the concentrations of the chemicals $X$, $X_1$, $X_2$ and $X_3$ correspond to the numerical values of $x$, $x_1$, $x_2$ and $x_3$, respectively.

We assume that the number of molecules in the CRNs is large, and we can model the behavior of the CRNs using deterministic reaction rate equations.

**Computing $\sqrt{1 + x}$**

For a given $x$, the computation of $\sqrt{1 + x}$ can be realized by the following CRN:

\[
\begin{align*}
C & \xrightarrow{k} C + Y_1 \\
X & \xrightarrow{k} X + Y_1 \\
Y_1 & \xrightarrow{k} \phi \\
Y_1 & \xrightarrow{k} Y_1 + 2X_1 \\
X_1 & \xrightarrow{k} X_1 + \phi
\end{align*}
\]

where $C$, $X$, $Y_1$ and $X_1$ are chemical species. The chemical species $C$ has a constant concentration of 1 unit and the initial concentration of $X$ is $x$. The first three reactions are used to compute $(1 + x)$, which is the steady-state concentration of the species $Y_1$. This is the standard method to implement addition in a CRN. The key idea is to use both chemical species $C$ and $X$ to produce the same chemical species $Y_1$. In order for the concentration of $Y_1$ to reach a steady state, we need to add the degradation of $Y_1$ which is the third reaction above. At steady state, when the rate of production of $Y_1$ balances its rate of degradation, the concentration of $Y_1$ equals to the concentration of $C$ plus the concentration of $X$.

The last two reactions are used to compute $\sqrt{1 + x}$, which is given by the steady-state concentration of $X_1$. This method of computing square root is similar to that found in (27). The chemical $X_1$ is produced at a rate of $2k[Y_1](t)$ (the fourth reaction); note that the multiplication factor 2 comes from the fact a molecule of $Y_1$ produces two molecules of $X_1$ and consumed at a rate of $2k[X_1](t)$ (the fifth reaction); note that two molecules of $X_1$ are consumed per reaction). Thus, at steady state, when the rate of production equals the rate of consumption, we have $[Y_1](\infty) = [X_1](\infty)^2$, i.e. the steady concentration of $X_1$ is the square root of the concentration of $Y_1$.

We can argue that the above reactions provide the correct result by writing down the mass-action kinetics. We have:

\[
\begin{align*}
\frac{d[X](t)}{dt} & = 0 \\
\frac{d[Y_1](t)}{dt} & = k[C] + k[X](t) - k[Y_1](t) \\
\frac{d[X_1](t)}{dt} & = 2k[Y_1](t) - 2k[X_1](t)^2
\end{align*}
\]

Using the fact that $[C] = 1$ and $[X](0) = x$, it can be shown that the steady-state solution is as claimed.

**Computing $Q_{1,1}(x_1 - 1)$**

The aim of this subsection is to show how $Q_{1,1}(x_1 - 1)$ can be computed. From Equation (1), we have

\[
Q_{1,1}(x_1 - 1) = \frac{x_1 - 1}{0.5x_1 + 0.5}
\]

Note that the numerator of $Q_{1,1}(x_1 - 1)$ contains a minus 1 term.

Since the concentration of a chemical species is always positive, the subtraction can in principle be handled using the framework proposed in (11) or (16). In this article, we propose a method to compute $Q_{1,1}(x_1 - 1)$ without using subtraction.

Our proposed method is to compute the numerator $x_1 - 1$ making use of the fact that $x_1 = \sqrt{1 + x}$ or $x_1 = (1 + x)^{\frac{1}{2}}$. If $x_1 = \sqrt{1 + x}$, then it can be shown that

\[
x_1 - 1 = \sqrt{1 + x} - 1 = \frac{x}{\sqrt{1 + x} + 1} = \frac{x}{x_1 + 1}.
\]

This means that we can compute $x_1 - 1$ by computing the ratio of $x$ and $x_1 + 1$, and this calculation does not involve any negative number. If $x_1 = (1 + x)^{\frac{1}{2}}$, then it can be shown that:

\[
x_1 - 1 = \frac{x}{1 + x + x^2 + x^3}.
\]

which again means that we can compute $x_1 - 1$ without using any negative number. This method can be generalized to other integral roots of $(1 + x)$.

We will show how we can use a CRN to compute $x_1 - 1$ using Equation (3). The CRN is:

\[
\begin{align*}
X & \xrightarrow{k} X + Y_2 \\
Y_2 & \xrightarrow{k} \phi \\
X_1 + Y_2 & \xrightarrow{k} X_1
\end{align*}
\]

where $X$ and $X_1$ are the same chemical species that we have used earlier. Note that although $X$ and $X_1$ are involved in some reactions in the above CRN, the chemical species $X$ and $X_1$ appear on both sides of the reaction equations, which means their quantities are not changed by these reactions. We will use this CRN to illustrate how it can compute $y_2 = \frac{x}{x_1 + 1}$, where $y_2$ is the concentration of $Y_2$. In terms of concentration, the calculation that we want to perform is:

\[
[y_2] = \frac{[X]}{[X_1] + 1}
\]

This calculation is not in the form that can be implemented by a CRN directly because it uses division. We know from mass kinetic that the rate of a chemical reaction is proportional to the product of the concentration of the reactants. Therefore, we need to rewrite this calculation in a form that has only products.

We can rewrite the above calculation as:

\[
0 = k[X] - k[y_2] - k[x_1][y_2].
\]

We can implement each of the terms on the right-hand side (RHS) using a chemical reaction. The first term is positive and corresponds to the production of $Y_2$ from $X$ at a rate of $k[X]$; this is the first chemical reaction shown above. The second term is
negative and corresponds to the degradation of $Y_2$; this is the second chemical reaction. The third term is negative and corresponds to $X_1$ and $Y_2$ reacting together to degrade $Y_2$; this is the third chemical reaction. Since the fundamental idea of this article is to use rational function to approximate the computation of logarithm, our proposed CRN will need to perform division. The above strategy for deriving a CRN that carries out division will be used throughout this article.

Formally, from the chemical reactions given above, we can write down the mass-action kinetics of $Y_2$ as follows:

$$ \frac{d(Y_2(t))}{dt} = -k [X_1(t)] + [Y_2](t) + k [X_1(t)] [Y_2](t). $$

At steady state, i.e. when $t = \infty$, it can be shown that:

$$ [Y_2](\infty) = \frac{x_1}{1 + x_1} $$

which means the steady-state concentration of $Y_2$ is $\frac{x_1}{1 + x_1}$. The implementation of Equation (4) by CRN will be similar and will not be presented here.

Let $y_2 = \frac{x_1}{1 + x_1}$, then $Q_{2.1} (x_1 - 1)$ (for the case where $x_1 = \sqrt{1 + x}$) is:

$$ Q_{2.1} (x_1 - 1) = \frac{y_2}{0.5x_1 + 0.5} $$

Since this is the output of Step (ii) of our algorithm, we use $x_0$ to denote $\frac{x_1}{1 + x_1}$. In terms of concentration, the relation that we want to realize is $[X_1] = \frac{y_2}{0.5x_1 + 0.5}$. We then follow our strategy of implementing division and rewrite this as $0 = [Y_2] - 0.5 [X_2] - 0.5 [X_1][X_2]$. We then implement each term by a chemical reaction. The resulting CRN is:

$$ \begin{align*}
    &Y_2 \xrightarrow{k} Y_2 + X_2 \\
    &X_2 \xrightarrow{k} \\
    &X_1 + X_2 \xrightarrow{k} X_1 \\
    &Y_2 \xrightarrow{k} Y_2 + X_2 \\
    &X_1 + Y_2 \xrightarrow{k} X_1 + Y_2 + X_2 \\
    &Y_2 + Y_2 \xrightarrow{k} Y_2 + Y_2 + Y_3 \\
    &Y_3 \xrightarrow{k} \phi \\
    &X_1 + X_2 \xrightarrow{k} X_1 \\
    &Y_1 \xrightarrow{k} Y_1 + X_2 \\
    &X_1 + X_2 \xrightarrow{k} X_1 \\
    &Y_3 \xrightarrow{k} Y_3 + X_2 \\
\end{align*} $$

where $Y_2$ and $X_1$ are the same chemical species as before. Note that the concentrations of $Y_2$ and $X_1$ are not changed by these reactions. By writing down the mass-action kinetics of $X_0$, we have:

$$ \frac{d[X_0(t)]}{dt} = -k [Y_2](t) - k \frac{2}{x_1} [X_1(t)] [Y_2](t). $$

At steady state, we have:

$$ [X_0](\infty) = \frac{[Y_2](\infty)}{0.5 + 0.5 [X_1](\infty)} $$

which means that the steady-state concentration of $[X_0](\infty)$ is $x_0 = Q_{2.1} (x_1 - 1)$, which is the value that we need at Step (ii) of our algorithm.

**Computing $Q_{2.2} (x_1 - 1)$.**

From Equation (2), we have:

$$ Q_{2.2} (x_1 - 1) = \frac{(x_1 - 1)(0.5x_1 + 0.5)}{x_1 + k (x_1 - 1)^2} $$

where we have purposely written $Q_{2.2} (x_1 - 1)$ as a rational function in terms of $x_1$ and $x_1 - 1$. Again, we want to avoid using negative numbers and we can make use of the above method to calculate $x_1 - 1$. Let $y_2 = x_1 - 1$. We can write $Q_{2.2}$ as:

$$ Q_{2.2} = \frac{y_2 (0.5x_1 + 0.5)}{x_1 + \frac{k}{6} (x_1 - 1)^2} $$

Let $Y_2$ be the chemical whose concentration corresponds to the number $y_2 = x_1 - 1$. (Note: this is the same notation as above.) We again use $x_0$ to denote the calculation in Equation (7), because this is the output of Step (iii) of our algorithm. In terms of concentration, the relation that we want to realize is:

$$ [X_2] = \frac{[Y_2](0.5 + 0.5 [X_1])}{[X_1] + \frac{k}{6} [Y_2]^2} $$

We then follow our strategy of implementing division and rewrite this as:

$$ 0 = 0.5 k [Y_2] + 0.5 k [X_1][Y_2] - k [X_1][X_2] - \frac{k}{6} [Y_2]^2 [X_2]. $$

Although all the terms are in the form of a product of concentrations, the last term contains the product of three concentrations. Since chemical reactions generally involve only two chemical species at a time, we first compute $[Y_2]^2$ and let this be $[Y_3]$. We can now rewrite Equation (8) as:

$$ 0 = 0.5 k [Y_2] + 0.5 k [X_1][Y_2] - k [X_1][X_2] - \frac{k}{6} [Y_3][X_2]. $$

Each of the terms on the RHS can now be implemented by a chemical reaction, and four chemical reactions are required for these calculations. In addition, we also need to compute $[Y_3] = [Y_2]^2$, and this can be done with two chemical reactions. The CRN for implementing the computation of $Q_{2.2}$ is:

$$ \begin{align*}
    &k \\
    &Y_2 \xrightarrow{k} Y_2 + X_2 \\
    &X_1 + Y_2 \xrightarrow{k} X_1 + Y_2 + X_2 \\
    &Y_2 + Y_2 \xrightarrow{k} Y_2 + Y_2 + Y_3 \\
    &Y_3 \xrightarrow{k} \phi \\
    &X_1 + X_2 \xrightarrow{k} X_1 \\
    &Y_3 \xrightarrow{k} Y_3 + X_2 \\
\end{align*} $$

where $Y_3$ is an intermediate chemical species. By writing down the mass-action kinetics for the species $Y_3$ and $X_2$, we have:

$$ \frac{d[Y_3](t)}{dt} = k [Y_3](t)^2 - k [Y_3](t) $$

$$ \frac{d[X_2](t)}{dt} = k [Y_3](t) + \frac{k}{2} [X_1(t)][Y_3(t)] - k [X_1(t)][X_2(t)] - \frac{k}{6} [Y_3(t)][X_2(t)]. $$

The steady-state concentrations of $Y_3$ and $X_2$ are:

$$ [Y_3](\infty) = \frac{[Y_2](\infty)^2}{[X_1](\infty) + \frac{k}{6}[Y_2](\infty)} $$

$$ [X_2](\infty) = \frac{[Y_2](\infty)(0.5 + 0.5 [X_1](\infty))}{[X_1](\infty) + \frac{1}{6}[Y_3](\infty)} $$
This means that the above CRN implements the calculation in Equation (7).

**Multiplication by two.**

We can implement the multiplication-by-two module using the following CRN:

\[
X_2 \xrightarrow{k} X_2 + 2X_3 \\
X_3 \xrightarrow{\phi} X_1 + Y
\]

By writing down the mass-action kinetics, we can readily show that at steady state, the concentration of \(X_3\) is twice that of \(X_2\). Details are omitted for brevity.

### 3. Results

#### 3.1 Implementation using DNA strand displacement reactions

Using the modules presented earlier, we can realize four different CRNs:

1. \(\text{Sqrt:Pade}(1,1)\)\(\times 2\)
2. \(\text{Sqrt:Pade}(2,2)\)\(\times 2\)
3. \(\text{Qurt:Pade}(1,1)\)\(\times 4\)
4. \(\text{Qurt:Pade}(2,2)\)\(\times 4\)

These CRNs can be implemented using DNA strand displacement reactions (SDRs). SDR is chosen, because it is shown that SDR can be used to emulate both unimolecular and bimolecular reactions (28). For example, the unimolecular reaction \(Z_1 - Z_1 + Z_2 + Z_3\) in a CRN can be implemented using the following two reactions in DNA SDR:

\[
Z_1 + G_1 \rightarrow \text{waste} + O_1 \\
O_1 + T_1 \rightarrow \text{waste} + Z_2 + Z_3
\]

(10)

(11)

where \(G_1, O_1\) and \(T_1\) are auxiliary chemical species. A special case of this unimolecular reaction is \(Z_1 \rightarrow \phi\), which can be implemented by:

\[
Z_1 + G_1 \rightarrow \text{waste} + O_1
\]

(12)

where \(O_1\) is a chemical species for which we will not keep track. Note that both \(Z_1\) and \(O_1\) are single-stranded DNA, while both \(G_1\) and \(T_1\) are double-stranded DNA. In the reaction, a strand in the double-stranded \(G_1\) is replaced by \(Z_1\) to produce the waste and \(O_1\).

DNA SDR can also implement bimolecular chemical reactions in a CRN. In this case, a bimolecular reaction \(Z_1 + Z_2 \rightarrow Z_3\) can be implemented using four DNA SDRs with five auxiliary chemical species, see (28) for implementation details. For our CRNs, we will also need bimolecular reactions of the form \(Z_1 + Z_2 \rightarrow Z_1 + Z_2 + Z_3\), which can also be implemented as DNA SDRs, see (10) for implementation details.

Since both single molecular and bimolecular reactions can be implemented by DNA SDRs, this allows general CRNs to be implemented. We use the methods in (28) to turn the CRNs into their DNA implementation. In our implementation, we impose the limits mentioned in (28), namely the maximum SDR reaction rate is \(10^6 \text{M}^{-1} \text{s}^{-1}\) and the initial concentration of the auxiliary chemical species is set to its maximum value of \(10^{-6} \text{M}\).

We turn the CRNs and their DNA SDR implementations into ordinary differential equations. We solve these ordinary differential equations to steady state using Matlab. (Alternatively, note that public domain tools for performing these calculations can also be found in (29,30).) We will show the results for \(\text{Qurt:Pade}(2,2)\)\(\times 4\). We consider \(x\) in the range of \([0.1, 10]\). As reference, we compute the true log \((1 + x)\) and true \(\text{Qurt:Pade}(2,2)\)\(\times 4\) values, which are given by the solid lines in Figure 3. For the CRN and DNA SDR implementations, we use 12 discrete values of \(x\) and record the steady-state value of the simulation output. The 12 values of \(x\) used are 0.1, 0.5 and 10 values equally spaced in the log scale in \([1, 10]\). The CRN outputs are marked by crosses in Figure 3. It can be seen that the CRN accurately approximates the \(\text{Qurt:Pade}(2,2)\)\(\times 4\) computation scheme. The DNA SDR outputs are marked by circles in Figure 3. It can be seen that the DNA SDR implementation gives accurate approximation for \(\text{Qurt:Pade}(2,2)\)\(\times 4\). The error is due to the fact that the DNA SDR implementation is exact only if the concentration of the auxiliary species is infinity.

#### 3.2 Number of chemical species and number of reactions

The aim of this section is to determine the number of chemical species and chemical reactions needed to realize our proposed CRNs. We consider 9 different CRNs that realize \(\text{Pade}(N,N)\), \(\text{Sqrt:Pade}(N,N)\)\(\times 2\) and \(\text{Qurt:Pade}(N,N)\)\(\times 4\) with \(N = 1, 2, 3\) and 4. For our implementation, the quartic root is realized by concatenating two square root modules and multiplication by four is implemented by two multiplication-by-two modules. In Columns 2 and 3 of Table 1, we summarize the number of chemical species and chemical reactions used by these CRNs. The corresponding results for DNA SDR implementation can be found in Columns 4 and 5 of Table 1. We will focus our discussion on the number of chemical species and chemical reactions required by the CRNs.

From Table 1, we observe linear increase in the number of chemical species for all three approximation schemes. The number of reactions for \(\text{Pade}(N,N)\) increases linearly with \(N\). However, the number of chemical reactions needed for \(\text{Sqrt:Pade}(N,N)\)\(\times 2\) and \(\text{Qurt:Pade}(N,N)\)\(\times 4\) do not appear to increase linearly. We will investigate this further by deriving how the number of chemical species and chemical reactions needed to implement the CRN for \(\text{Pade}(N,N)\), \(\text{Sqrt:Pade}(N,N)\)\(\times 2\) and \(\text{Qurt:Pade}(N,N)\)\(\times 4\) vary with \(N\) in general.

The \(\text{Pade}(N,N)\) approximation is a rational function, where both the numerator and the denominator are polynomials of degree \(N\). For this discussion, we assume \(N \leq 13\). This is because if \(N \leq 13\), all the coefficients of the \(\text{Pade}(N,N)\) approximation for \(\log(1 + x)\) are non-negative. For \(N > 13\), negative coefficients begin to appear in the \(\text{Pade}(N,N)\) approximation for \(\log(1 + x)\). Since CRNs handle negative numbers differently (11,16), the CRN implementation for the \(N > 13\) cases will be slightly different. In addition, the \(N > 13\) cases may not be practical, so we will not consider them.

The \(\text{Pade}(N,N)\) case: For any CRN implementation for \(\text{Pade}(N,N)\) approximation, we need a chemical species to represent the input value \(x\) and another for the output value; in addition, we also need chemical species to represent these powers of \(x\): \(x^2, \ldots, x^{13}\). Therefore, we need \((N + 1)\) chemical species. Note that the coefficients for the constant term in the numerator is always zero for the \(\text{Pade}(N,N)\) approximation for \(\log(1 + x)\), we therefore do not require a chemical species to represent a numerical constant.
The CRN for Pade$(N,N)$ approximation consists of two classes of reactions. The first class of reactions is to compute these powers of $x, x^2, \ldots, x^N$. This requires $2(N-1)$ reactions. The second class of reactions is to calculate the output value. Each non-zero term in the numerator and denominator polynomials requires one chemical reaction. Since there are $2(N-1)$ non-zero terms, we need $2(N-1)$ reactions. The total number of chemical reactions needed is therefore $2(N-1) + (2N+1) = 4N-1$.

The number of chemical species and reactions for general $N$ are summarized in Table 2. Note that these formulas are consistent with the results for $N = 1, 2, 3$ in Table 1.

The Sqrt:Pade$(N,N)$×2 case: We can break down the computations of Sqrt:Pade$(N,N)$×2 into the following steps:

Step 1: Computation of $(1+x)$ from $x$ with three chemical reactions.
Step 2: Computation of $x_1 = \sqrt{1+x}$ from $(1+x)$ with two chemical reactions.

Step 3: Computation of $y_2 = x_1 - 1$ from $x_1$ and $x$ with 3 chemical reactions.
Step 4: Computation of Pade$(N,N)$ with up to $(4N-1)$ chemical reactions.
Step 5: Multiplication by two using two chemical reactions.

The number of reactions required is therefore $3 + 2 + 3 + (4N-1) + 2 = 4N + 9$. The number of chemical species required is $N + 6$. These results are summarized in Table 2. Note that the number of reactions presented here is upper bound rather than the exact number. For $N = 2$, the general expression says that $4N + 9 = 17$ reactions are required, but Table 1 says that Sqrt:Pade$(2,2)$×2 requires 16 reactions. This is because the Pade$(2,2)$ expression in Sqrt:Pade$(2,2)$×2 can be written in a way with one fewer non-zero term than the standard expression; therefore, our implementation of Sqrt:Pade$(2,2)$×2 requires one chemical reaction fewer than the upper bound.

The Qurt:Pade$(N,N)$×4 case: The computation steps in Qurt:Pade$(N,N)$×4 are analogous to those in Sqrt:Pade$(N,N)$×2, except that we need to replace Steps 2, 3 and 5 above by:

Step 2: Computation of $x_1 = (1+x)^3$ from $(1+x)$ with four chemical reactions.
Step 3: Computation of $y_2 = x_1 - 1$ from $x_1$ and $x$ with seven chemical reactions.
Step 5: Multiplication by four using four chemical reactions.
The number of reactions required is therefore $3 + 4 + 7 + (4N - 1) + 4 = 4N + 17$. The number of chemical species required is $N + 9$. Again the number of reactions presented here is upper bound, and the Qurt:Pade(2,2):x4 in Table 1 needs one fewer chemical reaction than the upper bound because of the same reason discussed before.

### 4. Discussion

#### 4.1 Comparing Pade approximation to other approximations

A justification for using Pade approximation is that it is a more accurate approximation compared to other well-known approximations of the logarithm, such as Taylor series and the inverse hyperbolic tangent series approximation (31). The Taylor series expansion of $\log (1+x)$ up to degree $L$ is given by:

$$
\log (1+x) = x - \frac{1}{2}x^2 + \frac{1}{3}x^3 - \ldots + \frac{1}{L}(-1)^{L-1}x^L
$$

As mentioned earlier, the coefficients of the Pade ($M$, $N$) approximation $Q_{MN}(x)$ are chosen such that its first ($M+N$) coefficients match the first ($M+N$) coefficients of the Taylor series expansion. A fair comparison of Pade and Taylor series is to compare $Q_{MN}(x)$ against Taylor series of degree $L = M + N$. We use absolute value of the approximation error as the criterion, e.g. for Pade approximation, we consider $|\log (1+x) - Q_{MN}(x)|$. The top graph of Figure 4 compares the absolute approximation error of $Q_{2:2}(x)$ against Taylor series of degree $L = 4$. It can be seen that Pade approximation gives a better approximation over a wider range of $x$. Note that the graph compares the approximation error for $x$ in the interval ($-1.0$) too. Our CRN will not be operating in this range of $x$, but we have included this range of $x$ for a discussion point later.

The inverse hyperbolic tangent series approximation for $\log (1+x)$ is:

$$
\log (1+x) = 2\tanh^{-1}\left(\frac{x}{x+2}\right) \\
\approx 2 \left(\frac{x}{x+2}\right) - \frac{1}{3}\left(\frac{x}{x+2}\right)^3 - \frac{1}{5}\left(\frac{x}{x+2}\right)^5 - \ldots - \frac{1}{H}\left(\frac{x}{x+2}\right)^H
$$

The inverse hyperbolic tangent series approximation is known to be more accurate for large $x$ and there is a CRN implementation (32). Note that the inverse hyperbolic tangent series approximation for $H = 1$ is identical to the Pade $(1, 1)$ approximation. A fair comparison is to compare $Q_{MN}(x)$ approximation with an inverse hyperbolic tangent series with $H = N$. This is because we will be comparing two rational function approximations with both numerator and denominator being polynomials in $x$ of degree $N$. The bottom graph of Figure 4 compares the absolute approximation error of Pade $(3,3)$ against inverse hyperbolic tangent series approximation for $H = 3$. It can be seen that Pade approximation is more accurate.

#### 4.2 Complexity and accuracy

In the discussion under Section 4.1, we used the same order of approximation and compared the accuracy of different approximation methods. This is the standard method used in mathematics. However, the order of approximation may not truly reflect the complexity of a CRN. Here, we will use the number of reactions as a measure of complexity and compare the accuracy of Pade, Taylor series and inverse hyperbolic tangent series for a given number of reactions. For a given number of chemical reactions, if an approximation method has a better accuracy, then it is a better approximation method.

For comparison, we will vary the order of each approximation method. We know from Section 3.2 that Pade($N$, $N$) requires $4N - 1$ chemical reactions. For fair comparison, we will realize the CRNs for Taylor series and inverse hyperbolic tangent series in exactly the same manner as that of Pade($N$, $N$).

![Figure 4](image-url)

**Figure 4.** This figure compares the absolute value of the approximation error of Pade, Taylor series and inverse hyperbolic tangent series of $\log (1+x)$. The top graph compares Pade (2,2) approximation against a Taylor series expansion of degree 4. The bottom graph compares Pade (3,3) approximation against inverse hyperbolic tangent series of up to degree 3.
For a Taylor series of degree \( N \) (with \( N \geq 1 \)), its CRN can be realized by \( 3N + 1 \) reactions. These reactions come from the following: (i) the computation of \( x^2, \ldots, x^N \) requires \( 2(N - 1) \) reactions; (ii) we need \( N + 2 \) reactions to obtain the positive and negative terms; and (iii) one reaction is needed to subtract the negative term from the positive one.

For the inverse hyperbolic tangent series with \( N \) terms (with \( N \geq 1 \)), its CRN uses \( (3N + 4) \) reactions. These reactions come from the following: (i) The computation of \( \sqrt{x} \) requires three chemical reactions. (ii) Let \( z = \frac{1}{x} \). We need to compute \( z^2, z^3, \ldots, z^{2N-1} \). An efficient method is to first compute \( z^2 \) and then compute \( z^3 \) from \( z \times z^2 \), \( z^4 \) from \( z^2 \times z^2 \), etc. These computations require \( 2N \) reactions. (iii) To sum the \( N \) terms up, we need \( N + 1 \) reactions.

We next consider an input value of \( x = 0.1 \). For each of Pade, Taylor and inverse hyperbolic tangent approximation, we vary their order to compute different approximations of \( \log(1 + x) \). In Figure 5, we plot the approximation error (in log scale) versus the number of chemical reactions. It can be seen that when the number of reactions increases (by increasing the order), the approximation error decreases. The figure shows that for a given number of chemical reactions, the Pade approximation gives the best accuracy. Since Taylor series gives a lot worse results, we will not consider it any more.

We first consider an input value of \( x = 3 \) from \( \sqrt{1 + x} \). The sec computation requires \( 2 \) reactions. (ii) Let \( z = \frac{\sqrt{1 + x} - 1}{\sqrt{1 + x} + 1} \) and then compute \( z^3 \) from \( z \times z^2 \), \( z^4 \) from \( z^2 \times z^2 \), etc. These computations require \( 2N \) reactions. (iii) To sum the \( N \) terms up, we need \( N + 1 \) reactions.

We next consider an input value of \( x = 0.1 \). For each of Pade, Taylor and inverse hyperbolic tangent series, we vary their order to compute different approximations of \( \log(1 + x) \). In Figure 5, we plot the approximation error (in log scale) versus the number of chemical reactions. It can be seen that when the number of reactions increases (by increasing the order), the approximation error decreases. The figure shows that for a given number of chemical reactions, the Pade approximation gives the best accuracy. Since Taylor series gives a lot worse results, we will not consider it any more.

4.3 Error analysis

In order to understand why the proposed method works better, here we analyze the error in using Sqrt:Pade(1,1):\( \times 2 \) for approximating \( \log(1 + x) \). Define

\[
\Lambda(x) = \log(1 + x) - Q_{1,1}(x)
\]

which is the approximation error in using Pade (1,1) approximation. If Sqrt:Pade(1,1):\( \times 2 \) is used, the approximation error \( E(x) \) is:

\[
E(x) = \log(1 + x) - 2Q_{1,1}(\sqrt{1 + x} - 1)
\]

Using the definition of \( \Lambda(x) \), we have

\[
Q_{1,1}(\sqrt{1 + x} - 1) = \log(\sqrt{1 + x}) - \Lambda(\sqrt{1 + x} - 1)
\]

Therefore, the approximation error \( E(x) \) in using Sqrt:Pade(1,1):\( \times 2 \) can be written as:

\[
E(x) = 2\Lambda(\sqrt{1 + x} - 1)
\]

which is equal to twice the error of using Pade (1,1) approximation to calculate \( \log(\sqrt{1 + x}) \). The reason why Sqrt:Pade(1,1):\( \times 2 \) works better is because the approximation error in calculating \( \log(\sqrt{1 + x}) \) using Pade (1,1) approximation is less than half of that calculating \( \log(1 + x) \) using Pade (1,1) approximation. Although our analysis is based on Pade(1,1) approximation, the argument can also be applied to other approximations of \( \log(1 + x) \).

4.4 Does scaling down the number work?

A key contribution of this article is to compute \( \log(\sqrt{1 + x}) \) instead of \( \log(1 + x) \) because \( \log(\sqrt{1 + x}) \) can be computed more accurately. Another way to obtain a smaller number from \( \sqrt{1 + x} \) is to compute \( \frac{1}{\sqrt{b}} \), where \( b > 1 \). This will allow us to compute \( \log(1 + x) \) via:

\[
\log(1 + x) = \log\left(\frac{1 + x}{b}\right) + \log(b).
\]

For this method, one first computes \( \log\left(\frac{1}{\sqrt{b}}\right) \), which is the logarithm of a smaller number and adds the result to \( \log(b) \) to
obtain \( \log(1 + x) \). Figure 7 shows the values of \( \log(1 + x) \) calculated by this method with \( x = 5 \). Vertical axis is the absolute approximation error. The horizontal axis is the number of reactions.

Figure 6. The plot compares the CRN implementation for Pade and inverse hyperbolic tangent series for computing \( \log(1 + x) \) with \( x = 5 \). Vertical axis is the absolute approximation error. The horizontal axis is the number of reactions.

Figure 7. This figure plots \( \log(1 + x) \) against an approximation method based on computing \( \log \left( \frac{1 + x}{b} \right) \) for \( b = 10 \) and \( b = 100 \).

We will use the approximation error graph in Figure 4 to explain why this method does not work for small \( x \). As an example, consider \( x = 9 \) and \( b = 100 \). This method requires us to compute \( \log \left( \frac{1 + x}{b} \right) \) which is \( \log(0.1) \). Since our function approximates \( \log(1 + x) \), we therefore have to compute \( Q_{2,2}(-0.9) \) which approximates \( \log(0.1) = \log(1 - 0.9) \). It can be seen from Figure 4 that Pade approximation gives poorer approximation for \( x \) near \(-1\), and this explains why this scaling method does not work well for small \( x \). It can also be seen from Figure 4 that this method will also face the same problem if other approximation methods are used.
4.5 Pade approximation and logarithm sensing in biochemical systems

Recently, (21) shows that many allosteric proteins act as logarithm sensors. For example, consider a G-coupled protein receptor, which measures an input concentration \( r \) and uses the fraction of Guanosine triphosphate (GTP)-bound \( z \)-unit, denoted by \( z_{\text{GTP}} \), as the output. It is shown in Ref. (21) that, at steady state, \( z_{\text{GTP}} \) and \( c \) are related by an input-output response function of the form:

\[
\dot{z}_{\text{GTP}} = \frac{w_1 c}{1 + w_2 c} \quad (13)
\]

where \( w_1 \) and \( w_2 \) are coefficients. The authors in (21) argue that the RHS of Equation (13) computes logarithm approximately when the concentration \( c \) is around \( \frac{1}{w_2} \). In fact, (21) has made use of Pade approximation without mentioning it. Their argument is based on the approximation:

\[
\frac{L}{1 + L} = \frac{1}{\ln(1 + x)} = \frac{1}{x} - \frac{1}{2} x^2 + \frac{1}{3} x^3 - \frac{1}{4} x^4 + \cdots \quad (14)
\]

which can be derived from equations [S8] and [S9] in the supplementary information of (21). If we substitute \( L = 1 + x \) in Equation (14), then after some manipulations, we get \( \log (x) \approx x^{\frac{1}{119}} \), which is the Pade(1,1) approximation in Equation (1). In order to see how Equation (13) computes the logarithm, we first rewrite \( c \) as \( c = \frac{1}{w_2} + \Delta c \), where \( \Delta c \) is the deviation of the concentration from \( \frac{1}{w_2} \). It can be shown that:

\[
\frac{w_1 c}{1 + w_2 c} \approx \frac{w_1}{4w_2} \log \left( 1 + w_2 \Delta c \right) + \frac{w_1}{2w_2} \quad (15)
\]

where Equation (14) or Pade(1,1) approximation is used to obtain the result in the second line. This shows that, when the input concentration \( c \) is around \( \frac{1}{w_2} \), the output is a logarithm function of the change of input concentration \( \Delta c \).

Interestingly, we want to point out that Equation (13) also computes logarithm in another range of input concentration. First, note that the Pade (1,1) approximation in Equation (1) holds when \( x \) is small; e.g., if we limit the relative approximation error to 10%, then the approximation holds for \( x \) in the interval \([0, 0.41]\). By comparing the RHS of Equation (13) and the Pade (1,1) approximation, it can be shown that:

\[
\frac{w_1 c}{1 + w_2 c} \approx \frac{w_1}{2w_2} \log \left( 1 + 2w_2 c \right)
\]

Therefore, if the input concentration \( c \) is in the interval \([0, 0.41]\), then it computes logarithm to a 90% accuracy.

An interesting question is what biochemical reactions can compute logarithm. In fact, the article (21) finds many allosteric protein that can compute logarithm in some range of concentration. We have seen above that if the input-output response is of the form on the RHS side of Equation (13), then there are two ranges of concentration that this response computes logarithm, though two different logarithm functions. It is also shown in (21) that logarithm computation also holds for certain input concentration range for some Monod–Wyman–Changeux (MWC) or Hill models. Therefore, one may ask when an input-output response function computes logarithm. One answer to this question lies with Pade approximation because Pade approximation tells us which rational functions can be used to compute algorithm. Since the input-output response of Equation (13), MWC and Hill models all has the form of a rational function, we can therefore start with the rational input-output response of a set of biochemical reactions and use Pade approximation to check whether this response may compute logarithm.

Finally, we remark that rational function response with higher order polynomials can also be found in gene regulatory circuits (33). This opens the possibility of designing synthetic gene expression circuits that implement higher order Pade approximations.

4.6 Square roots and quartic roots as primitive computation elements in CRNs

Until now, we have presented our method as an algorithm with three computation steps. Here, we present a closed-form expression for our proposed method of approximating \( \log (1 + x) \) in terms of \( x \). For example, for \( \text{SqrtPade}(5,5): x^4 \), our approximation is:

\[
\log (1 + x) \approx \frac{2x}{1 + x^2} \left( 0.018x^4 + 0.306x^3 + 1.306x^2 + 2x^1 + x^0 \right)
\]

where \( x_1 = \sqrt{1 + x} \). Assuming that \( x \gg 1 \) such that \( \sqrt{1 + x} \approx x^\frac{1}{2} \), then this approximation has the form:

\[
\log (1 + x) \approx \frac{\text{Numerator polynomial in } x^\frac{1}{2}}{\text{Denominator polynomial in } x^\frac{1}{2}}
\]

An important point to note is that our approximation uses non-integral powers (or exponents) of the input \( x \). To the best of our knowledge, previous work on CRNs has so far been focusing on integral powers of the input, e.g. polynomials with integral powers (10) and rational functions with integral powers (11,12). Therefore, a novelty of our approach is the use of non-integral exponents.

We argue that certain non-integral exponents—namely square roots, quartic roots and so on—may have a special role to play in CRN. This is because these roots can be easily calculated by CRNs. For example, the square root of a number can be calculated using a CRN with only two chemical reactions. Interestingly, this is the same number of chemical reactions required to compute the square of a number. Hence, if we measure the complexity of a computation in CRN using the number of chemical reactions required to implement that computation, then the complexity of calculating the square root is the same as that of calculating the square. However, this is not true for digital computation where the complexity of calculating the square root is much higher. This may explain why our proposed method has not been considered in digital computation. More importantly, the implication for this discussion on computing using chemical is that it is worthwhile incorporating square root, quartic root calculations into algorithms designed for CRN because these calculations have low complexity. We have seen earlier in Figure 2 that the improvement can be drastic: \( \text{SqrtPade}(2,2): x^4 \) requires only 24 reactions and is more accurate than Pade (100,100), which requires about 100 reactions.

4.7 Relation to (18): non-integral Hill coefficients and extending the range of approximation

In the gene expression circuit for computing \( \log (1 + x) \) in (18), one of the blocks is based on the cooperative binding of an
inducer to a transcription factor to form an inducer–transcription factor complex (or complex for short). This block quantitatively relates the total inducer concentration \( I_t \), the total transcription concentration \( T_r \) and the concentration of the complex \( T_C \). It is shown in equation (16) in the supplementary information of (18) that the relationship between \( I_t \), \( T_r \) and \( T_C \) has the form:

\[
T_C \approx \frac{w_1 h_1 T_r}{1 + w_2 + h_2 + w_3 h_3 T_r} \tag{15}
\]

where \( w_1, w_2 \) and \( w_3 \) are coefficients, and \( h_1 \) and \( h_2 \) are Hill coefficients. In supplementary table S2 of (18), \( h_1 = 1.4 \) and \( h_2 = 1.05 \) for one circuit and \( h_3 = 3 \) and \( h_2 = 2.5 \) for another circuit. Note that this computation block calculates the ratio of two polynomials with non-integral power of the input \( I_t \).

This discussion shows that it may be possible to implement our proposed method as a rational function for non-integral powers of the input using gene expression circuits. For our proposed method, the non-integral power comes from taking the square root of the input in order to ‘compress’ its range. There is a possibility that the non-integral Hill coefficients in Equation (15) have the same purpose. Furthermore, an interesting future research question is to explore the role of fractional Hill coefficient in computation of cells.

We would also like to contrast how this article and that of (18) extend the range of approximation. For this work, we use square root, quartic root, etc. to extend the range of approximation. A larger range of approximation is achieved using a higher order root. Our method is open loop because feedback is not used. In contrast, the work (18) uses positive feedback to extend the range of approximation. The circuit in (18) computes \( \log(1 + I_t) \), where \( I_t \) is the total concentration of the inducer as defined above. An issue that limits the range of the circuit in (18) is the saturation of the transcription factor; this is because the validity of Equation (15) requires that the transcription factor is not saturated. Instead of using a fixed amount of transcription factor \( T_r \), the circuit in (18) uses a positive feedback circuit to dynamically adjust the total amount of transcription factor. If the input—which is the amount of inducer \( I_t \)—is small, the circuit needs only a small amount of transcription factor \( T_r \). However, if the input is large, the positive feedback in the circuit increases the total amount of transcription factor to prevent saturation.

In principle, it may be possible to modify our proposed method so that the range of approximation is dynamically adjusted according to the input \( x \) using positive feedback. Recall that a key step in our work is to compute \((1 + x)^n\). The range of approximation in our method is determined by the parameter \( n \). The idea is to make \( n \) bigger when the input \( x \) is bigger, and vice versa. However, the implementation of this idea can be difficult. This is because different sets of chemical reactions need to be used for different values of \( n \).

4.8 Direct implementation of CRN

An open research problem is whether we can implement the proposed CRN directly. We see that it may be possible to implement the proposed method using either allosteric protein or gene expression circuits. We will discuss two possible methods here. For the first possible method, we can view our proposed CRN as a two-stage computation process, where the first stage computes the square root (or a higher order root) and the second stage computes a rational function. The article (18) presents a gene expression circuit which, for a given input \( y \), can compute \( y^{0.5} \). It may be possible to design a similar circuit to compute \( y^{0.5} \) (square root) or \( y^{2.5} \) (quartic root). Alternatively, since \( y^{0.5} \approx (y^{0.5})^{0.5} \), it may be possible to compute the square root by concatenating two circuits that compute \( y^{0.5} \), assuming that the two circuits can operate independently. For the second stage, there are examples of gene expression circuits that can compute rational function and these may be used. For the second possible method, we can explore the fact that the overall input–output response function of our proposed method can be expressed as rational function whose polynomials have non-integral exponents. This type of input–output response functions have been observed in allosteric protein or gene expression circuits, where the Hill coefficient is not an integer. It is an interesting open research problem to explore these possibilities further.

4.9 Using only one reaction rate constant

The chemical reactions in the CRN proposed in Section 2.3 uses multiple reaction rate constants. However, for the implementation of CRNs using SDRs, it may be desirable to have all chemical reactions in the CRN using the same reaction rate constant. This is because SDR can only realize different reaction rate constants with limited precision. In this discussion, we explain how we can modify our design so that all reactions use the same reaction rate constant of the base value \( k \).

The place where our design uses multiple reaction rate constants is in the computation of Padé approximations \( Q_{1,1}(x,−1) \) and \( Q_{2,2}(x_1,−1) \). The general problem is the computation of a term of the form \( a x^m \), where \( a \) is the coefficient and \( m \) is the exponent. Since the computation of \( y^{m/n} \) can be computed with a CRN with only one reaction rate constant, the remaining problem is to multiply the \( y^{m/n} \) by a constant using only one reaction rate constant. We consider the generic problem of computing \( a z_1 \), where \( z_1 \) has already been computed by another CRN. The following CRN computes \( z_2 = az_1 \) with only one reaction rate constant.

\[
\begin{align*}
D_1 + Z_1 & \xrightarrow{k} D_1 + Z_1 + Z_2 \\
D_2 + Z_2 & \xrightarrow{k} Z_2 + D_2
\end{align*}
\]

where \( D_1 \) and \( D_2 \) are two chemical species with constant concentrations of \( d_1 \) and \( d_2 \) respectively. It can be shown that at steady state, we have

\[
z_2 = \frac{d_1}{d_2} z_1.
\]

Therefore, by choosing \( \frac{d_1}{d_2} \) to be \( a \), we can realize the desired computation.

5. Conclusions

This article proposes a novel method to compute the logarithm \( \log(1 + x) \) using CRNs. Two key steps in the method are the computation of \((1 + x)^n\) (where \( n \) is an integer) and the computation of \( \log((1 + x)^n) \) using Padé approximation. The accuracy of the proposed method can be increased using a larger \( n \) or higher order Padé approximation. We have presented the chemical reactions needed to realize the CRNs. We have also presented an implementation of the CRN using DNA SDRs. We have demonstrated that our proposed CRN can accurately compute
logarithm over a wide range of \( x \) with a small number of chemical reactions.

In this article, we have evaluated the quality of our proposed CRNs to compute logarithm using two criteria: wide input range and small number of chemical reactions. We have also assumed the number of molecules in the CRNs is large, which means we can use the deterministic reaction rate equations to determine the CRN output. However, in reality, chemical reactions are noisy. Also, we have also assumed that the input concentration is deterministic and constant, while real input concentration can be noisy and time varying. It will be interesting to study how the accuracy of our proposed CRNs is affected by noisy chemical reactions and noisy inputs. It will also be interesting to see the dynamic response of the proposed CRNs when the input is time varying. These are open problems to be studied.
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