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\textbf{ABSTRACT}

Recently, land cover and land use (LCLU) classification in remote sensing imagery has attracted research interest. The LCLU contains dynamic remote sensed images due to sensor technology ability, seasonal changes, and distance for resolution. Therefore, the deep learning-based LCLU classification system needs more investigation using deep learning techniques. Deep learning approaches have gotten more attention for their powerful performance improvements. Most recent studies have been performed on deep convolutional neural networks (CNNs) that have been trained on pre-trained networks in remote sensing classification. However, designing CNNs from scratch has not yet been widely investigated in remote sensed images as they need ample training time and a powerful processor. Therefore, we used hyperparameters and early stopping techniques to apply an end-to-end CNN feature extractor (CNN-FE) model for LCLU classification in the UC-Merced dataset. We approved the model's applicability in the domain area by retraining it on another dataset called SIRI-WHU and building the VGG19 pre-trained feature extractor model built on the same hyperparameters. The CNN-FE has outperformed the state-of-the-art baseline studies' accuracy and the VGG19 pre-trained model. Moreover, a better CNN-FE performance was achieved when trained in the UC-Merced dataset than the model performance when trained in the SIRI-WHU dataset.

\textbf{Introduction}

Land cover and land use (LCLU) classification contains dynamic remote sensed (RS) images that are inconsistent data due to the ability of sensor technologies, variations in annual seasons, and the distance for resolution. RS is the art and science of extracting information about an object/phenomenon without making physical contact using advanced sensing technologies. The RS technologies produce many RS images daily, and they could be collected from the earth’s environment or space. Sensing technologies (Wang et al. 2021) are remote sensors used to collect large amounts of RS images from the observed earth environment.
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Theland is one of the four pillars of sustainable development (social, human, economic, and environment or land). Therefore, managing, controlling, and planning the land could be critical for development. It could be better to support the tasks in machine-aided based LCLU classification systems. Thus, the LCLU classification problem is becoming the recent focal point research area in RS images (Du et al. 2019; Fan et al. 2020; Kang et al. 2022; Li et al. 2020; Sang et al. 2020; Radamanthys Stivaktakis, Tsagkatakis, and Tsakalides 2019).

Therefore, the LCLU classification problem in RS images could be solved by proposing the deep learning (DL) approach. DL is a robust recent machine learning (ML) approach that enables performance improvement for RS images (Kang et al. 2022; Sang et al. 2020; Scott et al. 2017; Shao, Yang, and Zhou 2018). Convolutional neural networks (CNNs) are prevalent DL techniques that consist of more than two layers (Chen et al., 2019) involving convolution filters. Convolution is the weighted sum of pixel values of the RS images. The purpose of using convolution is to reduce the size of the input image shape and the total number of parameters in the network (Senecal, Sheppard, and Shaw 2019). Therefore, we propose the convolutional neural network feature extractor (CNN-FE) DL model using the convolutional feature extractor technique and other DL hyperparameters for image feature extraction that will be described in section 3.1.

Nowadays, CNN methods get more civility in RS image classification problems for their powerful performance improvements. Previous studies, such as (Bahri et al. 2020; Dong et al. 2020; Liang, Deng, and Zeng 2020; Lin et al. 2019; Mateen et al. 2019; Qian et al. 2020; Zheng et al. 2022) have approved the performance improvements of the deep CNN methods in RS images. The CNNs DL approach consists of three main layers: convolutional, pooling, and fully connected (Cheng et al. 2017; Long et al. 2017). We used various optimization techniques in each of these layers. Thus, CNNs make different convolution processes from the input to the full CNNs. This process makes end-to-end predictions (Kang et al. 2022).

Deep CNNs are pillars and efficient end-to-end approaches for outstanding results in computer vision trends, specifically in RS image classifications. The CNN models have powerful feature extraction capability for classification improvement in RS images (Liu et al. 2019). Similarly, the end-to-end approaches can also improve the performance, as illustrated by Fan et al. (2020), Li et al. (2020), and Peng et al. (2019). The CNN-FE is an end-to-end learning approach that extracts the image features from the input to the output processes without using other feature extractor algorithms.

Deep CNN models could build RS images in three ways: creating from scratch, using pre-trained models, and retraining the pre-trained models. The pre-trained models are trained from earlier trained models on other large datasets such as “imagenet” images (Russakovsky et al. 2015). Training DL
models using a pre-trained network could have limitations for classifying RS images since the RS images have inconsistent properties compared to the “imagenet” images. Moreover, according to (Nogueira, Penatti, and Santos 2016), the pre-trained based CNN models could have limitations in extracting RS image features due to the properties of the natural images and the RS images. Therefore, building deep CNNs from scratch could resolve such constraints.

However, training deep CNNs from scratch has not been widely investigated in RS yet. This could be why building CNN models from scratch is difficult due to the lack of comprehensive training data and the significant amount of time needed for training (Bosco, Wang, and Hategekimana 2021; Yin et al. 2017). As we reviewed earlier studies, very few recent studies (Helber et al. 2019; Radamanthys Stivaktakis, Tsagkatakis, and Tsakalides 2019) have tried to develop CNNs from scratch for RS image analysis. Nevertheless, more studies are required to build CNN models from scratch. We took (Radamanthys Stivaktakis, Tsagkatakis, and Tsakalides 2019) and (Helber et al. 2019) earlier studies as our state-of-the-art baseline. We have created an end-to-end CNN-FE DL model by deploying new regularization and early stopping techniques, as shown in Table 1.

The motivation of this paper is to apply DL approaches, especially CNNs, by deploying regularization and early stopping techniques. This paper is also motivated by the state-of-the-art baseline earlier studies that have been studied by Stivaktakis, Tsagkatakis, and Tsakalides (2019) and Helber et al. (2019), considering their limitations as stated in Table 1.

Therefore, the objective of this study is to apply the deep CNN-FE approach built from scratch for LCLU classification in RS images and improve the state-of-the-art baseline study performances. Moreover, approving the developed model in the cases of developing the DL pre-trained network and retraining the developed model on the other RS dataset is another objective of this paper. To achieve these objectives, we preprocessed the datasets and trained the model with 17 layers (four Conv2D, four-batch normalization, four pooling,

---

**Table 1.** Hyperparameter settings compared with earlier comparative studies.

| DL Hyperparameters | Chosen values for each DL hyperparameters in both earlier and our studies |
|---------------------|------------------------------------------------------------------------|
| Optimizers          | Stochastic gradient descent (SGD), Adagrad, Adam                      |
| Batch size          | 16, 10, 64                                                            |
| Learning rate       | 1e-3, -0.0001                                                         |
| Iteration Epochs    | 120, 300, 100                                                         |
| Loss function       | categorical_cross_entropy, binary_cross_entropy, categorical_cross_entropy |
| Activation functions| Relu, Relu, sigmoid, Relu, softmax                                   |
| Dropout             | 0.25, 0.50, 0.75                                                      |
| Early stopping      | -                                                                     | Automatically stopping       |
one dropout, one flatten, three dense including the output (softmax) at the top) as figured in Figure 1. Finally, we evaluated the model with test set samples and compared the results from the state-of-the-art baseline studies and the VGG19 pre-trained model, as described in section 4.

Our significant contributions to this paper are:

(1) The significance of applying the DL method, CNN-FE, for the LCLU classification problem using the UC-Merced RS dataset from scratch development using the convolutional feature extractor, early stopping technique, and hyperparameters regularizations;
(2) Evaluating and comparing the performance of the CNN-FE model using evaluating metrics and improving the state-of-the-art baseline studies performance in the target UC-Merced dataset; and
(3) Approving the CNN-FE model by comparing its performance in building the VGG19 pre-trained model and retraining the CNN-FE model in another dataset called SIRI-WHU, which has different properties from the target UC-Merced dataset.

**Related Work**

LCLU contains dynamic sources of information on the observed earth surfaces because the nature of RS images is very complex. The LCLU classification in RS images has been a recent comprehensive study area (Dong et al. 2020). The deep CNNs could be applied to various domains in RS imagery data. RS image
classifications (Chen, Hu, and Duan 2019; Helber et al. 2019; Huang, Wang, and Li 2019; Liang, Deng, and Zeng 2020; Stivaktakis, Tsagkatakis, and Tsakalides 2019), and object detections (Hou et al. 2019; Hu et al. 2019; Long et al. 2017; Pang et al. 2019) are some of such applications. RS image classification is one of the application domains in computer vision (Shabibir et al. 2021). This is a challenging problem in large datasets with many classes and different conditions (Alhichri et al. 2021). Moreover, DL models are also powerful for validating feature extraction capabilities in computer vision (Gong et al. 2022). Thus, we propose DL methods for this challenging problem, which needs more investigation.

Despite the prominent results of deep CNNs, there are some problems to be solved regarding selecting fit hyperparameters and dataset sampling. Recent studies have shown that varying the hyperparameters affects the model’s performance, such as (Long et al. 2017; Zheng et al. 2022). These hyperparameters, the kernel size (Chen, Hu, and Duan 2019; Peng et al. 2019), dropout (Li, Zhang, and Zhu 2019; Stivaktakis, Tsagkatakis, and Tsakalides 2019), and learning rate (Li, Zhang, and Zhu 2019; Long et al. 2017; Zhang et al. 2020), could affect the performance and produce different performance results. In addition to the DL hyperparameters, studies such as (Bosco, Wang, and Hategekimana 2021; Helber et al. 2019; Liang, Deng, and Zeng 2020; Zhang et al. 2020) have also tried to investigate the influences of the train-test dataset splitting percentages on the CNN models by differentiating train-test sampling sizes. In general, using various hyperparameters influences the DL model performances. Thus, we incorporated such reliable hyperparameters with their valuable values in this paper.

As we explained in the introduction section earlier, many researchers have tried to investigate the DL methods using pre-trained feature extraction architecture. Nevertheless, very few studies, such as those (Helber et al. 2019; Stivaktakis, Tsagkatakis, and Tsakalides 2019), have tried to create CNN models in RS image classification from scratch.

The study (Stivaktakis, Tsagkatakis, and Tsakalides 2019) has studied the CNN model by focusing on data augmentation and dropout hyperparameters and training the model in 1600 training sets, and testing the performance of the model in 500 test sets. However, this study’s sigmoid activation function and binary-cross-entropy loss function could influence the performance since these hyperparameters are recommended for binary classification rather than multiclass classifications, as the UC-Merced dataset is a multiclass classification problem. As we observed from the reviewed literature, the DL hyperparameters significantly influence the model’s performance.

The study (Helber et al. 2019) has also investigated the Bag-of-Visual-Words (BoVW), CNN (with three layers), ResNet-50, and GoogleNet models by varying the training-test split set ratio starting from 10/90 to 90/10 on EuroSAT, UC-Merced, AID, Sat-6 and BCS dataset. Still, the hyperparameter
optimization technique is required to increase the CNN model performance that is built from scratch. We took only the CNN model accuracy result trained on the UC-Merced dataset for performance comparison in our paper, as shown in Table 8.

Thus, considering these state-of-the-art studies’ limitations, we built the CNN-FE model from scratch to LCLU classification in RS images and compared its performance with state-of-the-art studies. To fight over-fitting and increase the CNN-FE performance, we deployed new optimal regularizations and early stopping techniques implemented in this paper, as shown in Table 1.

Materials and Methods

This paper proposed to build the CNN-based feature extraction (CNN-FE) method from scratch for the LCLU classification problem in the inconsistent RS images using various DL layers, as shown in Figure 1. To compare the performance and approve the applicability of the CNN-FE model, we built the VGG19 pre-trained model. We have used two datasets, namely, the UC-Merced dataset, which is our target dataset for building the model, and the SIRI-WHU dataset used for model approval purposes. The DL Keras and Tensorflow open-source software were also the essential materials we used for experimental executions.

Convolutional Neural Networks

In this paper, we used the most prominent DL approach CNNs in the form of Conv2D, which took the image shape (height, width, channel), i.e. (256, 256, 3). The CNNs are multi-layer neural networks used to extract image features or pixels. The CNNs consist of convolution, pooling, and fully connected layers integrated with other DL hyperparameters. We described each sequential process for the end-to-end DL approach in the following and depicted in Figure 1.

The Input Layer and Convolutional (Conv2d) Layers

The input layer is the entire input image layer with height*width*channel pixel shapes. It is introduced into the convolutional layer to be processed. Convolutional layers then receive the input layers and image pixels. The convolutional layers compute the perceptron with a given filter (f, f), pooling, stride, and padding to transform the input image volume into a new output volume.

The CNNs can successfully capture deep spatial feature representations for RS scene classification (Zeng, Chen, and Song 2021) with convolution. The CNN convolution could operate the mathematical operation of matrix multiplications in the given layers, and every image is represented in the form of an
array of values or pixels. In convolutional operations, the arrays are multiplied pixel-wise, and the product is summed to create a new array or feature map representing $\text{height}_{\text{new}} \times \text{width}_{\text{new}}$ based on Equation (1) computations. The CNNs are different from other conventional ML approaches in input data types and weight calculations (Kim et al. 2018) with the convolution method. The overall process of the convolutional layers makes the model’s feature map.

The feature map of the model can be transformed into other resolution feature maps using the downsampling and upsampling techniques. The downsample is a convolution operation with strides to reduce the input image size and double the number of filters. In contrast, upsampling is a bilinear interpolation operation to double the input image size and reduce the number of filter sizes (Wang et al. 2021).

The convolutional layers consist of convolution filters or kernels with learnable parameters (Maggiori et al. 2016; Peng et al. 2019). Convolution could be performed with valid convolution (no padding), same convolution (with padding), and stride (slide or shift) convolution. The mathematical computation of the output volume of the image in each layer could be calculated using the input volume (height*width), stride(s), and padding (p) parameters. Stride (s) of the filter ($f \times f$) is the interval of the filter jumps/shifts s number of transitions from the first elements in a pixel or each spatial dimension. At the same time, padding (p) is the number of pixels added at the outer edges of the input image volumes (height × width). A filter is usually odd, and smaller in size is $1 \times 1$, $3 \times 3$, $5 \times 5$, and $7 \times 7$ with 0, 1, 2, and 3 paddings, respectively. In the keras DL tool, there is no padding for image border (0) to valid convolution and padding for image border to same convolution. Thus, the output volume ($\text{height}_{\text{new}} \times \text{width}_{\text{new}}$) of a layer could be computed using (1), and the number of padding for same convolution could be calculated using (2). The default values of p and s are 0 and 1, respectively.

In this paper, we use the same convolution with the filter size (3,3) and three paddings. The Conv2D layers are used to extract the input image features by sliding a convolution filter size of (3, 3) to produce a new output hierarchical feature map. There are four convolutional block layers in our sequential model training, including 64, 128, and 256 convolution kernels with a filter size of three each. The convolution activates image features using convolutional filters or kernels that denote the weight matrix. Therefore, convolution is used as our feature extraction method for RS images.

$$\text{height}_{\text{new}} = \text{width}_{\text{new}} = \left[ \frac{\text{height}_{\text{new}} - f + 2p}{s} \right] + 1 \quad (1)$$

$$p = \frac{f - 1}{2} \quad (2)$$

In the convolution process, the number of parameters (params) could be calculated with (3) and (4). The total parameter numbers of the model are the summations of the calculated results from Conv2D and Dense layers. We
design the model with four Conv2D layers that calculate the number of parameters for those layers in the same norm by (3) and two dense layers (4). However, the calculation formula of dense parameters differs from Conv2D as equated in (4). Number 1 refers to the bias associated with each filter for learning.

\[
\text{Conv2Dparam}\# = \text{outputchannel}\times(\text{inputchannel} \times \text{filterheight} \times \text{filterwidth} + 1) \tag{3}
\]

\[
\text{Denseparam}\# = \text{outputchannel}\times(\text{inputchannel} + 1) \tag{4}
\]

**Pooling Layer**

The pooling layer is used to resize and downsample the spatial representations, followed by convolutional operations. We use a common pooling technique called max pooling. Max pooling could pick the most activated feature and could be used to reduce overfitting and reduce the number of parameters.

Therefore, the pooling layers in CNNs are essential for downsampling processes used to reduce the size of the input RS images. In addition, the block layers involve various max-pooling with two, the stride with two, and the padding with “same.”

**Fully Connected Layers (FCNs)**

FCNs are feature classifiers in the last couple of layers of the network. They include flatten layers, dense layers, and an output layer at the end. Perceptrons in an FCN are fully connected to all activations of the previous layer.

The CNNs also have various activation functions, which should be nonlinear as linear functions have a constant derivative, as described in our previous work (Alem and Kumar 2021). These are softmax, rectified linear unit (Relu), hyperbolic tangent (tanh), and sigmoid or logistic functions. We use the result at the entire convolutional layers to activate the weights in each convolution process and the softmax at the output layer since it is reliable for our multiclass classification problem. The softmax function is a feature classifier, and it introduces a probability score for each class. The highest probability score among each class is predicted as our predicted class. This probability score will be used for performance evaluations in section 4.

**Dataset Descriptions**

The RS dataset has been collected through advanced sensor technologies, and then they could label manually for research or other commercial purposes. We used the common UC-Merced dataset and the rarely investigated SIRI-WHU dataset to check the possible applicability of the built model on the target UC-
We divided both datasets into 60%, 20%, and 20% for training, validation, and testing samples for each labeled class.

The UC-Merced dataset is an LCLU data set collected from the earth, labeled manually, and introduced by (Yang and Newsam 2010). It contains 21 classes with 100 images each, measuring 256 × 256 pixels with a spatial resolution of about 30 cm per pixel. However, the UC-Merced dataset is inconsistent as about 44 images have different pixel shapes. The variety of properties of the dataset could affect the performance results. Sample images in each class are depicted in Figure 2. This dataset is available at http://weegee.vision.ucmerced.edu/datasets/landuse.html.

The SIRI-WHU dataset was collected from Google Earth that covered urban areas in China, and it was introduced by (Zhao et al. 2016). The dataset contains 12 categories and 200 images per category with 200 × 200 pixels in a spatial resolution of 200 cm per pixel. Sample images in each category are depicted in Figure 3. The dataset is publicly available for research purposes at https://figshare.com/articles/dataset/SIRI_WHU_Dataset/8796980.

**Experimental Results and Discussions**

Our experiment was executed with an Intel Core i3-4000 M CPU 2.40 GHz RAM = 4GB laptop personal computer integrated with the Collaboratory on its Tesla T4 GPU. Keras and Tensorflow open-source DL software packages were used for this experiment.

**Experimental Setting**

The dataset and the DL hyperparameters could be considered for their appropriate settings to build our model. As we described in section 3.2, there are

*Figure 2.* Sample images in each classes of the UCM dataset.
2100 images in the UC-Merced dataset and 2400 images in the SIRI-WHU dataset. Therefore, to reduce the overfitting of the model, we split both the UC-Merced and SIRI-WHU datasets into three sets: training set, validation set, and test set in 60%, 20%, and 20% of the dataset, respectively. Then after splitting, the total sample images in the training set, validation set, and test set becomes 1260, 420, and 420 for UC-Merced and 1440, 480, and 480 for SIRI-WHU, respectively. Each dataset is loaded into the experiment and preprocessed. First, we built the model on the UC-Merced dataset as follows: then, we rebuilt the model on the SIRI-WHU dataset for its applicability approval in the same manner.

The training set is a collection of 1260 images that have been used to fit and train our model with a batch size of 64 and hundreds of epochs, as shown in Table 1 (right column). In each epoch, the same training images are fed to CNN-FE architecture recurrently, and the model could learn and continue to learn from the hidden image features. In general, the model has been trained on a training set in four CNNs sequential layers and its performance has been evaluated with the validation set during the training and with test set after the training.

The validation set is a collection of 420 images separate from the training set that was used to validate our model performance during the training. Splitting the dataset into a validation set is critical in reducing the overfitting of training and evaluating the model during its development.

On the other hand, the test set is a set of 420 images used to evaluate the performance of our model after completing the training. The test set is the support as shown in the last column of Tables 2–5. It is used to analyze the
performance evaluation metrics, including accuracy, loss, precision, recall, F1-score, and confusion matrix, as we described in section 4.2.

In addition to setting the dataset splitting, we have chosen the DL hyperparameters to build, compile, and fit our model on the UC-Merced dataset and evaluate the model’s performance as shown in Table 1. Both dropout and early stopping hyperparameters are used for reducing over-fitting. Early stopping is a technique that could automatically stop the training when either validation

| Class name        | Precision | Recall | F1-score | Support |
|-------------------|-----------|--------|----------|---------|
| Agricultural      | 0.91      | 1.00   | 0.95     | 20      |
| Airplane          | 0.94      | 0.80   | 0.86     | 20      |
| Baseballdiamond   | 0.85      | 0.85   | 0.85     | 20      |
| Beach             | 0.95      | 1.00   | 0.98     | 20      |
| Buildings         | 0.79      | 0.75   | 0.77     | 20      |
| Chaparral         | 1.00      | 0.95   | 0.97     | 20      |
| Denseresidential  | 0.57      | 0.80   | 0.67     | 20      |
| Forest            | 0.86      | 0.95   | 0.90     | 20      |
| Freeway           | 0.95      | 0.90   | 0.92     | 20      |
| Golfcourse        | 0.80      | 0.60   | 0.69     | 20      |
| Harbor            | 0.91      | 1.00   | 0.95     | 20      |
| Intersection      | 0.88      | 0.75   | 0.81     | 20      |
| Mediumresidential | 0.58      | 0.90   | 0.71     | 20      |
| Mobilehomepark    | 0.92      | 0.55   | 0.69     | 20      |
| Overpass          | 0.81      | 0.85   | 0.83     | 20      |
| Parkinglot        | 1.00      | 0.85   | 0.92     | 20      |
| River             | 0.78      | 0.90   | 0.84     | 20      |
| Runway            | 0.95      | 0.90   | 0.92     | 20      |
| Sparseresidential | 0.75      | 0.90   | 0.82     | 20      |
| Storagetanks      | 1.00      | 0.90   | 0.95     | 20      |
| Tenniscourt       | 1.00      | 0.70   | 0.82     | 20      |

| Class name        | Precision | Recall | F-score | Support |
|-------------------|-----------|--------|---------|---------|
| Agricultural      | 1.00      | 1.00   | 1.00    | 20      |
| Airplane          | 0.95      | 0.90   | 0.92    | 20      |
| Baseballdiamond   | 1.00      | 0.90   | 0.95    | 20      |
| Beach             | 1.00      | 0.95   | 0.97    | 20      |
| Buildings         | 0.82      | 0.70   | 0.76    | 20      |
| Chaparral         | 1.00      | 1.00   | 1.00    | 20      |
| Denseresidential  | 0.50      | 0.55   | 0.52    | 20      |
| Forest            | 0.82      | 0.90   | 0.86    | 20      |
| Freeway           | 1.00      | 0.85   | 0.92    | 20      |
| Golfcourse        | 0.86      | 0.60   | 0.71    | 20      |
| Harbor            | 1.00      | 1.00   | 1.00    | 20      |
| Intersection      | 0.81      | 0.85   | 0.83    | 20      |
| Mediumresidential | 0.69      | 0.90   | 0.78    | 20      |
| Mobilehomepark    | 0.61      | 0.55   | 0.58    | 20      |
| Overpass          | 0.84      | 0.80   | 0.82    | 20      |
| Parkinglot        | 0.95      | 0.95   | 0.95    | 20      |
| River             | 0.76      | 0.95   | 0.84    | 20      |
| Runway            | 0.87      | 1.00   | 0.93    | 20      |
| Sparseresidential | 0.90      | 0.90   | 0.90    | 20      |
| Storagetanks      | 0.95      | 0.95   | 0.95    | 20      |
| Tenniscourt       | 0.85      | 0.85   | 0.85    | 20      |
loss has stopped decreasing or validation accuracy has stopped increasing. In addition to these techniques, the convolutional techniques were applied to preprocess and extract feature maps by reducing the image shape (256, 256, 3) into other reduced feature maps.

**Performance Evaluation Metrics and Experimental Results**

After validating the model using the validation set during training, we retrained it by combining the training set and validation set with an early stopping technique. Hereafter, the training set sample images become 80% of the dataset for validating the model’s performances with 20% of the test set sample images.

After building the model, we evaluated its performance using the evaluation measurement metrics of accuracy, precision, recall, F1-score, and confusion or error matrix (CM). In addition to these evaluation metrics, we used the loss function, i.e., the categorical_cross_entropy, to evaluate the training and validation errors. The training losses are calculated during each epoch, whereas validation losses are computed after each training epoch for the

---

**Table 4. Summarizations the classification performance of CNN-FE for each individual class with performance measurement metrics in SIRI-WHU dataset.**

| Class name  | Precision | Recall | F1-score | Support |
|-------------|-----------|--------|----------|---------|
| Agriculture | 0.81      | 0.65   | 0.72     | 40      |
| Commercial  | 0.94      | 0.82   | 0.88     | 40      |
| Harbor      | 0.88      | 0.75   | 0.81     | 40      |
| Idle_land   | 0.62      | 0.78   | 0.69     | 40      |
| Industrial  | 0.90      | 0.90   | 0.90     | 40      |
| Meadow      | 0.55      | 0.60   | 0.57     | 40      |
| Overpass    | 0.92      | 0.90   | 0.91     | 40      |
| Park        | 0.79      | 0.68   | 0.73     | 40      |
| Pond        | 0.72      | 0.82   | 0.77     | 40      |
| Residential | 0.83      | 0.95   | 0.88     | 40      |
| River       | 0.81      | 0.75   | 0.78     | 40      |
| Water       | 0.93      | 1.00   | 0.96     | 40      |

**Table 5. Summarizations of the classification performance of VGG19 for each class with performance measurement metrics in the SIRI-WHU dataset.**

| Class name  | Precision | Recall | F1-score | Support |
|-------------|-----------|--------|----------|---------|
| Agriculture | 0.91      | 0.50   | 0.65     | 40      |
| Commercial  | 0.72      | 0.95   | 0.82     | 40      |
| Harbor      | 0.88      | 0.93   | 0.90     | 40      |
| Idle_land   | 0.86      | 0.62   | 0.72     | 40      |
| Industrial  | 0.85      | 0.88   | 0.86     | 40      |
| Meadow      | 0.63      | 0.60   | 0.62     | 40      |
| Overpass    | 0.80      | 0.97   | 0.88     | 40      |
| Park        | 0.50      | 0.60   | 0.55     | 40      |
| Pond        | 0.67      | 0.75   | 0.71     | 40      |
| Residential | 0.92      | 0.88   | 0.90     | 40      |
| River       | 0.85      | 0.72   | 0.78     | 40      |
| Water       | 0.98      | 1.00   | 0.99     | 40      |
errors. At most, when the number of epochs increases, the losses decrease, and the accuracies increase.

The model’s accuracy was evaluated in two ways, i.e., with and without using the early stopping technique. The early stopping has been stopped at a random iteration epoch from out of 100 epochs when either the validation accuracy has been stopped increasing (as depicted in Figures 4b, 5b, 6b, and 7b) or the validation loss stopped decreasing (as depicted in Figures 8b, 9b, 10b, and 11b) while evaluating the models with test set sample images. Therefore, from the experiments with and without early stopping, we observed that the accuracy result increased using the early stopping technique in each model of CNN-FE and VGG19 trained on both datasets, as shown in Table 7.

In addition to evaluating the overall accuracy of both models, we assessed each class with 20 sample images per class using precision, recall, and F1-score performance measurement merits as stated in Tables 2–5. Furthermore, the CM metric was also used to identify the predicted classes based on the higher normalized probability values in each class intersection. CM considers the normalized probability values for each class category in rows (True labeled class) and columns (predicted labeled class), as shown in Figures 12–15. CM measures the performance of the DL model, whether each class is correctly classified or incorrectly classified. Therefore, according to Figures 12–15, the score in the diagonal intersection showed the correct classified classes with higher normalized probability. In contrast, the results in other rows-columns wise are predicted in misclassified classes with lower normalized probability.

**Model Validations with VGG19 Pre-Trained Network and SIRI-WHU Dataset**

After building and evaluating the CNN-FE model, we assured its possible applicability to the LCLU classification in RS images by comparing its
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**Figure 4.** Training and validation accuracies with and without applying early stopping technique. (a) Before applying early stopping. (b) After applying early stopping.
performance with the VGG19 feature extractor network and retrained on another dataset called SIRI-WHU.

The VGG19 pre-trained feature extractor was trained on the pre-trained network, which was trained on the large dataset “imagenet” in the same hyperparameters to check the applicability of CNN-FE for LCLU classification in RS images. The VGG19 was designed by (Simonyan and Zisserman 2015) to analyze the neural network depth effect on the accuracy of image recognition. Therefore, we created the VGG19 pre-trained model to compare its performance with CNN-FE trained on UC-Merced and SIRI-WHU. While comparing the accuracy performances of both DL models, CNN-FE outperformed VGG19 as compared in Table 7. Using the early stopping technique improved
the accuracy performance of VGG19 in both datasets as CNN-FE, as shown in Table 7.

In addition to checking its applicability on the other DL pre-trained model, we retrained the CNN-FE model on the SIRI-WHU dataset. As we stated earlier, the properties of the dataset could influence the performance of DL models. We used the SIRI-WHU dataset with different properties from the target dataset UC-Merced to see this effect. After training the CNN-FE model on the SIRI-WHU dataset, the validation accuracy and loss fluctuated, especially between epochs 60 and 80 than the validation accuracy and loss trained in UC-Merced, as shown in Figures 6a and 10a.
Discussions

This study investigated the application of an end-to-end DL approach called CNN-FE for LCLU classification using RS images. We showed the possibility of designing CNNs from scratch to develop LCLU classification in complex RS images using two different datasets. We also developed a comparative VGG19 pre-trained network using the same hyperparameters. In addition to validating this DL pre-trained model, we retrained the CNN-FE on the SIRI-WHU dataset and assured its applicability in the domain area. Therefore, as far as our knowledge, CNN-FE is significant in this study.
Discussions on Results

The CNN-FE model performance result indicates the possibility of building the DL models from scratch. It is comparable to those trained from pre-trained models in the UC-Merced dataset. Significant results were reported when
Figure 13. CM performance results of VGG19 pre-trained for each labeled class.

Figure 14. CM performance results of CNN-FE for each class classification in SIRI-WHU.
compared with VGG19 pre-trained architecture. In addition, the CNN-FE was retrained on the SIRI-WHU dataset, and a considerable accuracy performance was achieved in the UC-Merced, as shown in Table 7. To sum up, the performance of the CNN-FE model resulting from various measurement metrics showed that it is possible to prove its applicability to the classification problem in RS images.

Each class classification performance was evaluated with precision, recall, and F1-score. Therefore, according to Table 2, the classes such as chaparral, parking lot, storage tanks and tennis court have the best precision performed, which means that these classes were precisely predicted. However, the lower result precisions were reported in dense residential (i.e., 0.57), which means that it has inflexible properties to predict precisely. The classes such as agricultural beach and harbor were classified in best recall performance, whereas mobile homepark class scored the lower recall performance. Classes with the perfect or lower performance in both precision and recall are also the perfect or lower results in F1-score. Thus, there were no same classes with perfect or lower performance in both metrics, and there were no perfect classes in F1-score. However, a lower F1-score was recorded in dense residential (0.67) class. Perfect performance means 100% accurately and precisely classified when measured in given metrics.

To sum up, the individual class performance of the two models in the two datasets is summarized in Table 6. The dense residential class has lower performance in both methods than other classes in the UC-Merced dataset, while the meadow and park classes have lower performance in CNN-FE and VGG19, respectively, in the SIRI-WHU dataset. In the case of CM metrics,
better result performance for each class has been observed in both methods in the UC-Merced dataset than in the SIRI-WHU dataset, as compared and shown in Figures 12–15.

The classes, such as agricultural, harbor, overpass, and river, are common in both datasets. However, most of these classes have different performance values, as shown in Tables 2–6. This could be why the two datasets have inconsistent properties, which were collected from different locations with different resolutions and pixel values.

In addition to evaluating the individual classes, we also evaluated the two methods within the two datasets. Thus, while comparing the CNN-FE from the pre-trained VGG19 network outperformed results in CNN-FE have been achieved in both datasets, as shown in Table 7.

**Discussions on Similar Studies**

In this paper, we aimed to improve the performance of the DL model from the existing state-of-the-art studies studied by Stivaktakis, Tsagkatakis, and Tsakalides (2019) and Helber et al. (2019) by considering their limitations of the DL hyperparameters. The DL hyperparameters influence the DL model performances. Therefore, to see the effect, we used various hyperparameters, such as dropout, learning rate, batch size, epochs, and early stopping, with their valuable values as stated in section 4.1. The study (Stivaktakis, Tsagkatakis, and Tsakalides 2019) has analyzed the dropout hyperparameter effects on the CNN performance with different values (null, 0.25, 0.50, and 0.75), which generates the accuracy of 81.2, 81.3, 81.4, and 79.7 with augmentation and 68.0, 73.7, 75.7, and 77.7 without data augmentation technique, respectively. Among these provided accuracies and dropout values, we listed and compared the last two accuracy performances with unaugmented data with corresponding dropout values of 0.5 and 0.75, respectively, shown in Table 8. The CNN-FE model has achieved 89.76% and 80% accuracy in the UC-Merced and the SIRI-WHU dataset, respectively. The VGG19 pre-trained model has also achieved 85.95% and 78.33% accuracy, as shown in Table 7. Moreover, the CNN-FE model outperformed the state-of-the-art studies and the pre-trained network, as shown in Table 8.

**Conclusion**

In this paper, we have applied the CNN-FE model built from scratch to address the challenge of LCLU classification in RS images. Although CNNs are powerful DL approaches to analyzing RS images for LCLU classification systems, designing CNN models from scratch has not been solved yet. It is crucial to build CNN models from scratch for RS images since RS images are
| Dataset   | Method     | Perfect (1) classes                                      | Lower (-) classes               | Perfect (1) classes                                      | Lower (-) classes               | Perfect (1) classes                                      | Lower (-) classes               |
|-----------|------------|---------------------------------------------------------|--------------------------------|---------------------------------------------------------|--------------------------------|---------------------------------------------------------|--------------------------------|
| UC-Merced | CNN-FE     | Chaparral, parkinglot, storagetanks, and tenniscour     | Denseresidential (0.57)        | Agricultural, beach and harbor                          | Mobilehomepark (0.55) and golfcourse (0.60) | None                                     | Denseresidential (0.67)        |
|           | VGG19      | Agricultural, baseballdiamond, beach, charparral, freeway, and harbor | Denseresidential (0.50)        | Agricultural, charparal, harbor and runway             | Denseresidential (0.55)        | None                                     | Denseresidential (0.52)        |
| SIRI-WHU  | CNN-FE     | None                                                    | Meadow (0.55)                  | Meadow (0.60)                                          | None                           | Meadow (0.57)                                          | None                           |
|           | VGG19      | None                                                    | Park (0.50)                    | Agriculture                                             | None                           | Park (0.55)                                            | None                           |

Table 6. Class comparisons in precision, recall, and F1-score (%) on the two models and datasets.
inconsistent, and modeling them from pre-trained networks could affect the result. Therefore, we applied an end-to-end CNN-FEDL model to extract the inconsistent UC-Merced RS image features for LCLU classification in RS images. We retrained this model on the other SIRI-WHU dataset to analyze whether the dataset influences the model performance. We also built a VGG19 pre-trained DL model on both datasets and evaluated their performances to validate the CNN-FE possible applicability in the domain area. We compare its result with the state-of-the-art earlier studies and the VGG19 pre-trained model, trained in the same hyperparameters. The CNN-FE outperformed the accuracy performance from state-of-the-art earlier studies and the VGG19 Pre-trained model. Therefore, we proved that the developed CNN-FE model is possibly applicable to the domain area and improved performance. However, the model needs more improvements, validations, and comparisons with other traditional machine learning approach in large datasets. Therefore, building DL and traditional ML approaches in other large RS datasets is our future task to compare their performances.
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