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ABSTRACT Digital data certified by a reputable organization are valuable digital data that can be stored or shared on the internet. However, the problems are: (1) How to ensure the anonymity of organizations on issued certificates? (2) How to ensure that valuable digital data are securely stored in the system? and (3) How could people verify the reliability of shared data while still ensuring the confidentiality of its content, and how to ensure that the data sharing process is safe, transparent, and fair? Therefore, we propose data producing, data storing, and data sharing schemas. In the data producing schema, we deploy a group signature scheme for a group of reputable organizations that provide the same type of service, an organization in the group generates a valuable digital data from raw data sent from a data owner and then issues a certificate on the ciphertext of this digital data. In the data storing schema, the data owner uploads his/her data to the public Inter-Planetary File System network and then stores the access address of the stored data and the corresponding certificate on the blockchain ledger. In the data sharing schema, everyone on the system could verify the reliability of shared data before sending a data sharing request to the data owner. The data sharing process is performed via a smart contract, and involved parties have to escrow to encourage honesty. The schemas of data storing and sharing guarantee the security properties including confidentiality, integrity, privacy, non-repudiation, and anonymity.

INDEX TERMS Blockchain, IPFS, data storing, data sharing.

I. INTRODUCTION

There has been exponential data growth in the world, and trusted data are considered one of the most valuable assets of individuals and organizations. The amount of data created and stored globally are predicted to create about 175 zettabytes by 2025. It is also estimated that by 2025 the global consumers interacting with data everyday will reach 5 billion [1]. Consequently, the demand for valuable data storing and sharing is tremendous, which also poses challenges related to data security in the processes of data storing and sharing. Currently, there are two main architectures used for data storing and sharing, centralized and decentralized architectures.

For the centralized architecture, organizations can store data on their datacenter system. However, these systems have high operating costs and are limited in scalability [2]. Using cloud storage services can reduce costs and can be flexible in system expansion, and more suitable for IoT systems. The combination of IoT and cloud storage services is a matter of studies in [3]–[7]. To protect the security and privacy of data storing and sharing, encryption algorithms and access control models are proposed in [8]–[11], Murat Kantarcioglu et al. [12] proposed SECUREDL for protecting the sensitive data stored in databases. However, the centralized architecture has two limitations including [13]: (1) data security, stored data could be accessed, modified, or removed illegally by system administrators or attackers who compromised the system; (2) availability, when the centralized systems are crashed due to system overload, denial-of-service or distributed denial-of-service (DoS/DDoS) attacks, or system errors, the services are not available for users.

For the decentralized architecture, most solutions use blockchain (BC) technology as the main component in the systems because of its properties such as anonymity, transparency, decentralization, and auditability [14]–[16]. However, current solutions do not provide features for verifying...
the accuracy and the reliability of the shared data on the BC network. Specifically, data verified and certified by a reputable organization (RO) are considered as meaningful data (MD). For instance, in the medical field, a diagnostic result of an electronic medical record is published by a reputable medical organization with highly skilled doctors, which is MD. In the education field, a lecture that is assessed and certified by a professional board of a reputable university is MD. MD needs to be securely stored on the system, besides a data owner (DO) can completely share or commercialize his/her MD to other people or organizations on the network. Data sharing methods must ensure that requesters can verify the reliability and accuracy of shared data before deciding to perform a data-sharing contract.

With the traditional data sharing method, the integrity of shared data is based on trust between the two partners participating in the exchange process. For example, doctors/hospitals absolutely believe that medical records received from their patients are integrity. In some cases, RO needs to ensure anonymity in MD generated by themselves. And the privacy of DO also needs to be protected as they don’t want anyone to know which RO’s service they used. In addition, the identities of those involved in the sharing process also need to be anonymous; and shared data need to be verified the reliability while still ensuring the privacy of its content.

Data storing and sharing for certified digital data are very necessary, which requires data storage and sharing solutions that need to meet all of the following requirements:

- For data storing: The anonymity of certificate authorities and the privacy of DO on stored data must be protected; Stored data in the system must be guaranteed confidentiality and integrity.
- For data sharing: Everyone on the system can verify the reliability of shared data before submitting a sharing request to DO. Note that everyone can only verify the reliability of the shared data but cannot read its contents; The data sharing process is done directly between DO and DU without depending on any intermediaries.
- The system serving data storage and sharing must ensure availability, integrity, and scalability.

However, current solutions do not meet all of the above requirements. In this paper, we propose a data producing scheme, which guarantees the MD received from DP is completely accurate and reliability. This scheme could protect the anonymity of DP and could guarantee the privacy of DO.

- We propose a data storing scheme, in which we store BC technology and IPFS to form a secure storage system.
- We design a data sharing scheme, in which we propose the Purchase and Resolve algorithms, and also the rules for the data sharing scheme to prevent fraud.
- We evaluate the proposed system and schemes in terms of the advantages, security features, and performance features.

II. RELATED WORK

The general characteristic of the current BC-based data storing and sharing solutions is that using BC technology to perform transactions and to store small data such as management information, access control policies, access addresses of shared data . . . . Meanwhile shared data are stored on centralized or decentralized systems.

For centralized storage solutions presented in [17]–[21], data are encrypted by a cryptographic algorithm before sending them to the data storage service provider. In this way, the privacy of data can be preserved, however, the availability of data depends on the service provider. To overcome the disadvantages of the centralized storage model, a decentralized storage platform named IPFS is proposed in [22]–[24].

As far as data sharing is concerned, Qi Xia et al. [17] proposed a BC-based data sharing framework for electronic medical records (EMRs). In this solution, only users who are authorized to join the system can use their membership private key allocated by the verifier to create data retrieval requests. The consensus nodes will receive these requests, perform the database queries, and return the results to users. Similarly, Zheng Xiaochen et al. [18] presented a personal health data sharing system based on BC, cloud storage and machine learning techniques. Where personal health information is compressed and encrypted before storing them in a cloud storage, and customers can search interested data to buy. Secret keys are transferred from users to key keepers, or from the key keepers to customers via an authenticated communication channel. However, the above-mentioned solutions are still manual because the sharing processes depend on an intermediary such as key keepers, verifiers and consensus nodes.

In another work, to protect the privacy in EMRs sharing, researchers proposed a BC-based privacy-preserving data sharing solution [19], in which access control policies to medical data are pre-set by owners through smart contracts.
However, this solution does not provide a method for people on the BC network to verify the accuracy and reliability of medical data before requesting patients’ EMRs. In [20], data sharing policies from users to healthcare providers and to insurance companies are implemented by a hyperledger fabric membership service component and a channel scheme. But, data do not guarantee reliability because they have not been verified by any reputable health organizations. Additionally, the authors in [21] proposed a solution of sharing patient data among hospitals called MedBlock. It aims to allow patients to easily access their EMRs from different hospitals. However, the proposed solution only provides methods for storing data synchronously and controlling access from users in different hospitals.

For the peer-to-peer data sharing solutions mentioned in [22]–[24], data also encrypted before uploading them to IPFS, while smart contracts are deployed to distribute access information to participants. Nonetheless, a buyer can not verify the reliability of data before submitting a data access request or making an escrow payment to a smart contract.

Recently, researchers [25] presented a BC-based secure and privacy-preserving data sharing mechanism for smart cities. The framework called PrivySharing focuses on ensuring confidentiality for shared data of users and also aims to control the permissions of stakeholders through access control list rules embedded in smart contracts. Likewise, another team of researchers proposed a BC-based mechanism to protect privacy data sharing for decentralized storage systems [26]. The researchers recommend that a ring signature scheme can be used to hide users’ identities. To access a file on IPFS, a user needs to satisfy two conditions. Firstly, the user has to own a private hidden key corresponding to a hidden public key included in the associated hidden access control list of the file. Secondly, the user has a valid private key to decrypt the file. However, these solutions also do not support a mechanism for verifying the reliability of shared data.

III. PRELIMINARIES

A. BLOCKCHAIN

BC technology is a decentralized ledger recording all confirmed transactions and is also considered as a linked list of blocks, in which each block is pointed to its previous block via a hash pointer containing a hash value of the predecessor at a fixed time. The first block of the chain is called the genesis block which has no parent block, so the previous hash value field of the block is initiated by the BC network builder. The general structure of each block consists of a block header and a block body, where a block header contains management information of block as well as chain such as block id, version, previous hash, timestamp, while a block body stores a list of transactions [14].

There are two types of nodes on a BC network. User nodes which only perform transactions and do not hold the ledger. And miner nodes which are responsible for verifying transactions, creating new blocks, and holding a ledger. The ledger contains blocks that reached the consensus from honest miners, and data in the ledger is immutable. A miner node can also perform transactions as a user node. Each miner owns a public/private key pair where the private key is used to sign transactions, while the public key is as the BC address of the node. In general, there are three types of BC networks: Public BC, private BC, and consortium BC [27]. Nodes in a BC network communicate directly with each other through a peer-to-peer network. Therefore, to synchronize data on the ledger of miners, one of the consensus protocols can be deployed in a BC system. Some consensus protocols are as follows:

- Proof-of-Work (PoW) [28]: Each miner has to find a nonce value such that the hash value of the combination of the new block and the nonce must be equal to or smaller than a target hash value $H(\text{nonce} \parallel \text{prev_hash} \parallel tx \parallel \ldots \parallel tx) < \text{target}$ [29].
- Proof-of-Authentication (PoAh) [31]: The basic idea of PoAh is that a normal node records transactions into a new block. Then, the node signs on the block before transmitting it to trusted nodes for verifying. After successful verification, a trusted node broadcasts the verified block together with its PoAh identification to the network. Other nodes verify the PoAh information to add this block into their local chain.
- Proof-of-Activity (PoA) [32]: PoA is a hybrid consensus protocol between PoS and PoW, where each miner tries to generate an empty block header that satisfies PoS requirement, and then switching to PoS, this block needs to be signed by a certain amount of stakeholders to be a valid block.

Ethereum BC, proposed by Vitalik Buterin [33], is a decentralized turing-complete platform called Ethereum Virtual Machine (EVM). The programs that run on EVM are called smart contracts. A contract is a set of functions defined by a sequence of bytecode instructions and is executed automatically when specific conditions are met [34]. Solidity is the most popular programming language for writing smart contracts.

B. IPFS

IPFS, proposed by Juan Benet [35], is a peer-to-peer distributed file system. Each IPFS node is initialized with a key pair (private key and corresponding public key) and is identified by NodeID generated by its public key. There are three types of nodes on an IPFS network described as follows [36]:

- Client node: This type of nodes uses the network to store or distribute data.
- **Retrieval miner node**: A retrieval miner node is responsible for handling requests to access objects on the network. The retrieval miner node is activated when a request for data is received, and it will query the network to find the relevant data object.

- **Storage miner node**: This type of node provides a large storage space and high-speed processing capacity to the network. The cluster and pinning services can be used in these nodes for replicating data on cluster nodes and keeping objects available to the network.

Each file on IPFS is identified by the hash value of its content. When uploading a file to IPFS, it will be put into objects. Each IPFS object includes two fields, the data field which stores binary data, and the links field which contains an array of links that point to other related objects. Each link composed of three components: name, hash, and size. The first is as an alias of the link, the second is the hash value of the object pointed, and the last is the size of the pointed object. Each object can store up to 256 kilobytes (KB) of data, hence, if the size of a file is less than 256 KB, which is stored in one object with the empty link field. Otherwise, the file is split into chunks of 256 KB and using the Merkle DAG (Merkle directed acyclic graph) data structure for managing these chunks [37].

### C. GROUP SIGNATURE

Group signatures, introduced by Chaum and van Heyst [38], allow a group member to anonymously sign on a message on behalf of the group. Verifiers only know whether the signature is valid, but they don’t know exactly which group member signed. The components of a group signature scheme include: Group members, a group manager, and a revocation manager. The group manager is responsible for setting up and managing the group, while the revocation manager is responsible to revoke the anonymity of the group members who signed a signature. A group member, after registered to join the group and approved by the group manager, can sign a signature. A group member, after registered to join the group and approved by the group manager, can sign a signature. A group member, after registered to join the group and approved by the group manager, can sign a signature.

**Definition 1 (Group Signature):** A group signature scheme consists of the following five algorithms [39]:

- \((gpk, gmk, grk, gsk) ← KeyGen(1^n, 1^n)\): On input 1^n and 1^n, output the group’s public key gpk, the membership manager’s secret key gmk, the revocation manager’s secret key grk, and gsk is an n-element vector of keys with gsk[i] being the secret signing key of element i, 1 ≤ i ≤ n.
- \(σ ← Sign(gpk, gsk[i], M)\): Given the group’s public key gpk, a secret key gsk[i] of the i-th group member, and a message M, issue a signature σ.
- \(0, 1 ← Verify(gpk, M, σ)\): Given the group’s public key gpk, a message M, and a signature σ, output 1 if the signature is valid, otherwise 0.
- \((i, arg) ← Tracing(σ, M, grk, gpk)\): Given a signature σ, a message M, the revocation manager’s secret key grk, and the group’s public key gpk, outputs an identity i ∈ [n] and an argument arg.

### IV. THE PROPOSED SCHEMES

This section, we will propose the system model, threat model, security features, system setup, and proposed schemes. The notations used in this paper are given in Table 1.

#### A. SYSTEM MODEL

Fig. 1 presents our system model. There are five parties in our schemes.

1. **Data owner (DO)**: DO is a person who owns raw data (RD). DO provides RD to a particular DP for generating MD. DO has the right to store and share MD, unaltered or modified, for those in need.
2. **A group of DPs**: Which is created by the group manager, each DP is an organization that has the function and means for generating MD from the DO’s RD. DP is not the owner of MD, therefore has no right to provide or use MD without the consent of DO. DPs in the group provide the same type of service.
3. **Data user (DU)**: DU is a person or organization who would like to use MD created by DP.
4. **Decentralized storage (DS)**: DS mainly stores EMD and returns the address of EMD to DU. We use a public IPFS as DS.
5. **Blockchain system**: We use BC to reserve information of MD and achieve data sharing. The group manager predefined policies in the smart contracts to ensure data sharing securely.

Our system offers Data Producing, Data Storing, and Data Sharing defined as follows:

#### TABLE 1. Notations.

| Notation | Description |
|----------|-------------|
| λ       | Security parameter |
| n       | The number of group members |
| [n]     | The set of 1,...,n |
| H       | The cryptographic hash function |
| ||      | String concatenation |
| make_proc(x) | The function produces a raw data x to digital data |
| :=      | The procedure can be performed by human intervention |
| Rand_Key( ) | The random key generation algorithm |
| E_k(x)  | Symmetric encryption of x using key k |
| D_k(x)  | Symmetric decryption of x using key k |
| PCS(x, k) | The public-key cryptosystem with a message x and a key k |
Our system provides security features as follows:

- **Confidentiality:** Only authorized persons are able to read the content of EMD stored on BC and IPFS.
- **Integrity:** DO is unable to tamper with the data received from DP.
- **Privacy:** Based on data stored on BC, everyone cannot know which DP DO cooperated.
- **Non-repudiation:** Parties cannot deny transactions they have submitted in the data sharing scheme.
- **Anonymity:** Everyone cannot know the real name of participants take part in the data storing and sharing schemes, and cannot distinguish which DP generated MD.

## D. SYSTEM SETUP

### 1) THE GROUP OF DPs

The group manager chooses a security parameter $\lambda$ and the group signature scheme $\text{GS}$ to generate keys for $n$ group member. Specifically, the group manager has a public/private key pair ($PK_{GM}$, $SK_{GM}$); the revocation manager owns a public key $PK_{RM}$ and a private key $SK_{RM}$; $gsk[i]$ and $IdDP[i]$ are a private key and an identifier of the $i$-th group member respectively, where $1 \leq i \leq n$; and the group public key $gpk$.

### 2) THE BLOCKCHAIN SYSTEM

DO, DU, and the group manager each initializes an account on BC system. Particularly, DO owns a public key $PK_{DO}$ and a private key $SK_{DO}$; DU also has a public key $PK_{DU}$ and a private key $SK_{DU}$; Similarly, the group manager has a public/private key pair ($PK_{BCGM}$, $SK_{BCGM}$). On the BC network, users use their public key as a BC address, for instance $PK_{DU}$ as DU’s BC address, each transaction must be signed by the transaction’s initiator. The BC system provides the public BC address.

## E. DATA PRODUCING

In the data producing scheme, DO transfers RD to a particular DP in the group, for instance the $i$-th DP. After receiving RD, DP performs the Produce algorithm to generate MD, CERT, and DPinfo. To ensure the confidentiality of MD in the data storing and data sharing schemes, DP encrypts MD to form EMD and then generates CERT on EMD. Later, DP sends these result data to DO via the security channel. After receiving the results data, DU verifies the accuracy of MD and DPinfo. In this scheme, DO and DP are considered to know each other, therefore, it is not necessary to secure the identity of each other. This means that DO knows the identifier of the DP and the group public key of the group of DPs. The data producing scheme is described in Fig. 2, which includes the following steps:

1. **DO transfers RD (in materials form or digital original data) to a particular DP of the group via a security channel.**
2. **After receiving RD, DP produces MD, CERT, and DPinfo using the Produce algorithm which includes nine steps:**
   - **Step 1:** DP uses the $\text{make_proc}$ function and the procedure $\equiv$ to produce MD in digital form.
   - **Step 2:** DP creates the identifier of MD by using the cryptographic hash function provided by the system. The output is denoted by $\text{IdMD}$.
   - **Step 3:** DP performs the $\text{Rand_Key}$ to generate a key $K$.
   - **Step 4:** DP encrypts MD using $K$ and the encryption algorithm provided by the system. The output is EMD.
Step 5: DP encrypts DP’s IdDP and $K$ using $PK_{DO}$ and PCS provided by the system. The output is denoted by DPInfo.

Step 6: DP encrypts DPInfo and IdMD using $PK_{RM}$ and PCS. The output is denoted by $EId$.

Step 7: DP generates a signature on EMD by using the Sign algorithm of GS, the group public key $gpk$, and the group member secret key of DP $gsk[i]$. The output is denoted by $SD$.

Step 8: The certificate of MD (denoted by CERT) includes $SD$ and $EId$.

Step 9: The algorithm outputs EMD, CERT, and DPInfo. The Produce algorithm is summarized in Algorithm 1.

**Algorithm 1 Produce**

*Input:* $RD, IdDP[i], gsk[i], gpk, PK_{DO}, PK_{RM}$  
*Output:* EMD, CERT, DPInfo

1: Produce MD from RD  
   $MD := make\_proc(RD)$
2: Create an identifier for MD  
   $IdMD \leftarrow H(MD)$
3: Generate a random key $K$  
   $K \leftarrow Rand\_Key()$
4: Encrypt MD using $K$ and the encryption algorithm  
   $EMD \leftarrow E_K(MD)$
5: Encrypt the DP’s IdDP and $K$ using $PK_{DO}$ and PCS  
   $DPInfo \leftarrow PCS(IdDP[i] \parallel K, PK_{DO})$
6: Encrypt DPInfo and IdMD using $PK_{RM}$ and PCS  
   $EId \leftarrow PCS(DPInfo \parallel IdMD, PK_{RM})$
7: Sign on EMD using $gpk$, $gsk[i]$, and GS.Sign  
   $SD \leftarrow GS.Sign(gpk, gsk[i], EMD)$
8: Certificate CERT includes (SD, EId)  
   $CERT = (SD, EId)$
9: return (EMD, CERT, DPInfo)
Fig. 5 presents the data sharing scheme, which includes the following steps:

1. DU performs the Purchase algorithm, summarized in Algorithm 2, to search and to buy data they need. Specifically, DU can verify the reliability of the shared data using the Verify algorithm of the group signature scheme GS (lines 1-3). Note that DU can only verify the validity of the shared data but cannot read its contents. If the shared data is valid, DO performs the Contract::Share_Data smart contract indicated in the TX::Store_Data transaction, with the TX::Request_Buy_Data transaction (line 4). This operation is like submitting a data buying request to DO. In this transaction, DU also transfers an amount of money to the smart contract as an escrow asset. The contract information is notified to DO by the system application. If DO accepts the DU’s request, DO makes the TX::Reply_Buy_Data transaction of the Contract::Share_Data smart contract and also transfers an escrow payment to the smart contract (line 6).

After receiving the transaction from DO, DU makes the TX::Transfer_Money transaction to DO (line 7), in which the Money field is the price of the shared data, and then sends the bill information to DO via the TX::Transfer_Bill transaction of the Contract::Share_Data smart contract (line 8). If DO has already received money according to the bill information sent from DU, DO makes the TX::Transfer_Key transaction to send the secret key $K$ to DU for decrypting the shared data (line 9), in which $K$ is encrypted by the public-key cryptosystem and the DU’s public key $PK_{DU}$ its output denoted by $K'$. 

$$K' \leftarrow PCS(K, PK_{DU})$$

G. DATA SHARING

In this scheme, the data purchasing/selling process between DO and DU is conducted via the Purchase algorithm, and we use the Resolve algorithm for dispute resolution. We consider EMD as shared data and BC as data market. Everyone on the system may find and buy data that they need. In the data sharing scheme, participants have to make an escrow to the smart contract deployed by the group manager. If any party is detected cheating, his/her escrow will be lost.
After receiving the key information, DU uses the DU’s private key to decrypt $k'$ and get $K$, then using $K$ to decrypt the shared data (EMD) (lines 10-11).

$$K \leftarrow PCS(k', SK_{DU})$$

$$MD \leftarrow D_K(EMD)$$

If $K$ is valid, DU performs the $TX :: Verify\_Key$ transaction of Contract :: Share\_Data, in which the Status field is set to Valid (line 12-13), otherwise, both DU and DO will go to the Resolve algorithm (line 15). The transactions of the Purchase algorithm are shown in Fig. 6.

**Algorithm 2 Purchase**

**Input:** TX’
**Output:** MD

| Step | Action |
|------|--------|
| 1.   | Search shared data                    |
| 2.   | Download EMD on IPFS                  |
| 3.   | if (GS. Verify(gpk, CERT, SD, EMD) == 1) then |
| 4.   | Submit $TX :: Request\_Buy\_Data$ transaction of the Contract :: Share\_Data smart contract |
| 5.   | end                                    |
| 6.   | Submit $TX :: Reply\_Buy\_Data$ of Contract :: Share\_Data |
| 7.   | Submit $TX :: Transfer\_Money$ transaction to DO, in which the Money field is the price of the shared data. |
| 8.   | Submit $TX :: Transfer\_Bill$ of Contract :: Share\_Data |
| 9.   | Submit $TX :: Transfer\_Key$ of Contract :: Share\_Data |
| 10.  | Decrypt $k'$ and get $K$               |
| 11.  | Decrypt EMD                           |
| 12.  | if ($K$ is valid) then                |
| 13.  | Submit $TX :: Verify\_Key$ with the Status field is set to Valid |
| 14.  | else                                  |
| 15.  | Go to the Resolve protocol            |
| 16.  | end                                    |
| 17.  | return (MD)                           |

(2) When receiving the request for dispute resolution from DU, the group manager perform the Resolve algorithm, summarized in Algorithm 3, to determine who is a scammer. Because the group manager acts as the referee in the smart contract, the group manager can track all transactions of this contract and can know the information of the shared data (EMD\_Link, CERT). In the Resolve algorithm, the group manager submits the $TX :: Dispute\_Key\_Request$ transaction of the contract to DO to require DO to provide the decryption key of the shared data (line 1). DO submits the $TX :: Dispute\_Key\_Reply$ transaction to the group manager, in which $K$ is encrypted by PK\_BC$GM$ and PCS (line 2):

$$EK' \leftarrow PCS(K, PKBCGM)$$

The transaction of the Resolve algorithm are shown in Fig. 7. Once receiving the response from DO, the group manager decrypts $EK'$ using $SKBCGM$ and PCS to obtain the secret key $K$ (line 5), and then uses $K$ to decrypt EMD (line 6). If $K$ is invalid, the group manager concludes that DO is a scammer (lines 7-8). Otherwise, the group manager encrypts $K$ using the DU’s public key $PK_{DU}$ and PCS (line 10), it outpust $EK'$. Finally, the group manager gets $k'$ in the $TX :: Transfer\_Key$ transaction, and compares $k'$ with $EK'$, if they are the same, DU is a scammer (DU has received a valid key but still request for dispute resolution). On the contrary, DO has sent an invalid decryption key of the shared data to DU, hence, DO is a scammer, in this case, the group manager will also send the valid key $K$ to DU (lines 11-17).

**Algorithm 3 Resolve**

**Input:** TX’
**Output:** DO, DU

**Group manager:**
1. Submit $TX :: Dispute\_Key\_Request$ to DO
2. Submit $TX :: Dispute\_Key\_Reply$ to the group manager

**Group manager:**
3. Access EMD\_Link and download EMD on IPFS
4. Get related transactions of the smart contract
5. Decrypt $EK'$ using $SKBCGM$ and PCS to get $K$
6. Decrypt EMD
   $$MD \leftarrow D_K(EMD)$$
7. if ($K$ is invalid) then
8. $SCA \leftarrow DO$
9. else
10. Encrypt $K$ using $PK_{DU}$ and PCS
    $$EK' \leftarrow PCS(K, PK_{DU})$$
11. Get $k'$ in $TX :: Transfer\_Key$ of Contract :: Share\_Data
12. if ($EK' == k'$) then
13. $SCA \leftarrow DU$
14. else
15. $SCA \leftarrow DO$
16. Send $K$ to DU
17. end
18. end
19. return (SCA)

The rules of the data sharing scheme are as follows:
- The escrow deposit must be 2 or 3 times the price of the shared data to encourage honesty of participants.
- If DU has performed escrow and submitted the $TX :: Request\_Buy\_Data$ transaction, however DO doesn’t make the $TX :: Reply\_Buy\_Data$ transaction. After a
certain amount of time, the smart contract will automatically return the escrow deposit to DU.

- If both DO and DU have made escrow, however DU doesn’t submit the TX :: Transfer_Money transaction to DO. After a certain amount of time, the smart contract will also transfer the escrows back to DU and DO.
- If DU has already submitted the TX :: Transfer_Bill transaction, but DO doesn’t perform the TX :: Transfer_Key of Contract :: Share_Data within the allotted time, the DO’s escrow will be lost, and the smart contract will also return DU’s escrow to DU.
- If DU has already received a valid key from DO, but DU doesn’t make the TX :: Verify_Key transaction of the contract within a certain time, the secret key is considered a valid key and the contract is automatically completed.
- After the scammer has been detected by the Resolve algorithm, the escrow of the scammer will be lost, and the escrow in the smart contract will be returned to the honest party.

### V. SECURITY ANALYSIS

This paper combines BC, IPFS, and the group signature scheme to design the data producing, data storing, and data sharing schemes, in which the data producing scheme is used to generate meaningful data for DO, and then DO can store or share this digital data on the system. Our data storing and data sharing schemes gain more benefits than the solutions surveyed in Section II. In this section, we discuss the advantages, security features, and performance features of these schemes.

#### A. ADVANTAGES

1) **PROACTIVITY**

- In the data storing scheme: DO is proactive in storing EDM on IPFS. Specifically, DO can use some of his/her devices to join the IPFS network, then upload EDM on these nodes. And DO can also remove EDM stored on his/her devices.
- In the data sharing scheme: DU can fully verify the reliability of shared data (EMD) he/she needs before performing the Purchase algorithm of the data sharing scheme. Particularly, DU accesses EMD_Link and downloads EMD. Then DU uses the Verify algorithm of the group signature scheme GS provided by the system, the group public key gpk, and SD in CERT stored in the TX :: Store_Data transaction to verify the reliability of EMD as follows: True/False ← GS.Verify(gpk, CERT_SD, EMD). Besides, the sharing process is done directly between DU and DO without depending on any intermediaries. This process is performed by the Purchase algorithm of the data sharing scheme.

2) **TRANSPARENCY AND FAIRNESS IN DATA SHARING**

- All transactions in the data sharing scheme are recorded on the BC ledger, which means that they are publicly traceable to the associated addresses.
- Parties involved in the data sharing process have to transfer escrow to the smart contract to encourage honesty. In the event of a dispute, the group manager will resolve this dispute through the Resolve algorithm of the data sharing scheme. As a result, the scammer will lose his/her deposit.

#### B. SECURITY FEATURES

1) **CONFIDENTIALITY**

- In the data storing scheme, MD is encrypted by the secret key generated by DP for uploading to IPFS. To retrieve MD’s content, any requestors need to know the secret key to decrypt such data. Note that the secret key is encrypted by PKDU before storing on BC. Therefore, it is very challenging for the attacker to guess the secret key to decrypt and obtain MD on IPFS.
- In the data sharing scheme, the decryption key of EMD will also be encrypted by DU’s public key in the smart contract. Therefore, only DU can decrypt and obtain the secret key for decrypting EMD. In dispute resolution, the decryption key of EMD is also encrypted before sending to the group manager.

2) **INTEGRITY**

In the data sharing scheme, CERT certified by DP is used to verify the validity of EMD. Therefore, DO may modify MD to form a new version MD but cannot generate a valid certificate for this new MD because DO does not have a group member key.

3) **PRIVACY**

From the stored data on the BC system, everyone can verify the accuracy and reliability of MD but cannot understand its content and cannot know exactly which DP in the group the DO used the service. This property is ensured by the group signature scheme.

4) **NON-REPUDIATION**

In the data storing and data sharing schemes, each party has to use his/her private key to sign on their BC transactions. All transactions with invalid signatures will be dropped by the miners of the BC network. Therefore, adversaries cannot impersonate anyone to perform transactions. In addition, valid BC transactions are stored in the public ledger, and data
in the BC ledger is immutable, therefore, adversaries cannot repudiate their transactions.

5) ANONYMITY
In the BC network, each user is identified by the user’s public key without any additional personal information required, and the corresponding private key is used to generate signatures on transactions. Therefore, all BC nodes, DUs, and DOs could not know the real name of each other in transactions. Besides, the group signature also ensures the anonymity of DPs. Particularly, any party even the revocation manager and the group manager cannot know any identity of group members who generated and issued certificates for MD. The anonymity of the DP is revealed only if the group manager and the revocation manager cooperate together.

C. PERFORMANCE FEATURES
In the proposed system, the BC transaction system and the IPFS storage system achieve the properties as follows:

1) AVAILABILITY
In our system, both the IPFS storage system and the BC system are peer-to-peer networks with a lot of nodes in the system, therefore adversaries will be very difficult to crash these system. In the IPFS system, the availability of stored data will also be guaranteed. Specifically, when the adversaries remove EMD stored on the compromised IPFS node, EMD may be cached within a certain time at some other nodes on the IPFS network, moreover, the IPFS network is an open network, DU can completely use some of DU’s devices to join the network and can activate the pinning and clustering services on these nodes to improve the availability of stored data. For the BC transaction system, because the data in the BC ledger is synchronized between miners, therefore if some miner nodes do not operate because of DoS/DDoS attacks or hardware errors, the BC system will still be maintained by other miner nodes.

2) INTEGRITY
For the IPFS storage system, data stored on IPFS is identified by the hash value of its content. This hash value is used to verify the integrity of the stored data and is also the access address of the data on IPFS. Hence, modified data will have a new access address. For the BC transaction system, data stored on the ledger is immutable and synchronized between miners. Adversaries may modify the ledger data if and only if they compromise the majority of miners or all miners, however this is very hard.

3) SCALABILITY
Both the IPFS storage system and the BC transaction system are the peer-to-peer networks, hence, the expansion is simply adding some nodes to the networks.

VI. CONCLUSION AND FUTURE WORK
In this paper, we propose three schemes: data producing, data storing, and data sharing. In the data producing scheme, we consider RO as DP, a group manager sets up a group of DPs providing the same type of services. DP can generate MD from RD sent from DO, and then issues a certificate on EMD.

In the data storing scheme, we provide not only the confidentiality and integrity of the stored data but also the anonymity of DP and the privacy of DO which have not been fulfilled in the existing solutions. In the data sharing scheme, everyone on the system can verify the reliability of shared data before submitting a sharing request to DO. Note that everyone can only verify the reliability of the shared data but cannot read its contents. This property could not be fulfilled by existing solutions. In addition, the data sharing process is done directly between DO and DU without depending on any intermediaries.

The results of the security analysis show that the proposed schemes meet the security properties including confidentiality, integrity, privacy, non-repudiation, and anonymity.

In our future work, we will apply the proposed system to specific applications such as IoT, electronic medical records. We will then evaluate and optimize the schemes.
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