Intermittent dislocation density fluctuations in crystal plasticity from a phase-field crystal model

Jens M. Tarp\textsuperscript{1}, Luiza Angheluta\textsuperscript{2}, Joachim Mathiesen\textsuperscript{1}, and Nigel Goldenfeld\textsuperscript{3}

\textsuperscript{1} Niels Bohr Institute, University of Copenhagen, Blegdamsvej 17, DK-2100 Copenhagen, Denmark.
\textsuperscript{2} Physics of Geological Processes, Department of Physics, University of Oslo, P.O. 1048 Blindern, 0316 Oslo Norway
\textsuperscript{3}Department of Physics, University of Illinois at Urbana-Champaign, Loomis Laboratory of Physics, 1110 West Green Street, Urbana, Illinois, 61801-3080

Plastic deformation mediated by collective dislocation dynamics is investigated in the two-dimensional phase-field crystal model of sheared single crystals. We find that intermittent fluctuations in the dislocation population number accompany bursts in the plastic strain-rate fluctuations. Dislocation number fluctuations exhibit a power-law spectral density \(1/f^{\alpha}\) at high frequencies \(f\). The probability distribution of number fluctuations becomes bimodal at low driving rates corresponding to a scenario where low density of defects alternate at irregular times with high population of defects. We propose a simple stochastic model of dislocation reaction kinetics that is able to capture these statistical properties of the dislocation density fluctuations as a function of shear rate.
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Small-scale plasticity is characterized by intermittent strain-rate fluctuations and strain avalanches that follow robust power-law statistics, with detailed reports for both crystalline materials \cite{1,3} and amorphous materials \cite{4}. Discrete dislocation dynamics simulations have been successful in reproducing the power-law statistics of strain avalanches in crystal plasticity assuming that the microscopic origin of intermittency is attributed to dissipative processes associated with crystal defects, such as dislocations and disclinations \cite{5,7}. The scaling behavior observed near plastic yielding was initially explained by analogy to the depinning phase transition \cite{7,8}. However, recent numerical simulations and experiments show that a scale free behavior of plastic bursts occurs also at applied stresses away from the yielding point, which makes the relation to nonequilibrium depinning transition a controversial topic \cite{10,11}.

As the global plastic strain rate, \(\dot{\gamma}\), is directly proportional to the mobile dislocation density \(\rho_d\) and mean velocity \(\langle v \rangle\) by Orowan’s relation: \(\dot{\gamma} \approx b \rho_d \langle v \rangle\), the intermittency of \(\dot{\gamma}\) is influenced both by the collective dislocation velocity (typically following stick-slip dynamics) and dislocation number fluctuations. Previous work on plastic avalanches has only taken into account the stick-slip motion of crystal defects, due to the challenging nature of modeling dislocation density fluctuations naturally, without introducing artifacts due to ad hoc rules for dislocation reactions. The question that concerns us here is: what is the effect of dislocation number fluctuations, particularly near the yielding transition?

The purpose of this Letter is to investigate numerically the density fluctuations of mobile dislocations as a crystal is sheared near and away from yielding point. Conventional techniques that solve the equations of motion for discrete dislocations are not appropriate, because they would require ad hoc rules for dislocation annihilation and creation. Instead, we use the phase-field crystal approach \cite{12} which has been shown to be an efficient technique to model plastic deformations in single and polycrystals, one which can capture explicitly dislocation dynamics and interactions \cite{13,14}. Working in two dimensions, we find that the total number of defects \(N_d\) is a highly fluctuating quantity whose power spectrum at large frequency \(f\) is characterized by a \(1/f^2\) scaling, similar to that of the global plastic strain rate. Also, \(N_d\) follows a non-trivial probability distribution which becomes bimodal at small driving rates, reflecting that both dislocation extinction events and a dense population of interacting dislocations occur with a non-zero probability. Finally, we develop a stochastic coarse-grained model for the effective continuum mechanics of our phase-field crystal model, based upon previous work that has successfully described the regime of cyclic loading and plastic regime where dislocations self-organize into cell-like patterns \cite{15,17}. In this way, we are able to calculate the power spectrum of dislocation number fluctuations, obtaining results in agreement with our simulations. While we have not performed extensive tests in three dimensional systems, our stochastic model seems to remain valid despite the more complex defect structures admissible in three dimensions.

Sheared phase-field crystal:- We use the phase-field crystal (PFC) model to study intermittent plastic deformation in single crystals. The PFC model describes the evolution of an order parameter field \(\psi(r,t)\) that is related to the particle number density averaged over atomic vibration timescales, i.e. \(\psi \sim \langle \sum_i \delta(r - r_i) \rangle_t\). An effective Swift-Hohenberg free-energy functional is formulated in the lowest order gradient expansion of \(\psi\)-field and given as \cite{12} \[ F\{\psi\} = \]
\[
\int dr \left[ \frac{1}{2} \psi \left( q_0^2 + \nabla^2 \right) \psi + \frac{\xi}{2} \psi^2 + \frac{1}{2} \psi^4 \right],
\]
where \( r \sim (T - T_c)/T_c < 0 \) is the quenching depth parameter related to the deviation from the critical melting temperature, and \( q_0 = 2\pi/a \) with \( a \) being the equilibrium lattice spacing. The equilibrium phase diagram obtained from the free energy \( F(\psi) \) contains a region in the \((r, \psi_0)\)-space where the system relaxes to a spatially periodic \( \psi \)-field around a mean crystal density \( \psi_0 \), that corresponds to a crystalline phase with triangular symmetry in two-dimensions [12].

The dynamics of the \( \psi \)-field that includes both the diffusive timescale of phase transformation and elastic strain relaxation is given by a damped wave equation [18]

\[
\frac{\partial^2 \psi}{\partial t^2} + \beta \frac{\partial \psi}{\partial t} = -\nabla \cdot \mathbf{J},
\]

where the density current has a diffusive part determined by the free energy \( F \) and an advective part that simulates the strain rate boundary conditions, namely \( \mathbf{J} = -\alpha \nabla \delta \psi + \beta \nabla \psi \), where \( \alpha^2 \) is the diffusivity coefficient and \( \beta \) is the over-damped coefficient. Physically, these two parameters are related to the effective sound speed and vacancy diffusion coefficient that set a finite elastic interaction length \( L^* \) and time \( t^* \) [19]. Their values are constrained by the thermodynamic stability of the crystalline phase and the damping rate of the elastic excitations. From a linear stability analysis around the one-mode approximation solution of \( \psi \), the dispersion relation corresponding to Eq. (1) with \( \mathbf{v} = 0 \) describes a pair of density waves that propagate undamped for a time \( t^* \approx 2\beta^{-1} \) over a lengthscale \( L^* \approx v_{eff} t^* \), with an effective wave speed \( v_{eff} \approx 2\alpha \sqrt{3q_0^2 + r + q_0^2 + 9\lambda^2} / 8 \), where \( A_0 = 4/5(\psi_0 + 1/3 \sqrt{–15r – 30\psi_0^2}) \) is the amplitude of \( \psi \) in the one-mode approximation [19].

For timescales \( t > t^* \), the density disturbance propagates diffusively with a vacancy diffusion coefficient \( D_0 = \alpha^2(3q_0^2 + r + q_0^2 + 9\lambda^2) / \beta \). The model parameters are chosen such that the timescale \( t^* \) of strain wave relaxation is much smaller than the diffusion one. We impose a constant strain rate boundary condition similar to that used in Ref. [20]. The velocity field \( \mathbf{v} = (v_x(y), 0) \) acts effectively only on a small strip on the top and bottom boundaries,

\[
v_x(y) = v_0 e^{-\frac{y-L}{2}} H \left( y - \frac{L}{2} \right) - v_0 e^{-\frac{y}{2}} H \left( \frac{L}{2} - y \right),
\]

where \( H(x) \) is the Heaviside step function and the penetration length \( \lambda \) of the imposed shear velocity is chosen to be much smaller than the system size \( L \).

We solve Eq. (1) numerically on a two-dimensional rectangular \( L \times L \) domain of size \( 512dx \times 512dx \), using both a finite difference method with an isotropic discretization of the gradients and the Laplace operator [21] as well as a spectral method utilizing discrete cosine transforms similar to that in Ref. [22]. In the spectral method implementation, we added a conservative, Gaussian noise term to Eq. (1) to enable dislocation nucleation in the regime of low dislocation density. Regardless of the noise term or numerical implementation, we observe robust statistical properties. The discretization parameters are set to \( dt = 0.015 \), \( dx = 1 \), and \( a = \pi x \). The boundary conditions are periodic in the \( x \)-direction and with zero-flux in the \( y \)-direction at 0 and \( L \). As initial condition, we use the relaxed equilibrium solution of a single crystal at a fixed undercooling depth \( r = -0.5 \) and \( \psi_0 = 0.3 \). The damping coefficient is set to \( \beta = 0.5 \) and the diffusivity parameter \( \alpha = 15 \). These parameter values give a typical wave speed of \( v_{eff} \approx 36 \), an elastic interaction length \( L^* \approx 146 \), and a characteristic damping time \( t^* \approx 4 \). We set \( \lambda = 0.05L < L^* \), thus the strain waves propagate deeper into the bulk of the crystal before they are dissipated. However, in a constant strain-rate experiment, the imposed shear rate should be sufficiently slow such that the elastic waves decay almost ‘instantaneously’. Under these conditions, we vary the imposed shear velocity between \( v_0 \approx 4.3 - 8.4 \), that corresponds to an applied strain rate varying between \( \dot{\epsilon}_0 = \lambda v_0/(2L^2) \approx 2.10 - 4.10 \times 10^{-4} \) in arbitrary time units.

**Dislocation density fluctuations:** Plastic deformations induce vacancies and point topological defects that are represented by phase and amplitude modulations in the
isolated dislocations or between an isolated dislocation and a domain wall. The latter event may lead to the breaking-up of the domain wall and the release of fast-moving dislocations along different gliding planes. The total dislocation number \( N_d \) is a highly fluctuating quantity depending on the imposed shear rate, such that, at low strain rates, it is characterized by temporal variations around a mean set by the external driving interspersed with short episodes of almost dislocation extinction, as seen in Figure 2. For \( \dot{\varepsilon}_0 < 2.00 \times 10^{-4} \), keeping the same values for the other parameters, we observe that the vanishing dislocation density becomes an absorbing state after an initial transient time of fluctuations. In this dynamical regime, the crystal has been rotated such that the stored energy is mainly dissipated by visco-elastic deformation without the nucleation of defects.

In Figure 3, we show the power spectrum \( S(f) = \langle |N_d|^2 \rangle \), where \( \hat{N}_d \) is the Fourier transform of \( N_d \), computed from the time signals illustrated in Figure 2. The power spectrum has a power-law decay at high frequencies \( f \) given by \( C/f^2 \). To test that this scaling behavior arises of the density fluctuations from correlated events, we have measured the dependence of the scaling coefficient \( C \) on \( \langle N_d \rangle \) shown in the inset of Figure 3. For low shear rates corresponding a dilute dislocation density, the coefficient exhibits a linear scaling, that is consistent with uncorrelated, random dislocation reactions. At higher shear rates, the dependence changes to a power-law implying that the signal arises from correlated dislocation dynamics.
rate depend linearly on the stochastic strain rate, so that the stochastic model of dislocation number fluctuations from Eq. (14) reduces to a Langevin equation of the form
\[ \dot{\rho}_d = F(\rho_d, \langle \dot{\epsilon} \rangle) + G(\rho_d)\delta \dot{\epsilon}, \]
where \( F(\rho_d, \langle \dot{\epsilon} \rangle) \) describes the deterministic reaction rates depending on the current dislocation density and the mean strain rate, while \( G(\rho_d) \) models the stochastic reaction rate due to mutual dislocation interactions depending on the density \( \rho_d \). The strain-rate fluctuations \( \delta \dot{\epsilon}(t) \) are approximated by a Gaussian white noise with zero mean and covariance \( \langle \delta \dot{\epsilon}(t) \delta \dot{\epsilon}(t') \rangle = 2D\delta(t-t') \), while the noise amplitude \( \sqrt{D} \) measures the effective contribution of dislocation interactions. The white noise-limited \( \dot{\epsilon} \) is taken under the approximation that the strain-rate fluctuations are typically short-ranged compared to the timescale of dislocation evolution and pattern[15]. The probability distribution function of dislocation density \( P(\rho_d) \) follows from Eq. (4) as the steady state solution of the Fokker-Planck equation in the Stratonovich formulation with natural boundary conditions and given as
\[ P(\rho_d) = \frac{N}{G(\rho_d)} \exp \left( \int_0^{\rho_d} dx \frac{F(\rho)}{DG^2(\rho)} \right), \]
where \( N^{-1} = \int_0^{\infty} d\rho_d G^{-1}(\rho_d) \exp \left( \int_0^{\rho_d} df(\rho)D^{-1}G^{-2}(\rho) \right) \) is the normalization constant. We assume that the deterministic part of the dislocation reactions is driven by a potential field, i.e. \( F(\rho_d) = -U'(\rho_d) \), that is approximated to the lowest order by a double-well potential \( U(\rho_d) = \frac{1}{4} \left( \frac{\rho_d m}{\delta^2} - 1 \right)^2 - \frac{1}{2} \left( \frac{\rho_d m}{\delta^2} - 1 \right)^2 - \kappa \left( \frac{\rho_d m}{\delta^2} - 1 \right) \), with the two minima corresponding to zero density and a mean density related to the mean strain rate. Thus, the scaling parameter \( m \) locates the mean density that increases monotonically with the shear rate \( \dot{\epsilon}_0 \) (also seen from the table in Figure 4). \( \kappa \) is a parameter that also increases with \( \dot{\epsilon}_0 \) and favors a finite mean density. As \( \kappa \to 0 \), dislocation extinction events and a finite population of interacting dislocations both occur with non-zero probabilities. The noise intensity in Eq. (4) depends on the dislocation density, such that it is able to simulate the internal interactions between dislocations. To this end, we assume a linear relationship given by \( G(\rho_d) = 1 + \rho_d/m \). With these specific expressions of the reaction rates, we find that the PDF of \( \rho_d \) given generically by Eq. (13) becomes equal to
\[ P(\rho_d) = N \left( 1 + \frac{\rho_d}{m} \right)^{-\frac{1}{\nu}} \exp \left( -\frac{L(\rho_d)}{2D} \right), \]
where \( L = \frac{\rho_d}{m^2(m+\rho_d)}(\rho_d^2 - 9m\rho_d - 2m^2\kappa - 22m^2) \). The stationary solutions of this simple stochastic model of dislocation reactions captures very well the empirical PDF obtained from the phase-field crystal simulations as seen in Figure 4. We have also verified numerically that our stochastic model is able to reproduce the \( 1/f^2 \) spectral density of number fluctuations. An analytical calculation...
of the high-frequency limit of the power-spectrum using the results of Refs. 22, 24 is given in the Supplemental Material. There we show that the correlation function \( C(t) = \langle \rho_d(0)\rho_d(t) \rangle \) can be calculated in general as a power series of the form \( C(t) = \sum_{n=0}^\infty (-1)^n \langle x(O^n)x \rangle \), where \( O^n = -[F + DG'G] \frac{\partial}{\partial \rho_d} - DG' \frac{\partial}{\partial \rho_d} \) is the adjoint Kolmogorov operator corresponding to Eq. (4). Hence, the large \( f \) limit of the power spectrum \( S(f) = 2\Re \left\{ \int_0^\infty dt e^{-2\pi i f t} C(t) \right\} \) is dominated by the first non-zero term in the expansion and given as \( S(f) \approx \langle \rho_d O^1 \rho_d \rangle f^{-2} \), where \( \langle \rho_d O^1 \rho_d \rangle = -\langle \rho_d [F + DG'G] \rangle \) is determined by the first four moments of the steady state \( P(\rho_d) \). Thus, the high frequency power spectrum is proportional to \( 1/f^2 \), with the proportionality constant depending on the mean density and higher moments, a result that is expected to be robust in higher dimensions and testable in experiment.

In conclusion, by using the phase field crystal model, we showed that number fluctuations of dislocations follow non-Gaussian statistics with a \( 1/f^2 \) power spectrum similar to that of strain rate fluctuations. This behavior arises from correlated dislocation reactions, and can be accurately captured by a stochastic model which makes experimentally testable predictions for the probability distribution of defect numbers as a function of shear rate.
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Supplementary Information

The dislocation density fluctuations are modelled by a non-linear Langevin equation with multiplicative noise given generically as

$$\dot{x} = f(x) + g(x)\xi(t), \quad (7)$$

where the noise term is related to the strain-rate fluctuations due to dislocation interactions, and $\xi(t)$ is approximated by a Gaussian white noise with zero mean

$$\langle \xi(t)\xi(t') \rangle = 2D\delta(t-t'), \quad (8)$$

with the $D$ a parameter of noise amplitude that measures the effective contribution of dislocation interactions. The deterministic part $f(x)$ describes the dislocation reaction rate and it is driven by a potential field, i.e. $f(x) = -dU(x)/dx$, that is approximated to the lowest order by a double-well potential

$$U(x) = \frac{1}{4} \left( \frac{x}{m} - 1 \right)^4 - \frac{1}{2} \left( \frac{x}{m} - 1 \right)^2 - \kappa \left( \frac{x}{m} - 1 \right), \quad (9)$$

with the two minima corresponding to zero density and a mean density related to the mean strain rate. Thus, the scaling parameter $m$ locates the mean density that increases monotonically with the shear rate $\dot{\varepsilon}_0$. $\kappa$ is a parameter that also increases with $\dot{\varepsilon}_0$ and favours a finite mean density. As $\kappa \to 0$, dislocation extinction events and a finite population of interacting dislocations both occur with non-zero probabilities. The noise intensity in Eq. (7) depends on the dislocation density, such that it is able to simulate the internal interactions between dislocations. To this end, we assume a linear relationship given by $g(x) = 1 + x/m$.

For a generic Langevin equation with additive noise, there is a general argument to determine the high-frequency limit of the noise power-spectrum \[ \text{[23, 24]} \]. One can show that the power spectrum density $S(\omega)$ of one-dimensional stochastic fluctuations decays asymptotically as 1/$\omega^2$ for additive Gaussian noise regardless of expression of the deterministic drive \[ \text{[23, 24]} \], whereas for a second-order, additive Langevin equation, $S(\omega)$ is dominated by 1/$\omega^4$ as $\omega \to \infty$. Here, we present a general derivation of $S(\omega)$ in the high-$\omega$ limit for a first-order, multiplicative Langevin equation given by Eq. (7).

The multiplicative noise in Eq. (7) is studied using the Stratonovich calculus when the strain-rate fluctuations are considered in the $\delta$-correlated limit. Henceforth, the corresponding Fokker-Planck equation is given by

$$\frac{\partial P(x,t)}{\partial t} = -\mathcal{O}P(x,t), \quad (10)$$

where $P(x,t)$ is the probability distribution function and the propagation operator $\mathcal{O}$ in the Stratonovich definition takes the form

$$\mathcal{O} = \frac{\partial}{\partial x} \left[ f(x) + Dg'(x)g(x) \right] - Dg''(x) g^2(x). \quad (11)$$

Similar results are also obtained in the Ito calculus for which the $g$-dependent term in the drift term is removed.

The formal solution of Eq. (10) with the initial condition $P(x_0,0) = \delta(x-x_0)$ can be expressed as

$$P(x,t|x_0,0) = e^{-\mathcal{O}t} \delta(x-x_0). \quad (12)$$

Also the stationary probability distribution $P_{st}(x)$ of Eq. (10) is

$$P_{st}(x) = \mathcal{N} \frac{1}{g(x)} \exp \left( \int_0^x dy \frac{f(y)}{Dg^2(y)} \right), \quad (13)$$

where $\mathcal{N}^{-1} = \int_0^\infty dx g^{-1}(x) \exp \left( \int_0^x dy f(y)D^{-1}g^{-2}(y) \right)$ is the normalization constant. With the specific expressions of the reaction rates that we considered for our model, we find that the PDF of $x$ given generically by Eq. (13) becomes equal to

$$P_{st}(x) = \mathcal{N} \left( 1 + \frac{x}{m} \right)^{-1-11/D} \exp \left( -\frac{\mathcal{L}(x)}{2D} \right), \quad (14)$$

where the time correlation function is

$$C(t) = \langle x(t)x(0) \rangle = \int dx \int dx_0 P(x,t|x_0,0)x_0P_{st}(x_0). \quad (16)$$

Using the formal solution of the transition probability from Eq. (12), we can integrate over $x_0$ and arrive at

$$C(t) = \int dx xe^{-\mathcal{O}t}P_{st}(x) = \int dxP_{st}(x) \left( xe^{-\mathcal{O}t}x \right) = \langle xe^{-\mathcal{O}t}x \rangle, \quad (17)$$

where $\langle \cdot \rangle$ represents an average with respect to the stationary distribution $P_{st}$. The adjoint operator $\mathcal{O}^\dagger$ is defined from the relation $\int dx \psi(x)\mathcal{O}\phi(x) = \int dx\phi(x)\mathcal{O}^\dagger\psi(x)$ and after integration by parts is given as

$$\mathcal{O}^\dagger = -\left[ f(x) + Dg'(x)g(x) \right] \frac{\partial}{\partial x} - Dg''(x) \frac{\partial^2}{\partial x^2}. \quad (18)$$

Expanding the exponential in Eq. (17), we have that

$$C(t) = \sum_{n=0}^\infty \frac{(-t)^n}{n!} \langle x(\mathcal{O}^\dagger)^nx \rangle, \quad (19)$$
and the power spectrum from Eq. (15) becomes equal to

\[
S(\omega) = \frac{1}{\pi} \Re \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \langle x(\mathcal{O}^\dagger)^n x \rangle \int_0^\infty d\omega e^{-i\omega t} t^n
\]

\[
= -\frac{1}{\pi} \Re \sum_{n=0}^{\infty} \frac{\langle x(\mathcal{O}^\dagger)^n x \rangle}{(-i\omega)^{n+1}}.
\]

In the high-\(\omega\) limit, the power spectrum density is dominated by the first non-zero term in the series given that the expansion coefficients are well-defined and decrease in amplitude with increasing order. For our definitions of \(f(x)\) and \(g(x)\), we have that \(\langle x(\mathcal{O}^\dagger)^n x \rangle > \langle x(\mathcal{O}^\dagger)^{n+1} x \rangle\) for all \(n \geq 1\). The zero order term vanishes since it is purely imaginary, hence the first non-zero term corresponds to \(n = 1\),

\[
S(\omega) \approx \frac{1}{\pi} \frac{\langle x\mathcal{O}^\dagger x \rangle}{\omega^2},
\]

where \(x\mathcal{O}^\dagger x = -x[f(x) + Dg'(x)g(x)]\) or \(x\mathcal{O}^\dagger x = -(Dm^3 + Dm^2x + km^3 - 2m^2x + 3mx^2 - x^3)/m^4\). Thus, the power-spectrum density of the fluctuations described by Eq. (7) decays asymptotically as \(1/\omega^2\) when \(\langle x\mathcal{O}^\dagger x \rangle\) is not identically zero. We have also checked this numerically for the specific expressions of \(f(x)\) and \(g(x)\).
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