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Abstract

The walk distances in graphs have no direct interpretation in terms of walk weights, since they are introduced via the logarithms of walk weights. Only in the limiting cases where the logarithms vanish such representations follow straightforwardly. The interpretation proposed in this paper rests on the identity \( \ln \det B = \text{tr} \ln B \) applied to the cofactors of the matrix \( I - tA \), where \( A \) is the weighted adjacency matrix of a weighted multigraph and \( t \) is a sufficiently small positive parameter. In addition, this interpretation is based on the power series expansion of the logarithm of a matrix. Kasteleyn [13] was probably the first to apply the foregoing approach to expanding the determinant of \( I - A \). We show that using a certain linear transformation the same approach can be extended to the cofactors of \( I - tA \), which provides a topological interpretation of the walk distances.
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1 Introduction

The walk distances for graph vertices were proposed in [4] and studied in [5]. Along with their modifications they generalize [5] the logarithmic forest distances [3], resistance distance, shortest path distance, and the weighted shortest path distance. The walk distances are graph-geodetic: for a distance \( d(i, j) \) in a graph \( G \) this means that \( d(i, j) + d(j, k) = d(i, k) \) if and only if every path in \( G \) connecting \( i \) and \( k \) visits \( j \).

It is well known that the resistance distance between two adjacent vertices in a tree is equal to 1. In contrast to this, the walk distances take into account the centrality of vertices. For example, any walk distance between two central adjacent vertices in a path turns out [5] to be less than that between two peripheral adjacent vertices. This property may be desirable in some applications including machine learning, mathematical chemistry, the analysis of social and biological networks, etc.

In the present paper, we obtain a topological interpretation of the simplest walk distances. Such an interpretation is not immediate from the definition, since the walk distances are introduced via the logarithms of walk weights. Only in the limiting cases where the logarithms
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1In this paper, a distance is assumed to satisfy the axioms of metric.
vanish such representations follow straightforwardly [5]. The interpretation we propose rests on the identity \( \ln \det B = \operatorname{tr} \ln B \) applied to the cofactors of the matrix \( I - tA \), where \( A \) is the weighted adjacency matrix of a weighted multigraph and \( t \) is a sufficiently small positive parameter. In addition, it is based on the power series expansion of the logarithm of a matrix. We do not employ these identities explicitly; instead, we make use of a remarkable result by Kasteleyn [13] based on them. More specifically, Kasteleyn obtained an expansion of the determinant of \( I - A \) and the logarithm of this determinant. We show that using a certain linear transformation the same approach can be extended to the cofactors of \( I - tA \), which provides a topological interpretation of the walk distances.

2 Notation

In the graph definitions we mainly follow [10]. Let \( G \) be a weighted multigraph (a weighted graph where multiple edges are allowed) with vertex set \( V(G) = V, |V| = n > 2 \), and edge set \( E(G) \). Loops are allowed; we assume that \( G \) is connected. For brevity, we will call \( G \) a graph. For \( i, j \in V(G) \), let \( n_{ij} \in \{0, 1, \ldots\} \) be the number of edges incident to both \( i \) and \( j \) in \( G \); for every \( q \in \{1, \ldots, n_{ij}\} \), \( w_{ij}^q > 0 \) is the weight of the \( q \)th edge of this type. Let

\[
a_{ij} = \sum_{q=1}^{n_{ij}} w_{ij}^q
\]

(if \( n_{ij} = 0 \), we set \( a_{ij} = 0 \)) and \( A = (a_{ij})_{n \times n} \); \( A \) is the symmetric weighted adjacency matrix of \( G \). In what follows, all matrix entries are indexed by the vertices of \( G \). This remark is essential when submatrices are considered: say, “the \( i \)th column” of a submatrix of \( A \) means “the column corresponding to the vertex \( i \) of \( G \)” rather than just the “column number \( i \).”

By the weight of a graph \( G \), \( w(G) \), we mean the product of the weights of all its edges. If \( G \) has no edges, then \( w(G) = 1 \). The weight of a set \( \mathcal{S} \) of graphs, \( w(\mathcal{S}) \), is the total weight (the sum of the weights) of its elements; \( w(\emptyset) = 0 \).

For \( v_0, v_m \in V(G) \), a \( v_0 \to v_m \) walk in \( G \) is an arbitrary alternating sequence of vertices and edges \( v_0, e_1, v_1, \ldots, e_m, v_m \) where each \( e_i \) is a \( (v_{i-1}, v_i) \) edge. The length of a walk is the number \( m \) of its edges (including loops and repeated edges). The weight of a walk is the product of the \( m \) weights of its edges. The weight of a set of walks is the total weight of its elements. By definition, for any vertex \( v_0 \), there is one \( v_0 \to v_0 \) walk \( v_0 \) with length 0 and weight 1.

We will need some special types of walks. A hitting \( v_0 \to v_m \) walk is a \( v_0 \to v_m \) walk containing only one occurrence of \( v_m \). A \( v_0 \to v_m \) walk is called closed if \( v_m = v_0 \) and open otherwise. The multiplicity of a closed walk is the maximum \( \mu \) such that the walk is a \( \mu \)-fold repetition of some walk.

We say that two closed walks of non-zero length are phase twins if the edge sequence \( e_1, e_2, \ldots, e_m \) of the first walk can be obtained from the edge sequence \( e'_1, e'_2, \ldots, e'_m \) of the second one by a cyclic shift. For example, the walks \( v_0, e_1, v_1, e_2, v_2, e_3 = v_0 \) and \( v_2, e_3 = v_0, e_1 = v_1, e_2, v_2 \) are phase twins. A circuit [11,13] in \( G \) is any equivalence class of phase twins. The multiplicity of a circuit is the multiplicity of any closed walk it contains (all such walks obviously have the same multiplicity). A walk (circuit) whose multiplicity exceeds 1 is periodic.
Let $r_{ij}$ be the weight of the set $R_{ij}$ of all $i \to j$ walks in $G$ provided that this weight is finite. $R = R(G) = (r_{ij})_{n \times n} \in \mathbb{R}^{n \times n}$ will be referred to as the matrix of the walk weights of $G$.

It was shown in [4] that if $R$ exists then it determines a transitional measure in $G$, that is, (i) it satisfies the transition inequality

$$r_{ij} r_{jk} \leq r_{ik} r_{jj}, \quad i, j, k = 1, \ldots, n$$

and (ii) $r_{ij} r_{jk} = r_{ik} r_{jj}$ if and only if every path from $i$ to $k$ visits $j$.

3 The walk distances

For any $t > 0$, consider the graph $tG$ obtained from $G$ by multiplying all edge weights by $t$. If the matrix of the walk weights of $tG$, $R_t = R(tG) = (r_{ij}(t))_{n \times n}$, exists, then

$$R_t = \sum_{k=0}^{\infty} (tA)^k = (I - tA)^{-1},$$

where $I$ denotes the identity matrix of appropriate dimension.

By assumption, $G$ is connected, while its edge weights are positive, so $R_t$ is also positive. Apply the logarithmic transformation to the entries of $R_t$, namely, consider the matrix

$$H_t = \ln R_t,$$

where $\ln(S)$ stands for elementwise operations, i.e., operations applied to each entry of a matrix $S$ separately. Finally, consider the matrix

$$D_t = \frac{1}{2} (h_t^T 1 + 1 h_t^T - H_t - H_t^T),$$

where $h_t$ is the column vector containing the diagonal entries of $H_t$, $1$ is the vector of ones of appropriate dimension, and $h_t^T$ and $1^T$ are the transposes of $h_t$ and $1$. An alternative form of (5) is $D_t = (U_t + U_t^T)/2$, where $U_t = h_t 1^T - H_t$, and its elementwise form is

$$d_{ij}(t) = \frac{1}{2} (h_{ii}(t) + h_{jj}(t) - h_{ij}(t) - h_{ji}(t)), \quad i, j \in V(G),$$

where $H_t = (h_{ij}(t))$ and $D_t = (d_{ij}(t))$. This is a standard transformation used to obtain a distance from a proximity measure (cf. the inverse covariance mapping in [7, Section 5.2] and the cosine law in [8]).

In the rest of this section, we present several known facts (lemmas) which will be of use in what follows, one simple example, and two remarks.

Lemma 1 ([4]). For any connected $G$, if $R_t = (r_{ij}(t))$ exists, then the matrix $D_t = (d_{ij}(t))$ defined by (3)–(5) determines a graph-geodetic distance $d_t(i, j) = d_{ij}(t)$ on $V(G)$.

2In the more general case of weighted digraphs, the ij-entry of the matrix $R_t - I$ is called the Katz similarity between vertices $i$ and $j$. Katz [14] proposed it to evaluate the social status taking into account all $i \to j$ paths. Among many other papers, this index was studied in [13,23].
This enables one to give the following definition.

**Definition 1.** For a connected graph $G$, the *walk distances* on $V(G)$ are the functions $d_t(i, j) : V(G) \times V(G) \to \mathbb{R}$ and the functions, $d_t^u(i, j)$, positively proportional to them, where $d_t(i, j) = d_{ij}(t)$ and $D_t = (d_{ij}(t))$ is defined by (3)–(5).

**Example 1.** For the multigraph $G$ shown in Fig. 1.

![Figure 1: A multigraph $G$ on 3 vertices.](image)

the weighted adjacency matrix is

$$A = \begin{bmatrix} 0 & 2 & 0 \\ 2 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},$$

the matrix $R_{\frac{1}{3}}$ of the walk weights of $\frac{1}{3}G$ exists and has the form

$$R_{\frac{1}{3}} = R(\frac{1}{3}G) = (r_{ij}(\frac{1}{3})) = \frac{1}{4} \begin{bmatrix} 8 & 6 & 2 \\ 6 & 9 & 3 \\ 2 & 3 & 5 \end{bmatrix},$$

and the computation (5) of the walk distances $d_t(i, j)$ with parameter $t = \frac{1}{3}$ yields

$$D_{\frac{1}{3}} = (d_{ij}(\frac{1}{3})) = \frac{1}{2} \begin{bmatrix} 0 & \ln 2 & \ln 10 \\ \ln 2 & 0 & \ln 5 \\ \ln 10 & \ln 5 & 0 \end{bmatrix} \approx \begin{bmatrix} 0 & 0.35 & 1.15 \\ 0.35 & 0 & 0.80 \\ 1.15 & 0.80 & 0 \end{bmatrix}.$$ 

Since the walk distances are graph-geodetic (Lemma 1) and all paths from 1 to 3 visit 2, $d_{\frac{1}{3}}(1, 2) + d_{\frac{1}{3}}(2, 3) = d_{\frac{1}{3}}(1, 3)$ holds.

Regarding the existence of $R_t$, since for a connected graph $A$ is irreducible, the Perron-Frobenius theory of nonnegative matrices provides the following result (cf. [23, Theorem 4]).

**Lemma 2.** For any weighted adjacency matrix $A$ of a connected graph $G$, the series $R_t = \sum_{k=0}^{\infty} (tA)^k$ with $t > 0$ converges to $(I - tA)^{-1}$ if and only if $t < \rho^{-1}$, where $\rho = \rho(A)$ is the spectral radius of $A$. Moreover, $\rho$ is an eigenvalue of $A$; as such $\rho$ has multiplicity 1 and a positive eigenvector.

Observe that for the graph $G$ of Example 1, $\rho = \sqrt{5}$, so $\frac{1}{3} = t < \rho^{-1}$ is satisfied.

**Lemma 3.** For any vertices $i, j \in V(G)$ and $0 < t < \rho^{-1},$

$$d_t(i, j) = -\ln \left( \frac{r_{ij}(t)}{\sqrt{r_{ii}(t)r_{jj}(t)}} \right).$$

(7)
Lemma 3 is a corollary of (4), (5), and Lemma 2.

On the basis of Lemma 3 the walk distances can be given the following short definition: 
\[ d_t(i, j) = -\ln r_{ij}'(t), \]
where \( r_{ij}'(t) = \frac{r_{ij}(t)}{\sqrt{r_{ii}(t)r_{jj}(t)}} \) and \( R_t = (r_{ij}(t))_{n \times n} \) is defined by (3).

**Remark 1.** Consider another transformation of the correlation-like index 
\[ r_{ij}'(t) = \frac{r_{ij}(t)}{\sqrt{r_{ii}(t)r_{jj}(t)}}. \]
Is \( d_t(i, j) \) a metric? It follows from Definition 11 (7), and (8) that for any walk distance \( d^w_t(i, j) \), there exists \( \lambda > 0 \) such that 
\[ d_t(i, j) = 1 - e^{-\lambda d^w_t(i, j)}. \]

Eq. (9) is the Schoenberg transform \[ \text{[21, 22]} \] (see also [7, Section 9.1] and [1, 15]). As mentioned in [6], an arbitrary function \( \tilde{d}(i, j) \) is the result of the Schoenberg transform of some metric if and only if \( \tilde{d}(i, j) \) is a \( P \)-metric, i.e., a metric with values in \([0, 1]\) that satisfies the correlation triangle inequality 
\[ 1 - \tilde{d}(i, k) \geq (1 - \tilde{d}(i, j))(1 - \tilde{d}(j, k)), \]
which can be rewritten as 
\[ \tilde{d}(i, k) \leq \tilde{d}(i, j) + \tilde{d}(j, k) - \tilde{d}(i, j) \tilde{d}(j, k). \]

This fact implies that (8) defines a \( P \)-metric. It is easily seen that the correlation triangle inequality for \( d_t(i, j) \) reduces to the transition inequality (2); obviously, it can be given a probabilistic interpretation.

For the graph \( G \) of Example 11 the \( P \)-metric \( d_t(i, j) \) with \( t = \frac{1}{3} \) is given by the matrix 
\[ D_t = (d_t(i, j)) = \begin{bmatrix} 0 & 1 - \sqrt{0.5} & 1 - \sqrt{0.1} \\ 1 - \sqrt{0.5} & 0 & 1 - \sqrt{0.2} \\ 1 - \sqrt{0.1} & 1 - \sqrt{0.2} & 0 \end{bmatrix} \approx \begin{bmatrix} 0 & 0.29 & 0.68 \\ 0.29 & 0 & 0.55 \\ 0.68 & 0.55 & 0 \end{bmatrix}. \]

**Remark 2.** It can be noted that the Nei standard genetic distance [17] and the Jiang-Conrath semantic distance [12] have a form similar to (7). Moreover, the transformation 
\[-\ln(r(i, j)) \]
where \( r(i, j) \) is a similarity measure between objects \( i \) and \( j \) was used in the construction of the Bhattacharyya distance between probability distributions [2] and the Tomiuk-Loeschcke genetic distance [24] (see also the Leacock-Chodorow similarity [16] and the Resnik similarity [19]). These and other distances and similarities are surveyed in [6].

## 4 An interpretation of the walk distances

For a fixed \( t : 0 < t < \rho^{-1} \), where \( \rho = \rho(A) \) let us use the notation 
\[ B = I - tA. \]

Assume that \( i \) and \( j \neq i \) are also fixed and that \( i+j \) is even; otherwise this can be achieved by renumbering the vertices. Hence, using (3)–(6), the positivity of \( R_t = (I - tA)^{-1} \), and the determinant representation of the inverse matrix we obtain 
\[ d_t(i, j) = 0.5(\ln \det B_{ii} + \ln \det B_{jj} - \ln \det B_{ij} - \ln \det B_{ji}), \]
where \( B_{ij} \) is \( B \) with row \( i \) and column \( j \) removed.
4.1 Logarithms of the cofactors: expressions in terms of circuits

To obtain an interpretation of the right-hand side of (12), we need the following remarkable result due to Kasteleyn.

**Lemma 4 (Kasteleyn [13]).** For a digraph $\Gamma$ with a weighted adjacency matrix $\tilde{A}$,

$$\det(I - \tilde{A}) = \exp \left( - \sum_{c \in \mathcal{C}} \frac{w(c)}{\mu(c)} \right)$$

$$= \prod_{c \in \mathcal{C}_1} (1 - w(c)),$$

where $\mathcal{C}$ and $\mathcal{C}_1$ are the sets of all circuits and of all non-periodic circuits in $\Gamma$, $w(c)$ and $\mu(c)$ being the weight and the multiplicity of the circuit $c$.

The representation (13) was obtained by considering the generating function of walks in $\Gamma$. Basically, the sum $\sum_{c \in \mathcal{C}} \frac{w(c)}{\mu(c)}$ is a formal counting series in abstract weight variables (cf. [20, p. 19]). However, as soon as the weights are real and thus the generating function is a function in real counting variables, the issue of convergence arises. Since (13) is based on the power expansion $-\ln(I - \tilde{A}) = \sum_{k=1}^{\infty} k^{-1} \tilde{A}^k$, a necessary condition of its validity in the real-valued setting is $\rho(\tilde{A}) < 1$.

When the arc weights are nonnegative, the same condition is sufficient. However, if some vertices $i$ and $j$ are connected by parallel $i \rightarrow j$ arcs carrying weights of different signs, then the problem of conditional convergence arises. Namely, if the absolute values of such weights are large enough, then, even though $\rho(\tilde{A}) < 1$, by choosing the order of summands in the right-hand side of (13), the sum can be made divergent or equal to any given number.

To preserve (13) in the latter case, the order of summands must be adjusted with an arbitrary order of items in $\sum_{k=1}^{\infty} k^{-1} \tilde{A}^k$. Hence it suffices to rewrite (13) in the form

$$\det(I - \tilde{A}) = \exp \left( - \sum_{k=1}^{\infty} \sum_{c \in \mathcal{C}_k} \frac{w(c)}{\mu(c)} \right),$$

where $\mathcal{C}_k$ is the set of all circuits that involve $k$ arcs in $\Gamma$.

Lemma 4 is also applicable to undirected graph. To verify this, it is sufficient to replace an arbitrary undirected graph $G$ with its directed version, i.e., the digraph obtained from $G$ by replacing every edge by two opposite arcs carrying the weight of that edge.

Since by (11), $B_{ii} = I - (tA)_{ii}$, Lemma 4 can be used to evaluate $\ln \det B_{ii}$. Let $G_i$ ($G_{ij}$) be $G$ with vertex $i$ (vertices $i$ and $j$) and all edges incident to $i$ ($i$ and $j$) removed.

**Corollary 1.**

$$-\ln \det B_{ii} = \sum_{c \in \mathcal{C}^i} \frac{w(c)}{\mu(c)} = \sum_{c \in \mathcal{C}_{ij} \cup \mathcal{C}^i} \frac{w(c)}{\mu(c)},$$

where

- $\mathcal{C}^i$ is the set of circuits in $tG_i$,
- $\mathcal{C}_{ij}$ is the set of circuits in $tG_{ij}$,
• $C^j$ is the set of circuits visiting $j$, but not $i$ in $tG$, $w(c)$ and $\mu(c)$ being the weight and the multiplicity of $c$.

**Proof.** By assumption, $0 < t < \rho^{-1}(A)$; $B_{ii} = I - tA_{ii}$. Since $A$ is irreducible, $\rho(tA_{ii}) < \rho(tA) < 1$ [9, Ch. III, § 3.4]. Moreover, the edge weights in $G$ are positive by assumption. Therefore, the expansion (13) holds for $B_{ii}$, which yields the desired statement. \qed

To interpret (12), we also need an expansion of $\ln \det B_{ij}$ ($j \neq i$). Convergence in such an expansion provided by Lemma 4 can be achieved by applying a suitable linear transformation of $B_{ij}$.

For the fixed $i$ and $j \neq i$, consider the matrix

$$T_{ij} = I(j, i),$$

(16)

where $I(j, i)$ differs from $I_{n \times n}$ by the $ji$-entry: $I(j, i)_{ji} = -1$.

The reader can easily construct examples of $T_{ij}$ and verify the following properties.

**Lemma 5.**

1. The columns of $T_{ij}$ form an orthonormal set, i.e., $T_{ij}$ is orthogonal: $T_{ij}^T T_{ij} = I$.
2. If $i + j$ is even (as assumed), then $\det T_{ij} = 1$.
3. $T_{ij}^T = T_{ji}$.
4. For any $M_{n \times n}$, $M_{ij} T_{ij}^{-1}$ is obtained from $M$ by: (i) deleting row $i$, (ii) multiplying column $i$ by $-1$, and (iii) moving it into the position of column $j$.

The proof of Lemma 5 is straightforward.

**Corollary 2.**

1. $I_{ij} T_{ij}^{-1}$ is obtained from $I_{(n-1) \times (n-1)}$ by replacing the $kk$-entry with 0, where

$$k = \begin{cases} j, & j < i, \\ j - 1, & j > i. \end{cases}$$

(17)

2. $I_{ij} T_{ij}^{-1} I_{ij} = I_{ij}$, i.e., $T_{ij}^{-1}$ is a g-inverse [18] of $I_{ij}$.

Since $\det T_{ji} = 1$ (Lemma 5), we have

$$\det B_{ij} = \det(B_{ij} T_{ji}).$$

(18)

Now we apply Kasteleyn’s Lemma 4 to $B_{ij} T_{ji}$ by considering a (multi)digraph $\Gamma$ whose weighted adjacency matrix is

$$A = I - B_{ij} T_{ji},$$

(19)

where $B$ is defined by (11). Namely, Lemma 4 in the form (15) along with (18) yield

**Lemma 6.**

$$- \ln \det B_{ij} = \sum_{k=1}^{\infty} \sum_{c \in C_k'} \frac{w(c)}{\mu(c)},$$

(20)

where $C_k'$ is the set of all circuits that involve $k$ arcs in a digraph $\Gamma$ whose weighted adjacency matrix is $A$, while $w(c)$ and $\mu(c)$ are the weight and the multiplicity of the circuit $c$.

As well as (13), (20) is applicable to the case of formal counting series. However, in (11), $t$ is a real weight variable. In this case, a necessary and sufficient condition of the convergence in (20) is $\rho(A) < 1$.

Let us clarify the relation of $\Gamma$ and its circuits with $G$ and its topology. This is done in the following section.
4.2 The walk distances: An expression in terms of walks

To elucidate the structure of the digraph \( \Gamma \) introduced in Lemma 6, an algorithmic description of the matrix \( A \) is useful.

**Lemma 7.** \( A \) can be obtained from \( tA \) by: replacing \( t_{ij} \) with \( t_{ij} - 1 \), deleting row \( i \), multiplying column \( i \) by \(-1\), and moving it into the position of column \( j \).

**Proof.** By (19), items 1 and 3 of Lemma 5, (16), and (11) we have
\[
A = (T_{ij} - B_{ij})T_{ij}^{-1} = (I(j, i) - I + tA)_{ij}T_{ij}^{-1}.
\]
Now the result follows from item 4 of Lemma 5.

Let us reformulate Lemma 7 in terms of \( G \) and \( \Gamma \). Recall that a digraph is the directed version of a graph if it is obtained by replacing every edge in the graph by two opposite arcs carrying the weight of that edge.

**Corollary 3.** A digraph \( \Gamma \) with weighted adjacency matrix \( A \) can be obtained from \( tG \) by:
- taking the directed version of the restriction of \( tG \) to \( V(G) \setminus \{i, j\} \) and
- adding a vertex \( ij \) with: two loops of weights 1 and \(-t_{ji} \) (negative), weights \( t_{jm} \) of outgoing arcs, and weights \(-t_{mi} \) of incoming arcs, where \( m \in V(G) \setminus \{i, j\} \).

Vertex \( ij \) is represented in \( A \) by row and column \( k \), where \( k \) is given by (17).

In what follows, \( \Gamma \) denotes the digraph defined in Corollary 3. The jump in \( \Gamma \) is the loop of weight 1 at \( ij \). The walk in \( \Gamma \) that consists of one jump is called the jump walk (at \( ij \)).

To interpret \( \ln \det B_{ij} \) in terms of \( G \), we need the following notation.

**Definition 2.** A walk with \( i, j \) jumps in \( G \) is any walk in the graph \( G' \) obtained from \( G \) by attaching two additional loops of weight 1: one adjacent to vertex \( i \) and one adjacent to \( j \). These loops are called jumps. A walk with \( i, j \) jumps (in \( G \)) only consisting of one jump is called a jump walk (at \( i \) or \( j \)).

**Definition 3.** A \( j \rightarrow i \) alternating walk with jumps is any \( j \rightarrow i \) walk \( w \) with \( j, i \) jumps such that (a) any \( j \ldots j \) subwalk of \( w \) either visits \( i \) or contains no edges except for jumps and (b) any \( i \ldots i \) subwalk of \( w \) either visits \( j \) or contains no edges except for jumps.

A \( j \rightarrow i \) alternating walk with jumps is defined similarly: the only difference is that the endpoint of such a walk is \( j \).

To introduce some additional notation, observe that any \( j \rightarrow i \) alternating walk \( w \) with jumps can be uniquely partitioned into a sequence of subwalks \( (w_1, \ldots, w_t) \) such that every two neighboring subwalks share one terminal vertex and each \( w_k \) is a jump walk or is a \( j \rightarrow i \) or an \( i \rightarrow j \) hitting walk without jumps. For every \( k \in \{1, \ldots, t\} \), consider the set \( p_k = \{w_k, \tilde{w}_k\} \), where \( \tilde{w}_k \) is either \( w_k \) written from end to beginning (reversed) when \( w_k \) is a hitting walk without jumps, or a jump walk at \( i \) (when \( w_k \) is a jump walk at \( j \) (resp., \( i \)).

The sequence \( p(w) = (p_1, \ldots, p_t) \) will be called the route partition of \( w \). We say that two

---

3 If \( a_{ji} = 0 \), then this loop is omitted.
4 Cf. “dihedral equivalence” in [14].
$j \rightarrow i$ alternating walks with jumps, $w$ and $w'$, are equipartite if the route partition of $w'$ can be obtained from that of $w$ by a cyclic shift. Finally, any equivalence class of equipartite $j \rightarrow i$ alternating walks with jumps will be called an alternating $j \rightarrow i$ route with jumps. If $r$ is such a route, then its length and weight are defined as the common length and weight of all walks with jumps it includes, respectively. If a route partition $p(w) = (p_1, \ldots, p_t)$ has period (the length of the elementary repeating part) $y$, then the multiplicity of the alternating $j \rightarrow i$ route with jumps that corresponds to $p(w)$ is defined to be $t/y$.

Completely the same construction can be applied to define alternating $j \rightarrow i \rightarrow j$ route with jumps (starting with the above definition of a $j \rightarrow i \rightarrow j$ alternating walk with jumps). A notable difference is that there are alternating $j \rightarrow i \rightarrow j$ routes with jumps that do not visit $i$: these consist of jumps at $j$. The weight of such a route with jumps is 1 and its multiplicity is the number of jumps.

**Lemma 8.** There is a one-to-one correspondence between the set of circuits in $\Gamma$ that contain vertex $ij$ and have odd (even) numbers of negatively weighted arcs and the set of alternating $j \rightarrow i$ routes (alternating $j \rightarrow i \rightarrow j$ routes) with jumps in $G$. The circuit in $\Gamma$ and route with jumps in $G$ that correspond to each other have the same length, weight, and multiplicity.

**Proof.** Every circuit containing vertex $ij$ in $\Gamma$ can be uniquely represented by a cyclic sequence of walks each of which either is an $ij \rightarrow ij$ walk including exactly one negatively weighted arc, or is the jump walk at $ij$. Such a cyclic sequence uniquely determines an alternating $j \rightarrow i$ or $j \rightarrow i \rightarrow j$ route with jumps in $G$ (if the number of negatively weighted arcs involved in the circuit is odd or even, respectively).

On the other hand, every set $p_k = \{w_k, \tilde{w}_k\}$ involved in an alternating $j \rightarrow i$ or $j \rightarrow i \rightarrow j$ route with jumps in $G$ uniquely determines either an $ij \rightarrow ij$ walk containing exactly one negatively weighted arc, or the jump walk at $ij$ in $\Gamma$. Thereby, every alternating route with jumps under consideration uniquely determines a circuit in $\Gamma$. Furthermore, the two correspondences described above are inverse to each other. Thus, these reduce to a one-to-one correspondence.

Finally, it is easily seen that the corresponding circuits and alternating routes with jumps share the same length, weight, and multiplicity. 

**Remark 3.** It can be noted that the multiplicity of an alternating $j \rightarrow i$ route with jumps in $G$ can only be odd.

Both circuits and alternating routes will be called figures. Lemmas 6 and 8 enable one to express $\ln \det B_{ij}$ in terms of figures in $tG$ and $tG_{ij}$.

**Lemma 9.**

$$- \ln \det B_{ij} = \sum_{k=1}^{\infty} \sum_{c \in (C_j \cup C_{j \rightarrow i} \cup C_{i \rightarrow j}) \cap C_k} (-1)^{\zeta(c)} \frac{w(c)}{\mu(c)},$$

where

A cyclic sequence is a set $X = \{x_1, \ldots, x_N\}$ with the relation "next" $\eta = \{(x_2, x_1), \ldots, (x_N, x_{N-1}), (x_1, x_N)\}$. 
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• $C^{ij}$ is the set of circuits in $tG_{ij}$.
• $C^{ji \rightarrow i \rightarrow j}$ is the set of alternating $j \rightarrow i \rightarrow j$ routes with jumps in $tG$.
• $C^{ij \rightarrow i}$ is the set of alternating $j \rightarrow i$ routes with jumps in $tG$.
• $C_k$ is the set of figures (in $tG$ or $tG_{ij}$) that involve $k$ arcs,

\[ \zeta(c) = \begin{cases} 0, & c \in C^{ij} \cup C^{j \rightarrow i \rightarrow j}, \\ 1, & c \in C^{j \rightarrow i}. \end{cases} \]

while $w(c)$ and $\mu(c)$ are the weight and the multiplicity of $c$.

Similarly, we can express $\ln \det B_{ij}$ in terms of the sets $C^{ij}$, $C^{i \rightarrow j}$, and $C^{i \rightarrow j}$. There exist natural bijections between $C^{j \rightarrow i \rightarrow j}$ and $C^{i \rightarrow j \rightarrow i}$ and between $C^{j \rightarrow i}$ and $C^{i \rightarrow j}$. Namely, to obtain an element of $C^{i \rightarrow j \rightarrow i}$ from $c \in C^{j \rightarrow i \rightarrow j}$ (or an element of $C^{i \rightarrow j}$ from $c \in C^{j \rightarrow i}$), it suffices to reverse all $j \rightarrow i$ and $i \rightarrow j$ hitting walks without jumps in $c$ and to replace every jump walk at $j$ with the jump walk at $i$ and vice versa.

On the other hand, the sets $C^{i \Rightarrow j} \equiv C^{j \rightarrow i \rightarrow j} \cup C^{i \rightarrow j \rightarrow i}$ and $C^{i-j} \equiv C^{i \rightarrow j} \cup C^{i \rightarrow j}$ also make sense. Specifically, they are useful for expressing $d_{t}(i,j)$. Such an expression is the main result of this paper. It follows by combining (12), Corollary 1, and Lemma 9.

**Theorem 1.**

\[ d_{t}(i,j) = \frac{1}{2} \sum_{k=1}^{\infty} \sum_{c \in (C^{ij} \cup C^{ij}) \cap C_{k}} (-1)^{\zeta(c)} \frac{w(c)}{\mu(c)}, \]

where the sets of figures in $tG$ are denoted by:

• $C^{ij}$: of circuits visiting $i$, but not $j$,
• $C^{ij}$: of circuits visiting $j$, but not $i$,
• $C^{i \Rightarrow j}$: of alternating $j \rightarrow i \rightarrow j$ and $i \rightarrow j \rightarrow i$ routes with jumps,
• $C^{i-j}$: of alternating $j \rightarrow i$ and $i \rightarrow j$ routes with jumps,
• $C_k$: of figures that involve $k$ arcs:

\[ \zeta(c) = \begin{cases} 0, & c \in C^{i \Rightarrow j}, \\ 1, & c \in C^{ij} \cup C^{ij} \cup C^{i-j}. \end{cases} \]

while $w(c)$ and $\mu(c)$ are the weight and the multiplicity of $c$.

In more general terms, Theorem 1 can be interpreted as follows. The walk distance between $i$ and $j$ is reduced by $j \rightarrow i$ and $i \rightarrow j$ walks (see $C^{i-j}$), connections of $i$ with other vertices avoiding $j$ ($C^{ij}$), and connections of $j$ avoiding $i$ ($C^{ij}$). The set $C^{i \Rightarrow j}$ supplies all positive terms in the expansion of $d_{t}(i,j)$. It comprises constantly jumping walks along with closed walks involving $i$ and $j$ whose positive weights compensate the negative overweight of $j \rightarrow i$ and $i \rightarrow j$ routes with extra jumps.

Note that Theorem 1 supports the observation in the Introduction that the high centrality of $i$ and $j$ reduces, ceteris paribus, the walk distance between them. Indeed, the elements of $C^{ij} \cup C^{ij}$ which account for the centrality of $i$ and $j$ make a negative contribution to the distance.

The following example may provide some additional insight into Theorem 1.
Example 2. For the graph $G$ of Example 1, let us approximate $d_{\frac{1}{3}}(1, 3) = \frac{1}{2} \ln 10 \approx 1.15$ using Theorem 1. Due to (19), $A = \frac{1}{3} \begin{bmatrix} 0 & -2 \\ 1 & 3 \end{bmatrix}$. As $\rho(A) = 2/3 < 1$, convergence holds in (20) and thus in Theorem 1. The leading terms of the expansion for $d_{\frac{1}{3}}(1, 3)$ are presented in Table 1. In this table, $k/\mu(v_0 \cdots v_m)$ is the denotation of a collection of figures where each figure has multiplicity $\mu$ and contains some walk (or walk with jumps) whose sequence of vertices is $v_0, \ldots, v_m$; $k$ is the cardinality of the collection. If $\mu = 1$, then $\mu$ is omitted; if $\mu = k = 1$, then $\mu$ and $k$ are omitted.

$$\cap \begin{array}{|c|c|c|c|} \hline \cap & C^{13} \cup C^{13} & C^{1=3} & C^{1-3} \\
C_1 & \emptyset & (11), (33) & \emptyset \\
C_2 & 4(121), (323) & \frac{1}{2}(111), \frac{1}{2}(333) & 2(123), 2(321) \\
C_3 & \emptyset & \frac{1}{3}(1111), \frac{1}{3}(3333) & 2(1123), 2(3321) \\
C_4 & \frac{4}{3}(12121), 6(12121), & \frac{1}{3}(11111), \frac{1}{3}(33333), & 2(11123), 2(33321) \\
& \frac{1}{2}(32323) & \frac{2}{3}(12321), (12321), \frac{2}{3}(32123), (32123) & \\
C_5 & \emptyset & \frac{1}{5}(111111), \frac{1}{5}(333333), 4(112321), 4(332123) & 2(111123), 2(333321) \\
\hline \end{array}$$

Table 1: The figures forming the leading terms in the expansion of $d_{\frac{1}{3}}(1, 3)$ in Example 2.

The first terms of the series Theorem 1 provides are:

$$d_{\frac{1}{3}}(1, 3) = \frac{1}{2} \left[ (2 \cdot 1) + \left( -\frac{4}{9} - \frac{1}{9} + 2 \cdot \frac{1}{2} - 2 \cdot \frac{2}{9} \right) + \left( 2 \cdot \frac{1}{3} - 2 \cdot \frac{2}{9} \right) \\
+ \left( -\frac{2}{81} - \frac{1}{2} \cdot \frac{1}{81} + 2 \left( \frac{1}{4} + \frac{1}{81} \right) - 2 \cdot \frac{2}{9} \right) + \left( 2 \left( \frac{1}{5} + \frac{4}{81} \right) - 2 \cdot \frac{2}{9} \right) + \ldots \right]$$

$$= \frac{461}{405} + \ldots,$$

where $\frac{461}{405} \approx 1.1383$.

In the above expression, the sum (with signs) of the weights of figures that involve $k$ edges is 0 whenever $k$ is even. Thus, the above expansion reduces to

$$d_{\frac{1}{3}}(1, 3) = \frac{1}{2} \left[ (2 \cdot 1) + \left( 2 \cdot \frac{1}{3} - 2 \cdot \frac{2}{9} \right) + \left( 2 \left( \frac{1}{5} + \frac{4}{81} \right) - 2 \cdot \frac{2}{9} \right) + \ldots \right].$$

The relative error of this approximation is 1.1%.

In some cases, the convergence of such expansions is extremely slow. On the other hand, the meaning of Theorem 1 is to clarify the concept of walk distance by representing it as the sum of route/circuit weights rather than to provide an effective algorithm for computing it.
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