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Abstract

Markerless motion capture has become an active field of research in computer vision in recent years. Its extensive applications are known in a great variety of fields, including computer animation, human motion analysis, biomedical research, virtual reality, and sports science. Estimating human posture has recently gained increasing attention in the computer vision community, but due to the depth of uncertainty and the lack of the synthetic datasets, it is a challenging task. Various approaches have recently been proposed to solve this problem, many of which are based on deep learning. They are primarily focused on improving the performance of existing benchmarks with significant advances, especially 2D images.

Based on powerful deep learning techniques and recently collected real-world datasets, we explored a model that can predict the skeleton of an animation based solely on 2D images. Frames generated from different real-world datasets with synthesized poses using different body shapes from simple to complex. The implementation process uses DeepLabCut on its own dataset to perform many necessary steps, then use the input frames to train the model. The output is an animated skeleton for human movement. The composite dataset and other results are the "ground truth" of the deep model.
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1. Introduction

Behavioral quantification is important for many applications using computer vision. Imaging is perhaps the most common and widely used method because it allows non-invasive, high-resolution behavioral observations in a variety of settings [1,2,3]. However, extracting specific aspects of a behavior from video and further analyzing them always pose a challenging computational problem. Therefore, finding a robust and accurate way to measure human behavior has always been the focus of researchers. Recent advances in deep learning have shown that the process of quantifying behavior has been greatly simplified [4]. One of the great advantages of deep learning-based methods is that they are extremely flexible and allow researchers to define what to track [5].

Behavioral quantification is closely related to the process of identifying and tracking the 3D locations of joints in the human body. Human motion capture involves recording the movement of a moving human body and converting that movement into an abstract digital format. First, we used a single webcam with only one character to collect the real-world dataset. The datasets include the easy pose as T-pose, A-pose, standing and seating; the inter pose, mostly walking and running and the hard pose includes all the postures with high complexity like yoga, push-ups, and activities. Record difficulty progression is especially useful for curriculum learning applications [7]. By using DeepLabCut, an open-source toolbox for providing behavior tracking and markerless pose estimation [6], is used to generate a composite dataset and labeled 2D images. The animated skeleton for each frame is the result of performing deep learning built into the DeepLabCut toolbox. This process is carried out for the purpose of predicting the articulated joint locations of a human body from an image or a series of images from synthetic datasets. The result is a video in .mp4 format with labels created for visualization purposes with a network predictive label showing the trajectory of all body parts throughout the video.

The overall goal of our research is to use DeepLabCut toolbox to predict the joint rotation and position parameters to create an animated skeleton based solely on video camera data, without the use of special markers or tracking equipment. Therefore, the main structural paper will introduce the process of generating real video to 2D image frames in section 2. Section 3 will discuss a deep learning model to emphasize the importance of research on this topic and use them to pre-training input frames. Then, section 4 discusses the main challenges and the results obtained during the experiment. Finally, section 5 summarizes the work presented in this paper.
2. Data Collection

2.1. Synthetic Dataset

Ground Truth movements were used to record human behavior in real-world datasets. The recorded video contains human movements with different actions. All data is collected indoors, and the sequence does not contain external occlusions or significant disruption, but some of the challenges we face tend to disrupt background subtraction. The human performs four different performances, repeated many times: idle, walking, acting, and freestyle. As a result, three datasets were collected, including the easy pose as T-pose, A-pose, standing and seating; the inter pose, mostly walking and running and the hard pose includes all the postures with high complexity and varied set of motions like yoga, push-ups, and activities. They are performed under realistic indoor conditions that can be applied to most of the proposed pose and motion estimation techniques.

By using DeepLapCut, a pipeline designed to generate patterns from a 2D composite image of the human body shapes using different poses direct video without calibrate or retarget animation. Through experimentation, we have discovered that the key to a successful feature detector is the selection of different frames that are typical of human behavior and need to be labeled. The tool also allows editing the number of frames to extract for each input video. Label the extracted frames performed during creating the training dataset.

![Figure 1: Distribution diagram of label joint node](image)

The human skeleton is divided into 17 critical joints, and the whole-body motion posture is built through integration and calculation of the motion data of 17 joints. Therefore, 17 labels are pre-made on body parts including ankle, knee, femoral, wrist, elbow, shoulder, chest for each left and right side respectively, hip, abdominal and head. Figure 1 is a simulation of a...
hierarchical model of joints in the human body where black dots represent joints as labeled positions. Based on this model, a labeling process is performed (see the example in Figure 2) and the dataset is saved in the correct format for future steps. Following these steps, a synthetic dataset was created to store the 2D image labeled as the animated skeleton for each frame.

(a) 2D image labeled of easy pose dataset

(b) 2D image labeled of inter pose dataset

(c) 2D image labeled of hard pose dataset

Figure 2. 2D images labeled
Labelling a frame is a step that requires accuracy and synchronization, as it is very important to label correctly in the same place. If some positions in the frame are hidden, it may be acceptable to skip the labeling procedure at that position. Therefore, choosing the most appropriate and well-stored frame for behavior is useful for training, as identification is one of the most important parts of creating a training dataset.

| scores | frame_1 | frame_2 | frame_3 | frame_4 | frame_5 | frame_6 | frame_7 | frame_8 | frame_9 | frame_10 |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|---------|-----------|
| subset | subset  | subset  | subset  | subset  | subset  | subset  | subset  | subset  | subset  | subset  |
| labels | labels  | labels  | labels  | labels  | labels  | labels  | labels  | labels  | labels  | labels  |
| budget5 | budget5 | budget5 | budget5 | budget5 | budget5 | budget5 | budget5 | budget5 | budget5 | budget5 |

Table 1. Synthetic dataset with the animation skeleton for each frame

### 2.2. Training Dataset

A good training dataset should consist of a sufficient number of frames that capture the breadth of the behavior and reflect different behaviors with respect to postures. Assessing the trained network typically requires thousands of training data, and researchers can repeat the training and testing process over and over to find the optimal training data set before making accurate predictions. Therefore, training datasets are usually labelled with highest possible accuracy and synchronization requirements. In other words, to build a robust model, the training dataset should include examples with a variety of human poses. Due to the challenges of traditional data collection approaches, including capturing human movements with cameras, data synthesis plays an important role as a generative model for synthesizing high quality depth frames with fully labeled ground truth frames. Therefore, several training experiments with varying numbers of training images to determine the effective size of the training set based on a collection of three synthetic datasets containing training samples evenly distributed across all postures.

To create training datasets, DeepLabCut provided the function to combine the labeled datasets and split them to create train and test datasets [6]. The training data is used to train the network, while the test data is used to evaluate the network. The model is initially fitted to the training data set and produces a result for each input frame of the training dataset, which is compared to the target. The parameters of the model are adjusted based on the result of the
comparison and the specific training algorithm used. Finally, the test dataset is the dataset used to
monitor the performance of the validation test dataset while providing an evaluation of the final
model that fits the training dataset.

3. Deep Posture Analysis for Markerless Human Motion

3.1. Pre-trained and Evaluate Models

In this study, DeepLabCut was found to provide a pre-trained human pose model at MooelZoo [6].
However, the process implemented a retraining and evaluation model to understand how
DeepLabCut works and use synthetic datasets for training. In practice, several factors matter such
as the performance of the fine-tuned model of the task in question, the number of images that need
to be characterized to fine-tune the network, and the rate of convergence of the optimization
algorithm. Therefore, the pre-trained models can also be adapted to a particular application.

The process begins by merging all the extracted labeled frames and splitting them into
subsets of test and train frames to create a training dataset. The pre-trained network is then end-to-
end trained, adjusting the weights and using resnet_50 or 101 to predict the desired function. The
evaluating the performance of the trained network then performed against the training and testing
framework. The trained network can be used to analyze videos that produce the extracted pose file.
If the trained network does not successfully generalize to hide data in the evaluation and analysis
steps, then additional frames with poor results can be extracted and manually move the predicted
labels to the ideal position.

Within the scope of this project, a markerless human motion capture system provides three
datasets of synthetic depth data for training single pose estimation systems. Our three datasets
contain varying complex shapes and poses with thousands of frames. Here, the size of the data is
large and the data of all three datasets are highly similar. Therefore, this is an ideal situation for
most effectively pre-training the model range. The best way to use a model is to maintain the
model’s architecture and the initial weights of the model. Then we can re-train this model using
the weights as initialized in the pre-trained model. To achieve the highest possible accuracy during
training, we stopped the initial training phase at min 2700 iterations. We then improve the resulting
network per dataset with as much iteration as possible. In all the steps above, the test dataset is
reserved for the final pose estimation task, so the evaluation result will be the validation set for
each dataset. The evolution of our three-pose dataset is shown in Table 2.
The evaluation results for each shuffle in the training dataset are saved in the evaluation process. The results show that the distance between the marked and the predicted body parts is on the same human body. The human labels are plotted as a plus ‘+’ and the prediction from DeepLabCut is plotted as ‘o’ with p-cutoff is 0.01, which is a confident prediction with likelihood $> p$-cutoff. Examples test and training plots from easy pose dataset are depicted in Figure 3. When benchmarking with different shuffles on the same training dataset, the shuffle index can adapt and iteratively evaluate the corresponding network process. If the generalization is inadequate, double-check the labeling process and repeat the training dataset again.

| Training Iterations | %Training dataset | Shuffle number | Train error(px) | Test error(px) | p-cutoff used | Train error with p-cutoff | Test error with p-cutoff |
|---------------------|-------------------|----------------|-----------------|---------------|--------------|---------------------------|--------------------------|
| Easy pose dataset   | 2700              | 95             | 1               | 82.29         | 0.01         | 82.29                     | 35.69                    |
| Intermediate dataset| 6300              | 95             | 1               | 34.13         | 0.01         | 34.13                     | 31.29                    |
| Hard pose dataset   | 2850              | 95             | 1               | 211.14        | 0.01         | 211.14                    | 263.53                   |

*Table 2: Combined evaluation results*

*Figure 3: Images from evaluation results*
3.2. Deep Posture Analysis and Plotting Results

The trained network can be used to analyze new videos. By selecting the best model from the evaluation results, the video analysis is performed based on the execution command. The result is an array [8] and if the save_as_csv flag is set to True, it will be saved in an efficient hierarchical data format (.hdf5) and exported in a comma separated value format (.csv). These include the likelihood for each frame per body part, the name of the network, and body part name (x, y) label position in pixels. The labels for each body part across the video can also be plotted after the video has been analyzed. Trajectories of all the body parts throughout the entire video is plotted and each body part is identified by a unique color. Trajectories can also be easily imported into many programs for further behavioral analysis. They include trajectories filtered by body parts plotted across all frames in space; all body parts over time for each solid frame index are Y and dashed lines are X; body part likelihood across time over all frames; as well as histograms of consecutive coordinate differences with low values is the smallest jump between frames. The graph results are shown in Figure 4.

Figure 4: The graphs plot the trajectories
In addition, for visualization purposes, a labeled video will be created based on the extracted poses. It is saved as a video in .mp4 format with the labels predicted by the network. Depending on the configuration set in the config.yaml file, the video can add skeletons to connect points, and/or add a history of points for visualization or only the dots plotted. However, if save_frames = True is passed, the best quality videos will be created. Therefore, it is highly recommended to use save_frames = True when using trail points and draw_skeleton.

4. Experiment Results
The experimental process begins with collecting three real-world datasets. First, extract images from each video frame at a rate of 30fps at 200 frames. Reduce video from 30 fps to 15 fps on both the training and testing sets. Then select the 20 frames presented for the pose, define the centers of the 17 joints, and train the network using only the trajectories of those joints. Next, train and evaluate the performance of the proposed model. After training, we repeatedly refined the images and re-trained the network until we had frames that allowed good performance and generalization. Pre-train all three datasets to investigate the impact of various factors on the accuracy of the results. Finally, as a qualitative result, we provided the typical 3D poses predicted by labeled video. To run this whole process, use DeepLabCut with Python code to select training frames, check the human annotator labels, generate training data in the required format, as well as evaluate the performance on test frames. For 2D image frames extraction, this task can be performed by GUI or manually. The toolbox also contains code for extracting postures from the original videos using a trained feature detector to create labeled videos. Therefore, this toolbox is considered suitable for pre-trained a tailored network based on labeled images and can then perform automatic labeling for new data. Based on the above steps, we have created a version that meets the analytical needs of this project, based on three datasets. Check out the results here: https://github.com/DoanDuyVo/DeepLab_Human

Figure 5: Draw a skeleton connecting the nodes
The original version of DeepLabCut can be found step-by-step in the user guide at [https://github.com/DeepLabCut/DeepLabCut](https://github.com/DeepLabCut/DeepLabCut), which outlines the pipeline and workflow of a markerless pose estimation project. There are options to perform markerless pose estimation on your local computer by both GUI and Python code, or in Colab which provide a pre-installed execution environment.

### 5. Conclusion

Recent advances in deep learning-based markerless pose estimation have been widely and quickly adopted. Part of this effect was facilitated by open-source code. By developing, sharing source code and pre-trained models in a public repository on GitHub, it's now free and easy to use on a large scale. These packages are progress-based and run code on a variety of platforms based on computer vision and AI technology with a strong open science culture. In addition, this wide range of applications of deep learning-based markerless pose estimation technology will contribute significantly to scientific research in areas such as medicine, virtual reality, animal behavior analysis, biomechanics, the game industries, robotics [9], etc. Therefore, research on deep learning-based markerless pose estimation will be a promising direction in the future.

As a result, this paper presented the process of using the synthetic datasets with varying shape and pose complexity in thousands of frames to evaluate and track human posture. These are the comprehensive datasets that include synced video from a single camera view, associated 3D ground truth, 2D pose frames, and 2D labeled images. This process is a prime example of capturing human movements, showing that training with synthetic data and manual data labeling with the model of DeepLabCut can lead to undifferentiated results. However, a deep convolutional neural network for motion tracking and pose estimation are more efficient with a state-of-the-art multiview pose estimation. All data and associated scripts used in this project are available to the research community. We hope that these datasets will lead to further advances in human joint motion estimation and provide an opportunity to determine the performance of current state-of-the-art algorithms.

In future work, we would like to extend our experiments to use a multi-view approach with multi cameras and expand the scope to include complex and continuous human movements such as ballet and martial arts. We are also interested in 3D reconstruction scenarios that reproduce 3D human movements on one side.
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