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Abstract

We consider the trigonometric classical $r$-matrix for $\mathfrak{gl}_N$ and the associated quantum Gaudin model. We produce higher Hamiltonians in an explicit form by applying the limit $q \to 1$ to elements of the Bethe subalgebra for the XXZ model.

1 Introduction

Explicit higher Hamiltonians for the rational Gaudin model associated with $\mathfrak{gl}_N$ were produced by Talalaev [19] by making use of the Bethe subalgebra of the Yangian for $\mathfrak{gl}_N$ and taking a classical limit; see also [13]. Some related families of higher Hamiltonians and their analogues for the orthogonal and symplectic Lie algebras were produced by using the center at the critical level following the general approach of Feigin, Frenkel and Reshetikhin [7]; see [3], [5] and also [14] for more details and references. In particular, such a family arises from the coefficients of the differential operators $\text{tr}(\partial_u + E(u))^k$ with $k = 1, 2, \ldots$ which form a commutative subalgebra of $U(t^{-1}\mathfrak{gl}_N[t^{-1}])$. Here $E(u) = [E_{ij}(u)]$ is the matrix with the entries

$$E_{ij}(u) = \sum_{n=0}^{\infty} E_{ij}[-n-1]u^n, \quad E_{ij}[-n-1] = E_{ij}t^{-n-1},$$
where we use the standard basis elements $E_{ij}$ of $\mathfrak{g}l_N$. The commuting family of the coefficients of the power series $\text{tr}E(u)^2$ can be regarded as a generating series of the quadratic Gaudin Hamiltonians as considered by Sklyanin [17].

Both rational and trigonometric Gaudin models were studied by Jurčo [11]. They are associated with the corresponding classical r-matrix $r(x)$. In the trigonometric case $t^{-1}\mathfrak{g}l_N[t^{-1}]$ is replaced by the extended Lie algebra $\hat{\mathfrak{g}}^+ = \mathfrak{b}^+ \oplus t^{-1}\mathfrak{g}l_N[t^{-1}]$, where $\mathfrak{b}^+$ is the subalgebra of $\mathfrak{g}l_N$ spanned by the elements $E_{ij}$ with $i \leq j$. Accordingly, $E(u)$ is replaced by the matrix $L^+(u) = [L^+_{ij}(u)]$ with

$$L^+_{ij}(u) = \sum_{n=0}^{\infty} L^+_{ij}[-n] u^n,$$

where $L^+_{ij}[-n] = -2E_{ij} t^{-n}$ for $n \geq 1$ and $L^+_{ij}[0] = -(1 + \text{sgn}(j-i)) E_{ij}$ assuming $\text{sgn}(0) = 0$. It is shown in [11] that the coefficients of the series $\text{tr} L^+(u)^2$ are pairwise commuting elements of $U(\hat{\mathfrak{g}}^+)$. Moreover, as with the rational Gaudin model, this series plays the role of the generating function for quadratic Hamiltonians. Namely, taking the image in the tensor product of the vector representations, we get

$$L^+(u) \mapsto r_{01}(u/a_1) + \cdots + r_{0l}(u/a_l)$$

for some parameters $a_i$, where

$$r(x) = \sum_{i,j=1}^{N} \left( \frac{1 + x}{1 - x} + \text{sgn}(j - i) \right) e_{ij} \otimes e_{ji}$$

is a trigonometric classical r-matrix. It satisfies the classical Yang–Baxter equation

$$[r_{12}(x_1/x_2), r_{23}(x_2/x_3)] + [r_{23}(x_2/x_3), r_{31}(x_3/x_1)] + [r_{31}(x_3/x_1), r_{12}(x_1/x_2)] = 0$$

together with the skew-symmetry condition

$$r_{12}(x) + r_{21}(1/x) = 0.$$ 

Taking the residue at $a_i$, we recover the $i$-th Gaudin Hamiltonian

$$\text{res}_{u=a_i} \text{ tr} \ L^+(u)^2 = 2a_i \sum_{j \neq i} r_{ij}(a_i/a_j), \quad (1.4)$$

assuming the parameters $a_i$ are all distinct and nonzero.

Our main result is a construction of higher order Hamiltonians for the trigonometric Gaudin model. They are obtained from a commuting family of elements of $U(\hat{\mathfrak{g}}^+)$ which occur as the coefficients of formal series written explicitly in terms of $L^+(u)$. This commuting family is analogous to the one produced from the differential operators $\text{tr}(\partial_u + E(u))^k$ because the highest degree term of the corresponding operator coincides with $\text{tr} L^+(u)^k$. By using the representation (1.2) one gets a commuting family of higher order Hamiltonians which are pairwise commuting operators in the tensor product of the vector representations.
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2 Trigonometric Gaudin model

The commutation relations of the Lie algebra $\hat{\mathfrak{g}}^+$ admit the matrix form

$$[\mathcal{L}_1^+(u), \mathcal{L}_2^+(v)] = [\mathcal{L}_1^+(u) + \mathcal{L}_2^+(v), r_{12}(u/v)],$$

where both sides take values in $\text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N \otimes U(\hat{\mathfrak{g}}^+)$ and the subscripts indicate the copies of the endomorphism algebra. For all $s \geq 1$ consider the multiple tensor products

$$\text{End} \mathbb{C}^N \otimes \ldots \otimes \text{End} \mathbb{C}^N \otimes U(\hat{\mathfrak{g}}^+). \quad (2.1)$$

Introduce the function $T(y)$ in a variable $y$ with values in $\text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N$ by

$$T(y) = \sum_{i=1}^N e_{ii} \otimes e_{ii} + \frac{1}{1-y} \sum_{i<j} e_{ij} \otimes e_{ji} + \frac{1}{1+y} \sum_{i>j} e_{ij} \otimes e_{ji}. \quad (2.2)$$

For any $1 \leq a < b \leq s$ we let $T_{ab}(y)$ denote the function $T(y)$ regarded as an element of $(2.1)$ associated with the $a$-th and $b$-th copies of $\text{End} \mathbb{C}^N$ and as the identity element in all the remaining tensor factors. Now define differential operators $\theta_m \in U(\hat{\mathfrak{g}}^+)[[u, \partial_u]]$ by means of the generating function

$$\sum_{m=1}^{\infty} \theta_m y^m = \sum_{s=1}^{\infty} y^s \text{tr}_{1,\ldots,s} T_{s-1}s(y) \cdots T_{12}(y) \mathcal{L}_1 \cdots \mathcal{L}_s, \quad (2.3)$$

where $\mathcal{L} = 2u\partial_u - \mathcal{L}^+(u)$ and the trace is taken over all $s$ copies of $\text{End} \mathbb{C}^N$. We can write $T(y)$ as the series

$$T(y) = P + \sum_{r=1}^{\infty} (\mathcal{T} y^{2r} + \mathcal{T} y^{2r+1}), \quad (2.4)$$

where

$$P = \sum_{i,j=1}^N e_{ij} \otimes e_{ji}, \quad \mathcal{T} = \sum_{i,j=1}^N \text{sgn}(j-i) e_{ij} \otimes e_{ji} \quad \text{and} \quad \mathcal{T} = \sum_{i\neq j} e_{ij} \otimes e_{ji}. \quad (2.5)$$

Note that $\mathcal{T} = r(-1)$ is the value of the classical $r$-matrix (1.3) at $x = -1$. Taking the coefficient of $y$ in (2.3) we get

$$\theta_1 = \text{tr} \mathcal{L} = 2Nu\partial_u - \text{tr} \mathcal{L}^+(u).$$

The coefficients of the series $\text{tr} \mathcal{L}^+(u)$ are central in $U(\hat{\mathfrak{g}}^+)$. Furthermore,

$$\theta_2 = \text{tr}_{1,2} P_{12} \mathcal{L}_1 \mathcal{L}_2 = \text{tr} \mathcal{L}^2 = \text{tr}(2u\partial_u - \mathcal{L}^+(u))^2$$

$$= 4Nu^2 \partial_u^2 - 4u(\text{tr} \mathcal{L}^+(u) - N) \partial_u - 2u \text{tr} \mathcal{L}^+(u)' + \text{tr} \mathcal{L}^+(u)^2$$
and
\[ \theta_3 = \text{tr}_{1,2,3} P_{23} P_{12} \mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3 + \text{tr}_{1,2} \mathcal{T}_{12} \mathcal{L}_1 \mathcal{L}_2 = \text{tr} \mathcal{L}^3 + \text{tr}_{1,2} \mathcal{T}_{12} \mathcal{L}_1 \mathcal{L}_2 \]
\[ = \text{tr} \left( 2u \partial_u - \mathcal{L}^+(u) \right)^3 + \sum_{i,j=1}^{N} \text{sgn}(i-j) \mathcal{L}_{ij}^+(u) \mathcal{L}_{ji}^+(u). \]

For any \( m \geq 1 \) the differential operator \( \theta_m \) takes the form
\[ \theta_m = \theta_0 \partial_u^m + \cdots + \theta_{-1} \partial_u + \theta_0, \]
where each \( \theta^{(k)}_m \) is a power series in \( u \) with coefficients in the algebra \( U(\hat{\mathfrak{g}}^+) \). In particular,
\[ \theta^{(m)}_m = (-1)^m \text{tr} \mathcal{L}^+(u)^m + \text{lower degree terms}. \]

This follows from the expansion (2.4) and the relation
\[ \text{tr}_{1, \ldots, s} P_{s-1} \ldots P_{1,2} \mathcal{L}_1 \ldots \mathcal{L}_s = \text{tr} \mathcal{L}^s = \text{tr} \left( 2u \partial_u - \mathcal{L}^+(u) \right)^s. \]

Our main result is the following theorem which we will prove in the next section.

**Theorem 2.1.** The coefficients of all power series \( \theta^{(k)}_m \) generate a commutative subalgebra of \( U(\hat{\mathfrak{g}}^+) \).

By Theorem 2.1 the commuting family (2.6) quantizes the well-known Hamiltonians \( \text{tr} \mathcal{L}(u)^m \) of the classical trigonometric Gaudin model; see [1], [18]. Note also that the above expressions for \( \theta_m \) with \( m = 1, 2, 3 \) show that the commutative subalgebra provided by Theorem 2.1 contains the coefficients of the power series \( \text{tr} \mathcal{L}^+(u)^2 \) (see (1.4)), as well as the coefficients of the power series
\[ \text{tr} \mathcal{L}^+(u)^3 - 2u \text{tr} \mathcal{L}^+(u) \mathcal{L}^+(u)' + \sum_{i,j=1}^{N} \text{sgn}(j-i) \mathcal{L}_{ij}^+(u) \mathcal{L}_{ji}^+(u). \]

### 3 Proof of Theorem 2.1

We start by recalling the Bethe subalgebra of the quantum affine algebra \( U_q(\mathfrak{g}_N) \) over \( \mathbb{C}(q) \) associated with the XXZ model; see e.g. [16] for a review. This is a commutative subalgebra which lies within the \( q \)-Yangian \( Y_q(\mathfrak{g}_N) \subset U_q(\mathfrak{g}_N) \). The algebra \( Y_q(\mathfrak{g}_N) \) is generated by elements
\[ \mathcal{l}_{ij}^+[-r], \quad 1 \leq i, j \leq N, \quad r = 0, 1, \ldots, \]
with the conditions that \( \mathcal{l}_{ij}^+[0] = 0 \) for \( i > j \) and the elements \( \mathcal{l}_{ii}^+[0] \) are invertible, subject to the defining relations
\[ R(u/v) \mathcal{L}_1^+(u) \mathcal{L}_2^+(v) = \mathcal{L}_2^+(v) \mathcal{L}_1^+(u) R(u/v). \]
Here we use the matrix $L^+(u) = [l_{ij}^+(u)]$, whose entries are formal power series in $u$,

$$l_{ij}^+(u) = \sum_{r=0}^{\infty} l_{ij}^+ [-r] u^r$$

and regard it as the element

$$L^+(u) = \sum_{i,j=1}^{n} e_{ij} \otimes l_{ij}^+(u) \in \text{End} \mathbb{C}^N \otimes Y_q(\mathfrak{gl}_N)[[u]].$$

By a standard notation, subscripts are used to indicate copies of the matrix in the tensor product algebra

$$\text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N \otimes Y_q(\mathfrak{gl}_N)[[u]]$$

so that $L_2^+(v) = I \otimes L^+(v)$ etc., where $I$ is the identity matrix. The $R$-matrix is given by

$$R(x) = \sum_i e_{ii} \otimes e_{ii} + \frac{1 - x}{q - q^{-1}} \sum_{i \neq j} e_{ii} \otimes e_{jj}$$

$$+ \frac{(q - q^{-1}) x}{q - q^{-1}} \sum_{i > j} e_{ij} \otimes e_{ji} + \frac{q - q^{-1}}{q - q^{-1}} \sum_{i < j} e_{ij} \otimes e_{ji}. \quad (3.2)$$

Consider the $q$-permutation $P^q \in \text{End} (\mathbb{C}^N \otimes \mathbb{C}^N) \cong \text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N$ defined by

$$P^q = \sum_i e_{ii} \otimes e_{ii} + q \sum_{i > j} e_{ij} \otimes e_{ji} + q^{-1} \sum_{i < j} e_{ij} \otimes e_{ji}. \quad (3.3)$$

The symmetric group $\mathfrak{S}_k$ acts on the tensor product space $(\mathbb{C}^N)^\otimes k$ by $s_a \mapsto P^q_{s_a} := P^q_{a,a+1}$ for $a = 1, \ldots, k - 1$, where $s_a$ denotes the transposition $(a, a + 1)$. The operator $P^q_{a,a+1}$ acts as $P^q$ in the tensor product of the $a$-th and $(a + 1)$-th copies of $\mathbb{C}^N$ and acts as the identity operator in the remaining copies. If $\sigma = s_{a_1} \ldots s_{a_l}$ is a reduced decomposition of an element $\sigma \in \mathfrak{S}_k$ then we set $P^q_\sigma = P^q_{s_{a_1}} \ldots P^q_{s_{a_l}}$. We denote by $A^{(k)}$ the image of the normalized antisymmetrizer associated with the $q$-permutations:

$$A^{(k)} = \frac{1}{k!} \sum_{\sigma \in \mathfrak{S}_k} \text{sgn } \sigma \cdot P^q_\sigma. \quad (3.4)$$

For each $k = 1, \ldots, N$ consider the power series in $u$ defined by

$$\text{tr}_{1,\ldots,k} A^{(k)} L_1^+ (u) \ldots L_k^+ (uq^{-2k+2}) \quad (3.5)$$

with the trace taken over all $k$ copies of $\text{End} \mathbb{C}^N$ in the tensor product algebra

$$\underbrace{\text{End} \mathbb{C}^N \otimes \ldots \otimes \text{End} \mathbb{C}^N} \otimes_{k} Y_q(\mathfrak{gl}_N)[[u]]. \quad (3.6)$$
It is well-known that the coefficients of all power series (3.5) generate a commutative subalgebra $\mathcal{B}_N$ of $Y_q(\mathfrak{gl}_N)$. Another family of generators of this subalgebra can be obtained from the *Newton identities*; see [4, Theorem 6.6]. Adapting to our settings, we find that the coefficients of all power series

$$\text{tr}_{1,\ldots,k} P^q_{(k,k-1,\ldots,1)} L^+_1(u) \ldots L^+_k(uq^{-2k+2}), \quad k = 1, 2, \ldots$$

belong to $\mathcal{B}_N$.

Since the $q$-Yangian $Y_q(\mathfrak{gl}_N)$ is a deformation of the universal enveloping algebra $U(\tilde{\mathfrak{g}}^\vee)$, the classical limit $q \to 1$ takes $\mathcal{B}_N$ to a commutative subalgebra of $U(\tilde{\mathfrak{g}}^\vee)$. To get its generators in an explicit form we will use the power series (3.7) and apply an argument similar to the one used in [12, Theorem 3.8]. We will use both the permutation $P$ given in (2.5) and the $q$-permutation $P^q$ defined in (3.3). Introduce the operator $\delta$ which interacts with power series in $u$ by the rule $\delta g(u) = g(uq^{-2})\delta$. Adjoining this element to the algebra $Y_q(\mathfrak{gl}_N)[[u]]$, set $M = L^+(u)\delta$. For each $m \geq 1$ consider the expression

$$\mathcal{M}_m = \frac{1}{(q-1)^m} \left(1 - (M_m)^\gamma\right) \left(P_{m-1,m} - P^q_{m-1,m}(M_{m-1})^\gamma\right) \ldots \left(P_{12} - P^q_{12}(M_1)^\gamma\right) 1,$$

(3.8)

where the arrow in the superscript indicates that the corresponding term is understood as the operator of right multiplication:

$$\left(P_{a,a+1} - P^q_{a,a+1}(M_a)^\gamma\right) X := P_{a,a+1} X - P^q_{a,a+1} X M_a.$$

(3.9)

The operators in (3.8) are meant to be applied consecutively from right to left. By taking the trace over all $m$ copies of $\text{End} \mathbb{C}^N$ in (3.8), we get a polynomial in $\delta$,

$$\text{tr}_{1,\ldots,m} \mathcal{M}_m \in Y_q(\mathfrak{gl}_N)[[u]][[\delta]],$$

whose coefficients are power series in $u$.

**Lemma 3.1.** All coefficients of the polynomial $\text{tr}_{1,\ldots,m} \mathcal{M}_m$ belong to $\mathcal{B}_N[[u]]$.

**Proof.** Expand the product in (3.8) to get the expression

$$\mathcal{M}_m = \frac{1}{(q-1)^m} \sum_{k=0}^{m} \sum_{1 \leq a_1 < \ldots < a_k \leq m} (-1)^k \Pi_{a_1,\ldots,a_k} M_{a_1} \ldots M_{a_k},$$

where

$$\Pi_{a_1,\ldots,a_k} = P_{(m,m-1,\ldots,a_k+1)} P^q_{a_k,a_k+1} P_{(a_k,\ldots,a_k-1+1)} P^q_{a_k-1,a_k-1+1} \ldots P_{(a_1,\ldots,a_2+1)} P^q_{a_1,a_1+1} P_{(a_1,\ldots,1)}.$$ 

As shown in [12, Theorem 3.8], for the partial trace we have

$$\text{tr}_{\{1,\ldots,m\}\setminus\{a_1,\ldots,a_k\}} \Pi_{a_1,\ldots,a_k} = P^q_{a_k-1,a_k} P^q_{a_k-2,a_k-1} \ldots P^q_{a_1,a_2}.$$  

(3.10)
Hence we obtain
\[
\text{tr}_{1,\ldots,m} \mathcal{M}_m = \frac{1}{(q-1)^m} \sum_{k=0}^{m} \sum_{1 \leq a_1 < \cdots < a_k \leq m} (-1)^k \text{tr}_{a_1,\ldots,a_k} P_{a_{k-1}a_k}^q \cdots P_{a_1a_2}^q M_{a_1} \cdots M_{a_k}
\]
\[
= \frac{1}{(q-1)^m} \sum_{k=0}^{m} (-1)^k \begin{pmatrix} m \\ k \end{pmatrix} \text{tr}_{1,\ldots,k} P_{k-1k}^q \cdots P_{12}^q M_1 \cdots M_k.
\]
Since \( P_{k-1k}^q P_{k-2k-1}^q \cdots P_{12}^q = P_{(k,k-1,\ldots,1)}^q \) and
\[
M_1 \cdots M_k = L_1^+(u) \cdots L_k^+(uq^{-2k+2}) \delta^k,
\]
the claim follows.

Lemma 3.1 provides a family of elements of the commutative subalgebra \( \mathcal{B}_N \) of \( Y_q(\mathfrak{gl}_N) \).
As a next step, we will calculate the classical limits \( q \to 1 \) of these elements. They will form a commuting family of elements of the algebra \( U(\hat{\mathfrak{g}}^+) \). To this end, we will use expansions into power series in \( q - 1 \). Write
\[
\delta = 1 - 2(q-1)u \partial_u + \ldots.
\]
We have
\[
L_1^+(u) = 1 + (q-1)L_1^+(u) + \ldots \quad \text{and} \quad 1 - M = (q-1)L + \ldots
\]
with \( L = 2u \partial_u - L_1^+(u) \). Furthermore,
\[
P - P^q = (q-1)T + \ldots
\]
with \( T \) defined in (2.5). For the expression (3.9) we then get
\[
\left( P_{aa+1} - P_{aa+1}^q (M_a) \rightarrow \right) X = (q-1) \left( T_{aa+1}^q + P_{aa+1}^q (L_a) \rightarrow \right) X + \ldots.
\]
Thus we arrive at the next lemma.

**Lemma 3.2.** The classical limit of the polynomial \( \mathcal{M}_m \) is the differential operator
\[
\overline{\mathcal{M}}_m = (L_m)^\rightarrow \left( T_{m-1m}^\rightarrow + P_{m-1m}^\rightarrow (L_{m-1})^\rightarrow \right) \cdots \left( T_{12}^\rightarrow + P_{12}^\rightarrow (L_1)^\rightarrow \right) 1,
\]
where we use the arrow notation as in (3.9).

The expanded form of (3.11) is given by
\[
\overline{\mathcal{M}}_m = \sum_{k=1}^{m} \sum_{1 \leq a_1 < \cdots < a_k = m} \Gamma_{a_1,\ldots,a_k} L_{a_1} \cdots L_{a_k}^.,
\]
where

\[ \Gamma_{a_1, \ldots, a_k} = T_{(m, m-1, \ldots, a_k+1)} P_{a_k} a_k + 1 T_{(a_k, \ldots, a_{k-1}+1)} P_{a_{k-1}} a_{k-1} + 1 \cdots T_{(a_2, \ldots, a_1+1)} P_{a_1} a_1 + 1 T_{(a_1, \ldots, 1)} \]

and we set

\[ T_{(c_k, \ldots, c_1)} = T_{c_k-1 c_k} \cdots T_{c_1 c_2} \]

and \( T_{(a_i, \ldots, a_{i-1}+1)} = 1 \) if \( a_i = a_{i-1} + 1 \).

Lemma 3.3. For any \( k \geq 3 \) we have

\[ \text{tr}_{2, \ldots, k-1} T_{(k, k-1, \ldots, 1)} = \begin{cases} T_{1k} & \text{if } k \text{ is even}, \\ T_{1k} & \text{if } k \text{ is odd}. \end{cases} \]

Proof. This follows by a straightforward induction argument. \( \square \)

As a next step, we use Lemma 3.3 and the identities

\[ \text{tr}_1 T_{12} = \text{tr}_1 \overline{T}_{12} = 0, \]

to calculate the trace \( \text{tr}_{1, \ldots, m} \overline{\mathcal{M}}_m \). We also have

\[ \text{tr}_2 T_{23} P_{12} = \text{tr}_2 P_{12} T_{13} = T_{13} \]

and the same relation holds for \( T \) replaced by \( \overline{T} \). We thus obtain

\[ \text{tr}_{1, \ldots, m} \overline{\mathcal{M}}_m = \sum_{k=1}^{m} \sum_{1=a_1<\cdots<a_k=m} \text{tr}_{a_1, \ldots, a_k} T_{[a_k-1, a_k]} \cdots T_{[a_1, a_2]} L_{a_1} \cdots L_{a_k}, \]

where

\[ T_{[a b]} = \begin{cases} T_{a b} & \text{if } b - a \geq 3 \text{ is odd}, \\ \overline{T}_{a b} & \text{if } b - a \geq 2 \text{ is even}, \\ P_{a b} & \text{if } b - a = 1. \end{cases} \]

We may thus conclude that the coefficients \( \theta_m \) defined in (2.3) are found by

\[ \theta_m = \text{tr}_{1, \ldots, m} \overline{\mathcal{M}}_m. \]

The coefficients of these differential operators pairwise commute which completes the proof of Theorem 2.1.
Shifted commutative subalgebra. To make a connection with invariants of the vacuum module over the Lie algebra \( \widehat{\mathfrak{g}}^+ \), we also consider a modified version of the commutative subalgebra of \( U(\widehat{\mathfrak{g}}^+) \) provided by Theorem 2.1. It is well-known that the relations (3.1) remain valid after the replacement \( L^+(u) \mapsto L^+(u)D \), where \( D \) is the diagonal matrix
\[
D = \text{diag}[q^{N-1}, q^{N-3}, \ldots, q^{-N+1}].
\]
(3.12)

Define differential operators \( \vartheta_m \in U(\widehat{\mathfrak{g}}^+)[[u, \partial_u]] \) by means of the generating function
\[
\sum_{m=1}^{\infty} \vartheta_m y^m = \sum_{s=1}^{\infty} y^s \text{tr}_{1,\ldots,s} T_{s-1} T_{s-2} \cdots T_1 \varpi_1 \cdots \varpi_s,
\]
(3.13)
where \( \varpi = 2u\partial_u - \rho - L^+(u) \) and \( \rho \) is the diagonal matrix
\[
\rho = \text{diag}[N-1, N-3, \ldots, -N+1].
\]
(3.14)

The differential operator \( \vartheta_m \) takes the form
\[
\vartheta_m = \vartheta^{(0)}_m \partial_u^m + \cdots + \vartheta^{(m-1)}_m \partial_u + \vartheta^{(m)}_m,
\]
(3.15)
where each \( \vartheta^{(k)}_m \) is a power series in \( u \) with coefficients in the algebra \( U(\widehat{\mathfrak{g}}^+) \). Repeating the arguments of this section for the matrix \( M = L^+(u)D\delta \), we come to the following.

**Corollary 3.4.** The coefficients of the power series \( \vartheta^{(k)}_m \) generate a commutative subalgebra of \( U(\widehat{\mathfrak{g}}^+) \).

**Proof.** The only additional observation is the power series expansion for the new matrix \( M \) given by
\[
M = 1 - (q-1)(2u\partial_u - \rho - L^+(u)) + \ldots
\]
implied by the expansion \( D = 1 + (q-1)\rho + \ldots \). \qed

4 Invariants of the vacuum module

Now we consider the full quantum affine algebra \( U_q(\widehat{\mathfrak{gl}}_N) \) in its RLL presentation; see [10], [15]. We will need the normalized \( R \)-matrix
\[
\overline{R}(x) = f(x) R(x),
\]
(4.1)
where \( R(x) \) is defined in (3.2) and
\[
f(x) = 1 + \sum_{k=1}^{\infty} f_k(q)x^k.
\]
is a formal power series in $x$ whose coefficients $f_k(q)$ are rational functions in $q$ uniquely determined by the relation

$$f(xq^{2N}) = f(x) \frac{(1-xq^2)(1-xq^{2N-2})}{(1-x)(1-xq^{2N})}.$$  \hfill (4.2)

The quantum affine algebra $U_q(\hat{\mathfrak{gl}}_N)$ is generated by elements

$$l_{ij}^+[r], \quad l_{ij}^-[r] \quad \text{with} \quad 1 \leq i, j \leq N, \quad r = 0, 1, \ldots,$$

and the invertible central element $q^c$, subject to the defining relations

$$l_{ji}^+[0] = l_{ij}^+[0] = 0 \quad \text{for} \quad 1 \leq i < j \leq N, \quad \hfill (4.3)$$

$$l_{ii}^+[0]l_{ii}^-[0] = l_{ii}^-[0]l_{ii}^+[0] = 1 \quad \text{for} \quad i = 1, \ldots, N, \quad \hfill (4.4)$$

and

$$R(u/v)L_1^±(u)L_2^±(v) = L_2^±(v)L_1^±(u)R(u/v), \quad \hfill (4.5)$$

$$R(uq^{-c}/v)L_1^+(u)L_2^-(v) = L_2^-(v)L_1^+(u)R(uq^c/v). \quad \hfill (4.6)$$

In the last two relations we consider the matrices $L^±(u) = \left[l_{ij}^±(u)\right]$, whose entries are formal power series in $u$ and $u^{-1}$,

$$l_{ij}^±(u) = \sum_{r=0}^{\infty} l_{ij}^±[-r]u^r, \quad l_{ij}^-(u) = \sum_{r=0}^{\infty} l_{ij}^-[r]u^{-r}. \quad \hfill (4.7)$$

The $q$-Yangian $Y_q(\mathfrak{gl}_N)$ can be identified with the subalgebra of $U_q(\hat{\mathfrak{gl}}_N)$ generated by the coefficients of the series $l_{ij}^+[u]$ with $1 \leq i, j \leq N$.

The vacuum module at the critical level $c = -N$ over $U_q(\hat{\mathfrak{gl}}_N)$ is the universal module $V_q(\mathfrak{gl}_N)$ generated by a nonzero vector $1$ subject to the conditions

$$L^-(u)1 = I1, \quad q^c 1 = q^{-N} 1,$$

where $I$ denotes the identity matrix. As a vector space, $V_q(\mathfrak{gl}_N)$ can be identified with the subalgebra $Y_q(\mathfrak{gl}_N)$ of $U_q(\hat{\mathfrak{gl}}_N)$ generated by the coefficients of all series $l_{ij}^+[u]$ subject to the additional relations $l_{ii}^+[0] = 1$. The subspace of invariants of $V_q(\mathfrak{gl}_N)$ is defined by

$$\mathfrak{z}_q(\hat{\mathfrak{gl}}_N) = \{ v \in V_q(\mathfrak{gl}_N) \mid L^-(u)v = Iv \}.$$

One can regard $\mathfrak{z}_q(\hat{\mathfrak{gl}}_N)$ as a subspace of $Y_q(\mathfrak{gl}_N)$. This subspace is closed under the multiplication in the quantum affine algebra and it can be identified with a subalgebra of $Y_q(\mathfrak{gl}_N)$. By [8, Corollary 3.3], for $k = 1, \ldots, N$ all coefficients of the series

$$tr_{1,\ldots,k} A^{(k)} L_1^+(z) \ldots L_k^+(zq^{-2k+2})D_1 \ldots D_k 1 \quad \hfill (4.8)$$
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belong to the algebra of invariants $\mathfrak{z}_q(\widehat{\mathfrak{g}}_N)$. Moreover, the coefficients of all these series pairwise commute. As with the series (3.5), applying the Newton identities of [4, Theorem 6.6], we find that the coefficients of all power series

$$\text{tr}_{k,...,k} P_{k(k-1,...,1)} L^+_1(u) \cdots L^+_k(uq^{-2k+2}) D_1 \cdots D_k 1,$$

(4.9)

belong to $\mathfrak{z}_q(\widehat{\mathfrak{g}}_N)$ for all $k \geq 1$.

Under the limit $q \to 1$ the algebra $U_q(\widehat{\mathfrak{g}}_N)$ turns into the universal enveloping algebra $U(\widehat{\mathfrak{g}}_N)$. To make this statement more precise, consider the presentation of the affine Lie algebra $\widehat{\mathfrak{g}}_N$ associated with the classical $r$-matrix (1.3). Recall that the affine Kac–Moody algebra $\widehat{\mathfrak{g}}_N = \mathfrak{g}_N[t, t^{-1}] \oplus \mathbb{C} K$ has the commutation relations

$$[E_{ij}[r], E_{kl}[s]] = \delta_{kj} E_{il}[r+s] - \delta_{il} E_{kj}[r+s] + r \delta_{r,-s} K (\delta_{kj} \delta_{il} - \frac{\delta_{ij} \delta_{kl}}{N}),$$

(4.10)

and the element $K$ is central, where we set $E_{ij}[r] = E_{ij} t^r$ for all $r \in \mathbb{Z}$. In addition to the matrix $\mathcal{L}^+(u)$ with the entries (1.1) introduce the matrix $\mathcal{L}^-(u) = [\mathcal{L}^-(u)]$ with

$$\mathcal{L}^-_{ij}(u) = \sum_{n=0}^{\infty} \mathcal{L}_{ij}^-[n] u^{-n},$$

(4.11)

where $\mathcal{L}_{ij}^-[n] = 2 E_{ij}[n]$ for $n \geq 1$ and $\mathcal{L}_{ij}^-[0] = (1 + \text{sgn}(i-j)) E_{ij}[0]$. The defining relations of the algebra $U(\widehat{\mathfrak{g}}_N)$ can be written in the form

$$[\mathcal{L}^+_1(u), \mathcal{L}^+_2(v)] = \mathcal{L}^+_1(u) + \mathcal{L}^+_2(u), r_{12}(u/v)],$$

(4.12)

$$[\mathcal{L}^+_1(u), \mathcal{L}^-_2(v)] = \mathcal{L}^+_1(u) + \mathcal{L}^-_2(u), r_{12}(u/v)] + \frac{4uv}{(u-v)^2} (P_{12} - \frac{1}{N}) K,$$

(4.13)

where $r(x)$ is defined in (1.3) and we write 1 for the tensor product of the identity matrices $I \otimes I$; cf. [2]. We have the following well-known property.

**Proposition 4.1.** The defining relations of $U(\widehat{\mathfrak{g}}_N)$ are recovered from those of $U_q(\widehat{\mathfrak{g}}_N)$ by the expansions into power series in $q - 1$,

$$L^\pm(u) = I + (q - 1) L^\pm(u) + \ldots$$

and setting $c \mapsto K$.

**Proof.** We will only demonstrate how the relation (4.13) is obtained from (4.6), which should explain the role of the normalized $R$-matrix (4.1). Relations (4.12) are verified in the same way with simpler calculations. Expanding into power series in $q - 1$ and identifying $I \otimes I$ with 1 we get

$$R(x) = 1 + (q - 1) \left( r(x) - \frac{1+x}{1-x} 1 \right) + \ldots$$

(4.14)
and
\[ f(x) = 1 + 2(q - 1) \frac{(N - 1)x}{N(1 - x)} + \ldots, \quad (4.15) \]
where the second expansion is implied e.g. by the calculations in [12, Sec. 2]. Now apply (4.6) to get
\[
\mathcal{R}(uq^{-c}/v)(L_1^+(u) - 1)(L_2^-(v) - 1) - (L_2^-(v) - 1)(L_1^+(u) - 1)\mathcal{R}(uq^c/v) \\
= (L_1^+(u) - 1 + L_2^-(v) - 1)\mathcal{R}(uq^c/v) - \mathcal{R}(uq^{-c}/v)(L_1^+(u) - 1 + L_2^-(v) - 1) \\
- \mathcal{R}(uq^{-c}/v).
\]
Dividing both sides by \((q - 1)^2\) and taking the limit \(q \to 1\) we get
\[
[L^+_1(u), L^-_2(v)] = [L^+_1(u) + L^-_2(v), r_{12}(u/v)] + \frac{\mathcal{R}(uq^c/v) - \mathcal{R}(uq^{-c}/v)}{(q - 1)^2}\bigg|_{q=1}.
\]
Using (4.14) and (4.15) we find that
\[
\frac{\mathcal{R}(xq^c) - \mathcal{R}(xq^{-c})}{(q - 1)^2}\bigg|_{q=1} = \frac{4cx}{(1 - x)^2} \left( P - \frac{1}{N} \right)
\]
thus completing the proof.

The (trigonometric) vacuum module at the critical level over the affine Lie algebra \(\hat{\mathfrak{gl}}_N\) is the universal module \(V_{\text{tr}}(\mathfrak{gl}_N)\) generated by a nonzero vector \(1\) subject to the conditions
\[
K1 = -N1 \quad \text{and} \quad E_{ij}[n]1 = 0 \quad \text{for all } i, j \quad \text{and} \quad n \geq 1, \quad \text{and} \quad E_{ij}[0]1 = 0 \quad \text{for } i \geq j. \quad (4.16)
\]
By (4.11) these conditions can be written in a matrix form as \(L^-(u)1 = 0\). The subspace of invariants of \(V_{\text{tr}}(\mathfrak{gl}_N)\) is defined by
\[
\mathfrak{z}_{\text{tr}}(\hat{\mathfrak{gl}}_N) = \{ v \in V_{\text{tr}}(\mathfrak{gl}_N) \mid L^-(u)v = 0 \}. \quad (4.17)
\]
By the Poincaré–Birkhoff–Witt theorem, the vacuum module is isomorphic to the universal enveloping algebra \(U(\hat{\mathfrak{g}}^+)\), as a vector space, so that we can regard \(\mathfrak{z}_{\text{tr}}(\hat{\mathfrak{gl}}_N)\) as a subalgebra of \(U(\hat{\mathfrak{g}}^+)\).

Note that the above definitions are quite analogous to those of the standard vacuum module over \(\hat{\mathfrak{g}}_N\), where the conditions (4.16) are replaced by
\[
E_{ij}[n]1 = 0 \quad \text{for all } i, j \quad \text{and} \quad n \geq 0.
\]
The corresponding vacuum module has a vertex algebra structure and its subspace of invariants defined by analogy with (4.17) coincides with the center of this vertex algebra. The center is a commutative associative algebra whose structure was described by a theorem of Feigin and Frenkel [6]; see also [9] for a detailed general proof and [14] for an explicit approach in the case of classical Lie algebras. Our next result can be regarded as a trigonometric analogue of the Sugawara operators in type \(A\). Recall the power series \(\phi_m^{(k)} \in U(\hat{\mathfrak{g}}^+)[[u]]\) defined in (3.13) and (3.15).
Theorem 4.2. The coefficients of the power series $\vartheta_m^{(k)}$ belong to $\mathfrak{z}_{\text{tr}}(\hat{\mathfrak{gl}}_N)$.

Proof. As we pointed out above, the coefficients of all power series (4.9) are invariants of the vacuum module $V_q(\mathfrak{gl}_N)$ over the quantum affine algebra $U_q(\hat{\mathfrak{gl}}_N)$. Therefore, the claim is derived from Proposition 4.1 by taking the limit $q \to 1$ as in Section 3.
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