Serial electron diffraction for high-throughput protein nano-crystallography
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1 Sentence summary: Serial nano-beam electron diffraction (SerialNED) enables high-throughput, low dose protein crystallography from sub-micron crystals at conventional S/TEM microscopes.
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Abstract

We describe a new method for serial electron diffraction of protein nano-crystals using a conventional S/TEM microscope. Here, randomly dispersed crystals are mapped, and dose-efficient diffraction patterns measured at each identified position for structure determination. This fully automated workflow is suitable for high-throughput applications with acquisition rates of up to 1 kHz and a hit fraction approaching 100 percent. We demonstrate this method by solving the structure of lysozyme and crystalline granulovirus occlusion bodies to a resolution of 1.80 Å and 1.55 Å, respectively. This method promises to provide rapid high-quality structure determination for all classes of materials, with minimal sample consumption, using routinely available devices.
Introduction

An understanding of macromolecular structure is crucial for insight into complex biological systems. In spite of the advances in single-particle cryo-electron microscopy (cryo-EM), the vast majority of structures are determined by crystallographic methods (http://www.rcsb.org/stats/summary). This includes the majority of membrane proteins, which are often too small for computational alignment as required by single-particle analysis ¹. An important limitation lies in the difficulty to obtain large, well ordered crystals, which is particularly prevalent for membrane proteins and macromolecular complexes. Sub-micron crystals can be obtained more readily and are a common natural phenomenon, but often escape structure determination as the small diffracting volume and low tolerated dose of typically tens of MGy ²,³ prohibit the measurement of sufficient signal. However, during the past few years crystallographic techniques have emerged that are able to exploit nano-crystals for diffraction experiments. Notably, X-ray free-electron lasers (XFELs) have driven the development of serial crystallography ⁴. Here, acquiring single snapshots from each crystal instead of a rotation series prevents dose accumulation, permitting higher fluences which concomitantly decreases the required diffracting volume. Ideally, radiation damage effects are entirely evaded either by imposing doses too low to cause significant structural damage of each crystal ⁵, or by a “diffract-before-destroy” mode using femtosecond XFEL pulses ⁴. However, the scarcity of XFEL beamtime currently limits the use of protein nano-crystals for routine structure determination. Electron microscopes are a comparatively ubiquitous and cost-effective alternative for measuring diffraction from nano-crystals. While the low penetration depth of electrons renders them unsuitable for large three-dimensional crystals, their physical scattering properties are specifically advantageous for sub-micron crystals of radiation-sensitive materials. Compared to X-rays, the obtainable diffraction signal for a given crystal volume and tolerable radiation dose is up to three orders of magnitude larger, due to the higher ratio of elastic to inelastic electron scattering events, and a much smaller energy deposition per inelastic event ¹. While seminal experiments on 2D crystals ⁶ were restricted to a small class of suitable samples; diffraction from 3D nano-crystals has recently led to a resurgence of interest in biomolecular electron crystallography. Several research groups have succeeded in solving structures by merging electron diffraction data from as little as one, up to a few sub-micron sized vitrified protein crystals using rotation electron diffraction, analogous to conventional protein X-ray crystallography methods ⁷–⁹. This technique, also known as micro-crystal electron diffraction (Micro-ED), is commonly used for structure determination of small organic or inorganic molecules ¹⁰–¹². However, only very recently Micro-ED enabled a de-novo protein structure determination ¹³. Despite the high dose efficiency of electrons, damage accumulation throughout the rotation series remains a limiting factor, and acquisition as well as sample screening require careful operation at extremely low dose rates ¹⁴. While some automated procedures are becoming available ¹⁵, acquisition of Micro-ED data still involves considerable manual effort for identifying crystals at low-dose conditions, and careful dose fractionation during exposure.
Results

Here we introduce a new method to perform serial electron crystallography using a parallel nano-beam in a scanning transmission electron microscope (S/TEM). Analogous to the approach of serial X-ray crystallography, with a high degree of automation and ease of use, we mitigate the problem of damage accumulation by exposing each crystal only once. A newly developed indexing algorithm (see Supplementary Material) allows to merge the obtained patterns into a full crystallographic data set. Our serial nano-beam electron diffraction (SerialNED) approach consists of two automated steps (see Online Methods for details): First, an overview image is recorded in scanning (STEM) mode at a negligible radiation dose, and the positions of the randomly oriented crystals are mapped (Figure 1a). Second, still electron diffraction patterns are recorded from each crystal at a fixed sample rotation angle, synchronizing the microscope's beam deflectors with a high frame rate camera (Figure 1b). Thereby, a hit fraction approaching 100% with a data collection rate of up to thousands of diffraction patterns per second can be achieved, limited only by source brightness and camera speed. Importantly, since the full workflow is conducted in a conventional S/TEM instrument no special sample delivery devices are needed.
required. In contrast to wide-field TEM-based serial diffraction schemes ¹⁶, our nano-beam approach enables a collimated beam geometry and precise dose control, both of which are mandatory for application to protein crystals. The beam diameter of typically 100 nm can be matched to the crystal size, minimizing background scattering and diffraction from multiple lattices. Furthermore, the microscope remains in diffraction mode at all times, and both the position mapping and addressing of the crystals for diffraction are achieved using the same set of deflectors; hence, no mode switching or real-space calibrations are required.

We first determined the structure of the standard reference system hen egg white lysozyme (HEWL). 2 µl of suspension of HEWL crystals of typically 100-500 nm diameter was deposited on standard TEM-grids and vitrified. Two independently prepared samples were measured in separate acquisition runs over a total measurement duration of 5 h and a sample area of 0.015 mm². Diffraction patterns from ≈1900 nano-crystals were collected, achieving a hit fraction of 57% at an acquisition rate of 20 Hz and 50 Hz for the two samples, respectively. 90% of the obtained patterns could be successfully processed, resulting in a Coulomb-potential map of excellent quality to 1.8 Å resolution (Figure 2; Supplementary Table 1). The determined HEWL structure compares well to previously determined structures by X-ray and micro-electron diffraction techniques (see Supplementary Information). It is noteworthy that in comparison to rotation Micro-ED, the data exhibits a superior signal-to-noise ratio as well as multiplicity and correlation coefficients (see Supplementary Table 1).

As a second test system, we used vitrified native crystalline granulovirus occlusion bodies. These have previously been studied at LCLS ¹⁷, and are therefore ideally suited to compare the SerialNED approach to XFEL data. Granulovirus occlusion bodies display a higher morphological homogeneity due to their natively crystalline state compared to HEWL nano-crystals. Using the same methodology as for the HEWL sample, we obtained ≈32000 diffraction patterns within a 4 h net measurement duration from a total sample area of 0.036 mm², achieving a hit fraction of 69% at an acquisition rate of 50 Hz. The goniometer tilt was occasionally changed (up to 40°) between acquisition runs of different regions, to mitigate effects of preferred sample orientation. Up to 81% of these hits could subsequently be indexed and used for merging. Diffraction data yielded Coulomb potential maps and data statistics of excellent quality at 1.55 Å resolution (Figure 2, Supplementary Table 1). In comparison to published XFEL data, we obtained a 0.45 Å improvement in resolution while displaying higher map-quality.
Figure 2: SerialNED results for lysozyme nanocrystals (a-c) and granulovirus occlusion bodies (d-f). (a,d) STEM mapping images. Bright features are visible on the dark background. Zoomed views of a single representative feature are shown, where the red circle corresponds to the diffraction nano-beam diameter of ≈110 nm. Coloured lines indicate the lattice vectors found after indexing of the diffraction pattern. (b,e) Background-subtracted diffraction pattern acquired from the shown feature, respectively. (c,f) Obtained structures of lysozyme (c) and granulin (f), and zoom into a randomly chosen region.
The high frame rate of the detector applied in our experiment allows recording a burst-series comprising several frames instead of a single snapshot for each crystal, yielding a dose-fractionated “diffraction-during-destruction” data stack. In the granulovirus data set, the total exposure time of 20 ms was fractionated into 10 shots of 2 ms each, recorded at a rate of 500 Hz. This stack of patterns enables one to find the optimal dose before onset of radiation damage via observing the decrease of Bragg peak intensities between consecutive frames (Supplementary Figure 4). A final set of diffraction images is generated after data acquisition has concluded by trading off between optimum resolution (short integration) and signal-to-noise ratio (long integration), typically discarding the first shot of each stack due to residual artefacts (see Supplementary Figure 4). This approach further allows to exploit the improved low-resolution signal-to-noise ratio at long integration for crystal orientation determination (indexing), while deriving reflection intensities for structure determination only from the damage-free portion of frames. For our data sets, we find that exposures exceeding about 1.6 e-/Å² result in a detectable loss of the high-resolution shell intensity, in accordance with previous studies 14 (Supplementary Results). Optimal data quality was reached for an exposure time of 4 ms, corresponding to an integrated dose of ≈ 3.2 e-/Å².

**Discussion**

In conclusion, we have demonstrated that serial nano-beam electron diffraction (SerialNED) allows the determination of protein structures at high resolution from extremely small and beam-sensitive crystals in a highly efficient and automated manner. No sample rotation during data acquisition is required, simplifying the measurement and allowing to use higher doses for each diffraction pattern. We have demonstrated a net acquisition rate of 35 Hz when factoring in the hit fraction, comparing favourably with that of ≈ 25 Hz so far reached at the European X-ray free-electron laser 18,19. Note that a further increase of more than another order of magnitude can be achieved if dose-fractionation is omitted. The SerialNED-approach can potentially also be applied to heterogeneous systems such as cells containing *in-vivo* grown nano-crystals 2, or to map and exploit local lattice structures 20. It is moreover not only limited to proteins but encompasses all nano-crystalline compounds. Similarly, mixtures of crystals within a single grid or contaminated samples can be studied without significant modifications by assigning each found lattice to one of the contained sample classes using multiple indexing runs 12. Augmenting parallel-beam crystallography with coherent scanning diffraction techniques such as coherent nano-area diffraction, convergent-beam diffraction or low-dose ptychography might be a viable way to obtain Bragg reflection phase information 21,22. Finally, integrating the serial acquisition approach with emerging methods of *in-situ* and dynamical electron microscopy 23 may open up avenues for time-resolved structural studies on beam-sensitive systems. All of this makes serial nano-beam electron diffraction a versatile, highly efficient and low-cost alternative to canonical structure determination approaches for proteins and beyond.
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Methods

Sample preparation

Hen Egg-White Lysozyme (HEWL) was purchased from Sigma-Aldrich as a lyophilized powder. It was dissolved in 20 mM NaAcetate pH 4.7 to a concentration of 80 mg/ml. HEWL crystals were grown via batch crystallization, whereby equal volumes of the protein solution and 80 mg/ml NaCl were added. Crystals ranging from 5-10 μm rapidly formed within 2-3 hours. The resulting crystal mixture was centrifuged down and 75% of the supernatant was removed creating a dense crystal slurry. Subsequent vortexing with steel ball bearings in a microfuge tube for 30 minutes resulted in a concentrated suspension of crystal fragments in the sub-500 nm size range.

The granulovirus sample mixture was prepared identically to the prescription described in 24. In order to achieve a sufficiently high particle density, the thus prepared mixture was centrifuged down with subsequent removal of 90% of the supernatant.
For each of the above suspensions, 2 µl were applied to 400-mesh carbon grids (type S160-4 purchased from Plano GmbH), whereupon blotting and vitrification using a mixture of liquid ethane/propane was performed in a Vitrobot Mark IV (Thermo Fisher Scientific).

**Diffraction data acquisition**

All data has been acquired on a Philips Tecnai F20 TWIN S/TEM, equipped with a Gatan 626 cryo-transfer holder, a X-Spectrum Lambda 750k pixel array detector based on a 6×2 Medipix3 array, and a custom-built arbitrary pattern generator addressing the deflector coil drivers, based on National Instruments hardware. Initially, the grids were screened in low-magnification STEM mode for regions exhibiting a high crystal density without excessive overlap and aggregation. While software such as SerialEM could be used in a straightforward manner to automate this screening step, this was not required for our test samples, as sufficiently homogeneous regions were readily found.

After screening, the microscope was set to nanoprobe STEM mode at the lowest possible magnification, corresponding to a (18µm)² field of view. To achieve a high-current (≈ 0.2 nA), small (≈ 110 nm), and collimated (≪ 0.5 mrad) nano-beam, the field-emission gun parameters were set to the weakest excitation of both gun lens and C1 condenser lens (Spot size), and a small (5 µm) condenser (C2) aperture was inserted.

At each of the identified sample regions, the two-step acquisition sequence as described in the main text and shown in Figure 1 was performed:

1. The beam was focused on the sample (see Supplementary Figure 1a), and an overview STEM image was taken across the entire field of view (Figure 1a) using the high-angle annular dark field (HAADF) detector. The acquisition parameters were set such that the exposure dose (fluence) remains small, well below 0.1 e⁻/Å². From this image, crystals were automatically identified using standard feature extraction methods, and a list of scan points, corresponding to discrete values of the microscope’s scan coil currents, was derived (see Supplementary Information).

2. The beam was defocused into a collimated nano-beam (Köhler illumination) of 110 nm diameter, yielding sharp diffraction patterns on the detector. The actual diffraction data acquisition was then performed by sequentially moving the beam to each of the crystal coordinates using the STEM deflectors and recording diffraction patterns in a synchronized fashion. Image sequences comprising at least ten frames at a single crystal position were recorded at 200 Hz or 500 Hz frame rate, yielding a dose-fractionated “diffraction-during-destruction” data stack at ≈ 1.6 e⁻/Å² per frame.
Once data acquisition from the mapping region was complete, the beam was blanked, and the sample stage moved to the next previously identified sample region. This sequence was repeated until several thousand diffraction patterns had been recorded. All steps were automated and controlled using Jupyter notebooks based on Python 3.6 and a custom-written instrument control library (see Supplementary Information).

**Data processing**

The recorded diffraction patterns were processed in a pipeline comprising dead-pixel and flat-field detector response correction, partial summing of dose-fractionation stacks, as well as centring of each pattern using the position of the transmitted beam and position-matching of simultaneously excited Friedel-mate reflections. Diffraction spots were identified using the peakfinder8 algorithm contained in the CrystFEL package 27,28. The extracted spot positions were used to determine the orientation of each crystal, and to predict the position of the corresponding Bragg reflections using the indexing and refinement algorithm PinkIndexer (Gevorkov et al., in preparation). Intensities of the Bragg reflections were extracted using two-dimensional peak fitting, and a full reciprocal-space data set was obtained using the partialator merging code 29, without explicit modelling of reflection partiality. Refer to the Supplementary Information for additional details on data pre-processing, indexing, and merging. Phasing of the models was achieved by molecular replacement using Phaser 30 from the PHENIX software suite 31 using PDB-ID: 4ET8 and PDB-ID: 5G3X as template models, respectively. Upon obtaining phases, iterative cycles of model building were made using Coot 32. For correct refinement of the Coulomb potential maps, subsequent rounds of refinement were performed using phenix.refine, taking electron scattering factors into account 33. Illustrations of the electron density map and model were generated using PyMOL by Schrödinger. Crystallographic statistics are reported in Supplementary Table 1.
Supplementary Methods

Instrumentation

The serial electron nano-beam diffraction scheme can in principle be performed in any S/TEM or dedicated STEM with pixelated detector and software scripting interface. We used a Philips Tecnai F20 S/TEM with a TWIN pole piece, a Schottky field-emission gun, and a Fischione Model 3000 HAADF-STEM detector. Two non-standard auxiliary hardware devices are required: a diffraction-capable, hardware-triggerable camera, and an arbitrary signal generator controlling the scanning deflectors, which can accept a list of discrete points to be addressed serially.

So that camera speed does not limit the throughput of the acquisition, the frame rate should be at least tens of Hertz if beam currents of tens of picoamperes are used. Implementation of the dose-fractionated movie mode requires a significantly higher frame rate, ideally hundreds of Hertz or greater. A hybrid pixel detector meets these requirements optimally, as long as the count rates do not exceed the saturation threshold. We used a 6×2-panel Medipix3-based detector (X-Spectrum Lambda 750k) operating in 12-bit continuous-readout mode at up to 2 kHz and a resolution of 1536×512 pixels. Scintillator-coupled detectors based on latest-generation fast CMOS sensors are a viable alternative. Back-thinned monolithic pixel detectors, while offering ultimate resolution and high speed, may not provide sufficient dynamic range and radiation hardness to record the central region of diffraction patterns, such that a beam-block is required, and low-resolution peaks may become saturated due to the strong inelastic background signal.

To direct the sequential beam motion, the X/Y (line/frame) control voltages of the STEM deflector drivers were addressed from an off-the-shelf PC-based data acquisition board (National Instruments PCI-6251). The list of scan points derived as described below is directly written into the output buffer of the board’s digital-analogue converters. While the data acquisition is running, synchronized trigger signals for the camera are provided. The same hardware is also used for acquiring data from the HAADF-STEM detector during the mapping step.

To control the microscope, detector, and scan generator, we use custom software based on Python 3.6 and National Instruments LabVIEW, implementing high-level functions for serial crystallography workflow automation. Instead of a dedicated graphical user interface, we use Jupyter notebooks to control an acquisition run and visualize its progress, which can be adjusted to the sample under study and annotated, providing a self-documenting protocol for each data acquisition.
**Instrument preparation**

In the following, we lay out in more detail the steps required to acquire a serial crystallography data set as performed in our work. Before executing the procedure outlined in the online methods section, the following preparation steps have to be taken:

- Common parameters of the microscope should be properly aligned and characterized. Of specific importance are the STEM pivot points and distortion, condenser and diffraction stigmators, rotation center (beam tilt) and centering of the condenser (C2) aperture, which
defines the final nano-beam size when operating in collimated mode, and the convergence angle in focused mode. The camera length and any diffraction distortion should be carefully calibrated using a standard polycrystalline target such as thallous chloride (TlCl). While helpful for interpreting the results, a precise real-space calibration of the deflectors (STEM magnification, static beam shift) is not required.

- By changing the settings of the electron gun (spot size, gun lens, and extraction voltage on a FEG instrument), the beam current is optimized to match the beam diameter \( d \), camera frame rate \( f \), desired total dose (fluence) \( D \), and number of dose-fractionation movie frames \( K \) as

\[
I = \frac{e D f \pi (d/2)^2}{K},
\]

where \( e \) denotes the elementary charge.

- The setting of the condenser lens corresponding to a collimated beam is determined by focusing diffraction spots with the projection system in diffraction mode and the diffraction lens focused on the back focal plane of the objective lens (Diffraction setting as shown in Supplementary Figure 1a). Diffraction data is taken using this setting, as described in the main text.

- The sample is brought to the eucentric height by minimizing image motion when wobbling the stage tilt. The condenser setting (defocus in STEM mode) required to achieve a focused STEM image is stored in the automation software (Mapping setting in Supplementary Figure 1b). Now, the position of the condenser aperture (C2) can be precisely aligned by switching the microscope repeatedly between focused (mapping) and collimated (diffraction) condenser lens settings and observing the position of the beam in the sample plane. In our microscope we notice that the residual beam shift between both settings can be minimized by renormalizing the illumination system after each change between settings. Even without renormalization, a satisfactory repeatability can however be reached, as long as the condenser lens is not intermittently set to other values.

- Finally, the offset of the STEM mapping image along the fast-scanning axis \( x \) due to finite scan speed \( \Delta x_{\text{scan}} \) needs to be determined. This can be achieved by recording STEM data along a few \( y \)-lines only, but spanning the full \( x \)-range. This is repeated twice, once for the scan parameters as used for the mapping image (dwell time, pixel size, resolution, magnification, fly-back time, detector time constant, etc.), and once at a low scan speed (dwell time of typically 1 ms, no fly-back time), with the beam assuming a quasi-static position within each pixel dwell time. \( \Delta x_{\text{scan}} \) can be determined via a straightforward cross-correlation registration between the obtained intensity data. The offset calibration is fully automated and requires less than one minute. We find that the obtained value remains stable over measurement sessions spanning several days.
Crystal finding and acquisition programming

Once the mapping image has been acquired using STEM, the coordinates of the nano-beam for diffraction recording, corresponding to crystal features, are determined using the following automated image analysis procedure, which can be adapted in its parameters to the sample of interest:

- The image is binarized using a fixed or automatically determined grey-value threshold, the latter derived using Otsu's or Li's method\(^{34,35}\).
- A morphological closing operation with a structuring element of a typical minimum size of a single crystal is performed to exclude noise and features that are too small.
- Crystals are often found within aggregates or thicker sample regions, which are registered as a single bright segment. A second round of thresholding and binarization can now be performed on each individual bright segment to locate individual crystals.
- In order to further discern crystals in connected regions, a watershed segmentation starting from either local intensity or distance-transform maxima is performed. The resulting segments are assumed to belong to a single crystal and assigned a unique ID.
- For each segment, a diffraction beam position is selected by determining its center of mass. Alternatively, multiple beam positions spaced by a distance of approximately the nano-beam radius...
diameter can be distributed over the segment, using a k-means clustering approach similar to\textsuperscript{16}. While this has not been performed in the present work, it may prove beneficial for cases where clear boundaries of adjacent crystals are not readily discernible, or to study and exploit local lattice structures\textsuperscript{20,36}.

At this point, the coordinates of the desired beam positions for recording diffraction patterns are known. Note that these coordinates do not have to be calibrated to real space, but merely represent control voltages of the deflection coil drivers applied during the mapping image acquisition. Next, a list of scan points, by which we mean the nominal values of the scan generator outputs for the diffraction acquisition step, are derived. Due to effects such as beam hysteresis, these have to be corrected and modified with respect to the previously determined crystal coordinates. The derivation is conducted as follows:

- The crystal coordinates of all crystals along the $y$ axis (vertical, slow-scanning) are clustered into a discrete set (scan rows at coordinates $y'$) using a one-dimensional k-means algorithm. The number of scan rows is lower than the total number of crystals, but chosen such that the maximum deviation between desired ($y$) and discretized ($y'$) coordinates remains below a given threshold, typically chosen as half the scanning beam radius. Coordinates along the $x$ axis (horizontal, fast-scanning) remain unaffected. At this point, the list of scan points is initialized from the ($x$, $y'$) coordinate tuples.

- Scan points are identified, where the distance to the previous one along any axis is either negative or exceeding an empirically determined threshold. Before each such point, an auxiliary scan point is inserted, at the same $y'$-position as the actual point, and an $x$-position reduced by a certain amount. The dwell time at the auxiliary points is typically shorter than on the actual recording points, and either no diffraction data is recorded for them, or it is discarded in later processing steps. This step ensures that each scan point is addressed from the same direction (from the top and/or from the left) from a distance that is not exceedingly large. While the former ensures position reproducibility despite lens hysteresis, the latter helps to avoid artefacts in the diffraction patterns arising from the finite beam scan speed.

- Finally, the offset $\Delta x_{\text{scan}}$ obtained from calibration procedures as described above are applied.

The full algorithm to derive a list of scan points from a STEM mapping image is illustrated in Supplementary Figure 2. The obtained list of scan points is then written into the memory of the scan generator. Dose-fractionation movies are implemented as repeated points with identical coordinates, each one triggering a new camera acquisition.
Data pre-processing

Detector data for each single acquisition run is streamed into a single HDF5 file according to the NeXus specification\(^{37}\), which is commonly used in X-ray diffraction. The diffraction data is arranged in a three-dimensional image stack, with a height \(K n_{\text{cryst}} + n_{\text{aux}}\), with \(n_{\text{cryst}}\) the number of crystals in the sample region, \(K\) the number of dose-fractionation movie frames, and \(n_{\text{aux}}\) the number of auxiliary points inserted as described above. Furthermore, the scan position list generated as outlined before, the mapping STEM image with metadata for each found feature, and all accessible settings of the microscope, detector, and scanning unit, are stored within the NeXus file.

Supplementary Figure 3: Data processing pipeline. (a) Diffraction pattern from a single granulovirus after dead-pixel and flatfield correction. Note that, for better visibility, we have subtracted the radially symmetric background signal in this figure, which is however not done in the actual data analysis. As the diffraction pattern is not centred of the detector, the resolution rings shown at 2.5 Å and 5 Å are not aligned with the pattern. The inset shows a close-up of the STEM mapping image on the corresponding granulovirus; the red circle corresponds to the beam diameter of 100 nm. (b) Same pattern after determination of beam centre and diffraction peaks, marked in yellow. (c) Same pattern including predictions of Bragg reflection positions after running indexing and refinement in \textit{PinkIndexer}, shown as blue squares. The lines in the mapping image inset correspond to the derived real-space lattice vectors. For single granuloviruses it is typically found, that one of the lattice vectors is aligned with the long axis of the virus shell. (d) Zoom into a region of (c), highlighting the matching between predicted peaks (blue squares) and pixel intensity data. (e-h) As (a-d), for another virus. (i-p) As (a-h), for two lysozyme nano-crystals.
Starting with these raw input files, the steps outlined in the following are performed to pre-process the dataset for use in standard diffraction data reduction software. Using the Python package dask, all operations are performed using chunked lazy evaluation in a single calculation step, and efficiently scale on multi-processor systems, with only modest memory requirements; metadata are handled using the pandas package. Custom accessor methods contained in our in-house diffractem software provide high-level functions for typical operations, as well as ensuring consistency between metadata and diffraction images.

- The recorded diffraction data are filtered such that all images corresponding to auxiliary scan points are removed. If dose-fractionation movies have been recorded, an effective integration time can now be set by summing a correspondingly large slice of the movie stack for each crystal.

- Dead-pixel correction is applied by either replacing all dead pixels with a given integer number (typically -1) or interpolating from adjacent pixels. Optionally, a flat-field correction can be applied by multiplying each pixel value with a previously determined normalization value. The pixels near the gaps of the 12 detector panels, which are three times more elongated in the direction facing the gap and hence have a different effective gain and saturation behaviour, can either be omitted from the analysis, or scaled to have their intensity matched with the other pixels.

- The centre of each diffraction pattern is determined in a multi-step process, and the images are correspondingly shifted (Supplementary Figure 1, second row). This is mandatory, as even for a good alignment of the STEM pivot point before data acquisition, a slight position-dependent beam tilt will remain. This manifests as displacement of the diffraction pattern, hampering the accuracy of the subsequent indexing step. First, the centre-of-mass of pixel intensities within the inner region of the image is found for each shot. Next, the obtained position is used as a starting value for least-squares fitting of a rotationally symmetric Lorentzian function over a small domain (30×30 pixels) around the centre-of-mass position. Finally, if peaks are found in the diffraction pattern, a refinement of the centre position can be performed by matching the position of Friedel-mate reflections, which are generally found at low resolutions. Further refinement of the centre of each diffraction pattern is done at the indexing-prediction step using CrystFEL (see section on indexing below).

The final result of this pipeline is a data stack containing the corrected, dose-integrated and centred diffraction data and corresponding metadata of all diffraction shots, contained in NeXus-compatible HDF5 files. We could successfully export the data to the CrystFEL \(^{27,29}\), DIALS \(^{38}\), and nXDS \(^{39}\) packages.
**Data reduction**

To obtain a fully merged crystallographic dataset from the single-crystal snapshots, we use the tools provided in *CrystFEL* 0.8.0. Bragg reflections in the diffraction patterns are registered using the *peakfinder8* algorithm \(^{28}\) (Supplementary Figure 3, second row). Because this algorithm internally estimates the radially symmetric background for each resolution shell, we have found no increase of accuracy when background subtraction is applied to the diffraction patterns before peak finding.

**Indexing**

One of the most difficult tasks when processing a single electron diffraction pattern is to find the orientation of the crystal that generated this pattern. Due to the very short de Broglie wavelength of electrons (0.025 Å at 200 kV, as compared to several Å in the case of X-rays), the measured part of the Ewald sphere is almost flat in the resolution range used for the measurements. Therefore, hardly any three-dimensional information can be extracted from a single pattern. To overcome this limitation, the *PinkIndexer* algorithm used in this paper employs prior unit-cell information as a constraint to compensate the lack of three-dimensional information (Gevorkov *et al.*, in preparation).

Given knowledge of the unit cell, the straight-forward approach of checking every possible orientation of the crystal for conformity with the diffraction pattern has been proven feasible \(^{16}\). However, this approach is limited by its computational complexity of \(O(N^3)\), with \(N\) being the number of sampled angles per full rotation, and hence impractical for systems with large unit cells and a correspondingly densely structured reciprocal space. On the other hand, the number of orientations predicting one given peak is only proportional to \(N\). *PinkIndexer* computes this manifold of consistent orientations for each of the peaks, and determines the most likely crystal orientation from the overlap of all manifolds. Hence reducing the complexity from \(O(N^3)\) to \(O(N)\) concomitantly allows for finer sampling of the angles. After finding the best match among the sampled orientations, a refinement step is performed to interpolate between the sampled angles, as well as to account for uncertainties in the unit cell size and the beam centre location. Varying these parameters, the average distance between observed and predicted peaks is minimized using a simple gradient descent approach with randomly selected starting points in proximity to the initial indexing solution (Supplementary Figure 3, third and fourth row). With this method, we could reach an indexing rate of better than 80% for all data.

*PinkIndexer* can be used as part of the *CrystFEL* package \(^{27,29,40}\).

**Merging**

The dataset is then merged using *partialator* \(^{29}\) without partiality modeling (assigning unit partiality to all recorded reflections), yielding a plain-text *hkl*-File containing the full reduced dataset, which can readily be converted to the *mtz* format and imported into phasing software.
**Supplementary Results**

**Crystallographic data**

Supplementary Table 1: Data collection and refinement statistics for Lysozyme (Lys) and granulovirus occlusion bodies (GV). Statistics for the highest-resolution shell are shown in parentheses. Data were truncated at $CC^* \approx 0.5$.

| Data collection | Lys (PDB-ID: 6S2N) | GV (PDB-ID: 6S2O) |
|-----------------|--------------------|--------------------|
| Wavelength (Å)  | 0.025              | 0.025              |
| Dose (fluence) per crystal | 3.2 e/Å²         | 3.2 e/Å²         |
| Resolution range | 55.93-1.80 (1.87-1.80) | 72.12-1.55 (1.61-1.55) |
| Space group     | P 43 21 2          | I 2 3             |
| Unit cell       | 79.1 79.1 38 90 90 90 | 103.2 103.2 103.2 90 90 90 |
| Total reflections| 16136 (762)        | 9700219 (90049)   |
| Unique reflections| 9444 (489)       | 26569 (2858)      |
| Multiplicity    | 32 (4)             | 367 (32)          |
| Completeness (%)| 80.8 (43.3)        | 100 (99)          |
| Mean I/sigma(I) | 3.95 (2.59)        | 9.17 (1.90)       |
| Wilson B-factor | 9.98               | 8.98              |
| R-split (%)     | 23.2 (47.0)        | 9.48 (50.9)       |

**Refinement**

|                      | Lys (PDB-ID: 6S2N) | GV (PDB-ID: 6S2O) |
|----------------------|--------------------|--------------------|
| CC1/2                | 0.94 (0.20)        | 1.00 (0.18)        |
| CC*                  | 0.98 (0.57)        | 1.00 (0.56)        |
| Reflections used in refinement | 9418 (489)       | 26569 (2730)       |
| Reflections used for R-free | 458 (23)          | 1310 (134)         |
| R-work               | 0.293 (0.394)      | 0.211 (0.370)      |
| R-free               | 0.320 (0.397)      | 0.259 (0.414)      |
| Number of non-hydrogen atoms | 1049              | 2150              |
| macromolecules       | 1001               | 2030              |
| solvent              | 48                 | 120               |
| Protein residues     | 129                | 243               |
| RMS (bonds)          | 0.003              | 0.004             |
| RMS (angles)         | 0.52               | 0.66              |
| Ramachandran favored (%) | 93.7              | 97.1              |
| Ramachandran allowed (%) | 6.30              | 2.49              |
| Ramachandran outliers (%) | 0.00              | 0.41              |
| Rotamer outliers (%) | 0.00               | 0.00              |
| Clashscore           | 5.61               | 2.75              |
| Average B-factor     | 15.12              | 12.5              |
| macromolecules       | 15.27              | 12.2              |
| solvent              | 12.01              | 16.3              |
To validate the consistency of our structures with known data, we calculate the rms deviations (RMSD) of atom positions with respect to previously published structures. For Lys with respect to PDB-ID 5K7O (measured by MicroED) we find a value of RMSD = 0.487 Å; for Lys w.r.t. 5WR9 (measured by XFEL serial crystallography) RMSD = 0.353 Å. For GV with respect to PDB-ID 5G3X (synchrotron crystallography) we find RMSD = 0.206 Å; w.r.t. 5G0Z (XFEL) RMSD = 0.353 Å.

Radiation damage and dose fractionation

The dose-fractionated “diffraction-during-destruction” movie frame stacks acquired for each crystal as explained in the main text can be used to optimize the exposure times of the diffraction images after the actual measurement. This is achieved by summing movie frames up to a given frame number \( k \), corresponding to a specific total integration time \( k \cdot f^{-1} \) and dose \( k \cdot I(Af)^{-1} \), where \( f, I, \) and \( A \) denote the camera frame rate, beam current, and beam area, respectively. Comparing figures of merit of

Supplementary Figure 4: Radiation damage during dose-fractionated acquisition. (a) Typical diffraction pattern from a lysozyme nano-crystal. The red box indicates the enlarged region in b). For improved clarity, the radially symmetric background has been subtracted in this figure. (b) Enlarged diffraction pattern section for single frames from the dose-fractionated movie stack. Note the fading of the diffraction spots especially at high resolutions. (c) Diffracted intensity as a function of the diffraction vector length, averaged over \( \approx 1000 \) patterns for each time point after starting the diffraction acquisition, and normalized to data taken from second time point (2 ms). Line colors correspond to those of the labels in b), except for the grey line which corresponds to 16 ms. The dashed line indicates the data for the first time point, where the beam only partially hits the sample and artefacts are present. (d) Resolution-dependent correlation coefficients CC*, y axis as in c). (e) Same as in c), but for data corresponding to different integration times, derived from progressive partial summation of diffraction patterns from each movie stacks, starting from the second (2 ms) frame and ending with the time points corresponding to the line colors. The corresponding correlation coefficients are shown in d) as dotted lines. (f) Relative scaling (\( G_{rel} \)) and Debye-Waller (\( B_{rel} \)) factors of merged data sets derived from such partially summed movie stacks.
the resulting data sets, an optimal value of $k$ can be determined. In our current implementation, the first frame of each stack is unfortunately often corrupted due to artefacts from residual beam motion, visible as peak broadening in the “0 ms” image in Supplementary Figure 4b. To obtain the final data set, we thus start summing the movie frames from the second frame, and label the frames correspondingly by the acquisition time passed since the end of the (discarded) first frame. In Supplementary Figure 4, results from dose fractionation are collected for the second sub-set of lysozyme nano-crystals as described in the main text. Note the fading of diffraction peaks in the single movie frames displayed in panel (b) during exposure. In panels (c) and (d), aggregated data for such single movie frames are shown. Both the diffracted intensity and the consistency of the resultant merged dataset as witnessed by the correlation coefficient $CC^*$ rapidly decline, especially at high resolution. Results from progressive partial summation of movie frames as discussed above are shown in panels (e) and (f). In panel (e), for example, the 6 ms plot (green) corresponds to the sum of 2 ms (blue), 4ms (orange), and 6 ms (green) plots in panel (c). Consistently with the single frames, the diffracted signal rises in a sub-linear fashion with exposure time, along with a decrease in apparent resolution. In panel (f) this is quantified by relative scaling and Debye-Waller factors $G_{\text{rel}}$ and $B_{\text{rel}}$, derived from a least-squares fit of the relation $I_k(s) = G_{\text{rel}} \cdot e^{-B_{\text{rel}} s^2} I_1(s)$ to the merged reflection intensities $I_k(s)$ in a given resolution shell $s$, derived from summing $k$ movie frames. In panel (d), the correlation coefficients $CC^*$ are shown for the partially summed data as dotted lines. It becomes clear that the data quality for this data set is no longer significantly improved after summing two movie frames only, and any further increase of exposure time will only decrease the apparent resolution, as shown in panel (f). We hence infer that setting a total integration time of 4 ms in this data set yields an optimal overall result. Applying the same analysis to the granulovirus data also favours an integration time of 4 ms. According to the screen current readout of the TEM, this corresponds to a dose (fluence) of $\approx 3.2 \, e^-/\text{Å}^2$. More detailed measurements of site-specific and global radiation-damage effects, as well as optimization of data acquisition and analysis strategies to further improve dose efficiency and resolution will be the subject of future work.
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