Vision-based Warning System for Maintenance Personnel on Short-Term Roadwork Site
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Abstract: We propose a vision-based warning system for the maintenance personnel working on short-term construction sites. Traditional solutions use passive protection, like setting up traffic cones, safety beacons, or even nothing. However, such methods cannot function as physical safety barriers to separate working areas from used lanes. In contrast, our system provides active protection, leveraging acoustic and visual warning signals to help road workers be cautious of approaching vehicles before they pass the working area. To decrease too many warnings to relieve a disturbance of road workers, we implemented our traffic flow check algorithm, by which about 80\% of the useless notices can be filtered. We conduct the evaluations in laboratory conditions and the real world, proving our system’s applicability and reliability.
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1. Introduction
The safety of road maintenance workers has been a well-known object of traffic research and development projects in Europe in recent years. Guidelines for human behavior, roadwork site setups, and technical solutions were developed and implemented [1, 2, 3]. Almost all of these guidelines deal with preventing rear-end collisions with safety trailers. Another issue that has not been dealt with yet is the safety of maintenance personnel, especially their safety within the area of the short-term roadwork sites (STRWS). When the maintenance workers are working, sometimes they cannot sense the surroundings explicitly. Moreover, the construction vehicles in the front can obscure the view of the road workers, and they cannot see the traffic behind them.

In many European countries, the short-term roadwork sites are separated from lanes with free-flowing traffic only by mobile warning signs such as traffic cones, safety beacons, or even nothing (Figure 1). Protection by passive protective devices is not possible due to the limited duration, and no physical barriers can hold back vehicles in case of an accident. As a result, personnel in STRWS are generally
exposed to higher risks. Therefore, the German Federal Ministry of Labour and Social Affairs implemented a guideline to lower the risk of accidents in short-term roadwork sites. However, Hands-on experience shows that this is difficult to observe for maintenance workers, as there are many situations in which the “No-Entry Zone” is entered, consciously or unconsciously.

Our solution addresses this problem by trying to detect the approaching vehicle from both front and rear directions based on computer vision and trigger a warning signal to alert the maintenance personnel. To reach that aim, we utilize the recent groundbreaking deep learning-based Object detection for detecting approaching vehicles on the road in both directions. Furthermore, the system can track such vehicles and record their trajectories. After tracking vehicles, we utilize our traffic flow check algorithm to filter unnecessary warnings.

![Figure 2: Architecture of the vision-based warning system](image)

There are two inputs to the system. One is a video streaming of a front-mounted conventional RGB camera, and another is a video streaming of the rear-mounted conventional RGB camera. With these two cameras, we can observe both directions of the construction site. The whole system is composed of three main components: (1) a fast detector, (2) a detector-based tracker (3) a traffic flow check algorithm (see Figure 2).

2. Related works

Vehicle detection is a considerably mature and proven technology that is crucial for the whole system. Traditional detectors combine the sliding window method with traditional machine learning classifiers [4, 5]. Such methods rely on handcrafted features, require much feature engineering work, and cannot achieve satisfactory accuracy. In recent decades, due to the groundbreaking improvements in deep learning, modern detectors are mainly composed of the convolutional neural network (CNN) [6, 7, 8]. CNN has a similar property to the traditional fully connected network but considerably reduces the amount of the neural network’s parameter, making CNN much more robust and less prone to overfitting. Such CNN-based detectors require large-scale datasets to train their neural network and can achieve a better generalization capability. As a result, their accuracy is significantly improved in comparison to traditional detectors. Since the working condition of maintenance is outdoor and constantly varies from one country road to another, some country roads’ backgrounds are dense forest and mountain bodies, while the others ought to be open fields. The weather can also vary seasonally, from rain to sunshine. Therefore, we need a robust and highly reliable detector for the application and choose a CNN-based detector. CNNs have a high requirement of computing resources to get a fast inference speed, so in the project, we equipped the vehicle computer with GPU, which can accelerate the neural network’s inference.

There are also two main branches of modern detectors. The first is R-CNNs based on the regional proposal, and the inference process consists of two stages [6, 9, 10]. The other is a one-shot method, which operates the feature extraction and object localization at the same time [7, 8, 11]. The one-shot
methods have a relatively lower accuracy but much less inference time. Since it is a real-time application with a high running time requirement, we decided to use a type one-shot detector. In recent years, *multiple object tracking* (MOT) has gained increasing attention, and there are still many challenging tasks like severe object occlusion and abrupt appearance changes [12]. We use MOT to find out multiple objects in single frames and calculate the trajectory of each object across continuous frames. According the criterion of initialization method, MOT can be categorized into Detection-based Tracking (DBT) [13, 14] and Detection-Free Tracking (DFT) [15, 16]. DFT has a manually defined and fixed number of objects, so it cannot handle the new appearance and disappearance of objects and is inappropriate for our application. In contrast, DBT uses detectors to discover new objects without number limitations, and disappearing objects are abandoned automatically.

MOT can also be grouped into offline tracking [14, 17] and online tracking [18]. Offline methods utilize batches of frames or the entire image sequence to process the data. Nevertheless, our real-time application requires low inference time, so online methods would be more appropriate. We can predict the object’s current state solely based on the observations from the past up to the current frame.

3. Vision-based warning system

In the following, we will describe the hardware components that are used in our application (Section 3.1) and discuss the proposed detector (Section 3.2) and detection-based tracking (Section 3.3) in more detail. Section 3.3 then explains the traffic flow check algorithm.

3.1 Hardware

The components of the system will include two traditional RGB cameras mounted on the maintenance vehicle and a computer with the graphic processing unit GeForce GTX 1080 Ti for computer vision purposes (See Figure 3). The vehicle computer can be operated directly using a 12 Volt power supply from the vehicle’s electrical system, which means that it can be operated directly in the vehicle without the need for major structural modifications. All that requires is an adequately protected and dimensioned connection to the vehicle’s electrical system. Figure 3 displays the computer which was purchased for our application. The operating system is Linux-based and thus offers a good platform for vision-based applications.

![Figure 3: Nuvo-8108GC-XL (Quelle: www.neousys-tech.com)](attachment:nuvo_8108gc-xl.png)

The peripheral component of the system is a warning signal device worn by road maintenance workers. The component can be attached to a chest strap to improve wearing comfort (Figure 4). The acoustic signal is implemented by a piezo buzzer, as in smoke alarms. The reason for this choice is that the frequency of the hearing protector does not filter these frequencies strongly in the buzzer range, and the signals can be accordingly easily perceived by the road workers. The acoustic signal generator, in combination with the visual warning lights, is attached to the chest strap.

3.2 Approaching vehicle detection

In the first step, we need to detect the approaching vehicles in each frame of both camera streams. We select YOLOv4 to perform the detection. In the following, we describe the training phase of YOLO.
There are three classes in our application to be categorized. They are trucks, vehicles, and pedestrians. We used the pre-trained weights from the original author\textsuperscript{1} and applied the transfer learning concept. The transfer learning concept means the knowledge that the neural network has learned from a previous task could be applied to the current task [19]. Transfer learning can dramatically reduce the time required to train neural networks from scratch, and the model can yet perform similarly. Here, we fine-tuned the neural network with our dataset to adapt the neural network to our application.

Figure 4: Personal Road Worker Device

We have created a dataset based on the videos taken from actual maintenance environments. Our dataset contains 1200 images with annotations. The project team members manually performed the labeling task for the dataset. Moreover, the dataset was randomly split into three sets (training/development/test), where the allocation percentage of these three sets follows the rule of thumb (60/20/20).

Since we had a relatively small training set, we solely deleted the output layer and the weights feeding into that layer. Then, we created a new output layer with the output tensor shape $N \times N \times [3 \times (4 + 1 + 3)]$. $N \times N$ represents the number of grid cells, and 3 is the number of anchor boxes. The bounding box of each anchor box is defined by $(c_n^i, w_n^i, h_n^i), n \in [1, N \times N \times 3], \text{ where } c_n^i = (x_n^i, y_n^i)$ represents the center, $w_n^i$ the width and $h_n^i$ the height of the corresponding box. $i$ implies the frame index. 1 Objectness $C_n^i$ denotes the probability that an object belonging to any class in the training set exists in the bounding box. 3 class confidence scores $P_n^{(j)}(c_n^i), j \in [1, 3]$ are the conditional probability, i.e., probability of class x given an object exists in this box. The Products of the Objectness and the class confidence scores specify the probability that the bounding box contains a specific object type.

The weights of the output layer were randomly initialized. Only the weights of the last two layers were optimized, and other layers of the neural network were fixed because of the lack of a large-scale training dataset and the corresponding overfitting concern. The learning rate was set to 0.001, ten times lower than the regular learning rate. The neural network was trained for 20 epochs.

3.3 Detection-based tracking

Since the maintenance workers work in the outdoor environment, imaging conditions make a significant difference to the visual appearance of the approaching vehicles, which depends considerably on weather conditions, sunlight intensity, and light reflection and varies significantly over time and location. For this reason, we do not apply the visual appearance model but solely rely on the motion model to relate the detections to the trajectories, similar to [20].

We applied a Kalman filter as the probabilistic inference model to represent the states of each approaching vehicle. Here we assume the approaching vehicle travels at a constant velocity since the vehicle’s acceleration is not that high, and the interval between image frames is sufficiently small. Our test also proves that the higher-order motion assumption-based model did not improve the precision of the vehicles’ location. Therefore, we employed the Kalman filter model with the assumption of constant velocity to increase computational efficiency.

\textsuperscript{1}https://github.com/AlexeyAB/darknet
We define the Euclidean distance \( \| \hat{c}_k^i - c_n^i \|_2 \) as the cost of detection being assigned to a trajectory \( t_k \), where \( \hat{c}_k^i = F(c_{k-1}^i, v_{k-1}^i) \) is the filter’s state estimation of the trajectory at frame \( i \). Here, \( c_{k-1}^i \) is the location of the \( k \)-th vehicles at the previous frame \( i - 1 \), \( v_{k-1}^i \) the velocity, and \( F \) the state transition function. After calculating the matching cost, the Hungarian algorithm is employed to solve the optimal assignment of detection-to-trajectory [21, 22]. Therefore, we update the trajectory of the \( k \)-th vehicles with \( t_k^i = t_{k-1}^i \cup c_k^i \) in case new detection \( c_k^i \) is assigned to the trajectory \( t_{k-1}^i \). Then, the filter’s state is updated with the new observation.

If some detections cannot be assigned to existing trajectories, new trajectories are tentatively initialized for them, and such trajectories stay suspended. The trajectories could be set as active only if detections could be assigned to them in the subsequent frames. They will be terminated if the trajectories cannot match any detections for several consecutive frames.

### 3.4 Traffic flow check algorithm

Every time a vehicle is tracked with the help of the detection-based tracking system, the maintenance workers will be not only acoustic but also visual warned. However, in one peak hour, hundreds of vehicles approach the construction site, and for each vehicle, the warning device is triggered once, and the road worker is alerted. That means the road workers should be warned hundreds of times in one hour. Apparently, it is not an appropriate solution for road workers. Road workers cannot endure being constantly distracted from their work by such warnings, and such notices can even cause light and sound contamination to them. To overcome these issues, we also developed a traffic flow check algorithm to filter such identification signals from the tracking system.

The basic concept of the whole warning system is to alert the maintenance workers of the coming vehicles when they might be unaware of the possible danger. When a car approaches and the system alerts the road workers, they will already prepare and start observing the road condition. At that time, another vehicle is driving to the construction site. There is no need to alert the road workers again because they have already been on guard for the passing cars. The traffic flow will also keep the road workers paying attention to the road condition. It is necessary to alert the road workers of the newly emerging vehicle only if there are no vehicles on the road and the road workers relax their attention.

### Algorithm 1 Traffic Flow Check Algorithm

\[
\text{Begin} \\
\quad T_{\text{duration}} := 10 \\
\quad \text{Set } t_{\text{start}} \text{ as the current timestamp} \\
\quad \text{While True} \\
\quad \quad \text{If a new vehicle is identified Then} \\
\quad \quad \quad \text{Set } t_{\text{end}} \text{ as the current timestamp} \\
\quad \quad \quad t_{\text{diff}} = t_{\text{end}} - t_{\text{start}} \\
\quad \quad \quad \text{If } t_{\text{diff}} > T_{\text{duration}} \text{ Then} \\
\quad \quad \quad \quad \text{Trigger Warning} \\
\quad \quad \quad \text{End If} \\
\quad \quad \quad \text{Set } t_{\text{start}} \text{ as the current timestamp} \\
\quad \quad \text{End If} \\
\quad \text{End While} \\
\text{End}
\]

The traffic flow check algorithm uses a while loop to monitor the signal from the tracking system. The tracking system will signal the check algorithm when it identifies a new vehicle. After receiving the signal, the check algorithm will check whether the elapsed time from the last signal to this one \( t_{\text{diff}} \) exceeds the pre-defined time duration \( T_{\text{duration}} \). If true, the check algorithm will eventually trigger a warning alerting road workers. If false, the start time \( t_{\text{start}} \) will be reset as the current timestamp, and the timing process will restart. In the initialization phase, \( t_{\text{start}} \) will be set as the timestamp at that moment. With the algorithm, we can ensure that the check algorithm can trigger a warning only if there is no traffic on the country road for 10 seconds since the last vehicle. The setting of the \( T_{\text{duration}} \) as 10 seconds is the tradeoff between convenience and safety. Despite necessary warnings, the road workers...
should be minimal disturbed. Empirical evidence shows that maintenance workers can maintain the warning caused attention for about 10 seconds.

4. Evaluation

4.1 Detector performance

Both accuracy and the inference time of the underlying detectors are key performance indicators for the whole system. The detector should accurately identify the objects at a high frame rate. A high frame rate means that the elapsed time between frames is short; therefore, the locations change between frames is small, which ensures reliable matching between detections and trajectories. The detector will be evaluated by the test set of the application-specific dataset, which covers a diverse collection of images taken in different weather and sunlight conditions by the two cameras, which are mounted on the vehicle. Therefore, the evaluation with this test set can demonstrate how well the detector can perform in actual working environments. The average precision of the detector can reach 96.2%, while the runtime can still be restricted to 26.9 ms, which equals 37.2 frames per second (FPS). The frequency of the image input of cameras is 30 FPS, which is lower than the processing speed of the detector. That means the detector can be applied to the real-time application in combination with the two cameras. The bottleneck lays now not on the detector but the sensor.

4.2 Real-world test

The system’s effectiveness is not only in laboratory conditions but also in the real world evaluated. For example, we installed the whole system in a construction vehicle, and two maintenance road workers wore the corresponding warning peripherals. During the testing days, the road workers solely did the regular work, like cleaning potholes, inserting asphalt, compressing, etc. Throughout the long-term study, we recorded (1) the timestamps of warning the road workers and (2) the timestamps of the vehicles which caused the corresponding warning passing the construction site. Then, we can calculate the time difference between both timestamps and count the number of time differences that belong to the fixed range.

Figure 5 demonstrates the whole system’s performance: How many seconds before the approaching vehicles pass the construction site can the detector recognize the vehicle and alert the road workers by the visual and acoustic signals of the warning device? The pre-warning duration represents the remaining response time for the road works and is crucial to the performance of our application. From the figure,
we can see that our system can reliably report the warning 3 to 7 seconds before the approaching vehicle passes the construction site, which allows the road worker to have adequate time to prepare for the potential dangers. We performed a manual analysis for the cases where the time differences were only equal to about 1 to 2 seconds. Such cases happened when the construction site was in the middle of the curve of some country road. The camera’s view will be blocked by trees or mountain bodies so that it can’t detect the approaching vehicle earlier. But this scenario itself is even more dangerous without our warning system. With the help of the front camera on the car and the vehicle recognition system, we can win up to 2 seconds for the road workers to prepare, which significantly improves the safety of construction in this dangerous scenario.

In addition, Figure 5 can present the influence of the implementation of the traffic flow check algorithm. From the graph, we can count the number of alerts received by the road worker in one day in the condition with or without the check algorithm. The road workers receive 1308 warnings in one day, on average 164 warnings per hour without the check algorithm. In peak hours, the road worker can receive even about 32 warnings per minute, which is unacceptable for the road workers. When implementing the check algorithm, the warning times are filtered to one-fifth of the original times, only 316 times. And especially in peak hours, the check algorithm makes a big difference. The received warning times are restricted to only about one warning per minute when the traffic flow is very dense because the vehicles that follow the first approaching vehicles are very close. The duration between detecting those vehicles is usually lower than $T_{\text{duration}}$ (10 seconds) and will trigger no warnings. In such a situation, the road workers are aware of the existence of such approaching vehicles, so there is no need to remind them repeatedly.

On the one hand, the system can help road workers detect approaching vehicles when they focus on work and are not so sensitive to the environment; on the other hand, it can give warning to the road workers in advance when approaching vehicles are still obscured by the construction vehicle, which results in that the road workers cannot detect such vehicles in time. The latter is extremely dangerous and can be thoroughly solved by the vision-based warning system.

5. Conclusion
The safety of road maintenance workers on STRWS is critical, mainly because there are no physical safety barriers separating working areas and used lanes. Instead, the roadwork site and the traffic lane are separated only by traffic cones, safety beacons, or even nothing. The approach proposed in this paper, which consists of a detector, tracking, check algorithm, and warning device, aim to improve the safety of maintenance workers in STRWS with active protection. The evaluations demonstrate that the implemented system can reliably detect the approaching vehicle and decide intelligently whether the warning device should alert the road workers or not. With two cameras in both the front and rear of the construction vehicle, both sides of the country road will be under observation. The developed traffic flow algorithm can efficiently reduce the warning times so that the road workers are not too often disturbed and receive just necessary warnings. Furthermore, the warning device can send both visual and acoustic signals. The acoustic signal is implemented by a piezo buzzer, whose frequency will not be significantly filtered by the hearing protector that the road worker wears during the work to filter the noise from the roads.
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