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Semiactive vibration control systems possess both the simplicity and inherent reliability of passive systems while maintaining the adaptability of active vibration control systems integrated with an appropriate control algorithm. One of the recent and promising technologies in semiactive vibration control is to utilize magnetorheological (MR) fluids (MRFs) [1] and MR elastomers (MREs) [2]. The well-known remarkable feature of MR materials is the continuous controllability of stiffness and damping properties under external magnetic field. The unique controllable characteristic of MR materials has catalyzed comprehensive research and development focusing on vibration control systems including vehicle dampers, engine mounts, adaptive tuned vibration absorber, and seismic bearings [3–10]. The major goal of this special issue is to provide recent research in applications utilizing MR materials. In particular, the special issue focuses on the MR techniques that deal with configuration design, dynamic modeling, and semiactive controller implementation along with simulation or/and experimental works. Therefore, the papers published in this special issue will be innovative references for the development of more advanced application devices or systems utilizing MR materials.

In this special issue, all the papers have been accepted and published after strict review process by the worldwide experts on the MR materials technology. The published papers cover characteristic analysis and design of the devices, new modeling approaches, and control algorithms used in vibration control systems. A brief summary of each application proposed in the published papers is given as follows.

J. C. Tudon-Martinez and R. Morales-Menendez proposed a new adaptive vibration control system (AVCS) based on the linear parameter-varying (LPV) control theory to reduce the lack of damping force of MR damper particularly caused by oil leakages and compared the estimation error of the fault with the model of damping force in which the static equations are used. Y. Zhang et al. presented an MR damping turning tool based on the squeeze-mode to improve the vibration resistance of the tool system on the lathe in which the parameters of MR damper were chosen by the 3D finite element simulations. The effectiveness of MR damping turning tool was verified by undertaking the chattering suppressive experiment. A. F. Jahromi et al. proposed a frequency dependent MR damper model where the viscosity of MR damper was modeled by exponential and Gaussian functions. They experimentally investigated the accuracy and consistency of the model in force simulation. G. Yu et al. developed a self-decoupling magnetorheological damper and established a theoretical model based on
conservation of energy and the constraint equation. They also explored the influence of temperature changes on the damper performance. T. Komatsuaki and Y. Iwata applied a frequency-tunable dynamic absorber which was fabricated with MRE to the vibration control of a one-DOF structure, controlled with a real-time stiffness switching algorithm. They compared the damping performance with the passive-type absorber. X. P. Do et al. developed a new direct adaptive fuzzy controller based on a model of interval type 2 fuzzy and $H^\infty$ tracking techniques and the effectiveness of controller was verified by investigating the field-dependent damping force and the stable robustness of MR damper system. Z. Yulin and Z. Xiuyang proposed the decomposition least mean square (LMS) algorithm and reconstruction LMS algorithm based on Wavelet. The noise reduction performance of the proposed algorithms was compared with traditional LMS algorithm by application to MRE noise control system.
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1. Introduction

A passive-type dynamic vibration absorber (DVA) is basically a mass-spring system that suppresses the vibration of a structure at a particular frequency. Since the natural frequency of the DVA is usually tuned to a frequency of particular excitation, the DVA is especially effective when the excitation frequency is close to the natural frequency of the structure. Fixing the physical properties of the DVA limits the application to a narrowband, harmonically excited vibration problem. The design of the absorber, adhering to a well-known optimal tuning and damping theory, can extend the effective frequency range [1]. However, the damping performance remains at a certain level irrespective of whether the vibration is harmonic or not, and the performance may become worse for vibrations caused by transient disturbances. A frequency-tunable DVA that can modulate its stiffness provides adaptability to the vibration control device against nonstationary disturbances. Several studies have been reported in this regard [2–5] but the implementation of such adaptability would be complex and the response time may become a design issue.

The magnetorheological elastomer (MRE) belongs to the class of smart materials whose elastic property can be varied according to an externally applied magnetic field. The robustness and structural simplicity, stiffness variability, and fast response properties of MREs hold promise for the new design of semiactive adaptive vibration control devices, following numerous publications of a number of studies on this topic [6–16].

Komatsuzaki et al. [6] and Liao et al. [7] have developed an MRE-based vibration isolator where real-time semiactive vibration control techniques are applied in order to reduce vibration in the structure or the payload. Previously published studies also include development of the adaptive absorbers using MREs. Deng and Gong [8] have proposed a tunable dynamic absorber using MRE where a natural frequency shift of 155% could be obtained when a magnetic field of 1 T was applied that consequently damped the beam vibration effectively. Lerner and Cunefare [9] have studied MRE-based vibration absorbers in which MREs are deformed under three different configurations. They have found the configuration and the iron concentration of MREs that maximize the natural frequency shift of the absorber.
While extending the frequency shift property of the absorber, possible influences on the damper performance of the ratio of the primary and the adjacent masses, the tunable range modulations, and the damping property of the material itself have not yet been elucidated. Furthermore, these prior studies have been completed under a harmonic disturbance condition that is less likely to be observed in real applications such as the transient vibration in vehicles. On this issue, Hoang et al. [10] have analytically investigated the real-time control of transient vibration in vehicular power trains using an MRE-based, adaptively tuned dynamic absorber; however, the implementation of such a scheme to the actual equipment has not been realized thus far.

In this paper, an effective design of the adaptively tuned dynamic absorber is shown against the target structure in order to maximize the performance of the absorber with a frequency-tunable feature. The performance of the proposed MRE-based DVA is evaluated by comparison to a passive-type absorber with fixed properties. Additionally, the study aims to show numerically as well as experimentally that the real-time adaptive control is quite possible for a transient vibration caused by excitation, whose frequency changes with time. Field-dependent properties of the fabricated MREs are first shown. The MREs are then introduced into a DVA whose frequency adjustability is evaluated. Finally, the real-time vibration control performance of the frequency-tunable absorber for a base-excited, one-degree-of-freedom system is evaluated. Investigations show that the vibration of the structure can be effectively reduced with an improved performance by the DVA in comparison to the conventional passive-type absorber.

2. Description of Magnetorheological Elastomer

A magnetorheological fluid (MRF) is a well-known kind of functional material, where the ferromagnetic particles—whose size is usually distributed between 1 and 10 μm—are homogeneously dispersed within the carrier fluid, in the absence of an external magnetic field. Under the presence of a magnetic field, magnetically polarized particles form chain-like structures according to the attractive forces amongst each other that produce changes in the apparent viscosity of the fluid. A number of engineering applications are investigated regarding the fluid owing to its highly variable and responsive properties [17, 18]. However, the fluid causes several problems, such as sealing, sedimentation, or aggregation of particles.

The elastomer composites incorporating ferrous particles, known as MREs, have been developed with the aim of overcoming the problems associated with the fluid. Fixation of iron particles within the elastomeric matrix provides MREs with acquired advantages when installed as mechanical elements, in which the sedimentation problems can be avoided and the sealing problems can be neglected. Moreover, their shape is sustained permanently and it is easily molded to fit various configurations. On the other hand, the particles are strongly immobilized and therefore the characteristic variation range in MREs usually becomes smaller compared to MRFs. It should also be noted that the MRE is characterized by an elastic property rather than a viscous property and hence a viscoelastic evaluation is necessary.

Several studies have been reported regarding MREs [6–16]. Prior research work includes a fundamental investigation of the material in order to improve the property variation range of MREs. For example, Gong et al. [12] have studied isotropic MREs where the silicone oil was introduced in the mixture of silicone rubber and iron particles to improve mobility of particles within the elastomeric material, and their shear storage modulus was evaluated by changing their compositions. Zhang et al. [13] have proposed the fabrication process to form the patterned structure within MREs and have investigated the structural effect on their stress-strain relationship. Others have numerically predicted the mechanical response of MREs in the presence of a magnetic field, as described in [14–16]. It seems that a well-defined fabrication process, a reliable evaluation, and the analytical models of MREs have not yet been determined. However, MREs are obviously the prospective materials for new engineering applications especially in the field of mechanical and structural vibrations.

2.1. Fabrication of MRE. The fabricated MRE samples are composed of carbonyl iron powder of an approximate diameter of 10 μm dispersed within the room-temperature-vulcanizing (RTV) rubber matrix. They are fabricated based on the expertise acquired in earlier studies [12, 13]. The stiffness of the elastomeric matrix should be kept low to ensure a range in property variation when exposed to an external magnetic field. Additionally, the application of the magnetic field during the curing process of MRE is known to be effective for expanding the shear modulus variation. Elastomers are formed in square cuboids with a size of 25 mm and a thickness of 10 mm and with different iron volume contents ranging from 30 to 50%.

2.2. Dynamic Property Test. The viscoelastic properties of the fabricated MREs are investigated by measuring their dynamic response using the experimental setup shown in Figure 1. The upper part of the electromagnet (whose mass is 1.56 kg) and two MREs placed between the upper and the lower parts of the electromagnet are assumed to emulate a mass and two springs, respectively, and they constitute a one-degree-of-freedom (DOF) vibration system. While exciting the system horizontally by an exciter, the base and mass accelerations are measured and processed in the form of a transfer function by an FFT analyzer. The frequency response of the system is measured through a random excitation at the cutoff frequency of 100 Hz, while the applied electric current is varied from 0 to 4 A.

Based on the measured acceleration transfer function, the complex spring constant is calculated according to the
The frequency-dependent complex spring constant, $k^*$, is defined in accordance with the following manner:

$$ k^*(\omega) = k_0 \cdot \nu(\omega) \left[ 1 + j\eta(\omega) \right]. $$

In (3), $k_0$ signifies the reference spring constant calculated by the natural frequency $\omega_0$ of the system when no magnetic field is applied, $\nu(\omega)$ is the frequency-dependent normalized spring constant, and $\eta(\omega)$ is the loss factor. From (2) and (3), the acceleration transfer function is derived according to the following equation [19]:

$$ G(j\omega) = \frac{\nu(\omega) + j\eta(\omega) \nu(\omega)}{\nu(\omega) - \lambda^2}.$$

In (4), $\lambda = \omega/\omega_0$. By separating the real and the imaginary parts of the transfer function as $G(j\omega) = G_R + jG_I$, $\nu(\omega)$ and $\eta(\omega)$ can be expressed using $G_R$ and $G_I$, as

$$ \nu(\omega) = \frac{G_R (G_R - 1) + G_I^2 \lambda^2}{(G_R - 1)^2 + G_I^2}, $$

$$ \eta(\omega) = \sqrt{1 + \frac{(2G_R - 1)\lambda^2}{(G_R - 1)\nu(\omega)} - \frac{G_R \lambda^2}{(G_R - 1)\nu(\omega)^2}}. $$

Figure 2 shows the viscoelastic property of MREs at different iron concentrations. The normalized stiffness and the loss factor are calculated using (5) for each sample. Both properties are almost independent of frequency in all cases. In this study, the nominal value of the spring constant in the absence of a magnetic field is 15.9 N/mm for an MRE of 30% iron volume content (vol%), 24.6 N/mm for that with a 40 vol%, and 58.2 N/mm for that with a 50 vol%. Based on the nominal value, the identified stiffness values for each MRE and for various applied currents are listed in Table 1. Indicated values are averaged over the frequency range of 20 to 80 Hz. The normalized stiffness has the lowest value when no magnetic field is applied, and it becomes larger in value according to the strength of the field owing to the increase in interparticle forces within the elastomeric matrix. On the other hand, the change of the loss factor seems to be small enough in comparison to the change of the stiffness, irrespective of the presence of the magnetic field, whose value becomes approximately 0.4 in all cases. Such a high damping value is attributed to the viscous property of the host elastomer. The same holds true for the average
stiffness magnification and the loss factor shown in Figure 3. Additionally, the maximum stiffness variation is observed for the MRE sample with 40 vol% iron content. The higher volume content of iron particles leads to the expression of the stronger interparticle forces, whereas the base hardness of the elastomer itself also becomes high. Hence, the largest magnification of stiffness is provided by a certain optimum composition between the elastomeric matrix and the iron particles.

3. Numerical Prediction of Performance of the Dynamic Absorber

In this section, the damping performance of a dynamic absorber with a variable stiffness is numerically predicted for a harmonically excited response of a two-DOF vibration system incorporating the absorber, where the tuning capacity is based on the measured property of the prototypes.
3.1. Numerical Model of Two-DOF System Including a Variable Stiffness Absorber. A mathematical model of a two-DOF vibration system consisted of a primary system and a secondary system, and having a variable stiffness property, as shown in Figure 4. The primary system, having a mass of $m_1$, a spring constant, $k_1$, and a damping coefficient, $c_1$, is excited harmonically by the external force $F \cos \omega t$, whereas the stiffness variability is assigned to the spring element, $k_2$, of the adjacent system, whose property changes according to the actual measured characteristic. Assuming that the stiffness $k_2$ is constant, the equations of motion for the two-DOF system are written as follows, using symbols shown in Figure 4:

$$m_1 \ddot{x}_1 + (c_1 + c_2) \dot{x}_1 + (k_1 + k_2)x_1 = F \cos \omega t,$$

$$m_2 \ddot{x}_2 + c_2 \dot{x}_2 + k_2x_2 - c_2 \dot{x}_1 - k_2x_1 = 0.$$  

Equation (6) is further transformed into a nondimensional form with respect to time and displacement, in order to illustrate the effect of the variable frequency range on the damping performance in a qualitative manner. By dividing the real displacements and time by the characteristic length $x_{st} = F/k_1$ and the characteristic time $T_{ch} = \sqrt{m_1/k_1}$, a nondimensional form of (6) is derived as follows:

$$\ddot{p} + 2(\zeta_1 + \mu \zeta_2) \dot{p} + (1 + \mu^2) p - 2\mu \zeta_2 \dot{q} - \mu^2 q = \cos \Omega \tau,$$

$$\ddot{q} + 2\zeta_2(\dot{q} - \dot{p}) + \zeta_2^2(q - p) = 0.$$  

The parameters in (7) are defined as $\Omega = \omega / \omega_1$, $z = \omega_2 / \omega_1$, $p = x_1 / x_{st}$, $q = x_2 / x_{st}$, $\omega_1^2 = k_1/m_1$, $\omega_2^2 = k_2/m_2$, $\mu = m_2/m_1$, $\zeta_1 = c_1/2\sqrt{m_1k_1}$, and $\zeta_2 = c_2/2\sqrt{m_2k_2}$.

3.2. Optimal Design of the Damped Dynamic Vibration Absorber. The optimal tuning and damping theory is well known for the design of the fundamental mass-linear spring type, damped dynamic absorber [1]. In the subsequent section, the performance of the variable tuned absorber is compared with the performance of the optimally tuned absorber with fixed properties. Defining the mass ratio between the primary and the adjacent systems as $\mu$, the conclusive form of the optimally tuned condition is expressed as follows:

$$\frac{\omega_2}{\omega_1} = \frac{1}{1 + \mu}.$$  

Additionally, the optimal damping ratio, $\zeta_{opt}$, with respect to the damped vibration absorber is determined by (9), where the maximum amplitude of the primary system response curve is found at either location of two fixed points:

$$\zeta_{opt} = \sqrt{\frac{3\mu}{8(1 + \mu)}}.$$
3.3. Calculated Response of Two-DOF System Incorporating Variable Stiffness Absorber. Based on the nondimensional (7) and on the measured frequency variation range of the absorber (that will be described later), the damping performance of the absorber with variable stiffness is numerically predicted. In the calculation, three different mass ratios $\mu = 0.1, 0.2, \text{ and } 0.3$ are configured. The variable frequency range of the absorber for each mass ratio is shown in Table 2 in conjunction with the optimal design parameters of the case with fixed property. Considering that the actual frequency-tunable range extended to 1.4 times the baseline value, the natural frequency of a one-DOF system is located at the middle of the range when the absorber is fixed rigidly to the primary system. As shown in Figure 5, the natural frequency of the adjacent system is tuned adaptively to match the frequency of a harmonic external force within the variable range, whereas the damper property is fixed at the minimum or the maximum stiffness value for the lower and upper outer bounds.

Figure 6 shows the primary system response for the case of a mass ratio $\mu = 0.2$, when the external harmonic force is applied to the primary system as an input. The response amplitudes are expressed in nondimensional form using the static deflection $\delta_0 = F/k_1$. In this figure, the optimally tuned damper response is also shown. It is shown from the figure that the overall response for the variable stiffness case can be minimized. Each tuned frequency of the response curve approximately corresponds to the frequency of the antinode of the primary system response at the respective damper stiffness variations, within the tunable frequency range. On the other hand, in the case of an optimally tuned absorber, the amplitude of the response curve remains at the level of the amplitude of the two fixed points within the target frequency range.

The responses of the variable stiffness absorbers at three different mass ratios are further compared in Figure 7. Even though the overall response can be improved, a distinct peak will appear for the case of a mass ratio of 0.1. If the mass of the adjacent system is relatively small while the damping ratio is kept constant, the response at the antinode cannot be fully reduced. In contrast, the primary system can be damped more effectively by increasing the damper mass. The response can be improved by reducing the damping ratio of the absorber by combining the MRE with other lightly damped high-stiffness elements, such as metals, or by setting the appropriate mass ratio in the vicinity of 0.2.
Figure 6: Calculated frequency response of a two-degree-of-freedom (DOF) system under harmonic excitation: (a) the primary system and (b) the stiffness-variable dynamic vibration absorber.

Table 2: System parameter used in numerical calculation.

|                          | Mass ratio (absorber/primary) | Tuned frequency ratio (absorber/primary) | Optimal damping ratio (for absorber) | Frequency ratio (when absorber is immobilized) | Variable frequency range of absorber | Damping ratio (primary system) | Damping ratio (absorber) |
|--------------------------|-------------------------------|------------------------------------------|--------------------------------------|---------------------------------------------|-----------------------------------|--------------------------------|--------------------------|
|                          | 0.1                           | 0.91                                     | 0.17                                 | 0.95                                        | 0.79–1.11                         | 0.008                          | 0.12                     |
|                          | 0.2                           | 0.83                                     | 0.21                                 | 0.91                                        | 0.76–1.06                         |                                 |                          |
|                          | 0.3                           | 0.77                                     | 0.23                                 | 0.88                                        | 0.73–1.03                         |                                 |                          |

Figure 7: Frequency responses of a primary system compared by mass ratio between the primary and the secondary masses.

4. Development of a Dynamic Absorber with Variable Stiffness Using MRE

4.1. Fundamental Property of the Dynamic Absorber. A frequency-tunable DVA is further developed using the aforementioned MRE. A photograph of the dynamic absorber incorporating the MRE as a variable stiffness element is shown in Figure 8. The outer frame is made of steel and constitutes a closed magnetic path. A magnetic coil located at the center works as the mass (370 g) of the absorber that also generates the magnetic flux. Two MREs with thicknesses of 10 mm and diameters of 20 mm are mounted on the upper and lower parts of the coil so that the stiffness will change owing to the magnetic flux penetration. A 1 mm diameter wire is used to wind the coil with five hundred and forty turns.

The ability of the proposed absorber to change both natural frequency and damping ratio against the applied magnetic field was evaluated. The impulse response of the absorber was measured in the form of a time history at each applied current varying from 0 to 4 A, and the natural frequency and the damping ratio are then calculated.

The measurement results of the fundamental properties of the dynamic absorber with variable stiffness are summarized in Figure 9 and Table 3, for each type of absorber with MREs of different iron concentrations. In the case of MRE with 40 vol% iron content, the largest natural frequency magnification ratio is observed. In this case, the baseline frequency of 25.8 Hz in the absence of a magnetic field is extended by a factor of 1.4 when a 4 A current is applied. In addition to the fact that the induced magnetic flux density at the same level of the applied current is about half of the density induced in the dynamic property test apparatus, all of the tightness of joints among elastomers, the core frame, and the electric coil affect the resulting frequency variation characteristics. On the other hand, the observed damping ratio is thought to have a constant value of 0.12 on average.

4.2. Investigation of the Damping Performance of the Real-Time Tuned Dynamic Absorber. Based on the numerical prediction and the measured results of the fundamental
Table 3: Tunable frequency range of the dynamic absorber with variable stiffness.

| Iron concentration | Frequency variation range [Hz] | Bandwidth [Hz] | Magnification to the baseline | Damping ratio |
|-------------------|-------------------------------|----------------|------------------------------|--------------|
| 30 vol%           | 21.1–29.2                     | 8.1            | 1.38                         | 0.13         |
| 40 vol%           | 25.8–36.0                     | 10.2           | 1.39                         | 0.12         |
| 50 vol%           | 36.6–46.8                     | 10.2           | 1.28                         | 0.18         |

Figure 8: Schematic of the dynamic absorber with variable stiffness.

Figure 9: Fundamental property of the dynamic absorber with variable stiffness: (a) natural frequency variation and (b) damping ratio variation.

The frequency responses obtained by the experiment are shown in Figure 12. The curve with a single resonant peak in Figure 12(a) corresponds to the case where the absorber mass is rigidly fixed to the primary structure, whereas the other solid lines correspond to responses when the damper stiffness is fixed at the respective applied currents. The remaining curve with dashed lines represents the response when the natural frequency of the absorber is adaptively tuned to the instantaneous frequency of the disturbance. The figure shows that the tunable absorber sustainably reduces the primary system response amplitude to as small as the minimum amplitude, within the variable range of 25 to 35 Hz. The same can be said for the time histories shown in Figure 13, where an increase of amplitude near the resonance is constantly suppressed by the tuned absorber. In Figure 12, the optimally tuned case approximately corresponds to the response curve...
Figure 10: Experimental setup of base-excited primary system damped by stiffness-variable DVA: (a) schematic and (b) photograph.

Figure 11: Block diagram of the controller for real-time frequency tuning of the absorber.

Figure 12: Response curves when the tunable DVA with MRE composed of 40% iron concentration is applied: (a) the primary system response and (b) the damper response.
obtained when an electric current of 4 A is applied. If we assume use of a damper with an optimal damping property, the amplitudes of the two distinct resonance peaks may decrease to the level of the two fixed points, while the amplitude within the frequency range between the points will increase, as predicted by the numerical investigation. On the other hand, outside the range, the amplitude will stay at the same level as the case where only the optimal tuning is considered. Consequently, the overall response of the adaptively tuned absorber is thought to outperform the response of the optimally tuned and damped absorber.

These results demonstrate that the frequency-tunable dynamic absorber using MRE works effectively for the vibration control of structures, while keeping the mechanism simple.

5. Conclusions

In this study, the dynamic property of the stiffness controllable elastomer, known as MRE, is experimentally evaluated. The dynamic property test shows that a certain optimal composition of materials within the mixture, in this case a 40 vol% iron content, leads to a maximum stiffness property change. On the other hand, the loss factor is found to be almost constant irrespective of the presence of the magnetic field. The MRE is then used in a DVA in order to provide natural frequency tunability. The absorber is further applied to the vibration control of a one-DOF structure in conjunction with a real-time stiffness switching algorithm, where the damping performance of the absorber is evaluated numerically and experimentally. To attain the effective design of the adaptive dynamic absorber and maximize the damping performance, the natural frequency of a target structure must be located at the middle of the variable frequency range of the absorber. Moreover, the swept-sine excitation results of a target structure demonstrate that better damping performance can be obtained by the real-time frequency-tunable dynamic absorbers than by passive-type absorbers. The proposed tunable dynamic absorber using MREs therefore enhances the damping performance with simple alteration of the stiffness element in the conventional passive-type absorber that works effectively for the vibration control of structures.
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As a smart material, magnetorheological fluid (MRF) has been utilized in fields including civil engineering and automotive engineering, and so on. In this study, the MR damping turning tool based on the squeeze-mode was developed to improve the vibration resistance of the tool system on the lathe. The 3D magnetic circuit simulations of the damper were performed. The influences of damper structural parameters, such as coil positions, plate thicknesses, and others, on the magnetic induction strength were investigated. Orthogonal experiments were carried out and the optimal combination of damper parameters was determined. The chatter suppressive experiments were carried out to evaluate the performance of the MR damping turning tool.

1. Introduction

Turning is a primary machining method in manufacturing industries. However, turning vibration is a significant factor limiting machining efficiency and preventing improvements in product quality. To reduce turning vibration, various dampers have been proposed in succession, including damping absorbers, dynamic vibration absorbers, friction dampers, and impact dampers [1]. In recent years, with the development of intelligent materials, the corresponding dampers have been developed by using unique properties of these kinds of material and researchers have paid more attention to this field.

As a semiactive control damper, magnetorheological (MR) dampers provide both adaptive and fail-safe passive force. In addition, they also possess advantages such as simplicity of structure, continuous adjustability of damping force, quick response, large output force, and low power consumption [2]. MR dampers have been utilized in fields including civil engineering, machine control, and automotive engineering [3–7]. It was reported that a magnetorheological semiactive suspension system installed on a heavy Humvee increased cross-country speed by 30% to 40%. Jiang and Christenson proposed a large-scale MR damper for highway bridges, and the simulation and experimental results indicated that the peak and dynamic responses of a bridge were effectively reduced and the fatigue life of the structure was extended. Mei et al. developed an innovative magnetorheological (MR) fluid-controlled boring bar for chatter suppression.

The magnetic circuit design of a magnetorheological damper is critical to improve the working performance of the damper. A rational design of the circuit provides sufficient magnetic flux density for the damper in its operational environment, subsequently generating the required damping force [8–12]. Meanwhile, it is also necessary to avoid magnetic saturation. Nguyen and Choi generated braking force with a hybrid concept of magnetic circuit (using both axial and radial magnetic flux). Aiming at a flow-mode magnetorheological damper, by combining the power consumption of the coil and the piston volume as objective functions, Zheng et al. studied the optimal structural design of magnetorheological dampers which minimised the objective functions. Nguyen and Choi proposed a new approach to analyze the magnetic
2 Shock and Vibration

Currently, much research on MR dampers has been carried out based on shearing and flow modes [13, 14]. The contribution of this work lies in two aspects. One is that a squeeze-mode magnetorheological damping turning tool was developed to effectively reduce vibrations in cylindrical turning since the yield strength of magnetorheological materials generated in squeeze mode is larger than that in shear mode, and the volume of a squeezed-mode MRF damper is smaller than that in other working modes. The other contribution is that the three-dimensional (3D) finite element simulations of the magnetic circuit of the damper were conducted, and the orthogonal experimental analyses were used to investigate the magnetic induction strength. With this method, the influence of different structural parameters on the magnetic flux density in the pole gap of the damper can be evaluated, which is helpful for the determination of the structural parameters MRF dampers. In this study, the key parameters influencing the damper were determined subsequently. Finally, cylindrical turning damping experiments were carried out using the MR damping turning tool with above key parameters to verify its effectiveness.

2. The Structure and Working Principle of the Magnetorheological Damping Turning Tool

In the cylindrical turning process of axis parts, major vibration exists in the normal direction of the turning surface of the parts, namely, the $y$-direction in Figure 2. In this study, a magnetorheological damper was installed on the rod of a turning tool to improve the vibration resistance of the tool system. The installation photograph of the magnetorheological damping turning tool is shown in Figure 1.

![Figure 1: The photograph of MR damping turning tool.](image1)

Since the yield stress of a magnetorheological fluid in squeeze mode is higher than that in shear mode in a magnetic field, the squeeze mode was used as the working mode of this magnetorheological turning tool. The structure of the magnetorheological damper is depicted in Figure 2. In the damper, the iron core (4) was interference fitted with the rod axle (1) and synchronously vibrated with the turning tool during the turning process, and the pole plate (3) was rigidly connected to the shell (2).

![Figure 2: Structural diagram of MR damping turning tool.](image2)

After applying current on the coil (5), magnetic field was generated in the damper. The direction of the magnetic flux lines between the two poles, namely, iron core (4) and pole plate (3), parallels the $y$-direction in Figure 2. Under action of the magnetic field, the magnetorheological fluid was polarised to chains along the $y$-direction. When vibration occurred during cylindrical turning, the iron core (4) and the turning tool underwent reciprocal motion along the $y$-direction relative to pole plate (3), and subsequently this motion squeezed the polarized chains of magnetorheological fluid. With the change of the applied current the squeeze yield strength of the magnetorheological fluid varied such that the damping and stiffness generated by MR damping turning tool could be controlled, thus restraining the vibration of the iron core (4) and the turning tool.

3. Simulation Analyses of the Magnetic Circuit under Different Parameters

The magnetic induction in the pole gap of the magnetorheological damper was influenced by varied parameters, such as coil position, rod axis material, pole plate thickness, and pole gap. In order to investigate the effect of these parameters on magnetic induction, the 3D simulations of magnetic induction were performed under different parameters using Ansoft Maxwell software.

3.1. Preprocessing. A 3D model of the damper was established using Solidworks software. Figure 3(a) shows the meshing results of the outside surface, and Figure 3(b) shows the meshing results of the axial section shown in Figure 2 after 3D meshing. In simulation, the type of current was defined as stranded, and the total current was inputted by $NI = 120 \times 2A = 240A$.

3.2. The Influence of Coil Position. The simulations of magnetic induction strength under different coil positions were...
carried out, and their maximum values of magnetic induction strength between the gaps are listed in Table 1. The \( x \) indicates the radial distance from the axis of rod axle to the coil, shown in Figure 2. The results display that the magnetic induction strength increases as the distance between the coil and the axis increases.

### 3.3. The Influence of Rod Axle Material

The permeability of material has strong effect on the magnetic induction strength. The magnetic induction strengths with different material of rod axle are simulated and their maximum values at gap are listed in Table 2, in which the permeability of varied materials tends to increase in order of aluminium, 45\(^{\circ}\), and 8\(^{\circ}\). The results show that the lower the permeability of rod axle’s material, the higher the magnetic induction strength.

![Figure 3: Chart of 3D meshing results.](image)

![Figure 4: Cloud charts of magnetic lines of force for arbor shaft in aluminum and 8\(^{\circ}\) steel.](image)

**Table 1: Simulated results of magnetic induction strength at coil’s different positions.**

| Number | Position of coil \( x \)/mm | Magnetic induction strength \( B_{\text{max}}/T \) |
|--------|-----------------------------|---------------------------------------------|
| 1      | 20                          | 0.258                                       |
| 2      | 22.5                        | 0.369                                       |
| 3      | 25                          | 0.476                                       |
### Table 2: Simulated results of magnetic induction strength for different material of rod axle.

| Number | Material of rod axle | Magnetic induction strength $B_{\text{max}}/T$ |
|--------|----------------------|-----------------------------------------------|
| 1      | Aluminium            | 0.369                                         |
| 2      | 45#                 | 0.354                                         |
| 3      | 8#                  | 0.336                                         |

### Table 3: Simulated results of magnetic induction strength for different plate thickness.

| Number | Plate thickness $t$/mm | Magnetic induction strength $B_{\text{max}}/T$ |
|--------|------------------------|-----------------------------------------------|
| 1      | 8                      | 0.252                                         |
| 2      | 10                     | 0.369                                         |
| 3      | 12                     | 0.269                                         |

### Table 4: Simulated results of magnetic induction strength for different width of gap.

| Number | Width of gap $h$/mm | Magnetic induction strength $B_{\text{max}}/T$ |
|--------|---------------------|-----------------------------------------------|
| 1      | 1.5                 | 0.369                                         |
| 2      | 1.8                 | 0.278                                         |
| 3      | 2.0                 | 0.246                                         |

The cloud charts of magnetic lines of force with aluminium and 8# are, respectively, given in Figures 4(a) and 4(b). In Figure 4(a), the strength of magnetic lines of force is weak through the rod axle and only reaches the $10^{-4}$ orders of magnitude. On the other hand, when the material of the rod axle is 8#, the strength of magnetic lines of force through the rod axle increases about 100 times.

3.4. The Influence of Plate Thickness. The simulations of magnetic induction strength with different value of plate thickness were performed, and their maximum values are listed in Table 3. The plate thickness $t$ is given in Figure 2. In Table 3, the relationship between plate thickness and magnetic induction strength is not monotonic. For the damper in this paper, the magnetic induction strength is maximized when the plate thickness is 10 mm, and the magnetic induction strength decreases when the plate thickness either increases or decreases.

3.5. The Influence of the Width of Pole Gap. The magnetic induction strengths with different width of gap were simulated, and the results are listed in Table 4, in which the thickness of plate is 10 mm. The results demonstrate that the narrower the gap is, the larger the magnetic induction strength is. The width of gap $h$ is displayed in Figure 2.

4. Magnetic Circuit Analyses Using Multifactor Orthogonal Experiment

To determine the optimal structural size of the damper, an orthogonal experiment was carried out using orthogonal table of four factors and three levels $L_9(3^4)$. With this experiment, the structural parameter of damper with the strongest or weakest effect on the magnetic induction $B$ can be analysed, and the optimal combination of different parameters can be achieved. Table 5 shows the factors and levels in the experiment, and Table 6 lists the experimental scheme and the simulating results under corresponding factors and levels.

In Table 6, the variances are used to evaluate the impact of each factor on magnetic induction strength. Generally, the larger variance demonstrates that the corresponding factor has a stronger influence on the experimental results. The data in Table 6 indicate that the material of rod axle is the main factor influencing the magnetic induction strength, and the factors influencing the magnetic induction in the descending order were the material of rod axle, pole gap, coil position, and pole plate thickness. The optimal combination to acquire the appropriate magnetic induction was as follows: the rod axle’s material is aluminium and the distance from coil to the axial symmetry centre of the damper was $x = 25$ mm at pole plate thickness of 10 mm and pole gap of 1.5 mm.

Figures 5 and 6 show the 3D simulated distribution of the magnetic induction of the damper and the distribution of the magnetic induction on the section displayed in Figure 2 according to the optimal structural parameters stated above, respectively. It can be observed that the maximum magnetic induction in the pole gap reached 0.54 T, which complied with design requirements.

5. Damping Experiments Based on the Magnetorheological Damping Turning Tool

To verify the chatter suppressive effect of the magnetorheological damping turning tool, it was manufactured and installed on a CA6140 lathe carriage, and the chatter suppressive experiments were carried out. The experimental
Table 5: The factors and levels.

| Level | Coil position $x$/mm | Plate thickness $t$/mm | Pole gap $h$/mm | Rod axle material |
|-------|-----------------------|------------------------|-----------------|------------------|
| 1     | 20                    | 8                      | 1.5             | Aluminum         |
| 2     | 22.5                  | 10                     | 1.8             | 45°              |
| 3     | 25                    | 12                     | 2.0             | 8°               |

Table 6: The experimental scheme and results.

| Factor | $x$ | $t$ | $h$ | Material | Magnetic induction $B/T$ |
|--------|-----|-----|-----|----------|--------------------------|
| Test number | Level number | | | | | |
| 1     | 1   | 1   | 1   | 1        | 0.35728                  |
| 2     | 1   | 2   | 2   | 2        | 0.31623                  |
| 3     | 1   | 3   | 3   | 3        | 0.29431                  |
| 4     | 2   | 1   | 2   | 3        | 0.28730                  |
| 5     | 2   | 2   | 3   | 1        | 0.34744                  |
| 6     | 2   | 3   | 1   | 2        | 0.32650                  |
| 7     | 3   | 1   | 3   | 2        | 0.33056                  |
| 8     | 3   | 2   | 1   | 3        | 0.35822                  |
| 9     | 3   | 3   | 2   | 1        | 0.34830                  |

$k_i = \text{sum}(B_j)/s$, where $B_j$ is magnetic induction when the level number is $i$ and $s$ is the number of level $i$ in that column, $i = 1, 2, 3$.

Figure 6: Results of magnetic induction strength on the selected section.

A system block diagram is shown in Figure 7. The MRF-132DG developed by the American LORD company was used in the experiments, and the workpiece was 45° steel bar stock (600 mm in length and 60 mm in diameter). The turning parameters were spindle speed $n = 320$ rpm, feed rate $f = 0.08$ mm/r, and depth of turning $a_p = 0.4$ mm.

Figures 8(a) and 8(b) show the time-domain signals of the acceleration of the magnetorheological damping turning tool in the $y$-direction without current and with 2 A applied current on each coil, respectively. Figure 8(a) shows that the vibration amplitude of the acceleration signal increased at time $t = 4$ s and the amplitude increased with the continuation of the process. Figure 8(b) shows the results of imposing 2 A on the damper at $t = 6$ s. The amplitude of the acceleration signal decreased at $t = 20$ s after imposing current and a substantially reduced amplitude was maintained thereafter.

In the frequency domain, Figure 9(a) indicates that the main vibration frequency of the vibration signal before imposing current was approximately 255 Hz and the peak of power spectrum density was approximately $1.1 \times 10^7$ V. Figure 9(b) shows the dominant frequency of the vibration signal after imposing current, increased to approximately 466 Hz. This indicated that the stiffness of the system was enhanced and the peak of the dominant mode of the system had been reduced to $7.1 \times 10^4$ V, which was 7% of the peak value when the current was not applied.

These time- and frequency-domain analyses showed that the developed magnetorheological damping turning tool exhibited a significant restraining effect on turning vibration.

6. Conclusions

To reduce the vibration in cylindrical turning, a magnetorheological damping turning tool based on the squeeze mode was designed and manufactured. On the basis of...
Figure 7: The system block diagram of turning damping experiment.

Figure 8: The time-domain signals of acceleration without current and 2 A current on each coil.

Figure 9: The power spectrum density of corresponding acceleration signals before and after imposing current.

its structural design, 3D finite element simulations of the magnetic induction of the damper were carried out with different parameters according to the basic principles of electromagnetism. It shows that the magnetic field strength in the gap increases as the distance between the axis of the rod axle and coil increases, the permeability of the rob axle decreases and the gap thickness decreases. As to the magnetic pole thickness, the relationship between it and magnetic induction strength is not monotonous.

Furthermore, these simulation data were utilized in the orthogonal experiment. The results indicated that the factors influencing the magnetic induction of this magnetorheological damping turning tool, in decreasing order, were pole gap, coil position, and plate thickness. Therefore, the optimal structural parameters of the damping turning tool were determined.

Afterwards, chatter suppression experiments were undertaken during cylindrical turning using the prototyped magnetorheological damping turning tool. The experimental data from both time- and frequency-domains verified that the magnetorheological damping turning tool, based on the squeeze mode, can significantly reduce turning vibration.
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To address the limitation of conventional adaptive algorithm used for active noise control (ANC) system, this paper proposed and studied two adaptive algorithms based on Wavelet. The two are applied to a noise control system including magnetorheological elastomers (MRE), which is a smart viscoelastic material characterized by a complex modulus dependent on vibration frequency and controllable by external magnetic fields. Simulation results reveal that the Decomposition LMS algorithm (D-LMS) and Decomposition and Reconstruction LMS algorithm (DR-LMS) based on Wavelet can significantly improve the noise reduction performance of MRE control system compared with traditional LMS algorithm.

1. Introduction

The most popular algorithm used to adapt FIR filters is the Widrow-Hoff LMS [1], which is shown in Figure 1. Its popularity is due to its low computational complexity and robustness to implementation errors.

As in Figure 1, $x(n)$, $d(n)$, $e(n)$, and $y(n)$ denote the reference of system, disturbance, control error, and control signal, respectively. The system control signal can be expressed as

$$y(n) = X^T(n)W(n),$$

where $W(n) = [w_0, w_1, \ldots, w_{N-1}]^T$ is the weight vector of the $N$ order control filter, $X^T(n) = x(n) \sum_{i=0}^{N-1} z^{-i}$, and $T$ denotes the vectors transpose. The goal is to minimize the output error:

$$e(n) = d(n) - y(n).$$

According to the Widrow-Hoff LMS algorithm [1], the weight of control filter can be adjusted by

$$W(n+1) = W(n) + 2\mu X(n)e(n),$$

where $\mu$ is the step-size parameter. The convergence rate of this algorithm depends on the condition numbers of the autocorrelation $R_x$ of the reference signal. When the eigenvalues of $R_x$ are widely spread, the excess mean square error produced by LMS algorithm is primarily determined by the largest eigenvalue, and the time taken by the average tap-weight vector $E[\hat{W}(k)]$ to converge is limited by the smallest eigenvalue. However, the speed of convergence of the mean square error is affected by the spread of the eigenvalues of $R_x$.

The speed of convergence of the LMS algorithm may slow down when the correlation matrix of the inputs is ill-conditioned, which implies that the control system with Widrow-Hoff LMS adaptive algorithm might become unstable when inputs change indefinitely. In order to enhance the performance of the algorithm, Wavelet Transform is proposed in this study due to its time-frequency localization [2, 3]. This paper presents two kinds of adaptive wavelet algorithm: Decomposition LMS algorithm (D-LMS) and Decomposition and Reconstruction LMS algorithm (DR-LMS).

2. Decomposition LMS Algorithm (D-LMS)

In D-LMS algorithm, the input signal is decomposed into various wavelet spaces according to various scales to form the input vector, and then the adaptive filter weight...
corresponding to a certain frequency component is adjusted. This means that the proportion of each frequency of input signal is altered so as to reconstruct the output signal to approximate the desired signal [4–6].

2.1. Structure of D-LMS. Schematic of the D-LMS is provided in Figure 2. Here, \( x(n) \) is the input signal, \( X_0 = x(n) \sum_{i=0}^{N-1} z^{-i} \) represents the input vector of the D-LMS algorithm, and \( DE \) denotes the signal decomposition with MALLAT algorithm [7]. \( D_j = [d_{j,0}, d_{j,1}, \ldots, d_{j,2^{J-1}N-1}]^T \) \((j = 1, \ldots, J)\) is the \( j \)th level detail signal of original signal, \( X_j = [x_0, x_1, \ldots, x_{2^{J-1}N-1}]^T \) is the \( j \)th level approximation signal of original signal, \( W_j = [w_{j,0}, w_{j,1}, \ldots, w_{j,2^{J-1}N-1}]^T \) \((j = 1, \ldots, J)\) is the vector of \( j \)th level detail signals, and \( U = [u_0, u_1, \ldots, u_{2^{J-1}N-1}]^T \) is weight vector of the \( j \)th level approximation signal.

2.2. Adaptation of Weight Vectors. As seen in Figure 2,

\[
F_j = D_j^T W_j \quad (j = 1, \ldots, J), \\
F = X_j^T U, \\
e(n) = d(n) - \sum_{j=1}^{J} F_j - F.
\]

Equation (6) also can be written as follows:

\[
e(n) = d(n) - \sum_{j=1}^{J} D_j^T W_j - X_j U.
\]

According to the LMS algorithm, the equations of \(W\) and \(U\) are as follows:

\[
W_j = W_j + \mu_j \left( -\hat{V}_j \right) \quad (j = 1, \ldots, J),
\]

\[
U = U + \mu \left( -\hat{V}_j \right),
\]

where \(\mu_j\) \((j = 1, \ldots, J)\) and \(\mu\) represent the step-size of the \(j\)th level detail signal and \(J\)th level approximation signal, respectively. \(\hat{V}_j\) and \(\tilde{V}_j\), which denote the instantaneous estimation gradient vectors with \(e^2(n)\) to \(W_j\) and \(U\) separately, can be expressed as follows:

\[
\hat{V}_j = 2e(n) \frac{\partial e(n)}{\partial W_j} \quad (j = 1, \ldots, J)
\]

\[
\tilde{V}_j = 2e(n) \frac{\partial e(n)}{\partial U}.
\]

In this study, we can place the emphasis only on the adjustment of \(W_j\) as \(U\) resembles \(W_j\) in the adjustment way. First, rewrite (10) as follows:

\[
\hat{V}_j = 2e(n) \left[ \frac{\partial e(n)}{\partial w_{j,0}}, \frac{\partial e(n)}{\partial w_{j,1}}, \ldots, \frac{\partial e(n)}{\partial w_{j,2^{J-1}N-1}} \right]^T, \\
\tilde{V}_j = 2e(n) \left[ \frac{\partial e(n)}{\partial u_0}, \frac{\partial e(n)}{\partial u_1}, \ldots, \frac{\partial e(n)}{\partial u_{2^{J-1}N-1}} \right]^T.
\]

According to (4) and (5), the following equation is obtained:

\[
\frac{\partial e(n)}{\partial w_{j,k}} = -\sum_{j=0}^{J} D_j^T \frac{\partial W_j}{\partial w_{j,k}} - X_j^T \frac{\partial U}{\partial w_{j,k}} = -d_{j,k}.
\]

Then, the adaptation of \(W\) can be given by

\[
w_{j,k} = w_{j,k} + 2\mu_j e(n) d_{j,k}.
\]

Here, \(i = 1, \ldots, J, k = 0, \ldots, 2^{i}N - 1\). Similarly, the adaptation of \(U\) can be expressed by

\[
u_k = u_k + 2\mu e(n) x_k.
\]

Here, \(0 \leq k < 2^J N\).

3. Decomposition and Reconstruction LMS Algorithm (DR-LMS)

3.1. The Structure of DR-LMS. Schematic of the DR-LMS algorithm is shown in Figure 3, in which the signal is not only decomposed, but also reconstructed.

Where \(X_0, DE, D_j \quad (j = 1, \ldots, J), X_j, W_j, \) and \(U\) are the same meanings as in Figure 2. \(V_j \quad (j = 1, \ldots, J - 1)\) and \(Y_j\) are the vectors, which can be expressed, respectively, by

\[
V_j = D_j \tilde{X} W_j \quad j = 1, \ldots, J, \\
Y_j = X_j \tilde{X} U.
\]
Here, \( \bar{\times} \) denotes that each component of vector is multiplied by corresponding component of another vector. \( RE \) signifies the signal reconstruction. \( Y = [y_0, y_1, \ldots, y_{N-1}]^T \) represents the results of reconstruction.

It is obvious that the DR-LMS algorithm consists of three parts: firstly, the signal is decomposed into various levels, then each level detail signal and final approximation signal are multiplied by the corresponding weight vectors, and, finally, the signals are reconstructed by MALLAT algorithm to form the output of DR-LMS algorithm. In the process, the weight vectors are adapted to minimize the \( e(n) \); therefore, the law of the adaptation is crucial.

3.2. Adaptation of Weight Vector. As indicated in Figure 3, the error \( e(n) \) is represented by

\[
e(n) = d(n) - Y^T T,
\]

where \( T = [1, 1, \ldots, 1]^T_{1 \times N} \). According to LMS algorithm, in order to minimize the error \( e(n) \), \( W_i \) and \( U \) can be adapted by (8) and (9). With the foregoing discussion, we only study the adaptation way of \( W_i \) and then can obtain the adaptation way of \( U \) in the same way.

According to MALLAT algorithm and Figure 3, the following equations are obtained:

\[
Y(m) = 2 \sum_k h(m - 2k) Y_1(k)
+ 2 \sum_k g(m - 2k) V_1(k),
\]

(18)

\[
Y_1(m) = 2 \sum_k h(m - 2k) Y_1(k)
+ 2 \sum_k g(m - 2k) (D_1 \bar{\times} W_1)(k),
\]

(19)

\[
Y_2(m) = \sum_k h(m - 2k) Y_3(k)
+ \sum_k g(m - 2k) (D_3 \bar{\times} W_3)(k).
\]

(20)

Substitute (15) into (17):

\[
Y(m) = 2 \sum_k h(m - 2k) Y_1(k)
+ 2 \sum_k g(m - 2k) (D_1 \bar{\times} W_1)(k),
\]

(18)

\[
Y_1(m) = 2 \sum_k h(m - 2k) Y_2(k)
+ 2 \sum_k g(m - 2k) (D_2 \bar{\times} W_2)(k),
\]

(19)

\[
Y_2(m) = \sum_k h(m - 2k) Y_3(k)
+ \sum_k g(m - 2k) (D_3 \bar{\times} W_3)(k).
\]

(20)

3.2.1. \( \partial e(n)/\partial w_{j,k} \) and \( \partial e(n)/\partial u_i \). According to (11a) and (11b) and (12), \( \partial e(n)/\partial w_{j,k} \) should be first given so as to calculate \( \bar{V}_j \). To address this problem, this study employs induction. Here, \( \partial e(n)/\partial w_{1,j}, \partial e(n)/\partial w_{2,j} \), and \( \partial e(n)/\partial w_{3,j} \) are given as follows.

(1) \( \partial e(n)/\partial w_{1,j} \). By (16), \( \partial e(n)/\partial w_{1,j} \) can be expressed as

\[
\frac{\partial e(n)}{\partial w_{1,j}} = \frac{\partial Y(m)}{\partial w_{1,j}}.
\]

(21)

Substitute (18) into above equation:

\[
\frac{\partial e(n)}{\partial w_{1,j}} = 2 \sum_{m=0}^{N-1} \sum_k h(m - 2k) \frac{\partial Y_1(k)}{\partial w_{1,j}}
+ 2 \sum_{m=0}^{N-1} \sum_k g(m - 2k) \frac{\partial (D_1 \bar{\times} W_1)(k)}{\partial w_{1,j}}.
\]

(22)

It is clear that \( Y_1 \) is not correlative with \( W_1 \), so (22) can be rewritten as

\[
\frac{\partial e(n)}{\partial w_{1,j}} = 2 \sum_{m=0}^{N-1} g(m - 2k_0) D_1(i).
\]

(23)

(2) \( \partial e(n)/\partial w_{2,j} \). In the same way, \( \partial e(n)/\partial w_{2,j} \) can be expressed by

\[
\frac{\partial e(n)}{\partial w_{2,j}} = \frac{\partial Y_1(m)}{\partial w_{2,j}}.
\]

(24)

Substitute (18) into (23), and

\[
\frac{\partial (D_1 \bar{\times} W_1)(k_0)}{\partial w_{2,j}} = 0.
\]

(25)

Then (24) can be rewritten as

\[
\frac{\partial e(n)}{\partial w_{2,j}} = 2 \sum_{m=0}^{N-1} \sum_k h(m - 2k) \frac{\partial Y_1(k)}{\partial w_{2,j}}.
\]

(26)
Substitute (19) into (26), and
\[
\frac{\partial Y_{2}(k_{j})}{\partial w_{2,i}} = 0.
\] (27)
So, the final expression of \(\partial e(n)/\partial w_{1,i}\) is
\[
\frac{\partial e(n)}{\partial w_{1,i}} = 2^{j} \sum_{m=0}^{N-1} h_{m} (m - 2k_{0}) g (k_{0} - 2i) D_{1} (i).
\] (28)
(3) \(\partial e(n)/\partial w_{2,j}\). Similarly, \(\partial e(n)/\partial w_{2,j}\) can also be obtained; it is represented by
\[
\frac{\partial e(n)}{\partial w_{2,j}} = 2^{j} \sum_{m=0}^{N-1} h_{m} (m - 2k_{0}) \sum_{k_{i}} h_{k_{i}} (k_{0} - 2k_{1}) g (k_{1} - 2i) D_{2} (i).
\] (29)
From the above, \(\partial e(n)/\partial w_{1,j}\), \(\partial e(n)/\partial w_{1,i}\), and \(\partial e(n)/\partial w_{2,j}\) have been obtained. By comparing them with each other, the universal expression of \(\partial e(n)/\partial w_{1,j}\) can be induced:
\[
\frac{\partial e(n)}{\partial w_{1,j}} = \sum_{m=0}^{N-1} g (m - 2i) D_{1} (i),
\] (30)
where \(j = 1, \ldots, J\) and \(i = 0, \ldots, 2^{-j} N - 1\). Consider
\[
Z_{j} (m, i) = 2^{j} \sum_{k_{0}} \cdots \sum_{k_{j-1}} h (m - 2k_{0}) \cdots h (k_{j-3} - 2k_{j-2}) g (k_{j-2} - 2i).
\] (31)
As \(U\) is the same as \(W_{j}\) in the adaptation way, we can easily obtain the expression of \(\partial e(n)/\partial u_{i}\):
\[
\frac{\partial e(n)}{\partial u_{i}} = 2^{j} \sum_{m=0}^{N-1} V_{j} (m, i) X_{j} (i),
\] (32)
where \(i = 0, \ldots, 2^{-j} N - 1\). Consider
\[
V_{j} (m, i) = 2^{j} \sum_{k_{0}} \cdots \sum_{k_{j-1}} h (m - 2k_{0}) \cdots h (k_{j-3} - 2k_{j-2}) h (k_{j-2} - 2i).
\] (33)
3.2.2. Adaptation of \(W_{j}\) and \(U\)

1. \(W_{j}\)

If \(j = 1\)
\[
\omega_{1i} = \omega_{1i} + 2^{2} \mu_{1} e (n) \sum_{m=0}^{N-1} g (m - 2i) D_{1} (i)
\] (34)
where \(1 \leq j \leq J\), \(0 \leq i < 2^{-j} N\).
2. \(U\)
\[
u_{i} = \nu_{i} + 2^{j+1} \mu_{j} e (n) \sum_{m=0}^{N-1} Z_{j} (m, i) D_{j} (i),
\] (35)
where \(V_{j} (m, i)\) is also the same meaning as the expression above and \(\mu_{j}\) is the step-size of final approximation signal.

4. MRE Noise Control System

4.1. Dynamics of MRE. Magneto-rheological elastomers (MREs) are promising smart materials, which consist of magnetically polarizable particles in nonmagnetic solid or gel-like medium [8, 9]. As a compound of smart magneto-rheological (MR) fluid and viscoelastic materials, the MRE combines the salient features of both materials, including controllable stiffness and frequency-dependent viscoelastic behavior, which can be reversibly controlled under external magnetic fields in milliseconds.

The MRE is generally regarded as a viscoelastic material [10], so its dynamic behavior can be described with a complex modulus which depends on vibration frequency and be controllable by external magnetic fields. In order to analyze the mechanical properties of MRE in the magnetic field, the modal of MRE can be simplified to a general kelvin model of viscoelastic material in parallel with an adjustable spring which was controlled by the applied magnetic field, as shown in Figure 4. In the noise control system, as the strain caused by the noise is small, the modal of MRE can be treated as a linear modal, in which the magnetic-induced modulus is adjusted by the applied magnetic field.

As shown in Figure 4, when the MRE is subjected to the applied alternate strain where
\[
\gamma (t) = \gamma_{0} e^{\omega t} = \gamma_{0} (\cos \omega t + \sin \omega t),
\] (36)
the corresponding stress will become
\[
\tau (t) = G_{0} \gamma + G_{m} \gamma + \eta \dot{\gamma} = \tau_{0} e^{i(\omega t + \delta)}.
\] (37)

According to the definition of complex modulus and (I) and (2), the complex modulus of MRE can be expressed as below:
\[
G (i \omega) = \frac{\tau (t)}{\gamma (t)} = G^{r} (i \omega) + i G^{i} (i \omega),
\] (38)
where \(\gamma\) and \(\tau\) denote the shear strain and stress of the MRE, \(\gamma_{0}\) and \(\tau_{0}\) represent amplitudes of strain and stress, respectively, and \(G_{0}, G_{m},\) and \(\eta\) express the initial modulus, variable modulus, and viscosity coefficient, respectively. \(\omega\) is the vibration frequency; \(\delta\) is the delayed phase between stress and strain.

The real part of the complex modulus \(G^{r} (i \omega)\) is storage modulus which is representing the viscoelastic stiffness of the MRE. The imaginary part \(G^{i} (i \omega)\) is loss modulus, and
the ratio of $G^I(i\omega)$ to $G^R(i\omega)$ refers to the loss factor which is representing the viscoelastic damping and it is shown as

$$\tan \delta = \frac{G^I(i\omega)}{G^R(i\omega)}. \quad (39)$$

According to the corresponding references [11–13], experimental results showed that the storage modulus linearly increases with vibration frequency in most cases, and both the storage modulus and the loss modulus linearly increase with external magnetic field strength in a certain range. Therefore, the storage modulus $G^R(i\omega)$ and the loss factor $\tan \delta$ can be approximately expressed by

$$G^R(i\omega) = \alpha_0 + \alpha_1 \omega, \quad (40a)$$

$$\tan \delta = \beta_0, \quad (40b)$$

where the coefficients $\alpha_0$, $\alpha_1$, and $\beta_0$ depend only on the applied magnetic field strength.

### 4.2. MRE Noise Control System

To test the feasibility of the algorithm stated before, an MRE noise control system is constructed as shown in Figure 5. The system included the MRE, an electromagnetic device (not given in the figure), a noise generation device, and a measurement system. The MRE is made of silicone rubber filled with randomly dispersed carbonyl iron particles. The external magnetic field applied to MRE is generated by a DC electrical source. The measurement system includes M and L sensors which are used to record the excitation and response signals, respectively.

### 4.3. Simulation Experiment

In order to verify the performance of the algorithm, simulations are investigated in this section. Here, we apply the D-LMS algorithm, DR-LMS algorithm, and LMS algorithm to system identification [6], as shown in Figure 6.

In Figure 6, $x(n)$ is the system input, and $H(z)$ is an unknown system. In this system, the output of adaptive filter is desired to track the output of $H(z)$, $e(n)$ is the identification error, and we also choose $e(n)$ as the criterion to judge the performance of the algorithms.

#### 4.3.1. Linear System with Nonlinear Input

This system can be described by the difference equation as below:

$$y(n) = 0.3y(n - 1) - 0.6y(n - 2) + f(x(n)). \quad (41)$$

Table 1 shows the parameters chosen in this simulation. The simulation results are shown in Figures 7–9. The number of the iterations used to update weight vectors is different for different algorithm, while it takes 50 iterations for LMS algorithm but 20 iterations for D-LMS and DR-LMS algorithm. As seen in the figure, there is instability in system identification with LMS algorithm. Table 2 is the mean square error of system identification with different algorithm.

It is obvious that the MSE with D-LMS and DR-LMS algorithm are smaller for the same number of samples.
Figure 7: The simulation result with LMS algorithm. (a) Process of identification. (b) Error of identification.

Figure 8: The simulation result with D-LMS algorithm. (a) Process of identification. (b) Error of identification.

Figure 9: The simulation result with DR-LMS algorithm. (a) Process of identification. (b) Error of identification.

Figure 10: The simulation result with DLMS algorithm. (a) Process of identification. (b) Error of identification.

Figure 11: The simulation result with DR-LMS algorithm. (a) Process of identification. (b) Error of identification.
4.3.2. Nonlinear System with Linear Input. This is an example of a nonlinear system which possesses nonlinear dynamics but linear input excitation. The system can be described by a nonlinear difference equation as

\[ y(n) = \frac{y(n-1) + x(n) + w(n)}{1 + y^2(n-1)}, \quad (44) \]

where \( w(n) \) is the noise with uniform distribution and

\[ x(n) = (\sin(2\pi n/20) + \sin(2\pi n/50)) \]
\[ + \sin(2\pi n/250) + \sin(2\pi n/400)) \cdot 4^{-1}. \quad (45) \]

The simulation parameters are the same as the previous simulation in Table 1.

As shown in Figure 12, the convergence rate of identification with LMS algorithm is slow, which takes about 70 iterations to obtain stabilization. After about 100 iterations, the mean square error is 0.0628 for 1024 samples. Figures 10 and 11 show that the convergence rates with D-LMS and DR-LMS are much faster. After 15 iterations the system can reach stable state. After about 100 iterations, the mean square errors with D-LMS and DR-LMS are 0.0365 and 0.0355, respectively, for 1024 samples.
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This paper presents a new direct adaptive fuzzy controller and its effectiveness is verified by investigating the damping force tracking control of magnetorheological (MR) fluid based damper (MR damper in short) system. In the formulation of the proposed controller, a model of interval type 2 fuzzy controller is combined with the direct adaptive control to achieve high performance in vibration control. In addition, $H_\infty$ ($H$ infinity) tracking technique is used in building a model of the direct adaptive fuzzy controller in which an enhanced iterative algorithm is combined with the fuzzy model. After establishing a closed-loop control structure to achieve high control performance, a cylindrical MR damper is adopted and damping force tracking results are obtained and discussed. In addition, in order to demonstrate the effectiveness of the proposed control strategy, two existing controllers are modified and tested for comparative work. It has been demonstrated from simulation and experiment that the proposed control scheme provides much better control performance in terms of damping force tracking error. This leads to excellent vibration control performance of the semiactive MR damper system associated with the proposed controller.

1. Introduction

Recently, magnetorheological (MR) fluids based devices are actively studied and some of devices such as shock absorber for passenger vehicles are commercialized. Many MR devices or MR systems especially are popularized in the field of aerospace, ship, automobile, and civil engineering for effective control of unwanted vibrations. It is well known that MR fluid is considered as one of smart fluids in which the rheological properties can be controlled by external stimuli such as magnetic field. On the other hand, the development of new control system for MR devices or systems is also continuously undertaking in which the objective goal is to guarantee both stability and robustness against disturbances or/and uncertainties. Based on this objective, several types of robust controllers have been developed in both indirect adaptive control and direct adaptive control manners. A model of direct adaptive control for output tracking was studied in [1] where $H$ infinity tracking technique was used for adaptive model. An adaptive fuzzy control for MIMO system was presented in [2] in which the Lyapunov function and mean-value theorem were combined with a fuzzy model to build adaptive model. An observer of adaptive fuzzy controller was presented in [3] in which the back-stepping design and the supply changing function technique were applied. An input saturation problem was treated with adaptive feedback fuzzy control in [4] where the back-stepping technique and Lyapunov function were used in building the adaptive model. A direct adaptive control using type 2 fuzzy model was presented in [5] where $H$ infinity tracking technique was applied to attenuate the fuzzy approximation error and the system uncertainty. The linear matrix inequality fuzzy Lyapunov method was also studied in [6] which concentrated on modeling errors between real system and fuzzy model. Recently, a novel of adaptive sliding mode control was developed by authors in [7] in which a sliding mode controller and Lyapunov method were used for high control performance. Vibration control of MR damper using an adaptive neurofuzzy inference system was also conducted by authors in [8].

In application of feedback/feed-forward controls for tracking force of MR devices, there are several researches.
An idealized hysteretic model for MR was studied in [9] using a nonlinear hysteretic bi-viscous model. For seismic response reduction, a clipped-optimal control using acceleration feedback was studied in [10] in which the properties of MR damper were tested to provide good vibration control performance. A model of MR damper for bridge application was derived in [11] using a semiactive tuned mass damper. A combination of the feed-forward and feedback control was also presented in [12] for torque control of MR brake. On the other hand, in research of interval type 2 fuzzy model (IT2FM), many studies on the development of controller type have been undertaken. A comprehensive research about type-reduction of three groups, Karnik-Mendel (KM), closed-form representation, and combined KM-closed form representation, were presented in [13]. In this study, EIASC (Enhanced Iterative Algorithm with Stopping Condition), Wu-Tan (WT) algorithm, and Nie-Tan (NT) algorithm were also presented in [12] for torque control of MR brake. A combination of the feed-forward and feedback control was studied in [14] in which all methods were evaluated based on KM method. In order to solve the bottle-neck problem in calculating of type reduction of IT2FM, a new method of combination of KM and NT method was presented in [15]. It is recognized from the above study that the development of a new adaptive fuzzy controller which is robust to disturbances or/and uncertainties is a hot issue in many control systems including MR device or MR systems. The development of new IT2FM especially is a new horizon in design of new controllers to guarantee both stability and robustness against disturbances and uncertainties [13–15].

Consequently, the technical originality of this work is to propose a new direct adaptive fuzzy controller using both IT2FM and adaptation method based on $H$-infinity tracking technique for the robust damping force tracking control of a cylindrical MR damper. Thus, a final goal is to demonstrate superior control performances of the proposed new direct adaptive fuzzy controller compared with two existing adaptive fuzzy controllers [1, 2]. In order to clarify the difference from the previous work done by the authors [7], it is noted here that the previous study deals with the indirect adaptive fuzzy controller, while in the current study, an indirect adaptive fuzzy controller whose structure is much different from the indirect method. In order to achieve the final goal of this work, as a first step, a new interval type 2 fuzzy control system is formulated. Then, a new type of adaptive controller is designed based on $H_\infty$ tracking technique and Lyapunov method. Based on the mathematical model, a closed-loop control structure is built and experimentally realized for a small-sized MR damper. MR fluid used in this work is manufactured in the laboratory using plate-like iron particles. Its field-dependent rheological characteristics are different from general MR fluid containing spherical iron particles. In order to demonstrate superior control performance of the proposed controller, both tracking control of desired damping force of MR damper and vibration control performance are evaluated and compared with existing two controllers.

2. Interval Type 2 Fuzzy Logic System and NT Algorithm

The model of interval type 2 fuzzy logic system (IT2FLS) has been developed from the type 1 fuzzy logic system (T1FLS). The structure of IT2FLS includes five components: fuzzifier, inference engine, type reducer, and defuzzifier. The rule base of IT2FLS can be expressed as follows:

$$RB^i: \text{if } a_1, a_2, \ldots, a_n \text{ then } B^i,$$

where $A^i_j (i = 1, \ldots, n; j = 1, \ldots, m)$ are fuzzy sets and $B^i = b^i$ is the centroid of a consequent IT2FLS.

In this study, NT algorithm is utilized for finding output of IT2FM. In general, NT algorithm shows the best algorithm in calculation with minimum computational cost. Hence, the application of NT algorithm will save time of fuzzy calculation. The relationship between NT algorithm and IT2FM is shown in Figure 1. The defuzzification of the IT2FLS-NT is calculated from several steps as follows.

Step 1. Set up input vector $a_r = (a_1, a_2, \ldots, a_n)$. This vector is also vector state of the system whose component $a_i$ is defined as $a_i = A^i$.

Step 2. Find $A^i_1 = \{\mu(a_i), \bar{\mu}(a_i)\}$, where $\mu(a_i)$ is lower value and $\bar{\mu}(a_i)$ is upper value of IT2FLS $a_i$.

Step 3. Calculate lower and upper firing values of IT2FLS $[f_j, \bar{f}_j] = [(\prod_{i=1}^n \mu(a_i)), (\prod_{i=1}^n \bar{\mu}(a_i))]$ where $f_j$ is lower firing value and $\bar{f}_j$ is upper firing value.

Step 4. Use NT algorithm for calculating of $[y_l; y_u]$. Here $y_l$ is lower interval type 1 value and $y_u$ is upper interval type 1 value given by

$$y_l = \frac{\sum_{j=1}^m f^i b^j}{\sum_{j=1}^m (f^i + \bar{f}^i)}, \quad y_u = \frac{\sum_{j=1}^m \bar{f}^i b^j}{\sum_{j=1}^m (f^i + \bar{f}^i)}.$$

Step 5. Calculate defuzzification $y_0$ of IT2FLS as follows:

$$y_0 = y_l + y_u = \theta^T \xi_1 + \theta^T \xi_u,$$

where $\theta = \{b^1, b^2, \ldots, b^m\}$, $\xi_1 = \{\xi_1^1, \xi_1^2, \ldots, \xi_1^m\}$, and $\xi_u = \{\xi_u^1, \xi_u^2, \ldots, \xi_u^m\}$. It is remarked that $\theta$ is consequent vector and $\xi_1$, $\xi_u$ are lower and upper consequent membership vectors, respectively.

3. New Direct Adaptive Fuzzy Controller

Consider a nonlinear system is governed by the following equation:

$$\dot{x} = f(x) + g(x) u(t) + d(t),$$
where \( f(x) \in \mathbb{R}^n \) and \( g(x) \in \mathbb{R}^n \) are two unknown nonlinear function vectors, \( u(t) \in \mathbb{R}^n \) is control function, \( d(t) \in \mathbb{R}^n \) is an external disturbance vector, \( |d(t)| \leq \delta_d \), where \( \delta_d \in \mathbb{R}^n \) is upper bound of \( d(t) \), and \( x = [x_1, x_2, \ldots, x_n] = [x_1, \dot{x}_1, \ldots, x_1^{(n-1)}]^T \in \mathbb{R}^n \) is the state vector of the system. The function \( f(x) \) and \( g(x) \) can be expressed in two parts. One is a nominal function and the other is unknown bounded uncertainty as follows:

\[
\begin{align*}
    f(x) &= f_0(x) + \delta f(x) \quad 0 < |\delta f(x)| < |\delta f|_{\infty}, \\
    g(x) &= g_0(x) + \delta g(x) \quad 0 < |\delta g(x)| < |\delta g|_{\infty},
\end{align*}
\]

(5)

where \( f_0(x) = [x_2, \ldots, x_n, f_0]_0^T \), \( g_0(x) = [0, \ldots, 0, g_0]_0^T \), \( \delta f = [0, \ldots, \delta f]_{0}^T \), and \( \delta g = [0, \ldots, \delta g_0]_{0}^T \). \( \delta f \) and \( \delta g \) are two positive vectors. Hence, the system (4) can be rewritten as

\[
x = f_0(x) + g_0(x) u(t) + D,
\]

(6)

where \( D = \delta f + \delta gu_d(t) + d(t) \) is uncertain part (disturbance) which can be redefined as \( D = [0, \ldots, D_0]_0^T \). Then, the relationship between system (6) and IT2FLS is determined based on (3) as follows:

\[
\begin{align*}
    f_{00}(x) &= f_0(x) y_0 = \theta_1 \xi_f, \\
    g_{00}(x) &= g_0(x) y_0 = \theta_1 \xi_g,
\end{align*}
\]

(7)

where \( \theta_1 = [\theta_1^T, \theta_1^T]_1^T \) and \( \theta_2 = [\theta_2^T, \theta_2^T]_1^T \). \( \xi_f \) and \( \xi_g \) are consequent membership vectors of \( f, g \), respectively. The difference between a desired output \( x_d \) and the measure output \( x \) is defined by \( e = x_d - x \). Thus, the error vector for the system is defined as \( \mathbf{E} = [e_0, e_1, e_2, \ldots, e_{n-1}] = [e, \dot{e}, \ddot{e}, \ldots, e^{(n-1)}] \), and a vector \( \mathbf{K} = [k_0, k_{n-1}, k_{n-2}, \ldots, k_0] \) is the chosen coefficients such that all of the roots of the polynomial \( \sigma^n + k_{n-1}\sigma^{n-1} + k_{n-2}\sigma^{n-2} + \cdots + k_0 \) are located in the open left-half complex plane [1, 2].

In relation with fuzzy control, by assuming the disturbance of a direct adaptive fuzzy control is expressed as follows:

\[
u = \frac{1}{g_f} \left( -f_{00}(x) + x_d + \mathbf{K}^T \mathbf{E} \right),
\]

(8)

where \( g_f \) is a fuzzified value of \( g \). Using (6) and (8), the derivative of \( \mathbf{E} \) is expressed as follows:

\[
\dot{\mathbf{E}} = \dot{x}_d - \dot{x} = \Lambda_1 \mathbf{E} + \Lambda_2 \left( (g_f - g) u + (f_{00}(x) - f(x)) \right),
\]

(9)

where

\[
\begin{align*}
    \Lambda_1 &= \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -k_m & -k_{m-1} & -k_{m-2} & \cdots & -k_1 \end{bmatrix}, & \Lambda_2 &= \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{bmatrix}
\end{align*}
\]

(10)

Now, define the minimum approximation error as follows:

\[
w = (f_{00}^T(x) - f(x)) + g_f u.
\]

(11)

Then, substituting (11) into (9) yields the following equation:

\[
\dot{\mathbf{E}} = \Lambda_1 \mathbf{E} + \Lambda_2 \left( (\theta_f^T - \theta_f) \xi_f - gu + w \right).
\]

(12)

Let \( \gamma_f = (\theta_f^T - \theta_f) \). From (12), the equivalence control \( u_1 \) is defined as

\[
u_1 = \frac{1}{g_f} \left( \gamma_f \xi_f \right),
\]

(13)

where \( \gamma_f \) is the estimates of \( \gamma_f \). It is noteworthy that the equation \( u_1 \) is established without the minimum approximation error \( w \). Due to the presence of fuzzy approximation error and equivalent control term, using only \( u_1 \) is not sufficient to ensure the stability of the closed-loop system. Therefore, it is necessary to add a robust compensator to deal with it as follows:

\[
u_2 = \Gamma \xi_{fz} \frac{1}{g_f} \mathbf{E}^T \mathbf{P} \Lambda_2,
\]

(14)

where \( \Gamma \) is an adaptive parameter, and \( \mathbf{P} = \mathbf{P}^T \geq 0 \) is a solution of the following Riccati-like equation:

\[
\mathbf{P} \Lambda_1^T + \Lambda_1 \mathbf{P} + Q - \Gamma \xi_{fz} \mathbf{P} \Lambda_2^T + \rho \mathbf{P} \Lambda_2 \Lambda_1^T \mathbf{P} = 0,
\]

(15)

where \( \rho \geq \Gamma \), \( \rho \) is a prescribed attenuation level, and \( Q = \mathbf{Q}^T \geq 0 \). \( \xi_{fz} \) is consequent membership value of the IT2FLS. The resulting fuzzy control is determined as follows:

\[
u = u_1 + u_2 = \frac{1}{g_f} \left( \gamma_f \xi_f \right) + \Gamma \xi_{fz} \frac{1}{g_f} \mathbf{E}^T \mathbf{P} \Lambda_2.
\]

(16)
By substituting (16) into (12), (16) can be rewritten as
\[
\dot{E} = A_1E + A_2 [\bar{y}_f \xi_f - \Gamma \xi_f E^T PA_2 + w],
\]
(17)
where \(\bar{y}_f = y_f - \hat{y}_f\).

Now, in order to prove the stability of the control system, consider the Lyapunov function candidate as follows:
\[
V = \frac{1}{2} E^T PE + \frac{1}{2} \bar{y}_f^2 + \frac{1}{2a_2} \Gamma^2.
\]
(18)
Then, the derivative of (18) is expressed as follows:
\[
\dot{V} = -\frac{1}{2} E^T QE - \rho E^T PA_2 \xi_f PE
\]
\[
+ \frac{1}{a_2} \Gamma - \frac{1}{2} \xi_f \xi_f E^T PA_2 \xi_f PE
\]
\[
+ \frac{1}{2} (w^T A_2^T PE + E^T PA_2 w)
\]
\[
+ \frac{1}{a_1} (\alpha_2 E^T PA_2 \xi_f + \bar{y}_f) \bar{y}_f.
\]
(19)
From (19), adaptation laws are established as follows:
\[
\dot{\bar{y}}_f = -\alpha_1 E^T PA_2 \xi_f,
\]
\[
\dot{\Gamma} = \alpha_2 \xi_f E^T PA_2^T PE.
\]
(20)
Applying (20), (19) is determined as follows:
\[
\dot{V} \leq -\frac{1}{2} E^T QE + \frac{1}{4\rho} w^2.
\]
(21)
By integrating (21) from \(t = 0\) to \(T\), the following equation is obtained:
\[
V(T) - V(0) + \frac{1}{2} \int_0^T E^T QE dt - \frac{1}{4\rho} \int_0^T w^2 dt \leq 0,
\]
(22)
where \(V(0) = (1/2) E^T(0) P E(0) + (1/2a_2) \bar{y}_f^2(0) + (1/a_2) \Gamma^2(0)\).

The group \([V(T) - V(0)]\) is always more than or equal to zero value. Hence, from (22), the remained group \([1/2] \int_0^T E^T QE dt - (1/4\rho) \int_0^T w^2 dt\) is analyzed as follows:
\[
\int_0^T E^T QE dt \leq \frac{1}{2} \| E_0 \|^2 \leq \frac{1}{4\rho} \int_0^T w^2 dt \leq \left( \frac{1}{2\sqrt{\rho}} \right)^2 \| w \|^2.
\]
(23)
Since the value is set by \(\rho > 0\) and \(Q > 0\), the error of matrix \(E\) and the gain of \(w\) must be equal to or less than \(1/2\sqrt{\rho}\). Hence, the \(H\) infinity tracking form is satisfied \([2,16]\), and then (21) is always less than zero value (Lyapunov stability). Now, from the boundedness of parameters of \(\bar{y}_f, \Gamma\) is guaranteed by closed sets defined as follows:
\[
\Omega_1 = \{ \bar{y}_f | \| \bar{y}_f \| \leq L_f \},
\]
\[
\Omega_2 = \{ \Gamma | \| \Gamma \| \leq L_\Gamma, \Gamma \xi_f \leq \rho \},
\]
\[
\Omega_{31} = \{ \bar{y}_f | \| \bar{y}_f \| \leq L_f + \delta_1 \},
\]
\[
\Omega_{32} = \{ \Gamma | \| \Gamma \| \leq L_\Gamma + \delta_2, \Gamma \xi_f + \delta_3 \leq \rho + \delta_2 \},
\]
(24)
where \(L_f, L_\Gamma, \delta_1, \delta_2\) are the choosing parameters. Hence the adjusted adaptation laws are redefined as
\[
\dot{\bar{y}}_f = -\alpha_1 E^T PA_2 \xi_f
\]
\[
\dot{\Gamma} = \alpha_2 E^T PA_2^T PE\xi_f
\]
where
\[
\begin{cases}
-\alpha_1 E^T PA_2 \xi_f \\
\alpha_2 E^T PA_2^T PE \xi_f
\end{cases}
\]
(25)

To observe the states of system, an observer for the nonlinear system is needed to converge the estimated state of \(x(t)\). In this work, the observer is constructed by the Luenberger observer \([17]\) which is defined as follows:
\[
\dot{\hat{x}}(t) = f(\hat{x}(t)) + g u(t) + \left[ Q_{ob} (\hat{x}(t)) \right]^{-1} W \left[ y(t) - \bar{y}(t) \right],
\]
(27)
where \(W = [W_1, W_2, \ldots, W_n]\) is a finite gain vector, \(W \in R^n\), \(Q_{ob}\) is the observability matrix of the system. From the above analysis, the closed-loop of the proposed controller is shown in Figure 2. In Figure 2, adaptation laws use output of IT2FLS-NT model and error of system for calculating adaptive values of \(f\) and \(\Gamma\). These values are input of fuzzy controller \(u\) which is input of observer and plant modules. Output of plant is input of IT2FLS-NT model and base for finding error of system which is also input of IT2FLS-NT model. Value of output observer is also base for calculating error of system.

4. MR Fluid and MR Damper

4.1. New MR Fluid. As mentioned in Introduction, MR fluid is suspension of microsized magnetic particles dispersed in a nonmagnetic carrier liquid \([18-20]\). It is smart fluid whose properties can be controlled by the magnetic field intensity. In the absence of magnetic field, the properties of the fluid are isotropic, while in the presence of magnetic field the magnetized particles form chain aligned in the direction of the field which results in the appearance of the field-dependent yield stress. Reversible transition from solid to liquid is also possible. Most of MR fluids developed so far have spherical iron particles. Recently, it has been reported...
that MR fluid containing plate-like iron particles provides better performance than MR fluid featuring spherical iron particle in terms of sedimentation characteristic [21, 22]. Therefore, in this work, a new type of bidisperse MR fluid is used for the application to MR damper. In order to undertake this work, two different sizes of plate-like iron particles are prepared. It consists of iron plate-like particles by weight of two different average diameters suspended in a heavy paraffin oil (64cSt) using mechanical stirrer. Iron microsized particles (Industrial Metal Powder, Pune, India) having average particle size \(2 \mu m\) (small size) and \(19 \mu m\) (large size) are used to prepare MR fluid. The structural property of micron-sized magnetic particle is characterized by an X-ray diffractometer, D2-phaser (Bruker XRD, Germany). Bidisperse MR fluid sample is prepared with a variable weight fraction (weigh of D2-phaser (Bruker XRD, Germany). Bidisperse MR fluid is used for the application to MR damper. In order to undertake this work, two different sizes of plate-like iron particles are prepared. It consists of iron plate-like particles by weight of two different average diameters suspended in a heavy paraffin oil (64cSt) using mechanical stirrer. Iron microsized particles (Industrial Metal Powder, Pune, India) having average particle size \(2 \mu m\) (small size) and \(19 \mu m\) (large size) are used to prepare MR fluid. The structural property of micron-sized magnetic particle is characterized by an X-ray diffractometer, D2-phaser (Bruker XRD, Germany). Bidisperse MR fluid sample is prepared with a variable weight fraction (weigh of small size particles \(W'_s\)/weight of large size particles \(W'_c\)) of 4.00. The particle density is about 7.8 g cm\(^{-3}\). A small amount of stabilizer is then added, stirred, and homogenized for a long time until good dispersion is achieved. Figure 3 shows the X-ray diffraction pattern of plate-like iron particles recorded at room temperature. The XRD result matches with the reported value of Fe given in the literature [23]. The magnetization measurement is carried out using a home-built magnetometer. The magnetization saturation of the particles used in this work is about 1250 ± 15 kA m\(^{-1}\). In a field gradient, alignment of the magnetic moment of large size particle is faster compared with the small-sized particle. Under this condition, initial susceptibility and saturation magnetization of larger particles is higher compared with the smaller particle. As a result, the fraction magnetization increases as the weight fraction increases.

Rheological properties in static mode for the MR sample are measured using a Physica MCR 301 (Anton Paar, GmbH, Austria) parallel plate rheometer coupled with a commercial magnetorheological device (MRD 180/IT magnetorheological cell). A diameter of plate is 20 mm and a gap between parallel disks is kept to 1 mm during whole experiment. The magnetic circuit is designed so that the magnetic flux lines are normal to the parallel disk. Magnetic field is perpendicular to the velocity direction. When the magnetic field is applied the shear stress increases quickly with increasing shear rate as shown in Figure 3(a). The shear stress increases with increasing magnetic field strength due to enhancement of magnetic dipole-dipole interactions between the particles. This means that the MR fluid behaves as a Bingham fluid, where a yield stress is needed to initiate flow in the fluid. The Bingham model only applies for the linear portion of the stress-shear rate curve at high shear rate where the suspension flows like a Newtonian liquid [24]. According to this model shear stress is obtained by

\[
\tau = \tau_B + \eta_p \frac{\dot{\gamma}}{\gamma_0},
\]

where \(\tau\) is the shear stress, \(\tau_B\) is the Bingham yield stress caused by the applied magnetic field strength \(H\), and \(\eta_p\) is the field independent plastic viscosity defined as the slope of the shear-stress curve at higher shear rate. The dynamic yield stress value increases with increasing magnetic field strength as shown in Figure 3(b). The data fitted in the second order polynomial equation is expressed as follows:

\[
\tau_B = C_0 + C_1 H + C_2 H^2.
\]

In the case of bidisperse suspension of micron-sized magnetic particles due to low applied magnetic field, a pair of short-chain segments forms from the large size particles first. When the external field increases, the substitution of small particles by large particles in a chain would have the effect of weakening the chain structure formed under shearing. The main reason to use bidisperse MR fluid is because it produces a higher yield stress compared with monodisperse suspension. The maximum yield stress generated is 38 kPa at 228 kA m\(^{-1}\). In application point of view, the yield stress is the most important rheological parameter. The sedimentation rate of this MR fluid is 0.3% per day. The characteristics of bidisperse MR fluids are listed in Table 1.

4.2. Model of MR Damper. In this work, a simple dynamic system model installed with MR damper shown in Figure 4 is considered. From Figure 4, the equation of motion can be derived by

\[
m\ddot{x}_s + c\dot{x}_s + kx_s = F_1(t),
\]

where \(m\) is the mass of piston inside damper, \(c\) is viscous damping, \(k\) is the accumulator stiffness, \(F_1(t)\) is external force, and \(x_s\) is displacement. The value of \(c\) belongs to the damping force of MR damper given by

\[
F_{\text{MR}} = \text{sgn}(x_1) c |\dot{x}_1|^\Theta = \text{sgn}(x_2) c |x_2|^\Theta,
\]

where \(\text{sgn}\) is signum function, \(\Theta \in (0;1]\). Substituting (31) into (30) and by defining the displacement \(x_s\) as a state...
variable $x_1$ yields the following equation of motion in a state space form:

$$\frac{dx_1}{dt} = x_2,$$

$$\frac{dx_2}{dt} = -\frac{k}{m}x_1 - \frac{x_2}{m|x_2|^\theta}F_{\text{MR}} \text{ sgn}(x_2) + F_s. \quad (32)$$

From (32), control $u_c$ of the system is expressed by $u_c = F_{\text{MR}} \text{ sgn}(x_2), f(x) = -(k/m)x_1$, and $g(x) = -[x_2/(m|x_2|^\theta)].$

To change the system (32) into direct controller, the value $\theta$ is chosen by 1. In this application, the semiactive control is applied in damping force control of MR damper. Hence, the damping force due to the yield stress of MR fluid can be expressed as follows [9]:

$$F_{\text{MR}} = \begin{cases} c_{p0}v - F & v \leq -v_1, \quad \dot{v} > 0 \\ c_{p0}(v - v_0) & -v_1 \leq v \leq v_2, \quad \dot{v} > 0 \\ c_{p0}v + F & v_2 \leq v, \quad \dot{v} > 0 \\ c_{p0}v - F & v_1 \leq v, \quad \dot{v} < 0 \\ c_{p0}(v + v_0) & -v_2 \leq v \leq v_1, \quad \dot{v} < 0 \\ c_{p0}v - F & v \leq -v_2, \quad \dot{v} < 0, \end{cases} \quad (33)$$
Table 1: Characteristics of MR fluid.

| Properties            | Value/limits     |
|-----------------------|------------------|
| Base fluid            | Hydrocarbon oil  |
| System                | Open or closed   |
| Operating temperature | \(-23^\circ \text{C} \text{ to } 210^\circ \text{C}\) |
| Viscosity [Pa s]      |                  |
| Shear rate 10 s\(^{-1}\) | 1.84 Pa s       |
| Shear rate 80 s\(^{-1}\) | 0.51 Pa s       |
| Setting (depend on device design) | The fluid is developed to settle softly and will remix with manual stirring 0.3% per day |
| Specific heat @ 25\(^\circ\)C |                |
| Density               | 2.04 gm/cm\(^3\) |
| Color                 | Dark gray        |
| Weight percent of solids | 63.82%         |
| Flash point           | >150\(^\circ\)C   |

Table 2: Centroid and rule of IT2FLS.

(a) Centroid of IT2FLS for controlling MR damper

| Rule base | \(c_{21}\) | \(c_{22}\) |
|-----------|------------|------------|
| \(v_{11}\) | \([-100 -80]\) | \([-30 0]\) |
| \(v_{12}\) | \([0 30]\) | \([80 100]\) |

(b) Rule table of IT2FLS for controlling MR damper

| \(\forall/\mathcal{e}\) | NL | NS | PS | PL |
|------------------------|----|----|----|----|
| NL                     | 1  | 0.67 | 0.33 | 0  |
| NS                     | 0.67 | 0.33 | 0 | -0.33 |
| PS                     | 0.33 | 0 | -0.33 | -0.67 |
| PL                     | 0 | -0.33 | -0.67 | -1  |

Figure 5: Closed-loop control structure for damping force control of MR damper.

5. Results and Discussions

5.1. Simulation Results. In order to verify high control performance of the proposed direct adaptive fuzzy controller, in this work both computer simulation and experimental realization are undertaken. The fuzzy rules are shown in Tables 2(a) and 2(b). The centroid of four rule bases of IT2FLS is formed by experiment tests based on trial and error method with considering maximal limit of damping force of MR damper. It is here remarked that the relationship between the centroids and rule bases in Table 2(b) has been clearly analyzed in [25, 26] in which the objective of controlled velocities is equal to or less than the exciting velocity, and the error force is also equal to or less than the limited force. The fuzzy models used in this work are shown in Figures 6(a) and 6(b). There are two parameters for these models: velocity of system and error of damping force. The values of fuzzy sets for velocity of \(v_{11}, v_{12}\) and error force of \(e_{21}, e_{22}\) are chosen as follows:
In simulation of the proposed controller, the value $\Theta$ is chosen as 1 for direct controller and vector $K = [1; 6]$. The initial value of $\Gamma$ is chosen as 10, and the matrix $Q$ of Riccati-like equation is chosen as $Q = [-10, 0; 0, -10]$. The constants $\alpha_1, \alpha_2$ are chosen as 20, 10, respectively. The excited frequency is set by 3 Hz. The matrix $[W_1 W_2]^T$ for observer of the system is used by $[10 10]^T$. From the relation of damping force and control $u_c$ in (32), the stability and robustness of the system will be evaluated by observing tracking performance of actual damping force to the desired force.

In this simulation, the desired force function for the system is chosen as $F_d = F_{D_1} \sin \omega_f t$, where $F_{D_1}$ is desired magnitude of force set by $F_{D_1} = 70$ N, and $\omega_f$ is angular velocity where the frequency of the system $f_f$ is set by 3 Hz. Based on the tracking performance of the damping force, the proposed controller is evaluated in terms of stability and robustness to disturbances. In progress of simulation, the output of control $u_c$ is always evaluated with the desired value of the damping force. This guarantees that the output strictly appears according to the desired value. The external force $F_s$ is chosen as $5 \sin(2\pi f_s t)$ where the frequency $f_s$ is also used as 3 Hz. The initial states of the system are used as $[0, 0.1]$ for both dynamic and observer states. The values of $L_{f_1}, L_{f_2}$ are chosen as 20, 20, respectively. The values of $\delta_1, \delta_2$ are used as 0.05, 0.05, respectively. The simulation results on the damping force tracking of the proposed controller are shown in Figure 7. Actual force of the system tracks well the desired damping force as shown in Figures 7(a) and 7(b) which show in 1 cycle. The stability of the system after nearly 60 s is shown in Figure 7(c). In this figure, the time of stability is long because the function $g(x)$ becomes a constant of the system, and the variable control $u$ is applied directly into the system. This progress will take a longer time than indirect adaptive control. The stability is shown in Figure 7(d) in which the velocity of the system becomes small and stable. The applied current of the proposed control in 1 cycle and 100 s is shown in Figures 7(e) and 7(f), respectively. It is seen from Figure 7(a) that the input current is applied in the first time of cycle and holds its value throughout the control process.

In order to highlight good control performance of the proposed controller, a comparative work between the proposed and existing controllers is undertaken. In this work, two existing controllers which are similar to the proposed one are adopted and modified: Tong and Li [1] and Liu and Wang [2]. Adaptation laws in [1, 2] are modified by considering the dynamic model of MR damper which is used in the proposed control system. In simulation for Tong et al. controller, the control vector is used as $K = [1; 13]$, value of $\Gamma$ is set by 10, and the initial states of the system are used by $[0.01, 0.1]$ for both dynamic and observer states. The values of $L_f, \delta_1$ are chosen as 20, 0.05, respectively. The control results of Tong et al. controller are shown in Figure 8. It is seen from Figures 8(a) and 8(b) that the actual force is tracking well to the desired force. But the dynamic parameters such as displacement and velocity are unstable as shown in Figures 8(c) and 8(d). This phenomenon is from the performance of adaptation laws of Tong et al. controller.
in which all parameters of Riccati-like equation are constant and are not changed through the control process. The applied current of Tong et al. controller is shown in Figures 8(e) and 8(f). It is observed that the results are different from the results shown in Figures 7(e) and 7(f) in which the current input is held and changed a little throughout the control process. The second controller for comparison, Chen et al. controller, is adopted and modified in a same way of Tong et al. controller. It is noted that all setup parameters of Chen et al. controller are similar to Tong et al. controller. The control results of Chen et al. controller are shown in Figure 9. It is observed from results that control results of Chen et al.
Figure 8: Simulation results at desired force 70 N and excited frequency 3 Hz (Tong et al.’s controller): (a) actual force, (b) desired force, (c) displacement, (d) velocity, (e) applied current at 1 cycle (for 0.4 s), and (f) applied current for 100 s.
controller are almost the same as the Tong et al. controller. The applied currents of Tong et al. controller and Chen et al. controller are similar and the current magnitudes are lower than the proposed controller. This directly indicates that the energy consumption of the proposed controller is larger than the others. However, the proposed controller can guarantee the robustness of the stability during control action, while Tong et al. controller and Chen et al. controller are not sufficient to retain the stability of the system due to the lack of the control robustness. From the above observations, the proposed controller provides much better tracking control performance than Tong et al. controller and Chen et al.

Figure 9: Simulation results at desired force 70 N and excited frequency 3 Hz (Chen et al.’s controller): (a) actual force, (b) desired force, (c) displacement, (d) velocity, (e) applied current at 1 cycle (for 0.4 s), and (f) applied current for 100 s.
controller. The proposed controller especially strongly and effectively ensures the robustness against the disturbances resulting in high control performance.

5.2. Experiment Results. In order to more clearly investigate superior control performances of the proposed controller, an experimental apparatus is set up as shown in Figure 10. Force signal is collected by a load cell 20 kgf, and signal force is changed by an amplifier built in dSpace box (DS1104). A wired-type LVDT (Linear Variable Differential Transformer) sensor is used for measuring dynamical response such as displacement and velocity. Exciting vibration is generated by DC motor, and control input from computer system through current amplifier box is applied to MR damper. From (4), the values of $c_{po}$, $c_{pr}$, $v_0$, $v_1$, $v_2$ are determined as 941.37 Ns/m, 946.15 Ns/m, 0.073 cm/s, 0.101 cm/s, and 7.436 cm/s, respectively. The control objective in experiment is also to control damping force to follow the desired value.

Control results obtained from experimental realization of the controllers are shown in Figures 11 and 12. The desired force is chosen as 70 N. It is noted that the uncontrolled force (no applied current) and maximal force (maximal applied current) of damper are measured as 21 N and 120 N, respectively. In Figure 11, control results of the proposed controller are shown at four different exciting voltages: 6 V (Voltage), 8 V, 10 V, and 12 V. The exciting frequencies correlative with four voltages are 1.6 Hz, 2.1 Hz, 2.6 Hz, and 3.1 Hz, respectively. It is noted that the exciting voltages indicate the input to be directly applied to the motor. It is seen that controlled force takes nearly 0.04 s to reach the desired force at on-state and 0.08 s at off-state. These times are not changed at four different excited voltages. The positive maximal controlled damping force in Figures 11(a1), 11(b1), 11(c1), and 11(d1) are obtained by 70.998 N, 70.997 N, 70.992 N, and 70.987 N, respectively. The positive minimal controlled damping force in Figures 11(a1), 11(b1), 11(c1), and 11(d1) are 70.098 N, 70.088 N, 70.266 N, and 70.577 N, respectively. The enlarged view of damping forces and control input currents at four excited voltages are shown in Figures 11(a2), 11(b2), 11(c2), and 11(d2), it is obviously observed that the stability of the system is not good and hence causes poor tracking performance. It is also seen that the variation of damping force is larger than the proposed controller. From control signals shown in Figures 11(a3), 11(b3), 11(c3), and 11(d3), it is observed that the variation of input current is not large and the maximal control current applied to MR damper is identified by 1.86 A.

For comparison, Tong et al. controller is experimentally realized at same conditions as the controller proposed in this work. The control results are shown in Figure 12. The excited voltages are the same as the proposed controller as 6 V, 8 V, 10 V, and 12 V. The positive maximal controlled damping force in Figures 12(a1), 12(b1), 12(c1), and 12(d1) are obtained by 74.941 N, 73.916 N, 73.964 N, and 73.914 N, respectively. The positive minimal controlled damping force in Figures 12(a1), 12(b1), 12(c1), and 12(d1) are identified by 62.051 N, 63.490 N, 61.758 N, and 62.458 N, respectively. The enlarged
Figure 11: Experiment results of the proposed controller: (a1) damping force versus time at 6 V (Voltage), (a2) amplification of a’s view, (a3) current at 6 V, (b1) damping force versus time at 8 V, (b2) amplification of b’s view, (b3) current at 8 V, (c1) damping force versus time at 10 V, (c2) amplification of c’s view, (c3) current at 10 V, (d1) damping force versus time at 12 V, (d2) amplification of d’s view, and (d3) current at 10 V.
Figure 12: Experiment results of Tong et al. controller: (a1) damping force versus time at 6 V, (a2) amplification of a's view, (a3) current at 6 V, (b1) damping force versus time at 8 V, (b2) amplification of b's view, (b3) current at 8 V, (c1) damping force versus time at 10 V, (c2) amplification of c's view, (c3) current at 10 V, (d1) damping force versus time at 12 V, (d2) amplification of d's view, and (d3) current at 10 V.
view of damping forces and control input currents for four excited voltages are shown in Figures 12(a2), 12(a3), 12(b2), 12(b3), 12(c2), 12(c3), 12(d2), and 12(d3). In Figures 12(a2), 12(b2), 12(c2), and 12(d2), it is obviously observed that the stability of the system is not good, and hence this result in poor tracking performance. It is also seen that the variation of damping force is larger than the proposed controller. This indicates that Tong et al. controller cannot sufficiently control the disturbances and hence the robustness of the system is not fully guaranteed. From the input histories shown in Figures 12(a3), 12(b3), 12(c3), and 12(d3), it is seen that the variation of the control current is not large and the maximal control current is 1.83 A. Figure 13 presents tracking performance of damping force and corresponding applied control input. The positive force and negative force controlled with two different controllers are nearly 27 N and −27 N, respectively. It is clearly seen that the proposed controller is much better than Tong et al. controller in term of tracking performance of damping force. This is because the proposed controller has adaptation law to overcome external disturbances, while Tong et al. controller does not have it.

6. Conclusion

In this work, a new direct adaptive fuzzy controller was developed and its superior control performance was verified through both simulation and experiment associated with MR damper system. The proposed controller was developed based on model of interval type 2 fuzzy and $H^\infty$ tracking technique. For performance verification, MR damper containing plate-like iron particles was adopted and its damping force tracking was evaluated. In addition, two existing controllers of Tong et al. and Chen et al. were adopted and modified for comparative work with the proposed controller.
Control results achieved from simulation and experiment demonstrate that the proposed controller is much better than the others in terms of stability and robustness. This directly indicates the enhancement of damping force tracking performance of the field-dependent damping force of MR damper of the proposed controller and hence excellent vibration control performance has been achieved. It has been also observed that Tong et al. controller and Chen et al. controller are not converged well and hence cannot sufficiently guarantee the robustness against the disturbance. It is finally remarked that the proposed direct adaptive fuzzy controller can be effectively utilized to numerous MR application control systems subjected to uncertainties or/and disturbances without significant modification.
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Several methods have been proposed to estimate the force of a semiactive damper, particularly of a magnetorheological damper because of its importance in automotive and civil engineering. Usually, all models have been proposed assuming experimental data in nominal operating conditions and some of them are estimated for control purposes. Because dampers are prone to fail, fault estimation is useful to design adaptive vibration controllers to accommodate the malfunction in the suspension system. This paper deals with the diagnosis and estimation of faults in an automotive magnetorheological damper. A robust LPV observer is proposed to estimate the lack of force caused by a damper leakage in a vehicle corner. Once the faulty damper is isolated in the vehicle and the fault is estimated, an Adaptive Vibration Control System is proposed to reduce the fault effect using compensation forces from the remaining healthy dampers. To fulfill the semiactive damper constraints in the fault adaptation, an LPV controller is designed for vehicle comfort and road holding. Simulation results show that the fault observer has good performance with robustness to noise and road disturbances and the proposed AVCS improves the comfort up to 24% with respect to a controlled suspension without fault tolerance features.

1. Introduction
In general, a damper is characterized by [1] (a) the dimensional data, (b) operating factors, and (c) force characteristics. Dimensional data include the stroke, the length between mountings, diameters, and weight. Operating factors include the limitations on temperature, power dissipation, and cooling requirements, while the most fundamental characteristics are the magnitude and shape of the force; that is, force characteristics indicate how the force varies with respect to the velocity, production tolerances on these forces, friction effects, saturation, and so forth. When the damper fails, the force characteristics are modified.

According to the capability to adjust the force characteristics, the automobile dampers can be classified as passive, active, or semiactive. Passive dampers are only able to dissipate the energy and their damping characteristics are time invariant, while active ones are able to store, dissipate, and generate energy through a variable damping coefficient, but they are very expensive to apply because they require an external power supply. Semiactive dampers represent a good solution to control the vertical vehicle dynamics using lower energy consumption and lower cost [2]. Different semiactive damper technologies have been examined, whose bandwidth oscillates from 0 to 30 Hz; the main technologies in the automotive industry are electrohydraulic dampers (EH), pneumatic actuators (PA), and magneto/electrorheological dampers (MR/ER).

In an automotive suspension control system, the damping force on a controllable shock absorber is adjusted to improve the comfort and/or safety of the passengers in a road vehicle, overcoming the weaknesses of passive suspensions. Because the cost-benefit ratio is better in semiactive suspensions than in active ones, the major interest of the control community related to automotive suspensions is focused on the semiactive suspension control. An extensive classification of different control strategies for semiactive dampers according to the type of manipulation (continuous or on-off), control goal (comfort, road holding, or both), type of control law to include the semiactiveness (clipped, frequency adaptive, frequency switched, and measurement-based), type of control design (model-based or free of model), and so forth is
Recently, Tudón-Martínez [33] studied the effect of the oil leakage degree in the damping force using a commercial automotive shock absorber. Several degrees of oil leakage were implemented to analyze how the dynamic behavior of the MR damper is modified through the characteristic curves force-velocity (FV) and force-displacement (FD). Figure 1 shows that the friction effect is reduced proportionally to the oil leakage degree; the linear stiffness also is reduced when the oil leakage increases; the nonlinearity in the viscous damping is modified and evidently the saturation force decreases inversely proportional to the damper leakage.

Experimental data of a Design of Experiments (DoE) with central composite design [34] illustrate that the damper leakage can be represented as a fault model of multiplicative nature [33]. By using an extension of a parametric model structure, for instance, the algebraic model of Guo et al. [13], a faulty MR damper can be modeled by a parameter identification algorithm as a static equation. In this model representation, the nominal parameters do not change; only the fault parameter modifies the force characteristics.

Because the parameter estimation approaches are sensitive to noise measurements and their online adaptation can require many computational resources, a robust estimation of the faulty force is essential. Indeed, the accuracy of the fault estimation not only determines the damper condition; this information can be used also to design Adaptive Vibration Control Systems to accommodate the lack of force caused by the faulty MR damper [32, 35–37].

Most of the work in Fault Detection and Isolation (FDI) modules for automobile suspensions is based on analytical redundancy, such as the parity space theory [38, 39], robust filtering [40], and nonlinear-robust observers [35, 36, 41]. The above approaches perform well for sensor faults or even for actuator faults considering active dampers that do not have any constraint on the force characteristics, in contrast to an MR damper whose semiactiveness, friction, and force saturation constraint the actuator properties.

An Adaptive Vibration Control System (AVCS) based on a robust LPV observer used to estimate faults in an MR damper is proposed in this paper. By using an $H_{\infty}$ design, the LPV-AVCS system is robust to the road disturbances and noisy measurements. The LPV approach enables embedding the nonlinearities of the vehicle dynamics into varying parameters such that the observer becomes linearly parameter dependent with internal stability and robust performance. The inclusion of the faulty damper constraints as scheduling parameters into the LPV/$H_{\infty}$ observer makes the fault estimation fulfill the semiactiveness of the shock absorber in a practical implementation. The AVCS, based also on the LPV framework, uses the fault estimation to compute the needed compensation force in the healthy MR shock absorbers of the vehicle to reduce the effect of lack of force caused by the faulty damper (comfort deterioration).

Recently, Tudón-Martínez [33] studied the effect of the oil leakage degree in the damping force using a commercial automotive shock absorber. Several degrees of oil leakage were implemented to analyze how the dynamic behavior of the MR damper is modified through the characteristic curves force-velocity (FV) and force-displacement (FD). Figure 1 shows that the friction effect is reduced proportionally to the oil leakage degree; the linear stiffness also is reduced when the oil leakage increases; the nonlinearity in the viscous damping is modified and evidently the saturation force decreases inversely proportional to the damper leakage.

Experimental data of a Design of Experiments (DoE) with central composite design [34] illustrate that the damper leakage can be represented as a fault model of multiplicative nature [33]. By using an extension of a parametric model structure, for instance, the algebraic model of Guo et al. [13], a faulty MR damper can be modeled by a parameter identification algorithm as a static equation. In this model representation, the nominal parameters do not change; only the fault parameter modifies the force characteristics.

Because the parameter estimation approaches are sensitive to noise measurements and their online adaptation can require many computational resources, a robust estimation of the faulty force is essential. Indeed, the accuracy of the fault estimation not only determines the damper condition; this information can be used also to design Adaptive Vibration Control Systems to accommodate the lack of force caused by the faulty MR damper [32, 35–37].

Most of the work in Fault Detection and Isolation (FDI) modules for automobile suspensions is based on analytical redundancy, such as the parity space theory [38, 39], robust filtering [40], and nonlinear-robust observers [35, 36, 41]. The above approaches perform well for sensor faults or even for actuator faults considering active dampers that do not have any constraint on the force characteristics, in contrast to an MR damper whose semiactiveness, friction, and force saturation constraint the actuator properties.

An Adaptive Vibration Control System (AVCS) based on a robust LPV observer used to estimate faults in an MR damper is proposed in this paper. By using an $H_{\infty}$ design, the LPV-AVCS system is robust to the road disturbances and noisy measurements. The LPV approach enables embedding the nonlinearities of the vehicle dynamics into varying parameters such that the observer becomes linearly parameter dependent with internal stability and robust performance. The inclusion of the faulty damper constraints as scheduling parameters into the LPV/$H_{\infty}$ observer makes the fault estimation fulfill the semiactiveness of the shock absorber in a practical implementation. The AVCS, based also on the LPV framework, uses the fault estimation to compute the needed compensation force in the healthy MR shock absorbers of the vehicle to reduce the effect of lack of force caused by the faulty damper (comfort deterioration).

The outline of this paper is as follows: in the next section, the problem statement is formulated. Section 3 details the design of the FDI system used to diagnose damper faults and Section 4 describes the AVCS. Section 5 illustrates the case study to validate the proposed FDI strategy under different tests and discusses the results in the AVCS. Concluding
2. Problem Statement

The QoV model is the most basic system to represent an automotive suspension, Figure 2. Its use assumes an equivalent load distribution among the four corners and a linear dependency with respect to the translational and rotational chassis motions. The lateral and longitudinal wheel dynamics is not considered, while the wheel-road contact is ensured. The vertical dynamics of a QoV model is governed by

\[
\begin{align*}
    m_s \ddot{z}_s (t) &= -k_s [z_s (t) - z_{us} (t)] - F_{MR} (t), \\
    m_{us} \ddot{z}_{us} (t) &= k_t [z_s (t) - z_{us} (t)] - k_t [z_{us} (t) - z_r (t)] + F_{MR} (t).
\end{align*}
\]

The system considers a sprung mass \( m_s \) and an unsprung mass \( m_{us} \). A spring with stiffness coefficient \( k_s \) and an MR shock absorber represent the suspension between both masses. The spring is considered as linear because around 95% of its operating zone in an automotive application is linear; however, the MR damping force \( F_{MR} \) depends on a control input variable (electric current) and it is highly nonlinear with respect to the suspension motion. The stiffness coefficient \( k_t \) models the wheel tire. The vertical position of the mass \( m_s (m_{us}) \) is defined by \( z_s (z_{us}) \), while \( z_r \) corresponds to the unknown road disturbance. Because the MR damper represents the key element in the semiactive suspension control system, it is essential to model its nonlinearities and actuation properties with high accuracy to design model-based controllers, even more if the damper is faulty.

Consider an oil leakage on the MR damper in a QoV model, which induces a lack of force modeled as a multiplicative fault [33]; the faulty force expressed as a reduction of the nominal semiactive force \( F_{MR} \) is given by

\[
F_{MR} (t) = \alpha (t) F_{MR} (t),
\]

where \( F_{MR} \) is the reduced damping force and \( \alpha \in (0, 1] \) is the fault parameter associated with the oil leakage degree; for example, \( \alpha = 0.7 \) means that the damping force will be of 70% of \( F_{MR} \) due to a lost force of 30%. Thus, if \( \alpha = 1 \), the semiactive damper is free of oil leakages. According to the nature of the oil leakage, the fault can be considered as abrupt (sudden leakage caused, e.g., by a seal worn out) or gradual (slow leakage caused, e.g., by wear).

To discriminate an operating change in the damping force (e.g., a change in the damper velocity, applied electric current, etc.) from a fault, a redundancy is needed (analytical or physical). In this paper the analytical redundancy consists in using a damper model and a nominal damper model, where both depend on the same variables except the fault. Another alternative is using redundant sensors (force, velocity, acceleration, pressure, etc.) to make the fault discrimination.
Inspired on the parametric damper model of Guo et al. [13], which has good balance between performance and complexity, the damper fault in (2) can be represented by

$$F_{\text{MR}}(t) = \alpha(t) \left[ I(t) \rho_1(t) + b_1 \dot{z}_{\text{def}}(t) + b_2 z_{\text{def}}(t) \right]_{\text{Fsa}(t)} = F_{\text{MR}}(t) - F_{\delta}(t),$$

where $I$ is the electric current to control the MR force and $ho_1(t) = \tanh[a_1 \dot{z}_{\text{def}}(t) + a_2 z_{\text{def}}(t)] \in [0, 1]$ represents the nonlinearities of the shock absorber. For $I = 0$, $F_{\text{MR}}$ reduces to the passive damping force of the suspension system. $F_{\delta}$ is then interpreted as the lack of damping force from the nominal one, caused by the oil leakage.

By using the degree of leakage $\alpha$ in an MR damper as a varying parameter in the QoV model dynamics, which is estimable by physical features of the shock absorber (pressure sensors, accelerometers, etc.), an LPV observer can be used to estimate the faulty force $F_{\delta}$ instead of using a parameter estimation algorithm for (3) that is sensitive to the passive damping force of the suspension system.

By substituting (3) into the vertical model dynamics of (1), a state-space representation of the QoV model with a damper leakage can be obtained as

$$\begin{bmatrix}
\dot{z}_s \\
\dot{z}_s \\
\dot{z}_{\text{M}} \\
\dot{x}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
-h(\alpha) & -\alpha b_1 & h(\alpha) & \alpha b_1 \\
0 & 0 & 0 & 1 \\
h(\alpha) & \alpha b_1 & -h(\alpha) + k_1 & -\alpha b_1
\end{bmatrix}
\begin{bmatrix}
z_s \\
\dot{z}_s \\
z_{\text{M}} \\
x
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 \\
0 & -\alpha \rho_1 f_c \\
0 & 0 \\
\frac{k_1 \alpha \rho_1 f_c}{m_{\text{M}}}
\end{bmatrix}
\begin{bmatrix}
z_t \\
I \\
z_{\text{def}} \\
z_{\text{def}}
\end{bmatrix},$$

where $h(\alpha) = k_1 + \alpha b_2$.

By defining a generalized LPV plant $\Sigma(\theta)$ of the form of (5) using the faulty system matrices in (4), with $\theta : \{\alpha, \rho_1\}$, and augmented by the weighting function states as

$$\Sigma(\theta) :=
\begin{bmatrix}
\xi & \zeta
\end{bmatrix}
\begin{bmatrix}
\zeta
\end{bmatrix}
\begin{bmatrix}
\alpha(\theta) & \beta_1(\theta) & \beta_2(\theta) \\
\gamma_1(\theta) & \gamma_2(\theta) & \gamma_3(\theta)
\end{bmatrix}
\begin{bmatrix}
\xi & \zeta
\end{bmatrix},$$

it is possible to design an LPV/H∞ observer of $F_{\delta}$ asymptotically stable in all variations of $\theta$, whose robust performance (estimation error) is defined as a control approach.

On considering that only one MR damper is faulty, the other three healthy MR dampers can be used for the fault compensation. Using the fault estimation (e.g., $\delta$, if the front-left MR damper is faulty, it is possible to determine the compensation forces $F_{c_i}, i = 2, 3, 4$, from the vertical vehicle dynamics in the center of gravity of a 7-DOF model, such that

$$m_s \ddot{z}_s = -\left( F_{k_1} + F_{MR_1} - F_{\delta_1} - F_{k_2} + F_{MR_2} + F_{c_2} + F_{k_3} + F_{MR_3} + F_{c_3} + F_{k_4} + F_{MR_4} + F_{c_4} \right),$$

$$I_{xx} \ddot{\dot{\theta}} = \left( F_{k_1} + F_{MR_1} - F_{\delta_1} - F_{k_2} - F_{MR_2} - F_{c_2} \right) t_f + \left( F_{k_1} + F_{MR_1} - F_{\delta_1} - F_{k_2} - F_{MR_2} - F_{c_2} \right) t_f,$$

$$I_{yy} \ddot{\dot{\theta}} = \left( F_{k_1} + F_{MR_1} - F_{\delta_1} - F_{k_2} - F_{MR_2} - F_{c_2} \right) t_f - \left( F_{k_1} + F_{MR_1} - F_{\delta_1} - F_{k_2} - F_{MR_2} - F_{c_2} \right) t_f,$$

where $F_{k_i} = k_i (z_{s_i} - z_{\text{M_i}})$ are the stiffness forces of the springs and $F_{MR_i}$, with $i = \epsilon \in [1, 4]$, are the nominal MR damping forces used in a free-fault case, and the compensation forces are specifically used to keep the balance in the vertical vehicle dynamics once a damper fails, such that

$$F_{\delta_1} - F_{c_2} - F_{\delta_2} - F_{c_4} = 0,$$  

$$-t_f F_{\delta_1} - t_f F_{c_2} + t_f F_{c_3} + t_f F_{\delta_2} = 0,$$  

$$I_f F_{c_3} + I_f F_{c_3} - I_f F_{c_3} = 0.$$  

that is, the equilibrium only depends on the vehicle dimension parameters to make the load distribution.

The controlled force with fault adaptive features in a QoV is then composed by a nominal actuation ($I_{n}(F_{\text{MR}})$, free-fault case) and by a compensation actuation ($I_{c}(\dot{F}_{\delta})$, at presence of faults). Using an LPV controller, it is possible to design an AVCS that fulfills the semiactive and saturation constraints of the damper when the compensation force $F_{c_i}$ is added, such that the closed-loop system is

$$\dot{x} = \mathcal{A}(\rho) \cdot x + \mathcal{B}_{1C} \cdot (I_n + I_c) + \mathcal{B}_{2C} \cdot z_r,$$

$$y = C(\rho) \cdot x + D_{1C} \cdot (I_n + I_c) + D_{2C} \cdot z_r.$$
with \( K(\rho) = \sum_{i=1}^{N} \xi_i(\rho)K_i \) by appropriately choosing the gains \( K_i, i = 1, \ldots, N \), such that the closed-loop system \( (\mathcal{A}_{CL}, \mathcal{B}_{CL}, \mathcal{D}_{2CL}, \mathcal{C}_{CL}, \mathcal{D}_{1CL}) \) is asymptotically stable for all parameter variations. Two varying parameters are used in the controller design: \( p_i^* \) represents the semiaactiveness of the MR damper and \( p_o^* \) its saturation that depends on the maximum damping force available for the compensation.

### 3. LPV\( /H_{\infty} \) Fault Observer

On using the bounded parameter \( \alpha \), which represents a multiplicative damper fault in (2), it is possible to design an LPV\( /H_{\infty} \) observer to determine the lack of force caused by the damper leakage.

#### 3.1. LPV Modeling

From (4), an LPV model structure can be expressed as

\[
\begin{align*}
\dot{x} &= A(\alpha) \cdot x + B(\alpha, \rho_i) \cdot u, \\
y &= C \cdot x.
\end{align*}
\]

However, the model of (9) does not respect the polytopic solution because the system is parameter dependent on the input. In order to make \( B \) parameter independent and get a proper structure for the LPV based controller synthesis [22], the model in (9) is a state-augmented system by adding a low-pass filter \( W_{\text{filter}} = \omega_f/(s+\omega_f) \) with state \( x_f \) and matrices \( (A_f, B_f, C_f) \), such that the new LPV model is given by

\[
\begin{align*}
\dot{\hat{x}} &= [A(\alpha) \quad B(\alpha, \rho_i) C_f] \cdot x_f + B_2 \cdot z_r, \\
\dot{z_r} &= B_f \cdot I_1, \\
y &= [C \quad 0] \cdot x_f,
\end{align*}
\]

where \( B_1 \) is the column matrix of \( B \) associated with \( I \) and \( B_2 \) is the column matrix of \( B \) associated with the road profile \( z_r \) in (4).

#### Scheduling Parameters

The LPV system in (10) includes 2 time-varying parameters, assuming that both can be estimated directly from measurements or by additional sensors. The formed polytope represents a quadrilateral polygon, whose vertices are given by the bounded values of \( \rho_i \in [-1, 1] \) and \( \alpha \in (0, 1] \).

By defining the set of four Linear Time-Invariant (LTI) systems, the main idea is to design an LPV observer of the missing force caused by the damper leakage, whose convex combination is stable for all trajectories of the varying parameters by solving an LMI problem.

#### 3.2. LPV\( /H_{\infty} \) Observer Design

Based on the LPV model of (10), an LPV\( /H_{\infty} \) observer is designed to estimate the damping force lost by the oil leakage in the shock absorber, adding robustness to unknown road disturbances. The frequency specification performance is to reduce the estimation error of the faulty force \( (e = \hat{F}_{\text{true}} - \hat{F}_{\text{true}}(y)) \); \( W_e \) represents the weighting function used to minimize the estimation error in the frequency range of interest for the suspension motion, while \( W_z \) shapes the road irregularities in the observer design in a frequency band of interest, even narrow-banded:

\[
W_r = \frac{K_r \omega_s s}{s^2 + \omega_s^2}
\]

(11)

to add robustness to road disturbances,

\[
W_e = \frac{K_e (s^2 + 2\zeta \omega_s s + \omega_s^2)}{s^2 + 2\zeta \omega_s s + \omega_s^2}
\]

(12)

to add robustness to noisy measurements.

By considering the filtering specifications, the generalized plant \( \Sigma(\alpha, \rho_i) \) used for the synthesis of the \( H_{\infty} \) observer is given by (13). Figure 3 shows the structure of its design:

\[
\Sigma(\alpha, \rho_i) = \begin{bmatrix}
\hat{\xi} \\
y
\end{bmatrix}
\]

\[
\begin{bmatrix}
\delta \alpha(\alpha, \rho_i) \\
\delta \beta_1 \\
\delta \beta_2 \\
\delta \gamma
\end{bmatrix}
\begin{bmatrix}
\delta \alpha(\alpha, \rho_i) \\
\delta \beta_1 \\
\delta \beta_2 \\
\delta \gamma
\end{bmatrix}
\begin{bmatrix}
\delta \alpha(\alpha, \rho_i) \\
\delta \beta_1 \\
\delta \beta_2 \\
\delta \gamma
\end{bmatrix}
\begin{bmatrix}
\xi \\
\delta w \\
\delta \gamma
\end{bmatrix}
\]

(13)

with

\[
\delta \alpha(\alpha, \rho_i) = \begin{bmatrix}
A_p(\alpha, \rho_i) \\
0 \\
A_w
\end{bmatrix},
\delta \beta_1 = \begin{bmatrix}
B_p1 \delta w \\
0
\end{bmatrix},
\delta \beta_2 = \begin{bmatrix}
B_p2 \delta w \\
0
\end{bmatrix},
\delta \gamma = \begin{bmatrix}
C_p \delta w \\
0 \\
1
\end{bmatrix},
\]

(14)

where \( \xi = [x_p \ x_w]^T \) such that \( x_p \) are the states in the vertical dynamics of the augmented QoV model of (10) and \( x_w \) are the vertical weighting functions states, \( \delta \gamma(\alpha, \rho_i) \) and \( \delta \gamma \) represent the controlled output \( z_{\text{true}} \) with frequency specifications in \( W_e \) to minimize the estimation error \( e(t) \) in the frequency band of interest, \( y = [z_{\text{def}} \ x_{\text{def}}] \) is.
the measured output, \(w\) is the unknown disturbance, \(I\) is the electric current (manual actuation in open-loop), and \(u = u^{Plw}\) is the observer output, in this case the estimated faulty force \(\hat{F}_\delta\) which is considered as control input into the observer design, Figure 3.

The LPV/\(H_\infty\) observer is given by

\[
\begin{bmatrix}
\dot{x}_o(t) \\
\tilde{F}_\delta(t)
\end{bmatrix} = \begin{bmatrix}
A_o (\theta(t)) & B_o (\theta(t)) \\
C_o (\theta(t)) & D_o (\theta(t))
\end{bmatrix} \begin{bmatrix}
x_o(t) \\
y(t)
\end{bmatrix}
\]

and is quadratically stable by solving an optimization problem with LMI techniques [42]. The observer reduces the effect of the road disturbances and avoids drifting in the estimation of the missed force by decreasing asymptotically the error dynamics.

**Remark 1.** Let \(\Sigma(\theta_1, \ldots, \theta_r)\) be the generalized plant of an LPV faulty model with matrices \(A(\theta_1, \ldots, \theta_r), \mathcal{B}_i, \mathcal{C}_i, \) and \(\mathcal{D}_{ij}\) as in (13), where the input matrices are parameter independent as well as the output matrices; then it is possible to build a set of LMIs by applying the *Bounded Real Lemma*. To reduce the optimization problem into a finite number of LMIs, the solution is reached at each vertex of the polytope given by (16), by ensuring quadratic and robust stability in the closed-loop system [42, 43]:

\[
\Sigma(\theta) = \begin{bmatrix}
A(\theta) & B(\theta) \\
C(\theta) & D(\theta)
\end{bmatrix}
= \sum_{i=1}^{N} \delta_i (\theta) \begin{bmatrix}
A(\omega_i) & B(\omega_i) \\
C(\omega_i) & D(\omega_i)
\end{bmatrix}
\in \mathcal{C}_0 \left\{ \begin{bmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{bmatrix}, \ldots, \begin{bmatrix}
A_N & B_N \\
C_N & D_N
\end{bmatrix} \right\},
\]

where \(\omega_i\) are the \(2^r\) vertices of the polytope given by all combinations of the limit values of the varying parameters and \(\delta_i(\theta)\) is the weighting parameter among the LTI systems, defined by

\[
\delta_i(\theta) = \frac{\prod_{j=1}^{r} \left| \frac{\theta_j - \mathcal{C}(\omega_i)}{\theta_j - \theta_j} \right|}{\prod_{j=1}^{r} \left( \theta_j - \theta_j \right)},
\]

\[
i = 1, \ldots, N \quad \text{where} \quad \delta_i(\theta) > 0, \quad \sum_{i=1}^{N} \delta_i(\theta) = 1,
\]

where \(\mathcal{C}(\omega_j)\) is the \(j\)th component of the vector \(\mathcal{C}(\omega_j)\) given by

\[
\mathcal{C}(\omega_j) : \begin{cases}
\theta_j = \bar{\theta}_j & \text{if } \omega_j = \theta_j \\
\theta_j = \underline{\theta}_j & \text{otherwise.}
\end{cases}
\]

By defining the performance criterion as the minimization of the estimation error of the faulty force \(e = F_{\delta_{total}} - \tilde{F}_\delta(y)\) in terms of an \(H_\infty\) problem, the global LPV/\(H_\infty\) observer will be the convex combination of \(2^r\) local observers of the form of (19) by solving the set of LMI problems, whose solution is the extended result from the LTI systems, proposed by [42]

\[
L(\theta) : \begin{bmatrix}
\dot{x}_o \\
\tilde{F}_\delta
\end{bmatrix} = \begin{bmatrix}
A_o (\theta) & B_o (\theta) \\
C_o (\theta) & D_o (\theta)
\end{bmatrix} \begin{bmatrix}
x_o \\
y
\end{bmatrix}.
\]

4. Adaptive Vibration Control System

Once a damper leakage affects the vehicle suspension, the first step is to determine as soon as possible which corner has suffered the lack of force. Afterwards, this fault must be estimated to compute the required compensation force in the healthy dampers.

By using an LPV/\(H_\infty\) observer at each vehicle corner, it is possible to monitor online the behavior of the four MR dampers. If there are no faults on the dampers, \(F_{\delta_i} \sim 0\), and consequently all compensation forces \(F_{c_i} \sim 0\) for \(i \neq j\). However, when a fault occurs in one MR damper, the fault isolation, detection, and estimation are naturally possible because the four LPV observers are decoupled thanks to the vehicle dynamics.

Since \(F_{\delta_i}\) is not measured but estimated from an LPV observer using (19), this allows the straightforward computation of the compensation forces \(F_{c_i}\) according to (7a), (7b), and (7c), such that the full matrix of compensation obtained by the equilibrium of the load distribution when one MR damper fails is given by

\[
\begin{bmatrix}
F_{c_1} \\
F_{c_2} \\
F_{c_3} \\
F_{c_4}
\end{bmatrix} = \begin{bmatrix}
0 & 1 & \frac{t_r}{t_f} & \frac{t_f}{t_r} \\
1 & 0 & -\frac{t_r}{t_f} & \frac{t_f}{t_r} \\
\frac{t_r}{t_f} & \frac{t_f}{t_r} & 0 & 1 \\
\frac{t_f}{t_r} & \frac{t_r}{t_f} & 1 & 0
\end{bmatrix} \begin{bmatrix}
\tilde{F}_{\delta_1} \\
\tilde{F}_{\delta_2} \\
\tilde{F}_{\delta_3} \\
\tilde{F}_{\delta_4}
\end{bmatrix}.
\]
For multiple faults, that is, faults in two or three dampers of the vehicle, two aspects must be considered:

1. The equilibrium of the load transfer in the chassis, including the simultaneous faults, must be guaranteed using the compensation force matrix of (20).

2. Mechanically, the MR damper must be designed with enough damping force (plus the nominal force used in the fault-free case) in order to have faculty to accommodate the lack of damping force of two or more faulty actuators.

4.1. Fault Tolerant Control Based on LPV. The control of the vertical dynamics, adaptive to the damper fault, can be ensured by the LPV control theory to achieve frequency specification performances [44]. Based on [45] that embeds into the control design the constraints of dissipativity and saturation of a semiactive damper with two scheduling parameters, here an LPV/\(H_{\infty}\) controller is designed at each corner for (a) compensation of lack of damping force of a faulty damper (fault accommodation) and (b) performances of comfort and road holding against road disturbances and uncertainties when a damper leakage occurs.

Scheduling Parameters. Two varying parameters are used in the LPV controller synthesis for each corner: \(\rho_1^*\) includes the nonlinearities of the damper and is given by

\[
\rho_1^* = \tanh \left( a_1 \hat{z}_{\text{def}} + a_2 z_{\text{def}} \right) \cdot \frac{\tanh \left( I_f / (I_{n0} + I_{c0}) \right)}{I_f / (I_{n0} + I_{c0})} \quad (21)
\]

where \(I_{n0}\) and \(I_{c0}\) are the average of electric currents dedicated for the nominal suspension control and compensation, \(I_f = I_n + I_c\) is the electric current (controller output) bounded by the saturation constraint:

\[
0 \leq I_{\text{min}} < I_f \leq I_{\text{max}} \quad (22)
\]

\(\rho_2^*\) is used directly to saturate the controller output, given by

\[
\rho_2^* = \frac{\tanh \left( a_1 \hat{z}_{\text{def}} + a_2 z_{\text{def}} \right)}{a_1 \hat{z}_{\text{def}} + a_2 z_{\text{def}}} \cdot (I_{n0} + I_{c0}) \in \left[ 0, \frac{I_{\text{max}}}{2} \right] \quad (23)
\]

Figure 4 shows the operating region for both scheduling parameters when the QoV model of one corner is subject to a chirp road signal with enough frequency content. The operating region of the polytope is similar to a half ellipsoid; note that there are some areas where the varying parameters are not contained (close to the polytopes \(\mathcal{P}_1^*\) and \(\mathcal{P}_2^*\)), which could be used to reduce the conservatism.

Because the polytopic LPV controller is defined by the scheduling parameters, whose limit values are associated with the minimum and maximum damping force, the transient response of the damper in an online operation is inside of the polytope region such that the response speed of the MR fluid does not affect the frequency specification performances in the controller.

Note that there is a compromise between the control performances and the compensation because \(I_{n0} + I_{c0} = I_{\text{max}}/2\); the capability to compensate for a faulty damper is limited by

\[
I_c = \begin{cases} 2 \cdot I_{c0} & \text{if } I(F_c) \geq I_{\text{max}} \\ 0 & \text{if } I_{\text{cmin}} < I(F_c) < I_{\text{max}} \\ I_{\text{cmin}} & \text{if } I(F_c) < I_{\text{cmin}} \end{cases} \quad (24)
\]

where \(I(F_c) = [F_c \cdot \coth(a_1 \hat{z}_{\text{def}} + a_2 z_{\text{def}})]/f_c\) is the inverse dynamics of the MR damper model, (3) with \(\alpha = 1\), which depends on the compensation force, (20), and \(I_{\text{max}} = 2 \cdot I_{c0}\) is the maximum electric current available for compensation. If the faulty damper requires a greater force than the one that could be generated by \(I_{\text{max}}\), the fault will not be well accommodated. In the fault-free case, \(I_c = 0\), and the nominal suspension controller works inside the saturation constraint \([I_{\text{cmin}}, I_{\text{max}}]\).

Figure 5 shows a scheme to represent the electric current used for the compensation and its interaction with the nominal control actuation.

LPV Modeling Formulation. Following [45], an LPV controller for each healthy MR damper is designed to accommodate the fault of other dampers. The LPV controller is able to handle the nonlinearity of the semiactive damper model and the saturation constraint (represented by the maximum limit of the input electric current \(I_f\)). The considered LPV model in this study also is a state-augmented system by adding a low-pass filter to get a proper structure for the LPV controller synthesis [22]. The new LPV QoV model is given by

\[
\begin{bmatrix} x \\ \dot{x}_f \\ x_j \end{bmatrix} = \begin{bmatrix} A + \rho_2^* B_2 G_{10} & B_1 (\rho_1^*) C_f & 0 \\ 0_{1 \times 4} \end{bmatrix} \begin{bmatrix} x \\ x_f \\ x_j \end{bmatrix} + \begin{bmatrix} B_2 \\ 0 \end{bmatrix} r + \begin{bmatrix} 0_{4 \times 1} \\ B_{2f} \end{bmatrix} u_e, \quad (25)
\]

\[
y = \begin{bmatrix} C_1 & 0_{2 \times 4} \end{bmatrix} \begin{bmatrix} x \\ x_f \end{bmatrix}
\]
Taking into account the control specifications, the generalized system $\Sigma(\rho^*_1, \rho^*_2)$ used for the LPV control synthesis is given by

$$
\Sigma(\rho^*_1, \rho^*_2) := \begin{bmatrix}
\dot{x} \\
y
\end{bmatrix} = \begin{bmatrix}
A(\rho^*_1, \rho^*_2) & B(\rho^*_1, \rho^*_2) \\
C(\rho^*_2) & 0
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix} + \begin{bmatrix}
0 \\
0
\end{bmatrix} u
$$

with

$$
A(\rho^*_1, \rho^*_2) = \left[ \begin{array}{cc}
A_1 & 0 \\
0 & A_2
\end{array} \right],
$$

$$
B_1 = \left[ \begin{array}{c}
B_{11} \\
0
\end{array} \right],
$$

$$
B_2 = \left[ \begin{array}{c}
B_{21} \\
0
\end{array} \right],
$$

$$
C = \left[ \begin{array}{c}
C_1 \\
0
\end{array} \right],
$$

where $\xi = [x_1, x_2]^T$ such that $x_1$ are the states in the vertical dynamics of the augmented QoV model of (25) and $x_2$ are the vertical weighting functions states with dynamics $A_2$, $z_{co} = [z_1, z_2]^T$ is the controlled output with dynamics $C_{co}$, $y = [z_{def}, \dot{z}_{def}]^T$ is the measured output with dynamics $C$ that represents the state feedback, and $u_c = u^{H_{co}}$ is the controller output.

Problem Solution. The LPV/$H_{co}$ controller is synthesized in the LMI framework for polytopic systems according to [42]; all varying parameters are bounded in $\rho^*_1 \in [-1, 1]$ and $\rho^*_2 \in [0, I_{max}/2]$ with $I_{max} = 6 \text{ A}$. The resulting global LPV/$H_{co}$ controller is a convex combination of the local controllers obtained by solving the set of LMIs only on each vertex of the polytope formed by the limit values of the varying parameters. Since 2 varying parameters are used, each QoV considers a polytope of 4 vertices; that is, 4 local LTI controllers are obtained, such that

$$
K(\rho) := \begin{bmatrix}
A_1(\rho) & B_1(\rho) \\
C_1(\rho) & D_1(\rho)
\end{bmatrix}
$$

$$
= \sum_{i=1}^{2} \xi_i(\rho) K_i = \sum_{i=1}^{2} \xi_i(\rho) \begin{bmatrix}
A_{c_i} & B_{c_i} \\
C_{c_i} & D_{c_i}
\end{bmatrix}.
$$

The controller stability is guaranteed for all trajectories of the varying parameters, even if an extra compensation force is demanded, by solving the LMI problem at each vertex expressed by the Bounded Real Lemma [42, 46] as

$$
\begin{bmatrix}
A(\rho)^T K(\rho) + K(\rho) A(\rho) & K(\rho) B \end{bmatrix}
\begin{bmatrix}
B^T K(\rho) & \gamma_{co} + I_c & 0 \\
C_{co} & 0 & -I
\end{bmatrix} < 0.
$$
5. Simulation Results

The evaluation of the proposed AVCS for MR damper faults has been separated into two sections: (a) firstly, the performance of the fault observer is analyzed using different simulation tests, and then it is compared with respect to a parameter estimation method considering noise on the measurements; (b) secondly, the fault tolerant controller is evaluated when one damper fails and the other three MR dampers are used for the fault compensation.

5.1. Estimation of MR Damper Faults. To evaluate the performance of the LPV/$H_{\infty}$ observer, the front-left corner of a medium payload pickup truck has been used as test-bed, Figure 2, whose experimental parameters obtained by a test of kinematics and compliance are $m_f = 630$ Kg, $m_u = 81.5$ Kg, $k_f = 43,500$ N/m, and $k_t = 230,000$ N/m.

Experimental data obtained from a commercial MR damper are used to model the nonlinearities of this actuator by considering $\alpha = 1$ in (3), according to the methodology of characterization of MR dampers in [34]. De-J Lozoya-Santos et al. [34] present a discussion about the required experimentation to characterize MR dampers exclusively to describe the physical phenomena, or according to a target application (control design purposes, study of the vehicle dynamics, mechanical configuration, etc.). In this study, the used experiments were chosen to describe the physical MR phenomena of the shock absorber (stiffness, nonlinear viscous damping, friction, and saturation) in the full range of frequencies of interest with common rod displacements in a car. The Design of Experiments (DoE) used to characterize the hysteresis loops and nonlinear transient response of the MR damping force includes different sequences of displacement (suspension deflection) and electric current (manipulation variable) in a composite design.

The commercial MR damper used to perform different experimental tests of identification was manufactured by Delphi MagneRide for SUVs. The range of force is ±8,000 N (peak to peak); the stroke is around 40 mm with a time constant of 14 ms and settling time of 84 ms. This shock absorber has continuous actuation (from 0 to 6 A) and considerable hysteresis at high frequencies with high deflections. Figure 6(a) shows the FV curve of the MR damper using an experiment with excitation of displacement up to 15 Hz at different $I$ values; note that the yield stress of the MR fluid reaches the saturation of 8,000 N when $I = 6$ A and the frequency of motion is 15 Hz.

Figure 6(b) shows the performance of the MR damper model used in the simulations, (3), whose parameters were obtained from a standard ISO road profile type D: $f_c = 600.9$, $a_1 = 37.8$, $a_2 = 22.1$, $b_1 = 2,830.8$, and $b_2 = -7,897.2$.

In the simulation tests to evaluate the FDI module based on the LPV observer, the road profile is composed of a chirp signal from 0 to 8 Hz. Gaussian noise is assumed in the $z_{def}$ and $\dot{z}_{def}$ measurements. Two fault scenarios have been studied:

(i) An abrupt damper leakage from $t = 5$ to 10 s with 20% of lack of force ($\alpha = 0.8$) and from $t = 13$ to 18 s with 50% of lack of force ($\alpha = 0.5$): during whole test, the electric current on the MR damper is constant, $I = 1$ A. This test studies the property of the LPV observer to schedule the fault estimation according to the $\alpha$ value.

(ii) A gradual damper leakage from 0% of lack of force ($\alpha = 1$) at $t = 5$ s until 50% of lack of force ($\alpha = 0.5$) at $t = 20$ s; in this test, the electric current is a random signal from 0 to 2.5 A that mimics a controller output on the MR damper. This test studies the transient response of the fault estimation and its insensitivity to the manipulation variable.

The robust fault estimation of the LPV observer was compared with respect to a static fault estimation using (3), which depends on the reliability of the model parameters and it can be affected by the noise in the measurements of $z_{def}$ and $\dot{z}_{def}$.

Figure 7 shows the performance of the LPV/$H_{\infty}$ observer in both tests. Note that the transient response of the fault estimation with the LPV observer is robust to the noise of measurements; however, the static estimation is noisy at all frequencies even when the damper is free of faults. Indeed, the fault estimation with the static equation has more amplitude than the correct one, as the frequency increases.

Because the transient response of the LPV observer represents correctly the implemented fault in both tests, the proposed observer can estimate abrupt or gradual damper leakages of any magnitude for all trajectories bounded by $\alpha$ that belong to a convex LMI solution. Also, Figure 7 illustrates that the LPV/$H_{\infty}$ observer is robust to road
where both terms in right side are dependent on \( I \) and its difference has only dependence on \( \alpha \).

A correct estimation of \( F_0 \) in the FDI module avoids unrealistic control reconfigurations or fault accommodations for fault tolerant control purposes. For instance, the static estimation of the fault in Figure 7 overshoots around 800 N from the real fault in some frequencies; this incorrect fault information will demand more damping force of compensation than the required one by the actuator or by external actuators (other healthy dampers in the vehicle) to reduce the fault effect.

\[
F_0 = F_{MR} (I) - \alpha F_{MR} (I),
\]

where both terms in right side are dependent on \( I \) and its difference has only dependence on \( \alpha \).

5.2. Control Adaptation for MR Damper Faults. When an oil leakage occurs in one of the dampers and the car is moving, the lack of damping force increases the vehicle body motion. To reduce the fault propagation into the vehicle dynamics, the obtained FDI information is used by the AVCS to compensate for the faulty damper and thus maintain the comfort in the vehicle.

Figure 8 schematizes the proposed AVCS, in particular the interaction between the FDI module and the LPV controller. Once a damper leakage is detected and estimated, the load distribution analysis determines the compensation force that the healthy dampers must deliver. Finally, at each corner, the LPV based controller is adapted to accommodate the fault through \( F_{d} \), fulfilling the MR damper constraints (semiactiveness and saturation).

A vehicle CarSim model was used to evaluate the proposed AVCS; the suspension model was characterized from real data curves (camber angles, caster angles, damping force, jounce/rebound stops, spring, tire stiffness, etc.), structural parameters (mechanical ratios, compliance coefficients, Kingpin geometry, etc.), and physical dimensions (weight, length, width, height, wheel base, front and rear track, and so on) obtained by a K&C test on a commercial pickup truck of medium payload. Figure 9 illustrates some of the physical parameters used in the vehicle model characterization in CarSim; more parameters and data curves used in the vehicle customization are in [33].

In CarSim, the model was customized as a generic full-size load vehicle model, which is used as Software-in-the-Loop (SiL) in a Matlab/Simulink environment. The customization of the suspension system considers independent wheel stations at the front side and a rear solid axle at the back. Since CarSim is well accepted in the automotive control community (research and manufacturing), the customized model is a very useful tool to analyze the vehicle dynamics and evaluate the performance of the proposed control prototype.

Two simulation tests have been used to evaluate the performance of the AVCS. In both tests, an oil leakage with \( \alpha = 0.5 \) at \( t = 0 \) has been implemented in the MR damper of the front-left corner of the vehicle.

**Test #1, Two Bumps in Series.** The vehicle is driven straightforwardly at constant speed of \( v_c = 30 \text{ Km/h} \). The road profile is composed of two bumps in series of 5 cm height, Figure 10(a). This test allows studying the AVCS performance when the vehicle is driven over abrupt (sudden) road disturbances.

Figure 11 shows the performance of the proposed AVCS versus an uncontrolled suspension (US), considered as a passive system, and versus a controlled suspension that does not include the adaptation strategy to the fault (LPV nominal control, LPV NC); SFF (Suspension Free of Faults) refers to the simulation of the LPV/\( H_{\infty} \) suspension control when no fault is considered. By using the Root Mean Square (RMS) value of the pitch rate (\( \dot{\phi} \)), sprung mass acceleration (\( z_c \)), and heave (\( z_h \)) motion of the vehicle as comfort performance indexes, normalized with respect to the uncontrolled suspension, the proposed AVCS improves \( \phi \) 28%, \( z_c \) 17%, and \( z_h \) 9%. Note that the LPV nominal control has better comfort performance than US; however, the AVCS improves the comfort up to 10% when a damper fault occurs in comparison to the LPV NC.

**Test #2, Bounce Sine Sweep (BSS) Test.** Chirp road sequence with decreasing road elevation (10 to 1 cm) and span of frequency (0.5 to 10 Hz); the vehicle velocity is 30 Km/h, Figure 10(b). This test allows the excitation of the automobile suspension system in the frequency band of interest for ride comfort. The test allows the monitoring of the vehicle behavior at each particular frequency in contrast to a random standard road profile (ISO 8608).

Figure 12 illustrates the pitch angle and the chassis vertical acceleration as performance indexes of comfort. In both signals, the AVCS has better comfort performance than the LPV NC: improvement of 24% in the pitch angle and 10% in the chassis vertical acceleration according to the RMS index. With respect to the US, the AVCS increases...
the passenger comfort up to 64%. Indeed in both signals, the AVCS presents similar comfort performance than the SFF case; see bar graphs in Figure 12. Qualitatively, the US has the worst comfort performance below the 15 s (from 0.5 to 5 Hz), that is, around the first frequency of resonance of the chassis. Figure 12(b) shows that the main differences between AVCS and the nominal control are in the resonance frequencies; that is, the AVCS seeks to keep, as much as possible, the same vibrations like the SFF system, mainly in the natural frequencies of the suspension system. Figure 13(a) shows how the MR damping force increases in a healthy damper, for example, at the front-right actuator, to compensate for the missing force of the faulty damper. The semiactiveness constraint of the MR damper is then ensured with the proposed AVCS. Figure 13(b) shows that the nominal LPV controller, whose performance is good when the suspension is free of faults, operates between 0 and 2 A without the compensation; when the compensation is used, the LPV controller utilizes the full range of actuation to generate more damping force and satisfies the saturation constraint of the MR damper.

Remark 2. The most important restriction to implement the proposed AVCS approach is the extra damping force available to compensate the lack of force caused by oil leakages. Mechanically, the semiactive damper must be designed with enough damping force (plus the nominal force used in the fault-free case) in order to have faculty to accommodate the lack of force of other faulty actuators.

In an implementation, the fault estimation and its compensation depend on the sample frequency. Usually, the most important bandwidth of control in automotive suspensions is from 0 to 25 Hz, such that the microcontroller must use at least 100 Hz as sample frequency. Although at high car velocities the frequency of motion is greater than 20 Hz, at these frequencies the vehicle body filters the road disturbances such that there is no difference in the vertical vehicle dynamics when a damper is faulty. Indeed, the fault estimation is frequency dependent such that the best frequency to estimate this malfunction is around the resonance frequency of the sprung mass [47].

Figure 8: Adaptive suspension control system for MR damper faults.
6. Conclusions

Based on a full vehicle suspension model, a new Adaptive Vibration Control System (AVCS) based on the Linear Parameter-Varying (LPV) control theory has been presented for a magnetorheological (MR) damper leakage. The main idea is to use the damping force of the remaining three healthy shock absorbers to avoid the fault propagation into the vertical dynamics of the vehicle; the control algorithm is two levels. Firstly the faulty Quarter of Vehicle (QoV) is isolated and the lack of force is estimated. Secondly, the load distribution analysis determines the compensation force that each healthy MR damper must add to reduce the effect of the lack of force of the faulty damper. This AVCS is based on the LPV framework to include the semiactiveness and saturation constraints of an MR damper into the controller design.

Inspired on the $H_{\infty}$ control problem, an LPV robust observer is proposed to estimate the missed force caused by an MR damper leakage; the polytopic LPV approach is used to solve a finite number of linear matrix inequalities where the leakage degree is a varying parameter, together with another varying parameter used to represent the MR nonlinearities. Simulation results show that this fault observer has good performance, with robustness to noisy measurements and road disturbances, in contrast with a static equation used to model the damping force obtained from the least squares estimation algorithm. The estimation error of the fault was decreased up to 20% in some frequencies using the fault observer. Indeed, the LPV observer can diagnose and estimate the faulty force caused by an abrupt or gradual damper leakage without considering the degree of the oil leakage.

Because the proposed Fault Detection and Isolation (FDI) system is based on a QoV model, four LPV robust observers
can be used to develop a global FDI strategy with independent corners. When a fault occurs in one vehicle corner, the associated observer estimates the lack of force caused by the damper leakage, which is used to compute the compensation forces that the healthy dampers must add. Simulation results in CarSim, used as Software-in-the-Loop, show that when an oil leakage in the front-left MR damper is present the proposed AVCS improves the comfort up to 24% and 64% with respect to a nominal controlled (without fault compensation) and uncontrolled suspension system, respectively.
**Figure 12:** Performance of the AVCS and comparison with other suspension systems in test #2, by using a normalized RMS with respect to the uncontrolled suspension.

**Figure 13:** (a) Semiactive damping force in the front-right corner with and without fault compensation and (b) the corresponding controller output.
Abbreviations

$\alpha$: Ratio of the faulty force and the nominal force

$\zeta_t$: Damping factor of a second order filter (weighting function)

$\theta, \dot{\theta},$ and $\ddot{\theta}$: Roll angle, roll rate, and roll acceleration (rad, rad/s, and rad/s$^2$)

$\rho$: Nonlinear part of the damper model

$\phi, \dot{\phi},$ and $\ddot{\phi}$: Pitch angle, pitch rate, and pitch acceleration (rad, rad/s, and rad/s$^2$)

$\Sigma(\theta)$: Generalized LPV plant in an $H_\infty$ control problem

$\omega$: Cut-frequency of the filter (weighting function) (rad/s)

$a_1, a_2$: Preyield viscous damping coefficients of Guo model (s/m, 1/m)

$b_1$: Viscous damping coefficient of Guo model (Ns/m)

$b_2$: Stiffness coefficient of Guo model (N/m)

$e$: Estimation error of the fault (N)

$f_e$: Dynamic yield force of Guo model (N)

$F_0$: Loss of force (N)

$F_{MR}$: Force of an MR (healthy) damper (N)

$F_{MR}^*$: Force of a faulty MR damper (N)

$I$: Control effort of an MR damper (electric current) (A)

$I_{xx}, I_{yy}$: Roll and pitch inertia (Kg-m$^2$)

$K(\rho)$: LPV controller

$k_s$: Spring stiffness in a QoV (N/m)

$k_t$: Tire stiffness in a QoV (N/m)

$L(\theta)$: LPV fault observer

$l_1$: Distance from center of gravity (CoG) to front track (m)

$l_2$: Distance from CoG to rear track (m)

$m_s$: Sprung mass in a QoV (Kg)

$m_{ss}$: Total sprung mass (chassis mass) (Kg)

$m_{us}$: Unsprung mass in a QoV (Kg)

$t_1$: Distance from CoG to front-left tire (m)

$t_2$: Distance from CoG to rear-left tire (m)

$v_\infty$: Longitudinal vehicle velocity (m/s, Km/h)

$W_i$: Weighting function

$z_{def}, \dot{z}_{def}$: Displacement and velocity of the damper piston in a QoV (m, m/s)

$z_{co}$: Controlled variables in an $H_\infty$ control problem

$z_r$: Road profile (m)

$z_s, \dot{z}_s,$ and $\ddot{z}_s$: Sprung mass displacement, velocity, and acceleration in a QoV (m, m/s, and m/s$^2$)

$z_{ch}, \dot{z}_c,$ and $\ddot{z}_c$: Chassis displacement, velocity, and acceleration in the CoG (m, m/s, and m/s$^2$)

$z_{us}, \dot{z}_u,$ and $\ddot{z}_u$: Unsprung mass displacement, velocity, and acceleration in a QoV (m, m/s, and m/s$^2$).
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A theoretical model of temperature change on a kind of self-decoupling magnetorheological (SDMR) damper was established based on conservation of energy, and the constraint equation for structural design parameters of the SDMR damper was improved to satisfy heat dissipation requirements in this work. According to the theoretical model and improved constraint equation, the main structure parameters of SDMR damper were obtained and the damper was tested. The temperature performance test results indicate that the rising temperature makes the damping force decline, and the main affection factors of temperature variation are excitation methods and input current. The results also show that the improved constraint equation and design method introduced are correct and efficient in the engineering.

1. Introduction

The magnetorheological (MR) damper is an excellent and controllable damper based on MR intelligent materials [1–4]. Its biggest advantage is that a computer can be used to adjust the parameters automatically according to the structure’s vibration response [5, 6], thus achieving the best effect for the intelligent control of structure vibration. MR dampers using civil engineering structure control have large stress amplitude and sudden change in work current [7, 8], therefore making the energy caused by an earthquake or wind vibration convert more internal heat. Thus, the working temperature of MR damper increases greatly in a short time, which is a topic rarely studied both in the country and abroad. Goncalves and Ahmadian [9] studied the energy dissipated in an MR damper for semiactive vehicle suspensions and recognized that there is a decline in the performance of the damper due to temperature changes. Liu et al. [10] studied semiactive suspension control of a High Mobility Multipurpose Wheeled Vehicle (HMMWV) using the fail-safe MR damper; the results indicate that temperature changes greatly influence the performance of the suspension system. Gordaninejad and Kelso [11] analysed the effect of heat transfer when the damper used in off-highway, high-payload vehicles, and a fluid-mechanics-based theoretical model along with a 3D finite element electromagnetic analysis is utilized to predict the MRF damper performance. Dogrouz et al. [12, 13] presented a lumped system model for predicting the heat transfer from fail-safe MR fluid dampers, and the results show that the model slightly overpredicts the temperature rise when compared to experimental data, the heat transfer can be considerably enhanced with the use of the fins, and both the mechanical and electrical power input contribute substantially to the temperature rise. Ramos et al. [14] presented a model to predict the thermal performance of automotive twin-tube shock absorbers simulating a thermal stability test. To get a better correlation between the model and the experimental results, it was proposed that the temperatures of the internal components of the shock absorber are measured to adjust the coefficients of the internal convection correlations. Batterbee and Sims [15] considered temperature sensitive controller performance of MR dampers. A dynamic temperature-dependent model of an MR damper was first developed and validated. Wilson and Wereley [16] presented a physically motivated model to capture the MR damper behavior, including the contributions of fluid and pneumatic stiffness of the damper realized at high piston velocity. The effect of damper self-heating
on the model parameters was investigated and the trends with temperature variation are presented. Marr et al. [17] developed a nonlinear, temperature-dependent model, which demonstrates the ability to capture trends in both frequency and dynamic displacement for both the storage and loss moduli over a range of frequencies (0.35 Hz–15 Hz), a range of displacements (0.005 in–0.3 in), and a range of temperatures (–40°F–140°F). The model is able to predict the more pronounced nonlinearities at the higher frequencies, higher displacements, and large temperature changes. Black and Makris [18] summarized the results from a comprehensive experimental program in an effort to better understand the phenomenon of viscous heating of fluid dampers under small-stroke (wind loading) and large-stroke (earthquake loading) motions. The study presents a valuable formula that can be used in practice to estimate the internal fluid temperature of the damper given the external shell temperature.

The existing MR dampers are designed for the linear vibration of structures; the damping effect is obvious for the structure of weak nonlinearity. When MR dampers are installed within the skeleton of buildings to suppress the low degree earthquakes or wind-induced vibrations, the piston displacements and velocities are relatively small. In contrast, there are a lot of the strong nonlinear behaviors in actual structures when strong earthquakes occur; the MR dampers are incorporated either in the seismic isolation system of structures or between the towers/peers and the deck of bridges; the piston displacements and velocities can be large [18]. The damper design for the application of nonlinear structure has become an important research field. MR dampers suppress the kinetic energy of structures into heat. When the dampers undergo large displacement histories and small but prolonged displacement histories, the temperature rise within the MR fluid of the damper might be appreciable to the extent that it may damage the damper.

This work presents a comprehensive experimental study on the problem of viscous heating of MR dampers. We developed a self-decoupling magnetorheological (SDMR) damper with a 360 KN maximum damping force and the SDMR damper is suitable for the vibration control of nonlinear civil engineering structures, and it consists of self-decoupling device which is activated depending on the linear civil engineering structures, and it consists of self-decoupling device which is activated depending on the linear civil engineering structures, and it consists of self-decoupling device which is activated depending on the

\[ F = \frac{3\eta L [\pi (D^2 - d^2)]^2}{4\pi D^2 h^3} \hat{x} + \frac{3L\pi (D^2 - d^2) [1 + J (\hat{x})]}{4h} \tau_y \text{sgn} (\hat{x}) + K (\hat{x}), \]

where

\[ F = \begin{cases} x \text{sgn} (\hat{x}) + S - 2x_0, & -S \leq x \text{sgn} (\hat{x}) \leq x_0 - S \\ -1, & x_0 - S \leq x \text{sgn} (\hat{x}) \leq x_0 + x_1 - S \\ x \text{sgn} (\hat{x}) + S - 2x_1 - x_0, & x_0 + x_1 - S \leq x \text{sgn} (\hat{x}) \leq 2x_0 + x_1 - S \\ 0, & 2x_0 + x_1 - S \leq x \text{sgn} (\hat{x}) \leq S \end{cases} \]

\[ K (x) = \begin{cases} kx \text{sgn} (\hat{x}) \text{sgn} (\hat{x}), & S \leq C \\ -kx, & x \text{sgn} (\hat{x}) < C - S, S > C \\ kx, & C - S < x \text{sgn} (\hat{x}) < 2C - S, S > C \\ 0, & x \text{sgn} (\hat{x}) > 2C - S, S > C, \end{cases} \]

2. Design Principle and Thermodynamics of SDMR Damper

The damping force equation of the SDMR damper is given [19]. Consider

\[ W_1 + W_2 - Q = \Delta U. \]

The work done when the damper dissipates external input energy is

\[ W_1 = F \cdot X (t). \]

Using (4), (1) becomes

\[ W_1 = \left\{ \frac{3\eta L [\pi (D^2 - d^2)]^2}{4\pi D^2 h^3} \hat{x} + \frac{3L\pi (D^2 - d^2) [1 + J (\hat{x})]}{4h} \tau_y \text{sgn} (\hat{x}) + K (\hat{x}) \right\} \cdot X (t). \]
According to Ohm's Law, the heat generated by the damper field coil is

$$W_2 = I^2(t)Rt,$$

where $t$ is time.

According to the theory of heat conduction, the heat exchange between the damper and the environment outside the damper is

$$Q = \alpha A (T - T_0) t,$$

where $A$ is the damper's total heat area given by

$$A = \left( \frac{\pi D_i^2}{2} + \pi Dl \right).$$

(8)

And $\alpha$ is the damper's coefficient of total heat dissipation. Considering comprehensively the convection, radiation, and effect of heat transfer, $\alpha$ can be written as [21]

$$\alpha = \frac{4V_0^{0.7}}{D_i^{0.3}} + \varepsilon \sigma_b \left( \frac{T^4 - T_{a0}^4}{T_a - T_{a0}} \right).$$

(9)

Using (5)–(9), (3) becomes

$$\left\{ \frac{3\eta L \left[ \pi \left( D_i^2 - d^2 \right) \right]^2}{4\pi D_i h^2} \dot{x} \right. + \frac{3L \pi \left( D_i^2 - d^2 \right) \left[ 1 + I(x) \right]}{4h} \tau_y \text{sgn} (\dot{x}) + K (x)$$

$$\left. + X(t) + I^2(t)Rt - \left[ \frac{4V_0^{0.7}}{D_i^{0.3}} + \varepsilon \sigma_b \left( \frac{T_a^4 - T_{a0}^4}{T_a - T_{a0}} \right) \right] \right\}$$

$$\cdot X(t) + I^2(t)Rt = \Delta T \cdot C_{\text{sum}},$$

(10)

where $\Delta U$ is the internal energy dissipation that causes temperature changes in the damper, $X$ is the exerting displacement, $V_0$ is the relative velocity of air, $\varepsilon$ is the blackening coefficient of the outside wall, $I$ is the length of the work cylinder, $\sigma_b = 5.67 \times 10^{-8}$ is the radiation constants of the absolute blackbody [21], $T_a$ and $T_{a0}$ are the absolute temperatures at $T$ and $T_0$, respectively, $C_{\text{sum}}$ is the entire heat capacity of the damper, and $\Delta T$ is the temperature change of the damper.

3. Design of SDMR Damper

3.1. Structural Design. The SDMR damper in this paper, as shown in Figure 1, is a kind of damper used in civil engineering structures for antivibration, specifically an antivibration device with damping force decoupling characteristics and protection from self-invalidation. The damper's stiffness and damping characteristics are very sensitive to the incentive's frequency and amplitude. It has a relatively small damping force in the case of small amplitudes and a large damping force in the case of large amplitudes, and the damping force can be adjusted; thus, the damper can effectively reduce the structure’s reaction to various vibration excitations and has good stability and invalidation protection. The core work parts are the main piston (1) and the two subpistons (2), the work cylinder filled with MR fluid (3), the main piston ring with a permanent magnet (4) and magnetic coil (5), and the permanent magnet self-decoupling baffle in the subpiston magnetizer (6).

The SDMR damper is mainly used in building structures; therefore, large and small displacements in the damper design are 60 mm and 5 mm, respectively. The existing MR dampers are designed for the linear vibration of structures; the damping effect is obvious for the structure of weak nonlinearity. When MR dampers are installed within the skeleton of buildings to suppress the low degree earthquakes or wind-induced vibrations, the piston displacements and velocities are relatively small. Therefore, a damper with a small damping force is required for vibration control. The core work part of the SDMR damper is the main piston (1). In contrast, there are a lot of the strong nonlinear behaviors in actual structures when strong earthquakes occur; the MR dampers are incorporated either in the seismic isolation system of building structures or between the towers/peers and the deck of bridges; the piston displacements and velocities can be large. Therefore, a damper with a large damping force is better for vibration control. The core work parts of the SDMR damper are the main piston (1) and the two subpistons (2).

3.2. Magnetic Circuit Design. The basic principle of a SDMR damper can be described as the permanent magnet and magnetic coil in the main piston magnetic circuit with the excitation magnetic field and the permanent magnetic field. The coil used wounds inwards, and two coils are placed in parallel. The current magnetic field of the coil can strengthen...
or weaken the magnetic field of the permanent magnet in the damping channel [22]. In the subpiston, we set only the permanent magnet. The distribution of magnetic flux lines is shown in Figure 2.

The permeable magnetic material adopted is steel 45#, and the permanent magnetic material adopted is no. 30 NdFeB. In addition, with the introduction of a permanent magnet in the magnetic structure, even in the case of a loss of external energy, the damper can still guarantee a larger damping force. It overcomes the dependence of the traditional MR damper on the external energy. As mentioned previously, the damper is suitable for vibration control of civil engineering structures.

3.3. Temperature Effect on MR Viscosity and Magnetic Circuit.
To achieve the purpose of reducing the vibration, the vibration energy of the SMDR damper translates into heat energy stored in the interior of the damper. Parts of the heat dissipate through the cylinder wall into the air through convection, conduction, and radiation, whereas other parts remain and increase the temperature in the form of internal energy to obtain a balance temperature.

The damping force includes the viscous damping force and the Coulomb damping force. The viscous damper is only related to the speed and viscosity of the MR fluid, \( \eta = \eta_0 e^{-\lambda(T-T_0)} \), where \( \lambda \) is the viscosity-temperature coefficient.

The trend of the SMDR damper’s viscosity is presented in Figure 3. The changes in the Coulomb damping force depend mainly on the magnetic field changes, whereas the changes in the magnetic field depend on the changes in current, relative magnetic conductance, resistivity, and the material’s specific heat during temperature changes. The relationship curve between the MR fluid shear yield strength and the magnetic field intensity is shown in Figure 4, whereas the relationship among the relative magnetic conductance, specific heat, and resistivity of 45# steel with the temperature changes is shown in Table 1 [23].

3.4. Optimization Parameter. The temperature increase of the MR fluid is not unlimited when the MR damper is at work. The damper needs to obtain thermal balance when the temperature is critical. Therefore, in the damper design, the allowable working temperature must be considered to prevent exorbitant temperature that leads to failure.

The allowable temperature of the MR damper depends on the following three aspects: (1) flash points of the temperature of the MR fluid, (2) stable boundary temperature of the damper sealing material, and (3) allowable temperature that satisfies the damper performance requirements, namely, the temperature when the damper’s rated typical set-point damping force declines to the limit because of the increase in working temperature. The temperature should no longer increase when the damper reaches the allowable temperature, and at this time the heat dissipation and outside work should be the same as in (3). The dissipated heat when the damper reaches its allowable temperature, \( T_{x1} \), is \( \Delta T \cdot C_{sum} \).
Considering the effect of viscosity-temperature coefficient on the viscous damping force and that of temperature on the relative magnetic conductance resistivity of the damper magnetic materials, which influence the magnetic induction intensity of damping clearances, we can define the Coulomb force attenuation coefficient $\xi$, resistance coefficient $\delta$, and heat coefficient $\varphi$. Thus, with (10), we can calculate the allowable temperature using the following equation:

$$
\left\{ \frac{3\eta_0 e^{-\lambda(T_x-T_0)} L \left[ \pi \left( D_i^2 - d^2 \right) \right]^2}{4\pi D_i h^3} \dot{x} + \frac{3\zeta L \pi \left( D_i^2 - d^2 \right) \left[ 1 + J(x) \right]}{4h} \tau_x \operatorname{sgn}(x) + K(x) \right\} \cdot X(t) + \delta I^2(t) R t - \left[ \frac{4v^0.7}{D_i^{0.3}} + \epsilon \alpha_b \left( T_a^4 - T_{a0}^4 \right) \right] \left( T_x - T_0 \right) t = \Delta T \cdot \varphi \cdot C_{\text{sum}}.
$$

(11)

With these operating conditions, we can design the damper’s heat-radiating parameters when the allowable temperature of the MR damper is decided. The improved constraint equations can also be used as constraint conditions for the heat dissipation factors in the structural design process. After repeatedly adjusting the design parameters, we finally confirmed that the main thermal parameters of the damper include the damper outside wall thickness, $\varepsilon$, the cylinder’s external diameter, $D$, and the cylinder length, $l$. The main parameters of the final damper design are shown in Table 2, $L = L_m + L_s$, and the SDMR damper is shown in Figure 5.

### 4. Temperature Characteristic Test of the SDMR Damper

To validate the rationality and feasibility of the SDMR damper design and study the one performance, we conducted a temperature characteristic test on the electrohydraulic servodynamic-static tester (SDS-300) at the Material Mechanics Laboratory of the Mechanics Experimental Centre of Hohai University. The experimental setup of the SDMR damper is shown in Figure 6. The test uses displacement control method, with the sine curve as the input. The test cases are presented in Table 3. When the current values of cases are 0 A, the damper can still guarantee a larger damping force under the magnetic field produced by the permanent magnet.

### 5. Results and Discussion

The test environment temperature is 28.8°C using the TES1327 K infrared thermometer to measure the temperature of the damper’s external cylinder. Figures 7 and 8 show the time process of the SDMR damper temperature variation.

---

**Table 1: Temperature properties of 45# steel.**

| Temperature (°C) | Resistivity (×10^7 Ω·m) | Permeability | Specific heat (J·(kg·K)^{-1}) |
|-----------------|-------------------------|-------------|-----------------------------|
| 0               | 1.84                    | 300         | 470                         |
| 80              | 2.35                    | 295         | 480                         |
| 160             | 2.86                    | 290         | 500                         |
| 240             | 3.84                    | 282         | 520                         |
| 320             | 4.72                    | 275         | 540                         |
| 400             | 5.58                    | 268         | 550                         |

---

Figure 4: Curve between shear stress and magnetic induction.

Figure 5: The photo of SDMR damper.
Table 2: Main structural parameters of the SDMR damper.

| Main structural parameters                      | Coefficient | Unit   | Value |
|------------------------------------------------|-------------|--------|-------|
| Initial MRF viscosity                           | $\eta$      | Pa·s   | 4.7   |
| MRF yield strength                              | $\tau_y$    | kPa    | 54    |
| Work clearances                                 | $h_i$       | mm     | 1.2   |
| Cylinder external diameter                      | $D$         | mm     | 230   |
| Cylinder inner diameter                         | $D_i$       | mm     | 200   |
| Piston pod diameter                              | $d$         | mm     | 70    |
| Spring effective itinerary                      | $C$         | mm     | 5     |
| Main piston work channel length                 | $L_m$       | mm     | 40    |
| Total length                                    | $l$         | mm     | 996   |
| Force range of small itinerary                  | $F$         | kN     | 16.1–195.7 |
| Force range of large itinerary                  | $F$         | kN     | 195.7–362.2 |
| Coil circle number                              | $n$         | —      | 800   |
| Entirely heat capacity                          | $C_{sum}$   | kJ·(K)$^{-1}$ | 427.5 |
| Critical temperature                            | $T$         | °C     | 100   |
| The maximum power                               | $P$         | W      | <100  |
| Current range                                   | $I$         | A      | 2–2   |
| Subpiston work channel length                   | $L_s$       | mm     | 40    |
| Coil total resistance                           | $R$         | $\Omega$ | 23.8 |
| Blackening coefficient of the outside wall      | $\epsilon$ | —      | 0.95  |
| The Coulomb force attenuation coefficient       | $\zeta$     | —      | 0.93–0.95 |
| Resistance coefficient                          | $\delta$    | —      | 0.98–0.99 |
| Heat coefficient                                | $\phi$      | —      | 0.91–0.94 |

Figure 6: Experimental setup of a SDMR damper.

Table 3: MR damper temperature performance test cases.

| Case | Current (A) | Amplitude (mm) | Frequency (Hz) |
|------|-------------|----------------|----------------|
| 1    | 0           | 5              | 0.5            |
| 2    | 2           | 5              | 0.5            |
| 3    | 2           | 5              | 1.3            |
| 4    | 0           | 60             | 0.1            |

Figure 7: Various temperatures of an MR damper with case 1 and case 2.

for the four cases. We selected case 4 to draw the hysteretic curve of the damping force as it changed with temperature,

as shown in Figure 9. Table 4 presents the test results of the damping characteristics affected by temperature.

From the above test results, we can obtain the following conclusions.

(1) In Figures 7 and 8, the temperature of the MR damper changes while it is at work, which is roughly a linear change. The main influencing factors for the damper
Table 4: Test results of the MR damper characteristics.

| Case | Highest temperature (°C) | Range of temperature (°C) | Damping force change (kN) | Damping reduction (%) |
|------|--------------------------|---------------------------|--------------------------|----------------------|
| 1    | 53.8                     | 25.4                      | 117.3~109.4              | 6.73                 |
| 2    | 81.5                     | 52.5                      | 169.8~157.9              | 7.01                 |
| 3    | 95.5                     | 67.1                      | 178.1~167.5              | 5.95                 |
| 4    | 99.1                     | 70.3                      | 297.7~275.1              | 7.59                 |

(2) Under the case of switching on the current and changing the incentive, the temperature curve of the damper becomes flat after 4000 s, consistent with the theoretical calculation. Comparing the theoretical and measured curves in Figures 7 and 8, the measured value is slightly lower than the theoretical value, due to the fact that the theoretical value is the internal temperature of the damper and the measured value is the surface temperature of the damper. Therefore, we can conclude that the MR damper balance temperature can be determined through the parameter design. As the wind excitation time on the building structure is much longer than the earthquake excitation time, the performance of the SDMR damper is important in the use of the wind vibration control in civil engineering.

(3) Comparing the curves of cases 2 and 3 in Figures 7 and 8, the initial temperature rise of the damper in the case of high frequency incentive is faster than that in the case of low frequency incentive.

(4) According to Figure 9 and Table 4, the damping force of the MR damper declines when the temperature rises. For civil engineering, seismic events only occur for dozens of seconds, and the temperature rises by 5°C. The damping force attenuation is so little that we can ignore its influence on civil engineering structures. Thus, the SDMR damper we designed has good temperature stability.

6. Conclusion

As the energy dissipation equipment designed SDMR damper's temperature is changing during the work time which caused damper capability decline. For this reason, the effect of temperature was studied and the following conclusions were obtained.

(1) Based on conservation of energy theory, a theoretical model of temperature change of SDMR damper was established, and the constraint equation for structural design parameters of the MR damper was improved to satisfy heat dissipation requirements.

(2) According to the theoretical model and improved constraint equation, main structure parameters of a SDMR damper were obtained and the damper was tested. The temperature performance test result indicates that the rising temperature makes the damping force decline, and the main affecting factors of temperature changes are incentive methods and work current. Comparing the curves of the temperature changing with time for cases 1 and 2 in Figure 7, in certain frequencies and amplitudes, the temperature of case 2 that switches with the current rises faster than the temperature of case 1, which shows an obvious effect of the current.
temperature variation are excitation methods and input current.

(3) The key technology research on structure, heat dissipation, and heating behaviour tests of SMDR damper also show that the improved constraint equation and design method introduced are correct and efficient. The temperature of SMDR damper achieves a dynamic balance after 4000 s; the behavior of the SMDR damper is important in the use of the wind vibration control in civil engineering.

(4) The key technology on structure, magnetic circuit, heat dissipation, and temperature characteristic tests of SMDR damper could provide reference for a large-tonnage MR damper in the aspects of reasonable parameter determination, design, and proper manufacturing. It also provides the basis for the nonlinear vibration control design of actual civil building structures that make use of MR dampers.
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Magnetorheological dampers have been widely used in civil and automotive industries. The nonlinear behavior of MR fluid makes MR damper modeling a challenging problem. In this paper, a frequency dependent MR damper model is proposed based on Spencer MR damper model. The parameters of the model are identified using an experimental data based hybrid optimization approach which is a combination of Genetic Algorithm and Sequential Quadratic Programming approach. The frequency in the proposed model is calculated using measured relative velocity and relative displacement between MR damper ends. Therefore, the MR damper model will be function of frequency. The mathematical model is validated using the experimental results which confirm the improvement in the accuracy of the model and consistency in the variation damping with the frequency.

1. Introduction

The semiactive control system provides both features of passive and active devices in terms of reliability and adaptability. Using semiactive system, the rate of energy dissipation becomes controllable, while, in active control devices, the energy can be added to the system to control the dynamic response. Magnetorheological (MR) damper is a semiactive control device which is commonly used in vehicle industries and structural applications. The MR damper contains MR fluid instead of regular oil. The MR fluid is a smart material which contains micron sized magnetic polarized metal particles which provide variable viscous damping with changing magnetic field [1]. The application of MR fluid is dependent on three different operational modes: flow, squeeze-flow, and shear [2]. For instance, MR dampers and servovalves are designed based on flow mode of MR fluid [3]. The squeeze-flow mode of MR fluid is utilized in the application of impact control dampers for large forces [3]. The shear mode can be used for brakes, clutches, and damping layer of sandwich structures [3]. In order to describe the dynamic behavior of the MR damper, different mathematical models have been proposed in both discrete and continuous time domain.

Modeling of MR damper by using black box nonlinear models is carried out in discrete time domain [4] where MR damper hysteresis, function of displacement, and velocity are modeled by Neural Network (NN). In this model, three parameters are indicated based on the collected experimental input and output data. However, the nonmodel based parameter identification is only valid for the system operation range during which the experimental data are collected and used for training the NN model. Therefore the accuracy of model cannot be guaranteed for extrapolating the range of operation.

The Bingham viscoplastic MR damper model [5] is built in continuous time domain and it describes the dynamic behavior of MR damper based on measuring the shear stress and the shear strain rate. The Bingham model consists of a Coulomb friction element parallel with viscous damping. Using Bingham model, the storage energy in the MR damper cannot be modeled. Moreover, the difference between the simulated force and the real force increases when the velocity is near zero.

The modified Bingham MR damper model proposed by Gamota and Filisko [6] is a viscoelastic-plastic model. The so-called Gamota and Filisko model is a Bingham model which
is in series with a parallel set of spring and viscous damper. The Gamota and Filisko MR damper model improves the accuracy of the model in describing the hysteresis loop and storage energy of the MR damper. However, the simulation of this modified Bingham model needs step size in the order of $10^{-6}$ which is the main drawback of this model [1].

The Bouc-Wen model [7] is a continuous, viscoelastic-plastic model which can describe a wide range of hysteresis behavior [1]. The hysteresis behavior of Bouc-Wen model is described by an evolutionary variable with three coefficients of velocity which results in smoothness of transition from the preyield to the postyield region. The roll-off effect cannot be simulated using Bouc-Wen model in the region of the small magnitude of the velocity where the velocity and acceleration have opposite directions [1].

In the Spencer MR damper model [1], a spring and a viscous damping element are added to the Bouc-Wen model to simulate the roll-off effect at small velocities. Therefore, the other pair of damping and stiffness elements can be adjusted for small velocities or high frequency region. The Spencer model is capable of simulating the roll-off effect in all velocity and acceleration regions. In the Spencer model, the assigned damping coefficients only depend on the changing current. However, the MR damper viscosity depends on the frequency of excitation [8] and temperature of MR fluid [9]. And in the literature, MR damper models cannot describe such frequency dependent behavior.

The present study deals with the variation of MR fluid viscosity with the frequency of the excitation in Spencer MR damper model. The viscosity of the MR damper is modeled using two viscous damping elements for large and small velocities. The MR model is identified by minimizing the error between the experimental data and simulated data of the proposed model. The hybrid optimization approach is used for the identification which is a combination of Genetic Algorithms (GA) and Sequential Quadratic Program (SQP). The excitation frequency in real application can be calculated by measuring the velocity and the displacement of the MR damper. Therefore, the viscosity of MR fluid in Spencer model is described by exponential and Gaussian equations which are the functions of velocity and displacement for small and large velocity regions, respectively.

The rest of the paper is organized as follows. The modeling of MR damper is presented in Section 2. The experimental set-up and procedure are explained in Section 3. The optimization approach and characterization of MR damper model are discussed in Section 4. A comparison between the proposed model and experimental data is presented in Section 5. Finally the conclusions and future work are presented in Section 6.

2. Spencer Magnetorheological Damper Model

Due to the nonlinearity in dynamic behavior of MR damper, the accuracy and validity of the Spencer MR damper model over wide range of frequencies are not consistent. The schematic of the Spencer MR damper model is shown in

$$f_{\text{MR}} = C_{\text{mr1}} (\dot{q} - \dot{Z}_u) + K_{\text{mr1}} ((Z_s - Z_u) - Z_0), \quad (1)$$

$$\dot{q} = \frac{1}{C_{\text{mr1}} + C_{\text{mr0}}} \left( \alpha p + C_{\text{mr0}} \ddot{Z}_s + C_{\text{mr1}} Z_u + K_{\text{mr0}} (Z_s - q) \right), \quad (2)$$

$$\dot{p} = -\gamma |\dot{Z}_s - \dot{q}| |p|^{n-1} p - \beta (\dot{Z}_s - \dot{q}) |p|^n + A \left( \dot{Z}_s - \dot{q} \right), \quad (3)$$

where $K_{\text{mr1}}$ and $C_{\text{mr1}}$ are the MR damper accumulator stiffness and viscous damping coefficients for small velocities, respectively. $Z_0$ is the initial displacement associated with spring $K_{\text{mr1}}$. Further, $K_{\text{mr0}}$ and $C_{\text{mr0}}$ are accumulator stiffness and viscous damping coefficients for large velocities, respectively.

Equation (2) represents the internal state $q$ which is used to define the roll-off due to the damping coefficient $C_{\text{mr1}}$. The MR damping force in (1) involves the nondimensional auxiliary variable $p$ to define the hysteresis. The constants $\beta$ and $\gamma$ are the nondimensional values to present the hysteretic loop in the negative and positive slopes in (3). $\alpha$ describes the hysteresis loop size with respect to velocity. The scalar value $n$ is used to represent the smoothness of transition of MR fluid from elastic to plastic [1, 10].

The $\alpha$ variable in (2) is a polynomial function of voltage to describe the MR fluid yield stress which is defined as a first order polynomial in (6). The variations of $C_{\text{mr1}}$ and $C_{\text{mr0}}$ with respect to the frequency of excitation are proposed by $C_{\text{mr1}}(\Delta Z, \Delta \dot{Z})$ and $C_{\text{mr0}}(\Delta Z, \Delta \dot{Z})$ in (4) and (5), respectively. The damping coefficients $C_{\text{mr1}}$ and $C_{\text{mr0}}$ are also functions of voltage as a first order polynomial in (4) and (5), respectively.
Equation (7) presents a filter to reach rheological equilibrium. Accordingly,

\[
\begin{align*}
C_{mr1} & = a_1 + b_1 u + C_{mr1} (\Delta Z, \Delta \dot{Z}), \\
C_{mr0} & = a_0 + b_0 u + C_{mr0} (\Delta Z, \Delta \dot{Z}), \\
\alpha & = a_\alpha + b_\alpha u, \\
\dot{u} & = -\eta (u - V),
\end{align*}
\]

where \(\eta\) is constant for changing rate of magnetic field and \(V\) is the applied voltage. The peak value of relative velocity and peak to peak value of relative displacement of MR damper ends are \(\Delta \dot{Z}\) and \(\Delta Z\), respectively.

3. Experimental Setup

In order to gather the experimental force, velocity, and displacement data of the MR damper, a MR damper RD 8041 manufactured by Lord Co. is connected to a hydraulic shaker in order to apply harmonic input at one end of MR damper at different frequencies. The experimental set-up consists of MR damper RD 8041, voltage controller kit UI 7000 manufactured by Lord Co., hydraulic pump controller, signal generator, voltmeter, oscilloscope, force sensor, and thermometer which are shown in Figures 2 and 3. The experimental data are gathered in two categories: displacement, velocity, and force for variation of frequency in range of 1.5 to 5 Hz in 0.5 Hz intervals. The operating range of MR damper RD 8041 is 0 to 2 A and maximum temperature is 71°C. By increasing the frequency of excitation, the temperature of the MR fluid inside MR damper increases and is measured by a digital thermometer attached to the body of the MR damper as shown in Figure 3. Considering this constraint, the applicable maximum frequency is 5 Hz. The amplitude of the harmonic excitation is 0.00635 m.

4. Characterization of Magnetorheological Damper Model Using Hybrid Optimization Approach

In order to identify the parameters of Spencer model and to study the trend of viscosity versus frequency, the objective function is defined as the error between experimental data and mathematical data calculated using Spencer model. The objective function is defined in (8). The model variables defined in (1) to (7) are presented in (9):

\[
f = \frac{m}{\sum_{n=1}^{m} m \times \max \left( |F_{MR}| \right)} \times 100,
\]

\[
x = K_{mr0}, K_{mr1}, a_0, a_1, b_0, b_1, a_\alpha, b_\alpha, A, \beta, \gamma, n, Z_0.
\]

The constraints are defined to limit the search region. The linear constrains are defined as lower bounds and upper bounds in both GA and SQP optimization algorithms. The identification of the model parameters is carried out in two steps: (i) identifying ten parameters defined in (1) to (7) using experimental data at frequency of 2.5 Hz and zero volt and (ii) identifying \(C_{mr}(\Delta Z, \Delta \dot{Z})\) and \(C_{mr0}(\Delta Z, \Delta \dot{Z})\) for frequency from 1.5 to 5 Hz in 0.5 Hz interval at zero current. Therefore, in the first step, the model has ten design variables and ten lower bounds and upper bounds as linear constraints which are presented in the following inequalities:

\[
\begin{align*}
(K_{mr1})_{\min} & \leq K_{mr1} \leq (K_{mr1})_{\max}, \\
(K_{mr0})_{\min} & \leq K_{mr0} \leq (K_{mr0})_{\max}, \\
(a_{1})_{\min} & \leq a_1 \leq (a_{1})_{\max}, \\
(a_{0})_{\min} & \leq a_0 \leq (a_{0})_{\max}, \\
(a_\alpha)_{\min} & \leq a_\alpha \leq (a_\alpha)_{\max}, \\
(A)_{\min} & \leq A \leq (A)_{\max}, \\
(\beta)_{\min} & \leq \beta \leq (\beta)_{\max}, \\
(\gamma)_{\min} & \leq \gamma \leq (\gamma)_{\max}, \\
(n)_{\min} & \leq n \leq (n)_{\max}, \\
(Z_0)_{\min} & \leq Z_0 \leq (Z_0)_{\max}.
\end{align*}
\]

The lower bound and upper bound of all design variables are given in Table 1 based on identified parameters for the MR damper in the same range of the force as in [11] considering ±50% variation.

A nonlinear constraint is defined in (11) to limit the feasible search region and to guarantee that the error between experimental data and mathematical model is less than 4%:

\[
g = \frac{m}{\sum_{n=1}^{m} m \times \max \left( |F_{MR}| \right)} \times 100 \leq 4.
\]

In order to identify the design variables \(C_{mr1}(\Delta Z, \Delta \dot{Z})\) and \(C_{mr0}(\Delta Z, \Delta \dot{Z})\), eight hybrid optimization algorithms are formulated based on eight experimental data sets in the range of

| Parameter | Quantity |
|-----------|----------|
| \(K_{mr0}\) | 3610 (N/m) |
| \(K_{mr1}\) | 840 (N/m) |
| \(a_0\) | 784 (Ns/m) |
| \(a_1\) | 14649 (Ns/m) |
| \(b_0\) | 1803 (Ns/Vm) |
| \(b_1\) | 34622 (Ns/Vm) |
| \(a_\alpha\) | 12441 (Ns/m) |
| \(\alpha\) | 38430 (N/Vm) |
| \(\beta\) | 205902 (1/m²) |
| \(\gamma\) | 136320 (1/m²) |
| \(n\) | 2 |
| \(\eta\) | 190 (1/s) |
| \(Z_0\) | 0.0245 (m) |
1.5 Hz to 5 Hz in 0.5 (Hz) interval at zero current, respectively. The objective function is defined as the error between the experimental and mathematical model as presented in (8). Linear constraints are the lower bound and upper bound and nonlinear constraint is as defined in (11). The quantities of lower bound and upper bound are assigned based on the sensitivity of the objective function to the design variables. The contour plot of an optimization algorithm in Figure 4 presents the sensitivity of objective function to design variables.

The range of design variables in Figure 4 is considered to be ±40% from the identified parameters based on 2.5 Hz (first optimization step), in order to identify viscosity parameters of MR damper at frequency of 1.5 Hz. The lower bound and upper bound for data sets in other frequencies (in the range of 1.5 Hz to 5 Hz) are considered with ±20% variation with respect to the assigned viscosities from previous data set. For example, the lower bound and upper bound of optimized algorithm for 2 Hz are defined based on ±20% from the identified \( C_{mr1}(\Delta Z, \Delta Z) \) and \( C_{mr0}(\Delta Z, \Delta Z) \) for 1.5 Hz.

Figure 4 shows that the variation of the objective function with respect to the design variable is convex, which guarantees that a global optimum point will be reached in the process of identification. It should be noted that the sensitivity of objective function with respect to viscosity parameters in 20% variation for all data sets is studied and convexity in the feasible region is checked.

4.1. Sequential Quadratic Programming Technique. The Sequential Quadratic Programming is a methodology for nonlinear optimization problems considering nonlinear equality and inequality constraints. The SQP is an iterative procedure based on Quadratic Programming (QP) to solve QP subproblems and to define new iterations [12]. The QP should be solved to satisfy feasibility of problem considering local properties of current iteration. Objective functions...
and linear and nonlinear constraints of QP subproblems are defined in the following [12]:

\[ f(x) = \nabla f(x^k)^T (x - x^k) + \frac{1}{2} (x - x^k)^T H f(x^k) (x - x^k), \]

\[ h(x^k) + \nabla h(x^k)^T (x - x^k) = 0, \]

\[ g(x^k) + \nabla g(x^k)^T (x - x^k) \leq 0. \]

(12)

In nonlinear optimization problems, the SQP method may find one of the extremum points which is near the selected initial point. Therefore, the sensitivity of the initial point with respect to the optimized parameters should be studied. The presented objective function is nonlinear and it is not robust in variation of initial point. Therefore, the GA is employed to assign the initial point in SQP method which makes up the hybrid GA-SQP optimization algorithm.

4.2. Genetic Algorithm Optimization Technique. The GA is a multivariable optimization method for solving linear, nonlinear, discrete, continuous, differentiable, and nondifferentiable constrained problems by using stochastic search algorithms [12–15]. The Genetic Algorithms are a random search based method which can avoid stopping in local optimum point. However, using GA the globality of the optimum point cannot be proved or guaranteed. The optimization problem for identifying the MR damper parameters is highly dependent on the initial point. The combination of GA and SQP can solve the problem by using initial point obtained through GA based on random search in SQP algorithm [16, 17]. The hybrid of GA-SQP approaches can reach global optimum point. But, the globality cannot be proved mathematically. The GA operates based on random point selection in random generation [14]. Therefore, running the same algorithm each time may give different optimal points [14]. As a result, by increasing the number of populations and repeating the same algorithm, the relaxation of the obtained initial points is studied. The GA is designed based on the presented objective function (8) and constraints (10).

5. Results and Discussions

Two optimization approaches are employed to investigate the variation of viscosity of MR fluid with frequency. In the first algorithm, the parameters of MR damper are identified for 2.5 Hz and zero current. For the second part, the variations \( a_0 \) and \( a_1 \) are identified for the frequencies in the range of 1.5 Hz to 5 Hz at step of 0.5 Hz in eight suboptimization algorithms.

5.1. Parameter Identification for Constant Frequency. The parameters of Spencer MR damper model are identified using hybrid optimization of GA-SQP. The identified parameters are presented in Table 2 based on experimental data at 2.5 Hz and zero current. The initial values for SQP are assigned using GA. The GA algorithms are used for different number of populations from 80 to 360 in the interval of 80. Moreover, to study the result of relaxation, the algorithms are repeated ten times for each population. The presented results in Table 2 are obtained based on 240 numbers of populations resulting in minimum error. The identified parameters in this table are used for second step optimization in order to find the viscosity variation of MR damper at different frequencies.

Figures 5 and 6 show the force velocity and force versus time, respectively. The objective function is defined as the absolute value of the error between the experimental measured force and the generated force in mathematical model. Figure 6 demonstrates that the mathematical model is fitted by experimental data with 2.85% error. However, due to the neglected effect of the velocity in objective function (7), the experimental and mathematical force-velocity curves have some discrepancies in Figure 5.

5.2. Parameter Identification for Variable Frequency. The variation of \( a_0 \) and \( a_1 \) for the frequencies in the range of 1.5 Hz to 5 Hz in interval 0.5 Hz is calculated by solving eight suboptimization problems. The optimization objective is to minimize the error between the experimental and mathematical data. The constraints are defined in the range of \( \pm 40\% \) variation from the optimized values of \( a_0 \) and \( a_1 \) for each frequency from the assigned viscosities in 2.5 Hz. The other linear constraints are assigned considering \( \pm 20\% \) variation with respect to the assigned viscosities in the previous step. The sensitivity of the objective function to \( a_0 \) and \( a_1 \) in the feasible search region is examined to guarantee the convexity of the function in feasible range defined by lower bound and upper bound. The suboptimization problems are solved using hybrid optimization technique.

Figures 7 and 8 show the variation of \( a_0 \) and \( a_1 \) for different frequencies by blue points. The variation of \( a_0 \) is modeled by an exponential function which can be used for extrapolation. Therefore, the variation of \( a_0 \) is defined as a function of frequency in (13). The frequency can be measured by displacement sensor, and the relation between velocity, displacement, and frequency is presented in (15).

| Table 2: Identified parameters of MR damper in 2.5 Hz and zero current. |
| Parameter | Quantity of hybrid optimization (GA-SQP) |
|  \( K_{mr0} \) | 3361.58 (N/m) |
|  \( K_{mr1} \) | 420 (N/m) |
|  \( m_0 \) | 1176 (Ns/m) |
|  \( \alpha_0 \) | 21973.50 (Ns/m) |
|  \( \alpha_1 \) | 6515.13 (N/m) |
|  \( A \) | 87 |
|  \( \beta \) | 307269.41 (1/m²) |
|  \( y \) | 182842.99 (1/m²) |
|  \( n \) | 2 |
|  \( Z_0 \) | 0.01225 (m) |
The variation of $a_{c_1}$ with frequency in Figure 8 is modeled using the second order Gaussian function in (14):

$$a_{c_0} (\omega) = 1410.71\omega^{-0.102} - 0.6182,$$

(13)

$$a_{c_1} (\omega) = 7087e^{((4.282-\omega)/1.197)^2} + 18520e^{((1.783-\omega)/3.25)^2},$$

(14)

$$\omega(\Delta Z, \Delta \dot{Z}) = \frac{\Delta Z}{\pi \Delta \dot{Z}}.$$  

(15)

Figure 7 shows that parameter $a_{c_0}$ is sensitive in the low frequency region and becomes constant at high frequency, whereas parameter $a_{c_1}$ in Figure 8 is constant at low frequency and becomes variable in the high frequency region.

In order to compare the effect of frequency dependent model and frequency independent model (existing model), the error between the experimental and analytical models is presented in Table 3 for seven frequencies. The parameters of the frequency independent model are identified at frequency of 2.5 Hz. Therefore, the errors of both frequency independent and frequency dependent models for data samples near 2.5 Hz are close to each other. However, at high frequencies, the difference becomes significant. For example, for 5 Hz data sample, the error is decreased by 1.1%. The extrapolation of viscosity variation in Figure 8 shows that the difference at high frequencies would be significant.

Figure 9 shows that the existing independent frequency model has overestimation in modeling for hysteresis of MR damper in comparison with the proposed frequency dependent model. The main objective in modelling the MR damper is to simulate MR damper force at different frequencies of excitation and current. It shows that the proposed frequency dependent model improves the accuracy of force simulation.
Table 3: Comparison between frequency dependent and original Spencer model.

| Frequency (Hz) | 1.5  | 2    | 3    | 3.5  | 4    | 4.5  | 5    |
|---------------|------|------|------|------|------|------|------|
| Error of frequency dependent model | 3.13% | 2.61% | 2.35% | 2.57% | 2.63% | 3.35% | 3.75% |
| Error of frequency independent model | 3.64% | 2.67% | 2.36% | 2.58% | 2.81% | 3.95% | 4.85% |

6. Conclusions

In this study, the variation of MR damper viscosity at different frequencies has been studied using analytical and experimental approaches. The hybrid GA-SQP optimization techniques are used to identify the parameters of the MR damper based on experimental data. The variation of MR damper viscosity with frequency is studied for frequency range from 1.5 Hz to 5 Hz at 0.5 Hz interval using hybrid GA-SQP technique. A mathematical MR frequency dependent model is proposed based on Spencer MR damper model where the viscosity of MR damper is modeled by exponential and Gaussian functions. The results confirm that the frequency dependent MR damper model improves the accuracy of the model in force simulation at high frequency region and shows consistency in force simulation as well. The proposed MR damper model can be used in application of impact control and aircraft landing gear in which these operational conditions need high precision in high frequency region.
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