Synchronization of N-Non-linear Slave Systems with Master System Using Non-Adaptive and Adaptive Coupled Observers
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Abstract: Synchronization of N-slave chaotic systems with a master system is a challenging task, particularly in recent times. In this paper, a novel methodology is proposed for synchronizing the N number of slave systems with a master system. The proposed methodology is based on coupled adaptive synchronous observers. The difference between the corresponding states of master and slave systems is converged to the origin by means of a novel feedback control scheme to achieve synchronization between the master and slave systems. The efficacy of the proposed methodology is verified through a simulation of FitzHugh–Nagumo non-linear systems in MATLAB. The simulation results validate and prove claims, and these systems are successfully synchronized by CCS and CCAS observer-based control.
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1. Introduction

Synchronization of non-linear systems is crucially important to real-life systems. As a result of this importance, many researchers have explored a variety of methodologies for the synchronization of master–slave architectures. This master–slave architecture might be of a different type. Of these many types, single master with single slave and single master with multiple slave agents are the two architectures that exist most commonly in nature. The literature review reveals synchronizing control methodologies for the single master and single slave architecture. However, control methodologies for single master with multiple slave systems are largely absent from the literature. This scarcity is acute in the case of non-linear systems. Nonetheless, the seminal work of Grebogi, Ott, and York [1] on the control of chaotic systems was studied in [2,3]. Synchronization of chaotic systems by means of different techniques of feedback control was elaborated upon in [4] and its application for secure communication was presented in [5]. In fractional-order systems, much effort has been devoted to the control and stability of synchronization in recent years [6,7].

In practical systems, there are some unidentified factors. For example, chaos, uncertainty, and disturbance change the results of system stability and synchronization, as identified in [8,9]. Additionally, model uncertainties are important. Model uncertainty is due to imperfections in and assumptions made about systems. The communication links between the systems can also affect the control methodology for synchronization. For example, in distributed power systems, communication delays can deteriorate the performance of the systems. We must consider the presence of all these factors for better...
performance and synchronization. Edward Ott [1] is a scientist who played a substantial part in the theory of chaos. This theory can be used in numerous natural and artificial systems. Chaos is a non-linear long-time oscillatory aperiodic behavior with a sensitive response to initial conditions [10].

Master and slave systems are synchronized if the error between the driven and driving systems becomes zero [11,12]. The first successful effort to synchronize chaotic systems with non-similar initial conditions was made by Carroll and Pecora in their research paper [13]. After this work, researchers worked hard on the synchronization of chaotic systems, introducing different techniques. Different techniques, such as evolutionary algorithms [14], adaptive generalized projective synchronization (GPS) [15], the observer-based step-by-step sliding mode technique [16], robust adaptive methodologies [17,18], back-stepping techniques [19], an adaptive scheme using fuzzy uncertain disturbance observers [20], delay range-dependent practices [21,22], synchronization through Huygens’ coupling [23], non-linear observer Runge–Kutta’s model [24], full order and reduced order output-affine observers [25], linear feedback control [26], and the unknown input of Takagi–Sugeno’s fuzzy chaotic systems, synchronized in [12]. These techniques for chaotic system synchronization are valuable in different types of application, such as biological systems [27], secure communication [16–28], robotics [29], neural networks [30], lasers and optics [31], chemical reactions [32], and info science [33].

Synchronizing techniques based on observers are more applicable in conditions in which all the states of the driver and slave systems are unknown [34,35]. Similarly, other observer-based synchronizing control schemes are general projective synchronization methods based on state estimation of hyper-chaotic systems [15] and step-by-step sliding mode observers [17]. Similarly, the adaptive observer-based synchronization of two dissimilar chaotic systems with different initial conditions and parameters is elaborated upon in [36]. Chaotic systems are synchronized using a robust adaptive control technique in [21]. Takagi–Sugeno’s fuzzy systems are synchronized by means of an observer-based technique and are helpful for secure communication [28]. Hyper-chaotic system synchronization based on observers is discussed in [37]. Different methods of observer-based synchronization, as discussed above, are not capable of dealing with the synchronization of non-linear systems in a single master and multi-slave architecture.

In this paper, the main contribution is the synchronization of N-non-linear systems with single master systems, which is established by developing a control methodology based on special types of observer. Multiple complex chaotic systems can be synchronized with the single master system by the proposed control methodology. The observers used in this scheme are known as coupled chaotic synchronous (CCS) observers and coupled chaotic adaptive synchronous (CCAS) observers [38]. By using these observers, an effective control scheme is developed for the convergence of error (the difference between the corresponding states of master systems and the estimated states of slave systems) to the origin for complete synchronization of the master–slave network. We can achieve synchronization between non-linear master and slave systems using these observers.

This paper is arranged in sections. Section 2 describes the system structure with some considerations. Section 3 elaborates upon the non-linear observer-based synchronization control scheme. Simulation results for synchronization of neurons are presented in Section 4, while Section 5 sets out the conclusion of the article.

2. System Description

The state-space representations of master and N-slave chaotic systems are given below.

\[
\begin{align*}
\dot{x}_m(t) &= Ax_m(t) + f(x_m(t)), \\
y_m(t) &= Cx_m(t),
\end{align*}
\]
\begin{align*}
    \dot{x}_m(t) &= Ax_m(t) + f(x_m(t)) + Bu(t), \\
    y_m(t) &= Cx_m(t), \\
    \dot{x}_s(t) &= Ax_s(t) + f(x_s(t)) + Bu(t), \\
    y_s(t) &= Cx_s(t), \\
    \dot{x}_i(t) &= Ax_i(t) + f(x_i(t)) + Bu_i(t), \\
    y_i(t) &= Cx_i(t), \quad i = 1, 2, 3, \ldots, n
\end{align*}

(2)

In the master and slave system, the state vectors are $x_m(t) \in \mathbb{R}^n$ and $x_s(t) \in \mathbb{R}^n$, respectively. Similarly, the output vectors are $y_m(t) \in \mathbb{R}^m$ and $y_s(t) \in \mathbb{R}^m$, and the real constant matrices are $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times l}$, and $C \in \mathbb{R}^{m \times n}$. The non-linearities of the master and N-slave systems are represented by $F(x(t)) \in \mathbb{R}^m$, which are the vector functions of the non-linear systems. The control input is $u(t) \in \mathbb{R}^l$. Non-linearity plays a crucial role in the dynamics of the systems. Systems can become unstable or unpredictable due to these non-linearities. Therefore, synchronization of non-linear systems is a tedious task. To make it possible to synchronize the completed non-linear system, a control scheme is presented in this paper. This control scheme caters to the effect of the non-linearities in the models of the non-linear system in non-adaptive cases. Additionally, adaptation laws are used for the adaptation of unknown parameters.

**Assumption 1.** Non-linearity in the leading system and the N-slave system, i.e., $F(x(t))$ satisfies the Lipschitz condition, which is given below:

\[ \|f(x_s(t)) - f(x_s(t))\| \leq L_f \|x_s(t) - x_s(t)\|, \quad \forall x_s(t), x_s(t) \in \mathbb{R}^n \]

(3)

Here, the constant matrices are $L_f > 0$. Therefore, the states of the systems are often not available in many real-world scenarios, meaning that the states of the master and multi-slave systems, (1) and (2), are estimated by their respective observers, and the different initial states are used to examine synchronization by feedback control for synchronization. The control signal is of the form:

\[ u(t) = \xi(\hat{x}_m(t), \hat{x}_i(t)) \]

(4)

It is known that $x_m(t)$ and $x_i(t)$ are estimated as $\hat{x}_m(t) \in \mathbb{R}^n$ and $\hat{x}_i(t) \in \mathbb{R}^n$, respectively. This control function (4) is based on estimated states, calculated by respective observers of the master and slave systems. A suitable methodology has been developed for control and synchronization of the master and N-slave systems (1) and (2) from its initial position. Within this methodology, first of all, the dynamics of errors between the corresponding states of the master and N-slave systems and their observers are calculated. The error dynamics are then converted to the origin for complete synchronization of the systems using the proposed control scheme.

### 3. Observer-Based Synchronization

The vector function $\xi(\hat{x}_m(t), \hat{x}_i(t))$ in the proposed controller is selected as

\[ \xi(\hat{x}_m(t), \hat{x}_i(t)) = F(\hat{x}_m(t) - \hat{x}_i(t)) \]

(5)

The controller gain matrix is $F \in \mathbb{R}^{1 \times n}$. Specially designed observers, as elaborated upon in Equations (5) and (6), are selected to estimate the states of both the master and N-slave systems. Non-linear observers of the master and N-slave systems are given below as:

\begin{align*}
    \dot{\hat{x}}_m(t) &= A\hat{x}_m(t) + L_m(y_m(t) - \hat{y}_m(t)) + f(\hat{x}_m(t)) - \frac{1}{2}BF(\hat{x}_m(t) - \hat{x}_i(t)), \\
    \dot{\hat{y}}_m(t) &= C\hat{x}_m(t) \\
    \dot{\hat{x}}_i(t) &= A\hat{x}_i(t) + L_i(y_i(t) - \hat{y}_i(t)) + f(\hat{x}_i(t)) - \frac{1}{2}BF(\hat{x}_i(t) - \hat{x}_m(t)), \\
    \dot{\hat{y}}_i(t) &= C\hat{x}_i(t)
\end{align*}

(6)

(7)
where \( i \in \{1, 2, 3 \ldots N\} \), \( L_m \in R^{n \times m} \), and \( L_{si} \in R^{n \times m} \) are the gain matrices of the observers. The errors are defined below:

\[
e_m(t) = x_m(t) - \hat{x}_m(t)
\]

\[
e_{si}(t) = x_{si}(t) - \hat{x}_{si}(t),
\]

\[
e_{oi}(t) = \hat{x}_m(t) - \hat{x}_{si}(t), i = 1, 2, 3, 4, \ldots \ldots, n
\]

Different error signals, \( (8)-(10) \), have to be converged to zero by applying the control signal for synchronizing the master and slave systems. The convergence of the synchronizing error \( e_{oi}(t) \) to the origin shows that the dynamics of the observers of all slaves coincide with observers of the master system. The convergence of error \( e_{si}(t) \) to the origin can be used to make sure that the estimated state \( \hat{x}_{si}(t) \) approaches the actual state \( x_{si}(t) \). Similarly, by converging the errors \( e_m(t) \) to the origin, we can make sure that \( \hat{x}_m(t) \) —the estimated approach to the actual state—is \( x_m(t) \). The values of gain matrices \( L_m, L_{si}, \) and \( F \) are assumed to be known, and these values are such that the proposed control methodology successfully converges the synchronization errors \( (8)-(10) \) to zero. Figure 1 representing the architecture of the master and N-slave systems.

**Remark 1.** This paper has the simple idea that, by applying the observers, coherence of chaotic master and N-slave systems can be accomplished. All assumptions for imposed leading and N-response systems are the same. The estimated output error of synchronization—i.e., \( e_{oi}(t) = \hat{x}_m(t) - \hat{x}_{si}(t) \)—reaches zero, meaning that all the observers synchronize with the observers of a master system. The observers are named as synchronous observers because they play a vital role in the synchronization process.

**Remark 2.** The given observers, \( (6) \) and \( (7) \), are both very different from the usual Lune Berger observers due to the coupled terms \(-0.5BF(\hat{x}_m(t) - \hat{x}_{si}(t))\) and \(-0.5BF(\hat{x}_{si}(t) - \hat{x}_m(t))\). For the specified values of \( F \), the strong point of the coupling terms can be increased considerably so that these observers are synchronized. The projected observers are therefore called CCS observers. By using CCS observers, we will obtain the conditions for the synchronization of systems (1) and (2).

**Theorem 1.** Focused on Assumption 1, there is a condition that is suitable for synchronizing the master and N-slave networks (1) and (2). It is obtained through the use of CCS observers \( (6) \) and \( (7) \) and also by using the control laws \( (4) \) and \( (5) \), which are only valid for the provided

---

**Figure 1.** (a) Architecture of the master and N-slave systems with their corresponding observers; (b) block diagram of the master and slave systems with respect to their observers.
observer and controller gain matrices $F \in R^{l \times n}$, $L_m \in R^{n \times m}$, and $L_{si} \in R^{n \times m}$. This condition is that there happens to be definite and positive symmetric matrices $P_m$, $P_{si}$, and $P_{oi}$ of appropriate scalars—$\alpha_1 > 0$, $\alpha_2 > 0$, and $\alpha_i > 0$ are the dimensions that satisfy the matrix inequality.

$$
\Delta_1 = 
\begin{bmatrix}
\rho_1 & 0.0 & 0.5P_mBF + C^TL_m^TP_{si} & P_m & 0.0 & 0.0 \\
\otimes & \rho_2 & 0.5P_{si}BF - C^TL_{si}^TP_{si} & 0.0 & P_{si} & 0.0 \\
\otimes \otimes & \rho_3 & 0.0 & 0.0 & 0.0 & 0.0 \\
\otimes \otimes \otimes & -a_0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\otimes \otimes \otimes \otimes & -\sum_{i=1}^{n} a_i & 0.0 & 0.0 & 0.0 & 0.0 \\
\otimes \otimes \otimes \otimes \otimes & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
\end{bmatrix} < 0 \quad (11)
$$

whereas

$$
\rho_1 = (A^T - C^TL_m^T)P_m + P_m(A - L_mC) + \alpha_0L_f^2 \\
\rho_2 = \sum_{i=1}^{n} (A^T - C^TL_{si}^T)P_{si} + \sum_{i=1}^{n} P_{si}(A - L_{si}C) + \sum_{i=1}^{n} a_iL_f^2 \\
\rho_3 = \sum_{i=1}^{n} (A^T - F^TB^T)P_{oi} + \sum_{i=1}^{n} P_{oi}(A - BF) + \sum_{i=1}^{n} a_iL_f^2
$$

Let us consider the Lyapunov function below,

$$
V(t) = e_m^T(t)P_me_m(t) + e_{si}^T(t)P_{si}e_{si}(t) + e_{oi}^T(t)P_{oi}e_{oi}(t) \quad (12)
$$

The Lyapunov function after time derivative is given as:

$$
\dot{V}(t) = e_m^T(t)\dot{P}_m e_m(t) + e_{si}^T(t)\dot{P}_{si} e_{si}(t) + e_{oi}^T(t)\dot{P}_{oi} e_{oi}(t) \\
+ \dot{e}_m(t)P_me_m(t) + \dot{e}_{si}(t)P_{si}e_{si}(t) + \dot{e}_{oi}(t)P_{oi}e_{oi}(t) \quad (13)
$$

The time rate for change of error can be obtained through use of Equations (8)–(10). After some mathematical simplifications, the following result is obtained.

$$
\dot{e}_m(t) = (A - L_mC)e_m(t) + f(x_m(t)) - f(\hat{x}_m(t)) + \frac{1}{2}BF\dot{e}_{oi}(t) \\
\dot{e}_{si}(t) = (A - L_{si}C)e_{si}(t) + f(x_{si}(t)) - f(\hat{x}_{si}(t)) + \frac{1}{2}BF\dot{e}_{oi}(t) \\
\dot{e}_{oi}(t) = (A - BF)e_{oi}(t) + f(\hat{x}_m(t)) - f(\hat{x}_{si}(t)) + L_mC e_m(t) - L_{si}C e_{si}(t) \\
\dot{e}_{oi}(t) = (A - BF)e_{oi}(t) + \Delta f_{si}(t) + L_mC e_m(t) - L_{si}C e_{si}(t) \quad (14) - (16)
$$

From Assumption 1, we can write the inequalities as follows:

$$
-\alpha_0[\Delta f_{si}(t)]^T[\Delta f_{si}(t)] + \alpha_0L_f^2 e_{si}^T(t)e_{si}(t) > 0, \\
\sum_{i=1}^{n} (-\alpha_i)[\Delta f_{si}(t)]^T[\Delta f_{si}(t)] + \sum_{i=1}^{n} a_iL_f^2 e_{si}^T(t)e_{si}(t) > 0, \\
\sum_{i=1}^{n} (-\alpha_i)[\Delta f_{si}(t)]^T[\Delta f_{si}(t)] + \sum_{i=1}^{n} a_iL_f^2 e_{oi}^T(t)e_{oi}(t) > 0.
$$

By using the Lipschitz conditions, the scalars $\alpha_0 > 0$ and $\alpha_i > 0$ are beneficial for the possibility of design constraints. By inputting (14)–(16) into (13), the final equation is achieved as set out below.
\[ V(t) \leq \left[ e_m^T(t)(A^T - CT_{si}^T) + [\Delta f_{mh}(t)]^T + 0.5e_t^T(t)F^TB^T \right] P_m e_m(t) + e_m^T(t)P_m \left[ (A - LmC)e_m(t) + [\Delta f_{mh}(t)] + 0.5BF_e(t) \right] \\
+ \sum_{i=1}^{n} \left( e_s^T(t)(A^T - CT_{si}^T) + [\Delta f_{ss}(t)]^T + 0.5e_s^T(t)F^TB^T \right) P_s e_s(t) + e_s^T(t)P_s \left( (A - Ls_iC)e_s(t) + [\Delta f_{ss}(t)] + 0.5BF_e(t) \right) \\
+ \sum_{i=1}^{n} \left( e_\theta^T(t)(A^T - F^TB^T) + [\Delta f_{\theta \bar{s}}(t)]^T \right) + \left[ e_t^T(t)C^T T_{si}^{-1} e_t(t) C^T T_{si}^{-1} \right] P_{si} e_{si}(t) \\
+ \sum_{i=1}^{n} (e_s^T(t)P_{si}[(A - BF_t)e_{si}(t) + [\Delta f_{\theta \bar{s}}(t)] + [LmCe_m(t) - Ls_iCe_s(t)]) \\
- a_0[\Delta f_{mh}(t)]^T[\Delta f_{mh}(t)] + a_0L_2^2e_m(t)e_m(t) \\
+ \sum_{i=1}^{n} \left( -a_1[\Delta f_{ss}(t)]^T[\Delta f_{ss}(t)] \right) + \sum_{i=1}^{n} a_1L_2^2e_{si}(t)e_{si}(t) \\
+ \sum_{i=1}^{n} \left( -a_{i+1}[\Delta f_{\theta \bar{s}}(t)]^T[\Delta f_{\theta \bar{s}}(t)] \right) + \sum_{i=1}^{n} a_{i+1}L_2^2e_{si}(t)e_{si}(t) \tag{17} \]

Furthermore, this above equation can be produced as

\[ \dot{V}(t) \leq E_1^T(t) \Delta_1 E_1(t) \tag{18} \]

\[ E_1^T(t) = \left[ e_m^T(t) \quad e_s^T(t) \quad e_\theta^T(t) \quad \Delta f_{mh}(t) \quad \Delta f_{ss}(t) \quad \Delta f_{\theta \bar{s}}(t) \quad \Delta f_{\bar{s} \bar{s}}(t) \right], \]

\[ \Delta f_{mh}(t) = f(x_m(t)) - f(\hat{x}_m(t)), \]

\[ \Delta f_{ss}(t) = f(x_s(t)) - f(\hat{x}_s(t)), \]

\[ \Delta f_{\theta \bar{s}}(t) = f(\hat{x}_m(t)) - f(\hat{x}_s(t)) \tag{19} \]

From (19), it is clear that \( \dot{V}(t) < 0 \) is ensured if \( \Delta_1 < 0 \) is satisfied. Therefore, the error signals are \( e_m(t), e_s(t), \) and \( e_\theta(t) \), which are asymptotically stable. The master and N-slave systems (1) and (2) are subsequently synchronized, which completes the proof.

**Assumption 2.** Let \( B^TP_mC^* = 0, B^TP_sC^* = 0, \) and \( C^* \) show orthogonal projection onto the null of \( C \). If Assumption 2 is applicable, we can solve \( B^TP_m - R_mC = 0 \) and \( B^TP_s - R_sC = 0 \) to select matrices \( R_m \) and \( R_s \). The values of \( R_s \) are not similar in slave systems. We can use CCAS observers to design controllers with different initial conditions.

**Remark 3.** The proposed methodology in Theorem 1 enables the non-adaptive synchronization of the non-linear master–slave systems. The proposed method in Theorem 1 can be applied to the systems with known parameters. For the systems with unknown parameters which are to be synchronized, adaptation laws are proposed in Theorem 2.

**Theorem 2.** In this theorem, the controller and observer gain the matrices \( F \in \mathbb{R}^{1 \times n}, L_m \in \mathbb{R}^{n \times m}, \) and \( L_s_i \in \mathbb{R}^{n \times m} \), an adequate condition for the synchronization of the master and slave networks (1) and (2) with unpredictable parameters \( \theta_m \in \mathbb{R}^p \) and \( \theta_{si} \in \mathbb{R}^q \), conditional to Assumptions 1 and 2, using the control laws and CCAS observers (28) and (29) along with the adaptation laws

\[ \dot{\theta}_m(t) = -\Theta_m \hat{g}_m^T(\hat{x}_m(t))R_m y_m(t) - C\hat{x}_m(t), \Theta_m > 0 \tag{20} \]

\[ \dot{\theta}_{si}(t) = -\Theta_{si} \hat{g}_s^T(x_{si}(t))R_{si} y_{si}(t) - C\hat{x}_{si}(t), \Theta_{si} > 0 \tag{21} \]

Whereas \( \Theta_m > 0 \) and \( \Theta_{si} > 0 \) are the adaptation rates of appropriate dimensions, positive definite matrices \( P_m, P_{si}, \) and \( P_{si} \) also exist, and the scalars are \( \alpha_1 > 0, \alpha_{i+1} > 0, \alpha_{i+1} > 0, \beta_1 > 0, \) and \( \beta_{i+1} > 0, \) such that the matrix inequality results as follows:
\[
\Delta_2 = \begin{bmatrix}
\delta_1 & 0.00 & \sum_{i=1}^{N} (0.5P_mB_F + C^T L^T_m P_{si}) & P_m & 0.00 & 0.00 & P_m & 0.00 \\
\odot \delta_2 & \sum_{i=1}^{N} (0.5P_{si}B_F - C^T L^T_{si} P_{si}) & 0.00 & \sum_{i=1}^{N} P_{si} & 0.00 & 0.00 & P_{si} & 0.00 \\
\odot \odot \delta_3 & 0.00 & 0.00 & \sum_{i=1}^{N} P_{si} & 0.00 & 0.00 & 0.00 & 0.00 \\
\odot \odot \odot & -\alpha_1 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\odot \odot \odot \odot & -\sum_{i=1}^{N} \alpha_{i+1} & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\odot \odot \odot \odot \odot & -\sum_{i=1}^{N} \beta_{i+1} & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
\end{bmatrix} < 0 \quad (22)
\]

\[
\delta_1 = (A^T - C^T L^T_m)P_m + P_m(A - L_mC) + \alpha_1L^2_f I_n + \beta_1L^2_g I
\]

\[
\delta_2 = \sum_{i=1}^{N}(A^T - C^T L^T_{si})P_{si} + \sum_{i=1}^{N} P_{si}(A - L_{si}C) + \sum_{i=1}^{N} (\alpha_{i+1}L^2_f I_n + \beta_{i+1}L^2_g I),
\]

\[
\delta_3 = \sum_{i=1}^{N}(A^T - F^T B^T)P_{si} + \sum_{i=1}^{N} P_{si}(A - BF) + \sum_{i=1}^{N} \alpha_{i+1}L^2_f I_n
\]

**Proof.** Master and N-slave systems (23) and (24) reveal the error systems as (25)–(27) and CCAS observers (28) and (29). The stability condition (22) for synchronization of the master and slave systems is given below as follows:

\[
\begin{align*}
\dot{x}_m(t) &= Ax_m(t) + F(x_m(t)) + Bgx_m(t)\theta_m, \\
y_m(t) &= Cx_m(t), \\
\dot{x}_{si}(t) &= Ax_{si}(t) + F(x_{si}(t)) + Bgx_{si}(t)\theta_{si} + Bu(t), \\
y_{si}(t) &= Cx_{si}(t),
\end{align*}
\]

(23)

(24)

The error signals between master and slave correspond to their observers (26) and (27), and the error signal between master and slave observer is represented as (27), the mathematical equation given below:

\[
\begin{align*}
e_m(t) &= x_m(t) - \hat{x}_m(t), \\
e_{si}(t) &= x_{si}(t) - \hat{x}_{si}(t), \\
e_{si}(t) &= \hat{x}_m(t) - \hat{x}_{si}(t), i = 1, 2, 3, 4, \ldots \ldots \ldots \ldots n
\end{align*}
\]

(25)

(26)

(27)

The CCAS of the master and slave observers (29) and (30) is given below:

\[
\begin{align*}
\dot{\hat{x}}_m(t) &= A\hat{x}_m(t) + L_m\hat{y}_m(t) + f(\hat{x}_m(t)) - 0.5BF(\hat{x}_m(t) - \hat{x}_{si}(t)) + Bg(\hat{x}_m(t)\hat{\theta}_m(t)), \\
\dot{\hat{x}}_{si}(t) &= A\hat{x}_{si}(t) + L_{si}\hat{y}_{si}(t) + f(\hat{x}_{si}(t)) + 0.5BF(\hat{x}_m(t) - \hat{x}_{si}(t)) + Bg(\hat{x}_{si}(t)\hat{\theta}_{si}(t) + u_g),
\end{align*}
\]

(28)

(29)

\[
\begin{align*}
\hat{y}_m(t) &= y_m(t) - \hat{y}_m(t), \quad \hat{y}_{si}(t) &= y_{si}(t) - \hat{y}_{si}(t)
\end{align*}
\]

Taking the derivative of error signals (25)–(27) and inputting the value of the master system \(\hat{x}_m(t)\) and its observer \(\hat{\hat{x}}_m(t)\), and the slave system \(\hat{x}_{si}(t)\) and its observer \(\hat{\hat{x}}_{si}(t)\) into Equations (30) and (31) gives the following:
\[
\begin{align*}
\dot{e}_m(t) &= \dot{x}(t) - \hat{x}(t), \\
\dot{e}_m(t) &= A(x_m(t) - \hat{x}_m(t)) + f(x_m(t) - \hat{x}_m(t)) + Bg(x_m(t)\theta_m(t) - \hat{x}_m(t))\hat{\theta}_m(t) \\
&\quad - L_m(y_m(t) - \hat{y}_m(t)) + 0.5BF(\hat{x}_m(t) - \hat{x}_m(t)), \\
\dot{e}_m(t) &= Ae_m(t) + f_{em}(t) + Bg(x_m(t)\theta_m(t) - \hat{x}_m(t))\hat{\theta}_m(t) + 0.5BF_{e\theta}(t) + L_mCe_m(t), \\
\dot{e}_s(t) &= \dot{x}_s(t) - \hat{x}_s(t), \\
\dot{e}_s(t) &= A(x_s(t) - \hat{x}_s(t)) + f(x_s(t) - \hat{x}_s(t)) + Bg(x_s(t)\theta_s(t) - \hat{x}_s(t))\hat{\theta}_s(t) \\
&\quad - L_s(y_s(t) - \hat{y}_s(t)) + 0.5BF(\hat{x}_s(t) - \hat{x}_s(t)) + 0.5BF(\dot{x}_s(t) - \dot{x}_s(t)) + L_m(y_m(t) - y_m(t)) - Bu_g, \\
\dot{e}_s(t) &= Ae_{si}(t) + f_{esi}(t) + Bg(x_m(t)\theta_m(t) - \hat{x}_s(t))\hat{\theta}_s(t) + 0.5BF_{e\theta}(t) + L_mCe_m(t)
\end{align*}
\] (30)

Applying \(\theta_m(t) = \theta_m - \hat{\theta}_m(t)\) and \(\theta_s(t) = \theta_s - \hat{\theta}_s(t)\) and, further, employing the mathematical fact

\[
Bg(x_m(t)\theta_m(t) - \hat{x}_m(t)) = g\dot{x}_m(t) - g\hat{x}_m(t) + Bg\hat{x}_m(t)\hat{\theta}_m(t)
\]

we obtain

\[
\dot{e}_m(t) = Ae_m(t) - L_mCe_m(t) + f \dot{x}_m(t) - \hat{\theta}_m(t) + 0.5BF_{e\theta}(t) + g\dot{x}_m(t) - g\hat{x}_m(t) + Bg\hat{x}_m(t)\hat{\theta}_m(t),
\] (33)

Similarly, we implicitly obtain

\[
\dot{e}_s(t) = Ae_{si}(t) - L_sCe_{si}(t) + f \dot{x}_s(t) - \hat{\theta}_s(t) + 0.5BF_{esi}(t) + g\dot{x}_s(t) - g\hat{x}_s(t) + Bg\hat{x}_s(t)\hat{\theta}_s(t)
\] (34)

Using \(u_g = g\dot{x}_m(t)\hat{\theta}_m(t) - g\hat{x}_s(t)\hat{\theta}_s(t)\),

\[
\dot{e}_s(t) = Ae_{si}(t) - BF_{esi}(t) + f \dot{x}_s(t) - \hat{\theta}_s(t) - L_sCe_{si}(t) + L_mCe_m(t),
\] (35)

The Lyapunov function is given as

\[
V(t) = e_m(t)^T P_m e_m(t) + e_{si}(t)^T P_{esi}(t) + e_{esi}(t)^T P_{esi}(t) + e_{esi}(t)^T P_{esi}(t) + e_{esi}(t)^T P_{esi}(t) + e_{esi}(t)^T P_{esi}(t)
\] (36)

Its time derivative, (34)--(36), employing \(B^T P_m - R_m = 0\) and \(B^T P_s - R_{si} = 0\), is given by

\[
\dot{V}(t) = e_m(t)^T \dot{P}_m e_m(t) + e_{si}(t)^T \dot{P}_{esi}(t) + e_{esi}(t)^T \dot{P}_{esi}(t) + \sum_{i=1}^N (e_m(t)^T \hat{P}_m e_m(t) + e_{si}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t))
\] (37)

\[
\begin{align*}
+ \sum_{i=1}^N (e_m(t)^T \hat{P}_m e_m(t) + e_{si}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t) + e_{esi}(t)^T \hat{P}_{esi}(t))
\end{align*}
\] (38)
Using Assumption 1 for positive scaling factors $\lambda_1$ and $\lambda_2$, we have

$$
\begin{align*}
\lambda_1 [g x_m(t) - g \tilde{x}_m(t)]^T [g x_m(t) - g \tilde{x}_m(t)] \\
+ \lambda_1 L_{gm} e^T_m(t) e_m(t) &> 0, \\
\lambda_2 [g x_{si}(t) - g \tilde{x}_{si}(t)]^T [g x_{si}(t) - g \tilde{x}_{si}(t)] \\
+ \lambda_2 L_{ges} e^T_{si}(t) e_{si}(t) &> 0,
\end{align*}
$$

Employing the above inequalities, using (38), $\tilde{\theta}_m(t) = \hat{\theta}_m(t)$, and $\tilde{\theta}_{si}(t) = -\hat{\theta}_{si}(t)$, as well as incorporating the adaptation laws (20) and (21) under Assumption 2, shows that

$$
V(t) \leq e^T_m(t) (A^T - C^T L^T_m) P_m e_m(t) + [f(x_m(t)) - f(\bar{x}_m(t))]^T P_m e_m(t) \\
+ \sum_{i=1}^{N} 0.5 e^T_m(t) F_i^T P_m e_m(t) + [g x_m(t) - g \bar{x}_m(t)]^T P_m e_m(t) \\
+ e^T_m(t) P_m (A - L_m C) e_m(t) + e^T_m(t) P_m [f(x_m(t)) - f(\bar{x}_m(t))] \\
+ \sum_{i=1}^{N} 0.5 e^T_{si}(t) P_m B F_i e_{si}(t) + e^T_{si}(t) P_m [g x_{si}(t), \theta_m] - g \bar{x}_{si}(t), \theta_m]^T \\
+ \sum_{i=1}^{N} (e^T_{si}(t) (A^T - C^T L^T_{si}) P_{si} e_{si}(t) + [f(x_{si}(t)) - f(\bar{x}_{si}(t))]^T P_{si} e_{si}(t) \\
+ \sum_{i=1}^{N} 0.5 e^T_{si}(t) F_i^T P_{si} e_{si}(t) + [g x_{si}(t), \theta_{si}] - g \bar{x}_{si}(t), \theta_{si}]^T P_{si} e_{si}(t) \\
+ \sum_{i=1}^{N} (e^T_{si}(t) P_{si} (A - B F_i) e_{si}(t) + e_{si}(t) P_{si} [f(x_{si}(t)) - f(\bar{x}_{si}(t))] + e_{si}(t) P_{si} L_m C e_{si}(t) - e^T_{si}(t) P_{si} L_m C e_{si}(t)) \\
- a_1 \left( [f(\bar{x}_m(t)) - f(\bar{x}_{si}(t))]^T P_{si} e_{si}(t) + L^2 e^T_{si}(t) e_{si}(t) \right) \\
- a_2 \left( [f(\bar{x}_m(t)) - f(\bar{x}_{si}(t))]^T P_{si} e_{si}(t) + L^2 e^T_{si}(t) e_{si}(t) \right) \\
- \beta_1 \left( [g m(x_m(t)) - g m(\bar{x}_m(t))]^T P_{si} e_{si}(t) + L^2 e^T_{si}(t) e_{si}(t) \right) \\
- \beta_1 \left( [g m(x_{si}(t)) - g m(\bar{x}_{si}(t))]^T P_{si} e_{si}(t) + L^2 e^T_{si}(t) e_{si}(t) \right)
\end{align*}
$$

This further reveals that

$$
V(t) \leq E^T_2(t) \Delta_2 E_2(t) \quad (39)
$$

If (22) is satisfied, the above inequality (39) implies $\dot{V}(t) < 0$. The errors $e^T_m(t)$, $e^T_{si}(t)$, $e^T_{si}(t)$ thus converge to the origin, which entails the synchronization of the master and slave chaotic oscillators.

4. Simulation and Results

The master and N-slave systems with known parameters were synchronized by the proposed technique presented in Theorem 1. The proposed scheme is tested by simulation for implementation of real-world systems, which are discussed in the literature, e.g., [39–41]. It is important to mention that one of the important real-world non-linear systems is an electric power generator [39]. The synchronization of the power generator is very important for proper power delivery to the electrical loads. The practical implementation of the proposed methodology for synchronization of power generators is very costly.

Thus, to verify the efficacy and validation of the proposed methodology, a simulation of a well-known non-linear system, i.e., FitzHugh–Nagumo (FHN), is performed in MATLAB using mathematical models. FHN is widely used in biological systems, such as brain stimulus treatment and for understanding the behavior of neurons by electrical stimulus
current [42,43]. This understanding helps in the exploration of diseases and symptoms of the brain such as Huntington’s, Parkinson’s and tremors caused by neuronal disorders of the brain. These diseases occur in different portions of the brain. The FHN system is described below:

\[
\begin{align*}
X_{m1}' &= (X_{m1}^2 - X_{m1})(1 - R_1 X_{m1}) - X_{m2} + I_0 \\
X_{m2}' &= B X_{m2} \\
X_{sl}' &= (X_{sl}^2 - X_{sl})(1 - R \ X_{sl}) - X_{sl} + I_0 \\
X_{sl+1}' &= B X_{sl+1}
\end{align*}
\]  

(40)

where \( I_0 \) is the current, \( I_0 = (m/\omega)\cos(\omega t) \), \( \omega = 2\pi f \), \( m = 0.099 \), and \( f = 0.128 \). Selected parameters, such as \( B \), \( R_1 \), \( R_2 \) and \( R_{io} \), are of the values \( B = 1.01, R_1 = 10.09, R_2 = 9.89 \). The master and N-Slave systems’ initial conditions are assumed to be \( X_{sl}(0) = 0.399, X_{sl1}(0) = 0.099, X_{sl1+1}(0) = 0.099 \). The phase portrait and individual responses to the chaotic behavior of master and N-slave FHN systems are revealed in Figure 2.

Figures 3 and 4 representing master and N-slave for Theorems 1 and 2. The different initial conditions are used for the master and four slave systems. As the behavior of the complex chaotic systems has sensitive dependence on the initial conditions, so initial conditions are taken with care, i.e., are of low values. Errors are plotted between the corresponding states of the master system and its observer (XM-XMO) and the slave system states correspond to its observer (XS1-XTSIO), presented in Figure 5a for Theorem 1 and Figure 5b for Theorem 2. Errors between the state of the master observer and the N-slave observer systems (XMO-XSI) are set out in Figure 6a for Theorem 1 and Figure 6b for Theorem 2. Errors between the master observer state corresponding to the four slave observers’ states (XMO-XSOI) are described in Figure 7a for Theorem 1 and Figure 7b for Theorem 2. These errors are between the master and each slave system and their corresponding observers. The simulation results are provided from a non-adaptive control scheme under three conditions. First, the behavior of the neuron is generalized by the FHN system and the membrane potentials of the neurons are not similar in each species. These may be normalized by means of a different scaling factor, so this is applicable for all species of neurons. Second, the mathematical expressions of FHN are generally based on normal membrane potential. Third, the controller for normalized potential uses specific gain matrices to finally synchronize the master and N-slave systems.

Figure 2. Phase portraits of master and slave systems of Theorem 2.
The matrices associated with the FHN dynamics, according to the master and N-slave non-linear chaotic systems (1) and (2), are given below.

\[
S_i = \begin{bmatrix} -1.00 & 0.00 \\ 1.00 & -1.00 \end{bmatrix}, \quad X = \begin{bmatrix} 1.00 \\ 0.00 \end{bmatrix}, \quad Y = \begin{bmatrix} 1.00 \\ 0.00 \end{bmatrix}
\]

\[
F(x(t)) = \begin{bmatrix} 11.00x_1^2 + 10.00x_1^3 + (m/\omega)\cos(\omega t) \end{bmatrix}
\]

We will synchronize the master and slave systems using a non-adaptive approach in Theorems 1 and 2. The gain matrices of the observers are \(L_M\) selected for the master, and \(L_{SI}\) selected for slave systems. The observer gain matrices \(L_M\) and \(L_{SI}\) values can be selected with the help of an already-established technique, as mentioned in [42]. By using this technique, the suitable values for observer gain matrices \(Lm, Ls\), and controller gain matrix \(F\) were selected as follows:

\[
\begin{align*}
    L_m &= \begin{bmatrix} 1.32 \\ 0.00 \end{bmatrix}, \\
    L_{si} &= \begin{bmatrix} 1.32 \\ 0.00 \end{bmatrix}, \\
    F &= [1.000.00], \\
    \xi &= F(\dot{x}_m(t) - \dot{x}_{si}(t)).
\end{align*}
\]

\(\xi\) is the controlling function of the controller and the results are shown in Figure 2, which sets out the results of the master and Nslave chaotic system behavior, the phase description of FHN master system, the four slave systems, and the portraits of their corresponding observers. Figure 3, showing Theorems 1 and 2, illustrates the normalized potential of the master and four slave systems and their respective observers, while Figure 4, showing Theorems 1 and 2, illustrates the master and four slave systems and their respective observer recovery variables. Errors exist between the corresponding states of the master system and its observer (\(X_M\text{-}X_{MO}\)) and the slave system and its corresponding observer (\(X_M\text{-}X_{SI}\)), as described in Figure 5, showing Theorems 1 and 2. The gain matrices of the master and slave observers are \(L_m\) and \(L_{si}\), which may affect the \(e_m(t)\) and \(es(t)\) In Equation (17), ‘\(F\)’ may have a clear effect on the \(e_{\text{al}}(t)\). If we change the values of the gain matrices, these directly affect the synchronizing time. Figure 6, showing Theorems 1 and 2, outlines errors between the state of the master and four slave systems (\(X_M\text{-}X_{SI}\)), and Figure 7, showing Theorems 1 and 2, demonstrates errors between the master observer states, corresponding to the four states of slave observers (\(X_M\text{-}X_{SI}\)).

**Remark 4.** It is important to mention that, for simplification purposes, in simulations, the unknown parameter \(\theta\) is considered as zero, which becomes the case discussed in Theorem 1.

![Figure 3. Cont.](image-url)
Figure 3. (a) Normalized potential of the master and four slave systems; (b) the respective observers of Theorems 1 and 2.

Figure 4. (a) Master and four slave systems and their respective observers; (b) observer recovery variables of Theorems 1 and 2.
Figure 5. Errors between the corresponding states of master and observer: (a) \((X_M - X_{MO})\) and slave; (b) corresponding observer \((X_{SI} - X_{SIO})\) of Theorems 1 and 2.

Figure 6. Cont.
The synchronization of the master and N-slave systems by means of CCS and CCAS observer-based control scheme. The simulation results demonstrate and prove the claim and these non-linear systems were reduced through application of the proposed methodology. The FHN neuronal system has been used for simulation to verify the authenticity of the proposed control scheme. CCAS observer-based control has a slower response than the CCS observer-based control with the input saturation problems.

Errors between the states of master and slave systems: (a) master; (b) four slave systems (XMO-XSIO) of Theorems 1 and 2.

Figure 6. Errors between the state: (a) master; (b) four slave systems (XM-XMO) and slave; (c) four slave systems (XMO-XSIO) of Theorems 1 and 2.

Errors between the corresponding states of master and slave systems: (a) corresponding to the four states of slave observers (XM-XSI) of Theorems 1 and 2.

Figure 7. (a) Errors between the master observers' states; (b) corresponding to the four states of slave observers (XM-XSI) of Theorems 1 and 2.
5. Conclusions

The synchronization of the master and N-slave systems by means of CCS and CCAS observers was introduced. Using these observers, errors between the master and N-slave non-linear systems were reduced through application of the proposed methodology. The CCAS observer-based control has a slower response than the CCS observer-based control scheme. This is because adaptation requires more calculation on a real-time basis. The FHN neuronal system has been used for simulation to verify the authenticity of the proposed control scheme. The simulation results demonstrate and prove the claim and these systems are successfully synchronized by means of CCS and CCAS observer-based control. The proposed methodology can be further modified to manage the input and output delays, to synchronize multiple systems under communication constraints, and to deal with the input saturation problems.
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