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Face recognition is one of the most popular and long-standing topics in computer vision. With the recent development of deep learning techniques and large-scale datasets, deep face recognition has made remarkable progress and been widely used in many real-world applications. Given a natural image or video frame as input, an end-to-end deep face recognition system outputs the face feature for recognition. To achieve this, a typical end-to-end system is built with three key elements: face detection, face alignment, and face representation. The face detection locates faces in the image or frame. Then, the face alignment is proceeded to calibrate the faces to the canonical view and crop them with a normalized pixel size. Finally, in the stage of face representation, the discriminative features are extracted from the aligned face for recognition. Nowadays, all of the three elements are fulfilled by the technique of deep convolutional neural network. In this survey article, we present a comprehensive review about the recent advance of each element of the end-to-end deep face recognition, since the thriving deep learning techniques have greatly improved the capability of them. To start with, we present an overview of the end-to-end deep face recognition. Then, we review the advance of each element, respectively, covering many aspects such as the to-date algorithm designs, evaluation metrics, datasets, performance comparison, existing challenges, and promising directions for future research. Also, we provide a detailed discussion about the effect of each element on its subsequent elements and the holistic system. Through this survey, we wish to bring contributions in two aspects: first, readers can conveniently identify the methods which are quite strong-baseline style in the subcategory for further exploration; second, one can also employ suitable methods for establishing a state-of-the-art end-to-end face recognition system from scratch.
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1 INTRODUCTION

Face recognition (FR) is an extensively studied topic in computer vision. Among the existing technologies of human biometrics, face recognition is the most widely used one in real-world applications. With the great advance of deep convolutional neural networks (DCNNs), the deep learning based methods have achieved significant improvements on various computer vision tasks, including face recognition. In this survey, we focus on 2D image based end-to-end deep face recognition which takes the general images or video frames as input, and extracts the deep feature of each face as output. We provide a comprehensive review of the recent advances of the elements of end-to-end deep face recognition. Specifically, an end-to-end deep face recognition system is composed of three key elements: face detection, face alignment, and face representation. In the following, we give a brief introduction of each element.
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Face detection is the first step of end-to-end face recognition. It aims to locate the face regions in the still images or video frames. Before the deep learning era, one of the pioneering works for face detection is Viola-Jones [230] face detector, which utilizes AdaBoost classifiers with Haar features to build a cascaded structure. Later on, the subsequent approaches explore the effective hand-craft features [8, 162, 169] and various classifiers [17, 123, 150] to improve the detection performance. One can refer to [286, 299] for a thorough survey of traditional face detection methods.

Next, face alignment refers to calibrate the detected face to the canonical view and crop it to a normalized pixel size, in order to facilitate the subsequent task of face representation computing. It is an essential intermediate procedure for face recognition system. Generally, the facial landmark localization is necessary for face alignment, while some approaches can directly generate aligned face from the input one. Most traditional works of facial landmark localization focus on either generative methods [36, 37] or discriminative methods [153, 345], and there are several exhaustive surveys about them [99, 247, 358].

In the face representation stage, the discriminative features are extracted from the aligned face images for recognition. This is the final and core step of face recognition. In early studies, many approaches calculate the face representation by projecting face images into low-dimensional subspace, such as Eigenfaces [227] and Fisherfaces [13]. Later on, handcrafted local descriptors based methods [3, 131] prevail in this area. For a detailed review of these traditional methods, one can refer to [7, 231, 307]. In the last few years, the face representation benefits from the development of DCNNs and witnesses great improvements for high performance face recognition.

This survey focuses on reviewing and analyzing the recent advances in each element. An important fact is that, the performance of face recognition depends on the contribution of all the elements (i.e., face detection, alignment and representation). In other words, inferiority in any one of the elements will become the bottleneck and harm the final performance. In order to establish high-performance end-to-end face recognition system, it is necessary to understand every element of the holistic framework and their intrinsic connection. A number of face recognition surveys have been published in the past twenty years. The main differences between our survey and the existing ones are summarized as follows.

- **The relationship between the elements and whole.** We provide the thorough discussion about the effect of each element on its subsequent one and the holistic system, which are overlooked in the existing surveys. From the existing experiments and detailed analysis, we can conclude the performance of the holistic system depends on the three elements. Therefore,
it is necessary to review them together for helping the readers who aim to establish state-of-the-art face recognition system from scratch.

- **More recently published works.** The publications in the last three years (2018-2020) are much more than all those published before 2018 (as illustrated in Fig. 1(a)). In view of the rapid development of face detection, face alignment and face representation in the past few years, this survey covers the recently published articles. By doing so, we provide the up-to-date review of the elements, and large number of newly presented methods.

- **New analysis for future work.** Based on the up-to-date review, we conclude the promising trends from the newest frontier, and several insightful thoughts of each element as well as the holistic system, to enlighten the future research.

Specifically, there are certain surveys [7, 231, 307] about face recognition who, however, do not cover deep learning based methods since they are published early before the deep learning era; besides, another set of surveys focus on 3D face recognition [16, 201] and specific tasks [49, 356]. Instead, we focus on the 2D face recognition which is the most needed in practical applications. For deep learning based 2D face recognition, there are a small number of articles that fulfil relevant survey, which differ from this paper in many ways. Among them, Ranjan et al. [177] do not include the recent techniques that rapidly evolved in the past few years. In fact, the number of published works has been increasing dramatically during these years (as shown in Fig. 1(a)). Wang and Deng [244] present a systematic review about deep face representation rather than the end-to-end face recognition. More recently, Insaf et al. [2] provide a review of 2D and 3D face recognition from the traditional to deep-learning era, while the scope is still limited in the face representation. In summary, the end-to-end face recognition, covering all the elements of the pipeline, needs to be systematically reviewed, while seldom of the existing survey articles attach importance to this task.

Therefore, we systematically review the deep learning based approaches of each element in the end-to-end face recognition, respectively. The review of each element covers many aspects: algorithm designs, evaluation metrics, datasets, performance comparisons, remaining challenges, and promising directions for future research. We hope this survey could bring helpful thoughts for better understanding of the big picture of end-to-end face recognition and deeper exploration in a systematic way. Specifically, the main contributions can be summarized as follows:

- We provide a comprehensive survey of the elements of end-to-end deep face recognition. We review the recent advances of each element, respectively, and present elaborated categorizations of them to make the readers understand them in a systematic way.
- We review the three elements from many aspects: algorithm designs, evaluation metrics, datasets, and performance comparison. Moreover, we point out the effect of each element on its subsequent elements and the holistic system.
- We collect the existing challenges and promising directions for each element and its subcategories to facilitate the future research, and further discuss the major challenges and future trends from the view of the holistic framework.

2 **OVERVIEW**

A typical end-to-end deep face recognition system includes three basic elements: face detection, face alignment, and face representation, as shown in Fig. 1(b). First, face detection localizes the face region on the input image. Then, face alignment is proceeded to normalize the detected face into the canonical layout. Finally, face representation devotes to extracting discriminative features from the aligned face. The features are used to calculate the similarity between them, in order to make the decision that whether the faces belong to the same identity.
Fig. 2. The structure of this survey. The left parts (Section 1, 2, 6) refer to the functional contents that provide overall introduction and discussion. The right parts (Section 3, 4, 5) refer to the technical contents that provide the detailed reviewing of three elements.

The structure of this survey is illustrated in Fig. 2. We structure the body sections (Section 3, 4, 5) with respect to the three elements, each of which is a research topic that covers abundant literatures in computer vision. We give an overview of the three elements briefly in this section, and dive into each of them in the following body sections.

2.1 Face Detection

Face detection is the first procedure of the face recognition system. Given an input image, the face detection aims to find all the faces in the image and give the coordinates of bounding box with a confidence score. The major challenges of face detection contain varying resolution, scale, pose, illumination, occlusion, etc. In Section 3, we provide a categorization of the deep learning based face detection methods from multiple dimensions, which includes multi-stage, single-stage, anchor-based, anchor-free, multi-task learning, CPU real-time and problem-oriented methods. It is worth noting that there exist overlapping techniques between the categories, because, the categorization is built up from multiple perspectives.

Differences to the existing survey of face detection. Minaee et al. [160] review face detection methods from the beginning of deep learning era, and categorize them by design of network architecture. Compared with them, our categorizing criterion covers poly-aspects. Specifically, we provide a multiple-dimension categorization, to discuss the face detection methods from many different perspectives, which will help us to better understand the developing line and conclude...
the future trend. Since face detection state of the art is relatively advanced, such comprehensive categorization is necessary for readers.

2.2 Face Alignment

In the second stage, face alignment aims to calibrate the detected face to the canonical view. Since human face appears with the regular structure, in which the facial parts (eyes, nose, mouth, etc) have constant arrangement, the alignment of face is of great benefit to the subsequent feature computation for face recognition. For most existing methods of face alignment, the facial landmarks, or so-called facial keypoints (as shown in Fig. 3), are indispensable, because they are involved as the reference for similarity transformation or affine transformation. So, the facial landmark localization is a prerequisite for face alignment. The DCNNs based facial landmark localization methods can be divided into three subcategories: coordinate regression, heatmap regression and 3D model fitting based approaches. Without relying on the facial landmarks, several approaches can directly output aligned face from the input by learning the transformation parameters. We will review these methods in Section 4.

Differences to the existing survey of face alignment. Previous surveys of face alignment [99, 247, 358] only focus on reviewing the facial landmark localization methods. Since the landmark-free face alignment is also a kind of methods to generate aligned images for face recognition, we further collect them in this survey.

2.3 Face Representation

As the key step of face recognition system, face representation devotes to learning deep face model and using it to extract features from aligned faces for recognition. The features are used to calculate the similarity of the matched faces. In Section 5, we provide a review of deep learning based methods for discriminative face features, and retrospect these methods with respect to the network architecture and the training supervision. For network architecture, we introduce the general architectures which are designed for a wide range of computer vision tasks, and the special architectures which are specialized for face representation. As for training supervision, we mainly introduce four schemes, including the classification, feature embedding, hybrid and semi-supervised schemes. Additionally, we present several specific face recognition scenes, including cross domain, low-shot learning and video based scenarios.

Differences to the existing survey of face representation. This survey aims to provide the readers with a better understanding of the end-to-end face recognition. Recently, Wang and Deng [244] present a systematic review about deep face recognition, in which they mainly focus on deep face representation, and the categorization of training loss is sub-optimal. For instance, they sort the supervised learning of deep face representation by Euclidean-distance based loss, angular/cosine-margin-based loss, softmax loss and its variations; while, in fact, almost all the angular/cosine-margin-based losses are implemented as the variation of softmax loss rather than an individual set. In contrast, we suggest a more reasonable categorization with three subcategories, i.e., classification, feature embedding, and hybrid methods (in Section 5.2).
3 FACE DETECTION

Face detection is the first step of end-to-end face recognition system, which aims to locate the face regions from the input images. In this section, first, we categorize and make comparison of the existing deep learning methods for face detection. Next, we introduce several popular datasets of face detection and the common metrics for evaluation. Finally, we provide a performance comparison of state-of-the-art face detection methods and detailed discussion about the effect of face detection on its subsequent elements.

3.1 Categorization of Face Detection

In order to present the deep face detection methods with a clear categorization, we group them with seven sets, i.e., multi-stage, single-stage, anchor-based, anchor-free, multi-task learning, CPU real-time, and problem-oriented methods (in Table 1). These sets are not necessarily exclusive, because we establish the categorization from multiple perspective. Fig. 4 is the development of representative methods for face detection.

3.1.1 Multi-stage methods.

Following the coarse-to-fine manner or the proposal-to-refine strategy, multi-stage based detectors first generate a number of candidate boxes, and then refine the candidates by one or more additional stages. The first stage employs sliding window to propose the candidate bounding boxes at a given scale, and the latter stages reject the false positives and refine the remaining boxes. In such regime, the cascaded architecture [119, 193, 301, 314] is naturally an effective solution for the coarse-to-fine face detection.

Face detection can be considered as a specific objective of general object detection. Thus, many works [27, 63, 93, 97, 124, 166, 176, 208, 304, 348] inherit the remarkable achievements from the general object detectors. For instance, Faster R-CNN [181] is a classic and effective detection framework which employs a region proposal network to generate region proposals with a set of dense anchor boxes in the first stage, and then refines the proposals in the second stage. Based on the proposal-to-refine scheme, many works have dedicated to improve the modeling of the refinement stage [93, 97, 208, 304, 348] and the proposal stage [27, 75, 124, 166, 202], and achieved great progress for accurate face detection. Apart from the modeling, how to train the multi-stage detector is another interesting topic. To tackle the issue of inferior optimization for multi-stage detectors, a joint training strategy [174] is designed for both Cascaded CNN [119] and Faster R-CNN to achieve end-to-end optimization and better performance.

3.1.2 Single-stage methods.

The single-stage methods accomplish the candidate classification and bounding box regression from the feature maps directly, without the dependence on proposal stage. A classic structure of single stage comes from a general object detector named Single Shot multibox Detector (SSD) [136]. It runs much faster than the multi-stage ones while maintaining...
Table 1. The categorization of deep face detection methods.

| Category        | Description                                                                 | Method                                                                                   |
|-----------------|----------------------------------------------------------------------------|-----------------------------------------------------------------------------------------|
| Multi-stage     | Detectors first generate candidate boxes, then the following one or more stages refine the candidates. | Faceess [287], HyperFace [176], STN [27], ConvNet-3D [124], SAFD [79], CMS-RCNN [348], Wan et al. [232], Jiang et al. [97], DeepIR [208], Grid loss [170], Face R-CNN [93], Face R-FCN [253], ZCC [347], FDNet [304], FA-IFPN [166], Cascade CNN [119], MTCCNN [314], Qin et al. [174], LLE-CNNs [63], PCN [193], FPN [301] |
| Single-stage    | Detectors accomplish face classification and bounding box regression from feature maps at once. | D3PD [59], DenseBox [89], UnitBox [294], HR [85], Faceboxes [321], SSH [165], SF-D [322], DCFPN [323], FAN [242], FANet [318], RSA [143], S3AP [202], PyramidBox [221], DFS [223], SFace [241], DFSID [110], RefineFace [318], SNN [32], PyramidBox++ [125], CenterFace [279], VIM-FD [302], ISRN [320], AlnioFace [308], ASFD [303], RetinaFace [41], HAMBox [415] |
| Anchor-based    | Detectors deploy a number of dense anchors on the feature maps, and then proceed the classification and regression on these anchors. | Wan et al. [232], Face Faster R-CNN [97], RSA [143], Face R-CNN [93], FDNet [304], DeepIR [208], SAFD [75], SSH [165], SF-D [322], DCFPN [323], Faceboxes [321], FAN [242], FANet [318], PyramidBox [221], ZCC [347], S3AP [202], DFS [223], SFace [241], RetinaFace [41], DFSID [120], RefineFace [318], SNN [32], VIM-FD [302], PyramidBox++ [125], FA-IFPN [166], SSHN [320], AlnioFace [308], Group Sampling [161], HAMBox [145], ASFD [303] |
| Anchor-free     | Detectors directly find faces without preset anchors. | DenseBox [89], UnitBox [294], CenterFace [279] |
| Multi-task      | Detectors jointly learn the classification and bounding box regression with additional tasks (e.g., landmark localization) in one framework. | STN [27], ConvNet-3D [124], HyperFace [176], MTCCNN [314], Face R-CNN [93], RetinaFace [41], DFS [223], FLDet [355], PyramidBox++ [125], CenterFace [279] |
| CPU real-time   | Detectors can run on a single CPU core in real-time for VGA-resolution images. | Cascade CNN [119], STN [27], MTCCNN [314], DCFPN [323], Faceboxes [321], PCN [193], RetinaFace [41], FLDet [355], FWI [99], FPN [301], CenterFace [279] |
| Problem-oriented| Detectors aim to solve specific challenges in face detection, such as tiny faces, occluded faces, rotated and blurry faces. | HR [63], SSH [165], SF-D [322], Bai et al. [9], PyramidBox [221], Grid loss [170], FAN [242], LLE-CNNs [63], PCN [193], Group Sampling [161] |

Comparable accuracy. Based on SSD, many studies [98, 221, 321–323] develop deep face detectors those are robust to different scales of face. As for the backbone architecture, many face detectors resort to the feature pyramid network (FPN) [127] which consists of a top-down architecture with skip connections and merges the high-level and low-level features for detection. The high-level feature maps provide rich semantic information, while the low-level layers supplement more local information. The feature fusion preserves the advantages from both sides, and brings great progress in detecting objects with a wide range of scales. Therefore, many single-stage face detectors [32, 41, 120, 125, 165, 221, 223, 242, 313, 320] are developed with the advantage of FPN. Not only handling the scale issue in face detection via FPN, but also these methods attempt to solve the inherent shortcomings of original FPN such like the conflict of receptive field.

Although the single-stage methods have the advantage of high efficiency, their detection accuracy is below that of the two-stage methods. It is partially because the imbalance problem of positives and negatives brought by the dense anchors, whereas the proposal-to-refine scheme is able to alleviate this issue. Accordingly, RefineDet [319] sets up an anchor refinement module in its network to remove large number of negatives. Inspired by RefineDet, SRN [32] presents a selective two-step classification and regression method; the two-step classification is performed at the low-level layers to obtain accurate location. Later on, many works [308, 318, 320, 330] improve SRN with several effective techniques, such as training data augmentation, improved feature extractor and training supervision, anchor assignment and matching strategy, multi-scale test strategy, etc.

Most aforementioned methods need to preset anchors for face detection, while some representative detectors of single-stage, such as DenseBox [89], UnitBox [294] and CenterFace [279], fulfill the detection without preset anchors. We will present them as anchor-free type in the next subsection.

3.1.3 Anchor-based and anchor-free methods. As shown in Table 1, most current face detectors are anchor-based due to the long-time development and superior performance. Generally, we preset the anchors on the feature maps, then fulfill the classification and bounding box regression on these anchors one or more times, and finally output the accepted ones as the detection results. Therefore, the anchor allocation and matching strategy are crucial to the detection accuracy. Most anchor-based
methods focus on the algorithms along this direction, such as scale compensation [145, 322], max-out background label [322], expected max overlapping score [347], group sampling by scale [161], etc. However, the settings (e.g., scale, stride, ratio, number) of anchors need to be carefully tuned for each particular dataset, limiting their generalization ability. Besides, the dense anchors increase the computational cost and bring the imbalance problem of positive and negative anchors.

Anchor-free methods [116, 224, 346] attract growing attention in general object detection. As for face detection, certain pioneering works have emerged in recent years. DenseBox [89] and UnitBox [294] attempt to predict the pixel-wise bounding box on face. CenterFace [279] regards face detection as a generalized task of keypoint estimation, which predicts the facial center point and the size of bounding box in feature map. In brief, the anchor-free detectors get rid of the preset anchors and achieve better generalization capacity. Regarding to the detection accuracy, it needs further exploration for better robustness to false positives and stability in training process.

3.1.4 Multi-task learning methods. Generally, the multi-task learning methods are designed for solving a problem together with other related tasks by sharing the visual representation. Here, we introduce the multi-task learning methods that train the face detector with the associated facial tasks or auxiliary supervision branches to enrich the feature representation and detection robustness. Many approaches [27, 89, 124, 279, 305, 314, 355] have explored the joint learning of face detection and facial landmark localization. Among them, MTCNN [314] is the most representative one, which exploits the inherent correlation between facial bounding boxes and landmarks. Subsequently, HyperFace [176] fuses the low-level features and high-level features to simultaneously conduct four tasks, including face detection, facial landmark localization, gender classification and pose estimation. Based on RetinaNet [128], RetinaFace [41] integrates face detection, facial landmark localization and dense 3D face regression in one framework. From the multi-task routine, we can see that the face detectors can benefit from the associated facial tasks. Moreover, certain methods [93, 125, 223, 241] exploit auxiliary supervision branches, such as segmentation branch, anchor-free branch, etc. These branches are used to boost the training of face detection.

3.1.5 CPU real-time methods. Although state-of-the-art face detectors have achieved great success in accuracy, their efficiency is not enough for real-world applications, especially on non-GPU devices. According to the demand of inference speed on CPU, we collect the CPU real-time face detectors [27, 41, 193, 279, 301, 321, 323, 355] here for convenient retrieval. These detectors are able to run at least 20 frames per second (FPS) on a single CPU with VGA-resolution input images. We provide a table in the supplemental material which shows the running efficiency of them, among which the lightweight backbone [41, 279], rapidly digested convolutional layer [321, 323], knowledge distillation [98] and region-of-interest (RoI) convolution [27] are the common practices.

3.1.6 Problem-oriented methods. We highlight some problem-oriented methods which are designed against a variety of specific challenges in face detection. Detecting faces with a wide range of scale is a long-existing challenge in face detection. A group of methods [85, 161, 165, 221, 322] are designed for scale-invariant face detection, including scale selection, multi-scale detection, dense anchor setting, scale balancing strategy, etc. The partially visible faces (i.e., with occlusion) is another issue that harms the detection recall. The existing solutions [63, 170, 242, 287] resort to the facial part arrangement, anchor-level attention and data augmentation by generation, etc. Likewise, the in-plane rotation is an existing factor that impedes face detection. To tackle this problem, PCN [193] calibrates the candidates against the rotation progressively.
Table 2. Statistics of popular datasets for face detection.

| Datasets       | Year | #Image | #Face | # of faces per image | Description                                      |
|----------------|------|--------|------|----------------------|--------------------------------------------------|
| ALFW [111]     | 2011 | 21,997 | 25,993 | 1.18                 | Training source for face detection.              |
| WIDER FACE [288]| 2016 | 16K    | 199K  | 12.43                | The largest face detection dataset.              |
| FDDB [229]     | 2010 | 2,845  | 5,171 | 1.82                 | A classic face detection benchmark.              |
| AFW [353]      | 2012 | 205    | 473   | 2.31                 | Multiple facial annotations.                    |
| PASCAL faces [280]| 2014 | 551    | 3,335 | 1.57                 | Large facial variations.                         |
| MALF [281]     | 2015 | 5,250  | 11,931| 2.27                 | Fine-grained evaluation.                        |
| WIDER FACE [288]| 2016 | 16K    | 194K  | 12.12                | The largest face detection dataset.              |
| MAFA [63]      | 2017 | 30,811 | 35,806| 1.16                 | Masked face detection.                          |

3.2 Evaluation Metrics and Datasets

3.2.1 Metrics. Like the general object detection, average precision (AP) is a widely used metric for evaluating the face detection methods. AP is derived from the precision-recall curve. To obtain precision and recall, Intersection over Union (IoU) is used to measure the overlap of the predicted bounding box ($Box_p$) and the ground-truth ($Box_{gt}$), which can be formulated as

$$\text{IoU} = \frac{\text{area}(Box_p \cap Box_{gt})}{\text{area}(Box_p \cup Box_{gt})} \quad (1)$$

The prediction of face detector includes a predicted bounding box and its confidence score. The confidence score is used to determine whether to accept this according to the confidence threshold. Then, an accepted prediction can be regarded as true positive (TP) if the IoU is larger than a preset IoU threshold (usually 0.5 for face detection). Otherwise, it will be regarded as a false positive (FP). After determining the TP and FP, the precision-recall curve can be drawn by varying the confidence threshold. AP is computed as the mean precision at a series of uniformly-spaced discrete recall levels [57]. Apart from AP, the receiver operating characteristic (ROC) curve is also adopted as the metric, such as the evaluation in FDDB [229]; frames per second (FPS) is used to measure the runtime efficiency of detectors.

3.2.2 Datasets. We introduce several widely used datasets for face detection. The statistics of them are given in Table 2. Among them, FDDB [229] is a classic dataset of unconstrained face detection which includes low resolution, occlusion and difficult pose variations. It is noteworthy that FDDB uses ellipse as ground-truth instead of rectangular box. The images in PASCAL faces dataset [280] are taken from the Pascal person layout dataset [58]. WIDER FACE [288] provides a large number of training data and a challenging test benchmark with large data variations.

3.3 Performance Comparison

Table 3 shows the performance of the existing face detectors on WIDER FACE validation and test subsets. From the viewpoint of subcategory, we can observe that the single-stage methods with anchor-based mechanism (e.g., RefineFace [318], HAMBox [145]) dominate the state-of-the-art performance. For many real-world applications, MTCNN [314], Faceboxes [321], and RetinaFace [41] are the widely used face detectors for building a face recognition system, since they can achieve good balance between the detection accuracy and efficiency.

3.4 Effect on the Subsequent Elements

Face detection is the very first procedure in the end-to-end face recognition system, and thereby plays the role of input towards face alignment and face representation. The quality of detection bounding box directly influences on the performance of the subsequent alignment. There are two possible cases, i.e., the loss of facial region and the excessively residual context region in the
The performance of state-of-the-art methods on the WIDER FACE [288] validation and test subsets. The evaluation metric is AP.

| Method          | Publication | Subcategory       | WIDER FACE Val   | WIDER FACE Test  |
|-----------------|-------------|-------------------|------------------|------------------|
| FaceNet-WIDER   | CVPR'16     | Multi-stage       | 0.713            | 0.694            |
| MTCNN           | CVPR'16     | Multi-stage       | 0.964            | 0.944            |
| CSIS-RCNN       | DLB'17      | Multi-stage       | 0.899            | 0.874            |
| Face R-CNN      | arXiv'17    | Multi-stage, Anchor-based | 0.937          | 0.915            |
| Face R-FCN      | CVPR'17     | Multi-stage, Anchor-based | 0.947          | 0.934            |
| ZUCC            | CVPR'18     | Multi-stage, Anchor-based | 0.949          | 0.935            |
| PANet           | arXiv'19    | Multi-stage, Anchor-based | 0.950          | 0.930            |
| FA-RPN          | CVPR'19     | Multi-stage, Anchor-based | 0.949          | 0.945            |
| MT-CNN          | SPL'16      | Multi-stage, CPU real-time, Multi-task learning | 0.848          | 0.825            |
| HR              | CVPR'17     | Single-stage      | 0.925            | 0.910            |
| SSHI            | ECCV'17     | Single-stage, Anchor-based | 0.931          | 0.921            |
| SP3D            | ICCV'17     | Single-stage, Anchor-based | 0.931          | 0.929            |
| FAN            | arXiv'17    | Single-stage, Anchor-based | 0.952          | 0.940            |
| PyramidBox      | ECCV'18     | Single-stage, Anchor-based | 0.961          | 0.950            |
| SRN             | AAC'19      | Single-stage, Anchor-based | 0.964          | 0.952            |
| VIM-FD          | arXiv'19    | Single-stage, Anchor-based | 0.967          | 0.957            |
| LambdaBox       | CVPR'19     | Single-stage, Anchor-based | 0.964          | 0.957            |
| ISN             | arXiv'19    | Single-stage, Anchor-based | 0.967          | 0.958            |
| AlینoFace       | arXiv'19    | Single-stage, Anchor-based | 0.971          | 0.961            |
| RefineFace      | TPAMI'20    | Single-stage, Anchor-based | 0.971          | 0.962            |
| HAMBox          | CVPR'20     | Single-stage, Anchor-based | 0.976          | 0.964            |
| ASD            | arXiv'20    | Single-stage, Anchor-based | 0.972          | 0.956            |
| Faceboxes       | ICRA'17     | Single-stage, Anchor-based, CPU real-time | 0.849          | 0.766            |
| LFPS*           | CVPR'18     | Single-stage, Anchor-based, Multi-task learning | 0.969          | 0.959            |
| PyramidBox++    | arXiv'19    | Single-stage, Anchor-based, Multi-task learning | 0.965          | 0.959            |
| CentriFace      | arXiv'19    | Single-stage, Anchor-free, CPU real-time, Multi-task learning | 0.953          | 0.924            |
| RetinaFace      | CVPR'20     | Single-stage, Anchor-based, CPU real-time, Multi-task learning | 0.971          | 0.961            |

Fig. 5. The accuracy of face detection can influence on the subsequent elements, i.e., face alignment and face representation. (a) Inaccurately detected bounding boxes will bring the performance degradation to facial landmark localization [275]. (b) A more robust face detector can further improve the recognition accuracy [41].
Fig. 6. The development of representative methods for face alignment. The orange, blue, green, and yellow represent coordinate regression, heatmap regression, 3D model fitting, and landmark-free face alignment methods, respectively. One can refer to Table 4 for the references of these methods.

Table 4. The categorization of face alignment methods.

| Category                        | Description                                                                 | Method                                                                 |
|---------------------------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------|
| Landmark-based Face Alignment   | Coordinate regression                                                      | DCNC [212], EFLL [344], CFAN [312], TCDN [331], RAR [273], MDM [226], TSR [149], JFA [277], SIR [271], Wing loss [61], AAN [296], ODN [350], HyperFace [176], MTCNN [314], RetinaFace [41], FLDet [355], CenterFace [279], RDN [133] |
|                                 | Heatmap regression                                                          | CALE [19], RED [171], Yang et al. [139], FAN [20], LAB [264], SAN [51], FALGCN [158], DU-Net [222], Guo et al. [70], PCD-CNN [113], RCNL×ELT [81], HR-Net [240], Zhang et al. [311], SA [147], FHR [219], Awing loss [249], DeCAF [38], JESLE [57], FAB [207], KDNN [29], Dong et al. [52], LaplaceKL [182], LUVLi [114], PropagationNet [94] |
|                                 | 3D model fitting                                                            | LPFA [101], 3DDFA [351], FacePoseNet [25], PIPASCNN [182], DeFA [141], RDR [272], Bhagavatula et al. [14], Zhang et al. [309], FR-Net [60], PAPA [121] |
| Landmark-free Face Alignment    | Directly output aligned faces without the explicit use of landmark.         | Hayat et al. [76], E2c [340], ReSt [263], GridFace [343], Wei et al. [256], RDC-Face [332] |

4 FACE ALIGNMENT

Given the detected face, face alignment aims to calibrate unconstrained faces to the canonical layout for facilitating the downstream tasks of recognition and analysis. In this section, we review the mainstream routines for face alignment, including landmark-based face alignment, and landmark-free face alignment. Fig. 6 shows the development of representative methods for face alignment.

4.1 Landmark-based Face Alignment

Landmark-based face alignment utilizes the spatial transformation to calibrate faces to the predefined canonical layout by involving the facial landmarks as the reference. Therefore, the facial landmark localization is the core task of landmark-based alignment. We sort the existing landmark-based alignment methods into three subcategories, i.e., coordinate regression based methods, heatmap regression based methods and 3D model fitting based methods.

4.1.1 Coordinate regression. The coordinate regression based methods regard the landmark coordinates as the numerical objective of the regression via neural networks. In other words, they focus on learning the nonlinear mapping from the face image to the landmark coordinate vectors. Following the coarse-to-fine manner, most methods employ cascaded regression [149, 212, 312, 344] or recurrent neural network (RNN) [226, 273] to progressively refine the prediction of landmark coordinate. Besides, the multi-task learning is also a common routine to facilitate landmark localization with the related facial tasks, such as face detection [41, 176, 279, 314, 355] and facial attribute recognition [277, 331]. Moreover, many regression methods employ the L1, L2, or smoothed L1 loss functions, which are effective but, nonetheless, sensitive to outliers. To handle this problem, Wing loss [61] amplifies the impact of the samples with small or medium range errors. The above methods study the facial landmark localization on still images. For video face landmark localization,
how to leverage the temporal information across frames becomes necessary. TSTN \cite{132} develops a two-stream architecture, which locates the landmark from a single frame and captures the temporal consistency for refinement. Besides, SBR \cite{53} proposes to exploit the optical flow coherency of detected landmarks when training with video data.

4.1.2 Heatmap regression. In contrast to the coordinate regression, the heatmap regression based methods output likelihood response maps of each landmark. The early exploration \cite{19} studies how to aggregate the score maps and refine the prediction with DCNNs. Later on, Newell et al. \cite{168} design stacked hourglass (HG) network to generate heatmap for human pose estimation, which has achieved great success. As the facial landmark localization task is similar to the human pose estimation, many works \cite{20, 44, 91, 100, 249, 311} adopt the stacked HG network for facial landmark localization and greatly improve the state-of-the-art performance.

The dense pixel-wise classification by the fully convolutional network (FCN) is an effective way for the heatmap regression task. The HG structure can be regarded as an instance of the fully convolutional network. Beyond the HG structure, a number of effective network architectures \cite{38, 51, 113, 158, 240} are newly designed for heatmap regression. Among them, DeCaFA \cite{38} utilizes stacked U-nets to preserve the spatial resolution, and landmark-wise attention maps to extract local information around the current estimation. High-resolution network (HR-Net) \cite{240} is designed to maintain the high-resolution representation and shows its advantage for landmark-kind tasks.

The above-mentioned wing loss, which is designed for the coordinate regression, however, does not guarantee the convergence for the heatmap regression, due to the imbalance pixel number of foreground and background. To address this issue, Wang et al. \cite{249} propose adaptive wing loss to penalize more on foreground pixels than on background pixels; similarly, PropNet \cite{91} presents a focal wing loss which adjusts the loss weight of samples in each mini-batch.

Some facial landmarks have ambiguous definition, such as those on cheek, leading to inconsistent annotations by different annotators. Besides, the landmarks in occluded facial regions also cause imprecise annotations. Many methods \cite{29, 114, 147, 147, 264, 357} devote to these two issues. Facial boundary heatmap \cite{264} is a good choice to provide the facial geometric structure for reducing the semantic ambiguities. Regarding the semantic ambiguities as noisy annotation, Liu et al. \cite{147} provide another path to estimate the real landmark location with a probabilistic model. More recently, KDN \cite{29} and LUVLi \cite{114} propose to estimate the uncertainty of predictions. The uncertainty can be used to identify the images in which the face alignment fails.

4.1.3 3D model fitting. Considering the explicit relationship between 2D facial landmarks and 3D face shape, the 3D model fitting based methods reconstruct the 3D face shape from 2D image, and then project it onto the image plane to obtain the 2D landmarks. Compared with the regular 2D methods which estimate a set of landmarks, 3D model fitting based methods are able to fit faces with 3D model of thousands of vertexes and align them with large poses.

Since the cascaded regression is an effective manner to estimate model parameters, some methods \cite{101, 141, 351} combine the cascaded CNN regressor with a dense 3D Morphable Model (3DMM) \cite{15} to estimate the 3D face shape. Despite many advantages, the cascaded CNNs often suffer from the lack of end-to-end training. As a roundabout, Jourabloo et al. \cite{102} attempt to fit a 3D face model through a single CNN, which consists of several blocks to adjust the 3D shape and projection matrix according to the features and predictions from the previous blocks.

Although the above methods take great advantages from 3DMM, the diverse facial shape would lead to inaccurate 2D landmark location, especially when the 3D shape coefficients are sparse. To tackle this problem, RDR \cite{272} proposes to fit 3D faces by a dynamic expression model and use a recurrent 3D-2D dual learning model to alternatively refine 3D face model and 2D landmarks. Beyond regressing the parameters of 3D face shape, Faster-TRFA \cite{14} and FacePoseNet \cite{25} estimate
Table 5. Statistics of popular facial landmark datasets. "-" refers to none official protocol for splitting the training and test set.

| Datasets       | Year | # Total | # Training | # Test | # Point | Description                                      |
|----------------|------|---------|------------|--------|---------|-------------------------------------------------|
| Multi-PIE [67] | 2008 | 755,370 | -          | -      | 68      | The largest facial dataset in controlled condition. |
| LFPW [12]      | 2010 | 2,845   | -          | -      | 35      | Images taken from uncontrolled setting.           |
| ALFW [111]     | 2011 | 24,386  | 20,000     | 4,386  | 21      | A large-scale facial landmark dataset.            |
| AFW [353]      | 2012 | 473     | -          | -      | 6       | Multiple facial annotations.                     |
| HELEN [117]    | 2012 | 2,330   | 2,000      | 330    | 194     | Providing dense landmark annotations.             |
| COFW [21]      | 2013 | 1,852   | 1,345      | 507    | 29      | Containing occluded faces.                       |
| 300-W [183]    | 2013 | 3,837   | 3,148      | 689    | 68      | The most frequently used dataset of facial landmark. |
| 300-VW [192]   | 2015 | 114     | 50         | 64     | 68      | A video facial landmark dataset.                  |
| Menpo [298]    | 2017 | 28,273  | 12,014     | 16,259 | 68      | Containing both semi-frontal and profile faces.  |
| WFLW [264]     | 2018 | 10,000  | 7,500      | 2,500  | 98      | Multiple annotations and large variations.        |
| JD-landmark [144]| 2019 | 15,393  | 13,393     | 2,000  | 106     | Covering large facial variations.                |

the warping parameters of rendering a different view of a general 3D face model. Besides, some methods [60, 309] aim to directly regress the landmarks from the 3D coordinates of face shape.

4.2 Landmark-free Face Alignment

Landmark-free face alignment methods integrate the alignment transformation processing into DCNNs and output aligned face without relying on facial landmarks. This set of methods generally employ the spatial transformer network (Spatial-TN) [95] for geometric warping, where the transformation parameters are learned via end-to-end training. Based on Spatial-TN, Hayat et al. [76] and Zhong et al. [340] propose to optimize the face alignment with a subsequent module of face representation jointly. Since the facial variations are quite complex with various factors, some methods [263, 343] are designed to improve the deformation ability of Spatial-TN. Besides, the radial distortion of face images is another common problem, which is brought by the wide-angle cameras. RDCFace [332] presents a cascaded network which learns the rectification against the radial lens distortion, the face alignment transformation, and the face representation in an end-to-end manner.

4.3 Evaluation Metrics and Datasets

We introduce the commonly used evaluation metrics and datasets for face alignment. As presented in the following part of this subsection, most landmark-based methods employ the quantitative metrics, such as normalized mean error. Besides, landmark-free methods employ the evaluation oriented to face recognition, and we will describe their metrics in the face representation section.

4.3.1 Metrics. The widely used evaluation metric is to measure the point-to-point Euclidean distance by normalized mean error (NME), which can be defined as

\[ NME = \frac{1}{M} \sum_{k=1}^{M} \frac{\| p_k - g_k \|_2}{d}, \]  

where \( M \) is the number of landmarks, \( p_k \) and \( g_k \) represent the prediction and ground-truth coordinates of the face landmarks, \( k \) denotes the index of landmarks, and \( d \) refers to the normalized distance which is used to alleviate the abnormal measurement caused by different face scales and large pose. There are four types of normalized distance for computing NME, i.e., the geometric mean of the width and height of the face bounding box, the distance between the outer corners of eyes, the distance between the pupils, and the diagonal of the face bounding box.

The cumulative errors distribution (CED) curve is also used as an evaluation criterion. CED is a distribution function of NME. The vertical axis of CED represents the proportion of test images that have an error value less than or equal to the error value on the horizontal axis. The area under
the curve (AUC) also provides a reference of how the algorithm performs at a given error:

\[
AUC_\alpha = \int_0^\alpha f(e)de,
\]

where \( \alpha \) is the given error corresponding to the upper bound of integration calculation, \( e \) is the progressive normalized errors and \( f(e) \) refers to the CED curve. Larger AUC indicates better performance. Based on CED curve, failure rate can be used to measure the robustness of an algorithm, which denotes the percentage of samples in the test set whose NME is larger than a threshold.

### 4.3.2 Datasets

The facial landmark datasets can be sorted by the constrained condition and in-the-wild condition. The statistics of these datasets are given in Table 5. CMU Multi Pose, Illumination, and Expression (Multi-PIE) [67] is the largest facial dataset in constrained condition, which provides 337 subjects with 15 predefined poses, 19 illumination conditions and 6 facial expressions. The annotated facial landmarks are 68 points for frontal faces and 39 points for profile ones.

In addition, more in-the-wild datasets [12, 21, 111, 117, 144, 185, 192, 264, 298, 353] are proposed for facial landmark localization. Among them, 300-W [185] is the most frequently used dataset, which follows the annotation configuration of Multi-PIE and re-annotates the images in LFPW, wild condition. The statistics of these datasets are given in Table 5. CMU Multi Pose, Illumination, which denotes the percentage of samples in the test set whose NME is larger than a threshold.
Fig. 7. Appropriate face alignment policy is beneficial to face recognition in many situations [278]. The indicated choices of alignment policy are different in number of used facial landmarks, cropping size of face image, and vertical shift. Among them, ArcFace [41] employs a 5-point alignment template, and MFR [22] utilizes a 25-point one. TightROI [278] involves few external facial feature (e.g., jaw-line, ears, part of hair), which lacks useful facial features. SuperRoI [278] uses large cropping size, which potentially covers irrelevant background. FAPS [278] is designed to search an optimal face alignment template. The latter three policies use 68 landmarks which provide adequate information for computing the affine transformation matrix.

4.4 Performance Comparison

Table 6 shows the comparison of state-of-the-art facial landmark localization methods on various test datasets, including 300-W, WLFW-ALL, ALFW-Full, and COFW. Among coordinate regression based methods, Wing loss [61] is a simple but effective approach which has been widely used. More recently, the heatmap regression based methods attract more attention, since they can obtain the leading performance by maintaining facial structure information throughout the models.

4.5 Effect on the Face Representation

Face alignment is the intermediate procedure. The study of how face alignment influences on face representation is vital for tuning the recognition system to attain its maximum effect. For landmark-based face alignment, a set of inaccurate facial landmarks will harm the alignment and then impede the following feature computation as well. Specifically, human faces appear in the images with similar layout, and such layout can be regarded as a template in spatial coordinates. In fact, the alignment is accomplished mostly by warping the face to the predefined coordinates according to the predicted landmarks. Then, the face representation model learns identity feature from facial images with such layout. Once the predicted landmarks are inaccurate, the facial image will drift away from the predefined coordinates, which is unexpected layout for the face representation model. Guo et al. [70] and Deng et al. [41] both compare the widely used MTCNN [314] and their methods, and find that poor landmark localization will bring shift variation, while robust face alignment can boost recognition accuracy, especially for the cross-pose face recognition. Besides, as discussed in certain studies [172, 189, 278], the configuration of face alignment process (so-called face alignment policy), including the number of used facial landmarks, the cropping size of face image, and the vertical shift, greatly influences on the performance of face recognition. As shown in Fig. 7, the results from [278] indicate that the proper face alignment policy is beneficial to face recognition in many situations. Moreover, a moderate degree of spatial transformation is required in the alignment processing [256]. Both limited and excessive transformation will bring disturbance.

5 FACE REPRESENTATION

Subsequent to face alignment, the face representation stage aims to map the aligned face images to a feature space, where the features of the same identity are close and those of different identities are far apart. In practical applications, there are two major tasks of face recognition, i.e., face verification and face identification. The face verification refers to predict whether a pair of face
images belong to the same identity. The face identification can be regarded as an extension of face verification, which aims to determine the specific identity of a face (i.e., probe) among a set of identities (i.e., gallery); moreover, in the case of open-set face identification, a prior task is needed, whose target is predicting whether the face belongs to one of the gallery identities or not.

For both the face verification and face identification, face representation is used to measure the similarity between face images. Therefore, how to learn discriminative face representation is the core target. With the advanced feature learning ability of DCNNs, face representation has made great progress. In the followings, we provide a systematic review of the learning methods of face representation from two major aspects, i.e., network architecture and training supervision.

### 5.1 Network Architectures

The recent improvement of face representation partly benefits from the advance of deep architecture design. We first review the literature of network architecture for face representation learning. According to the designing purpose, we divide them into general architectures and specialized architectures. The general architectures are the basic and universal designs for common visual recognition tasks in the first place, and applied to face representation learning afterward. The specialized architectures include the modified or ensemble designs oriented to face recognition.

#### 5.1.1 General architectures

With the advanced feature learning ability of DCNNs [34, 64, 77, 84, 112, 198, 217, 236], face representation has made great progress. Among them, AlexNet [112] obtains the first place in ImageNet [40] competition (ILSVRC) 2012 and achieves significant improvement compared with the traditional methods. Then, VGGNet [198] presents a more generic network, which replaces the large convolutional kernels by the stacked 3x3 ones, enabling the network to grow in depth. In order to enlarge the network without the extra increase of computational budget, GoogleNet [217] develops an inception architecture to concatenate the feature maps that
are generated by the convolutions of different receptive field. Soon, GoogleNet is applied to face representation learning, namely FaceNet [189]. More recently, ResNet [77] proposes a residual structure to make it possible for training deep networks that have hundreds of layers. ResNet is a modern network that has been widely used on many visual tasks, including face recognition. Additionally, several lightweight neural networks [83, 94, 151, 186, 328] are proposed to achieve the trade-off between speed and accuracy. All of them have been employed as backbone network for representation learning in the face recognition literature after being designed.

5.1.2 Specialized architectures. The aforementioned architectures are initially proposed for general visual tasks. Besides, many works develop specialized architectures for face representation learning. At first, many works [48, 209, 213, 214] attempt to assemble multiple convolution networks together for learning multiple local features from a set of facial patches. Given the human face appearing with regular arrangement of facial parts (eyes, nose, mouth, etc), such combination of multiple networks with respect to facial part can be more reliable than a single network. Besides, Xie et al. [274] design an end-to-end architecture, namely Comparator Network, to measure the similarity of two sets of a variable number of face images. Certain approaches [105, 106] develop feature-pair relational network to capture the relations between a pair of local appearance patches. More recently, FANFace [282] integrates the face representation network and facial landmark localization network, so that the heatmap of landmarks will boost the features for recognition.

In addition, many studies [30, 56, 154, 216, 265, 266] focus on developing the lightweight architecture. To reduce the parameters of deep networks, SparseNet [216] proposes to iteratively learn sparse structures from the previously learned dense models. Light-CNN [266] introduces a max-feature-map (MFM) activation function to gain better generalization ability than ReLU for face recognition; based on MFM, a lightweight architecture is developed that achieves the advantages in terms of runtime efficiency and model size. MobileFaceNet [30] replaces the global average pooling layer in the original MobileNet [186] with a global depth-wise convolution layer so the output feature can be improved by the spatial importance in the last layer.

It is worth noting that, in some landmark-free face alignment methods [76, 256, 263, 332, 340, 343] which have been presented in Section 4.2, the network can be optimized with respect to the objective of face representation learning and face alignment jointly.

5.2 Training Supervision

Besides network architectures, the training supervision also plays a key role for learning face representation. The objective of supervision for face representation learning is to encourage the faces of same identity to be close and those of different identities to be far apart in the feature space.

Following the convention of representation learning, we categorize the existing methods of training supervision for face representation into supervised scheme, semi-supervised scheme,
and unsupervised scheme. Although there are certain deep unsupervised learning methods [71, 129, 195, 255] for face clustering, in this review, we focus on the supervised and semi-supervised ones which comprise the major literature of state-of-the-art face recognition. Fig.8 shows the development of training supervision for face representation learning. In the supervised scheme, we can further categorize the existing works into three subsets, i.e., classification, feature embedding and hybrid methods. The classification methods accomplish face representation learning with a $N$-way classification objective, regarding each of the $N$ classes as an identity. The feature embedding methods aim to optimize the feature distance between samples with respect to the identity label, which means maximizing the inter-person distance and minimizing the intra-person distance. Besides, several works employ both classification and feature embedding routine to jointly train the network, namely hybrid methods. As for the semi-supervised scheme, several works exploit the labeled and unlabeled faces for representation learning.

5.2.1 Classification scheme. The classification based deep face representation learning is derived from the general object classification task. Each class corresponds to an identity that contains a number of faces of the same person. The softmax max function is the most widely used supervision for classification task, which consists of a fully-connected (FC) layer, the softmax function and the cross-entropy loss. For face representation learning, DeepFace [220] and DeepID [214] are the pioneers of utilizing softmax to predict the probability over a large number of identities of training data. Their training loss function can be formulated as follows:

$$
\mathcal{L} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{W_{y_i}^T x_i + b_{y_i}}}{\sum_{j=1}^{c} e^{W_{j}^T x_i + b_{j}}},
$$

where $N$ is the batch size, $c$ is the number of classes (identities), $y_i$ is the ground-truth label of sample $x_i$, $W_{y_i}$ is the ground-truth weight vector of sample $x_i$ in the FC layer, and $b_j$ is the bias term. The term inside the logarithm is the predicted probability on the ground-truth class. The training objective is to maximize this probability. Based on the softmax loss function, NormFace [237] and COCO loss [142] study the necessity of the normalization operation and apply $L_2$ normalization constraint on both features and weights with omitting the bias term $b_j$. To effectively train with the normalized features, a scale factor is adopted to re-scale the cosine similarity between the features and the weights. Specifically, the normalized softmax loss function can be reformulated as

$$
\mathcal{L} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos(\theta_{y_i})}}{e^{s \cos(\theta_{y_i})} + \sum_{j=1, j\neq y_i}^{c} e^{s \cos \theta_j}},
$$

where $\cos(\theta_j)$ derives from the inner product $W_j^T x_i$ with the $L_2$ normalization on weights $W_j = \frac{W_j}{\|W_j\|_2}$ and features $x_i = \frac{x_i}{\|x_i\|_2}$, and $s$ is the scale parameter.

To further improve the intra-class compactness and inter-class separateness, L-softmax [138] replaces the ground-truth logit $\cos(\theta_{y_i})$ with $(-1)^k \cos(m\theta_{y_i}) - 2k$, $\theta_{y_i} \in \left[\frac{k\pi}{m}, \frac{(k+1)\pi}{m}\right]$, where $m$ is the angular margin that being a positive integer, and $k$ is also an integer that $k \in \{0, m - 1\}$. Similar to L-softmax, SphereFace [137] applies an angular margin in the ground-truth logit $\cos(\theta_{y_i})$ to make the learned face representation to be more discriminative on a hypersphere manifold. However, the multiplicative angular margin in $\cos(m\theta_{y_i})$ leads to potentially unstable convergence during the training. To overcome the problem, AM-softmax [235] and CosFace [239] present an additive margin penalty to the logit, $\cos(\theta_{y_i}) + m_1$, which brings more stable convergence. Subsequently, ArcFace [42] introduces an additive angular margin inside the cosine, $\cos(\theta_{y_i} + m_2)$, which corresponds to the geodesic distance margin penalty on a hypersphere manifold. The
following is a unified formulation of AM-softmax, CosFace, and ArcFace:

\[
L = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s(\theta_{yi}+m_1)}}{e^{s(\cos(\theta_{yi}+m_2)+m_1)} + \sum_{j=1,j\neq yi}^{c} e^{s\cos \theta_j}},
\]

where \(m_1 < 0\) represents the additive cosine margin of AM-softmax and CosFace, and \(m_2 > 0\) denotes to the additive angular margin of ArcFace. They are easy to be implemented and can achieve better performance than the original softmax loss. Going further with the margin based supervision, AdaptiveFace [134] and Fair loss [130] propose the adaptive margin that being class-wise in the training data. The purpose is to address the imbalance distribution problem in the training dataset.

Resorting to the advantage of hard sample mining strategy [128, 197], some approaches [92, 251, 295] reformulate the negative (non-ground-truth) logit in softmax loss function. For example, MV-softmax [251] proposes to re-weight the negative logit to emphasize the supervision on the mis-classified samples, and thus to improve the representation learning from the negative view. In addition, certain studies [326, 327] deeply analyze the formulation of margin-based softmax loss function from the perspective of classification probability, and propose hyperparameter-free approaches for face representation learning.

More recently, many methods [22, 26, 86, 109, 148, 194, 196, 250, 270, 342] go further with the classification supervision for face representation learning. Some of them [86, 250, 342] focus on the noise-robust face representation learning, and some of the others [148, 270] tackle the issue of performance degradation of low-bit quantified model. Wu et al. [270] regard the quantization error as the combination of class error and individual error, and propose a rotation-consistent margin loss to reduce the latter error which is more critical. Besides, PFE [194] and DUL [26] propose to take into account the data uncertainty for modeling deep face representation, preventing from the uncertainty issue caused by low quality face images.

5.2.2 Feature embedding scheme. Feature embedding scheme aims to optimize the feature distance according to the label of sample pair. If the pair belong to the same identity, i.e., positive pair, the objective is to minimize the distance or to maximize the similarity; otherwise, i.e., negative pair, to maximize the distance or to minimize the similarity. For instance, contrastive loss [209, 211, 215, 289] direct optimizes the pair-wise distance with a margin that to encourage positive pairs to be close together and negative pairs to be far apart. The loss function to be minimized is written as

\[
L_c = \begin{cases} 
\frac{1}{2} \|f(x_i) - f(x_j)\|_2^2 & \text{if } y_i = y_j, \\
\frac{1}{2} \max(0, m_d - \|f(x_i) - f(x_j)\|_2)^2 & \text{if } y_i \neq y_j,
\end{cases}
\]

where \(y_i = y_j\) denotes \(x_i\) and \(x_j\) are positive pair, \(y_i \neq y_j\) denotes negative pair, \(f(\cdot)\) is the embedding function, and \(m_d\) is the non-negative distance margin. The contrastive loss drives the supervision on all the positive pairs and those negative pairs whose distance is smaller than the margin.

FaceNet [189] first applies the triplet loss [190, 257] to deep face representation learning. Different from contrastive loss, the triplet loss encourages the positive pairs to have smaller distance than the negative pairs with respect to a margin,

\[
L_t = \sum_i^N \left[ \|f(x^a_i) - f(x^p_i)\|_2^2 - \|f(x^a_i) - f(x^n_i)\|_2^2 + m_d \right]_+,
\]

where \(m_d\) is the distance margin, \(x^a_i\) denotes the anchor sample, \(x^p_i\) and \(x^n_i\) refer to the positive sample and negative sample, respectively. The contrastive loss and triplet loss take into account only one negative sample each time, while negative pairs are abundant in training data and deserve
throughout involvement in training supervision. Therefore, N-pair loss [200] generalizes the triplet loss to the form with multiple negative pairs, and gained further improvement on face recognition.

Compared with the supervision of classification, feature embedding can save the parameters of the FC layer in softmax, especially when the training dataset is in large scale. But the batch size of training samples limits the effectiveness of feature embedding. To alleviate this problem, some approaches [152, 199, 203] propose the hard sample mining strategy to exploit the effective information in each batch, which is crucial to promote the performance of feature embedding.

5.2.3 Hybrid methods. The hybrid methods refer to those which apply classification and feature embedding together as the supervisory signals. DeepID series [209, 211, 211] utilize softmax loss and contrastive loss jointly for learning face representation. Later, several methods [45, 55, 259, 336] improve the feature embedding portion within the hybrid scheme, by utilizing either the intra-class or the inter-class constraints. Some methods [325, 342, 352] show the advantage for handling the long-tail distributed data which is a widely-existing problem in FR. Generally, the classification scheme works well on the head data but poorly on the tail data. Compared with classification scheme, the feature embedding scheme is able to provide the complementary supervision on the tail data. Thus, the combination of classification and feature embedding can improve the training on long-tail distributed data. More recently, Sun et al. [210] propose a circle loss from a unified perspective of the classification and embedding learning, which integrates the triplet loss with the cross-entropy loss to simultaneously learn deep features with pair-wise labels and class-wise labels.

5.2.4 Semi-supervised scheme. The aforementioned methods focus on supervised learning. Constructing labeled dataset requires much of annotation effort, while large amount of unlabeled data is easily available. Therefore, it is an attractive direction that to exploit the labeled and unlabeled data together for training deep models. For semi-supervised face representation learning, assuming the identities of unlabeled data being disjoint with the labeled data, several existing works [284, 285, 302] focus on generating the pseudo labels for unlabeled data. However, these methods assume non-overlapping identities between unlabeled and labeled data, which is generally impractical in real-world scenarios. Consequently, the unlabeled samples of overlapping identity will be incorrectly clustered as a new class by the pseudo-labeling methods. The intra-class label noise in pseudo-labeled data is another problem. To address these issues, RoyChowdhury et al. [183] separates unlabeled data into samples of disjoint and overlapping classes via an out-of-distribution detection algorithm. Besides, they design an improved training loss based on uncertainty to alleviate the label noise of pseudo-labeled data.

5.3 Specific Face Recognition Tasks
5.3.1 Cross-domain face recognition. Here, the term of cross-domain refers to a generalized definition that includes various factors, such like cross-age and cross-pose FR. As deep learning is a data-driven technique, the deep network usually works well on the training domains but poorly on the unseen ones. In real-world applications of face recognition, it is essential to improve the generalization ability of face representation across various domain factors. In the following, we discuss certain aspects of cross-domain FR; also, the current solutions are presented.

Cross-age: As the facial appearance has large intra-class variation along with the growing age, identifying faces across wide range of age is a challenging task. For such cross-age FR, there are two directions. The first direction [54, 228, 238, 252, 258, 276] aims to learn age-invariant face representation by decomposing deep face features into age-related and identity-related components. The second direction is based on generative mechanism. In this way, several methods [6, 108, 248] attempt to synthesize faces of target age, but they present imperfect preservation of the original
identities in aged faces. Thus, supplementary methods [5, 204, 254, 333] are designed to improve the identity-preserving ability during the face aging.

**Cross-pose:** In unconstrained conditions, such as surveillance video, the cameras cannot always capture the frontal face image for every appeared subject. Thus, the captured faces have large pose variation from frontal to profile view. However, generating the frontal faces will increase the burden of face recognition system. Cao et al. [23] alleviate this issue by transforming the representation of a profile face to the frontal view in the feature space. Another problem is that the number of profile faces are much fewer than frontal ones in the training data. Thus, some generative approaches [43, 87, 225, 335] propose to synthesize identity-preserving faces of arbitrary poses to enrich the training data. Moreover, certain methods [1, 104, 155] develop multiple pose-specific deep models to compute the multi-view face representations.

**Racial bias:** Due to the imbalance distribution of different races in training data, the deep face feature shows favorable recognition performance to the races of large proportion in training data than those of small proportion. Recently, Wang et al. [246] construct an in-the-wild face dataset (RFW) with both identity and race annotation, which consists of four racial subsets, i.e., Caucasian, Asian, Indian, and African. Besides, they propose a domain adaptation method to alleviate the racial bias. Later on, RL-RBN [245] sets a fixed margin for the large-proportion races and automatically select an optimal margin for the small-proportion races, in order to achieve balanced performance.

**Cross-modality:** Cross-modality face recognition generally refers to the heterogeneous face recognition, which performs with a pair of input face images captured by different sensing modalities, such as infrared vs. visible, or sketch vs. photo. How to alleviate the domain gaps between different modalities is the major challenge. Besides, the available infrared or sketch images are of very limited number. The existing works mainly handle these two issues. Many methods [62, 140, 163, 180, 188, 233] exploit the transfer learning, i.e., pretraining on the visible-light (VIS) images and finetuning with the infrared or sketch data, to reduce the domain discrepancy. Another set of methods [47, 79, 80, 267] decompose the cross-modality features to the modality-specific and modality-invariant components, and use the latter one for the recognition task. Moreover, recent methods [78, 118, 205, 243, 290, 310, 316, 317, 349] aim to synthesize the common VIS image from infrared or sketch input, and then perform the regular FR in the VIS domain.

### 5.3.2 Low-shot face recognition

Low-shot learning in face recognition focuses on the condition of identification of low-shot face IDs, each of which has a small number of samples. MS-Celeb-1M low-shot learning benchmark [72] is most used, which has about 50 to 100 training samples per ID in the base set and only one training sample per ID in the novel set. The target is to recognize the IDs in both base and novel sets. The key challenge is to correctly recognize the subjects in the novel set which has only one training sample per ID. To tackle this problem, many methods [31, 72, 199, 269, 292] improve the low-shot face recognition with better training supervision or strategy. Besides, face generation [33, 82, 206] is another effective routine for low-shot issue.

### 5.3.3 Video face recognition

The above methods focus on still image-based face recognition. For video face recognition, a common way [28, 50] is to equally consider the importance of each frame and simply average a set of deep features as the template. However, this routine does not consider the different quality of frames and the temporal information across frames. How to obtain an optimal template feature in video is the major challenge of video face recognition. Several methods [65, 66, 146, 283] aggregate the frame-level features with the attention weights or quality scores. Synthesizing representative or high-quality face image from a video sequence is another possibility [171, 178]. Additionally, certain methods [139, 157, 179] model the temporal-spatial information with the attention mechanism and find the focus of video frames.
5.4 Evaluation Metrics and Datasets

5.4.1 Metrics. The performance of face recognition is usually evaluated on two tasks: verification and identification, each of which has its corresponding evaluation metrics. Specifically, two sets of samples, i.e., gallery and probe, are required for the evaluation. The gallery refers to a set of faces registered in the face recognition system with known identities, while the probe denotes a set of faces need to be recognized in verification or identification. Before discussing the commonly used evaluation metrics, we first introduce some basic concepts. A face recognition system determines whether to accept the matching of a probe face and a gallery face by comparing their similarity, computed by some measurement between their features, with a given threshold. Specifically, when a probe face and a gallery face are the same identity, a true acceptance (TA) means their similarity is above the threshold, and a false rejection (FR) represents their similarity is below the threshold; if they are different identities, a true rejection (TR) means their similarity is below the threshold, and a false acceptance (FA) means their similarity is above the threshold. These are the basic concepts to build the evaluation metrics in the followings. One can refer to [68, 69] for more details.

Verification task: Face verification is often applied in identity authentication system, which measures the similarity of face pairs. One presents his or her face and claims the enrolled identity in the gallery. Then, the system determines whether it accepts the person being the same one of the claimed identity by calculating the similarity between the presented face and the claimed face. Thus, the verification task can be regarded as a one-to-one face matching process. The false accept rate (FAR) and true accept rate (TAR) are used to evaluate the verification performance. FAR is the fraction of impostor pairs with the similarity above the threshold, which can be calculated by \( \frac{FA}{FA+TR} \). TAR represents the fraction of genuine pairs with the similarity above the threshold, which can be calculated by \( \frac{TA}{TA+FR} \). Then, by varying the threshold, the ROC curve can be drawn by many operating points, each of which is determined by a pair of TAR vs. FAR. The ROC curve (with TAR value at selected FAR) and its AUC (i.e., area under curve) are widely used to evaluate the performance for the face verification task.

Identification task: Face identification task determines whether a probe face belongs to a enrolled identity in the gallery set. To this end, the probe face needs to be compared with every person in the gallery set. Thus, the identification task can be also referred as one-to-N face matching. Generally, face identification includes two tasks, i.e., the open-set and closed-set identification. The open-set identification task refers to that the probe face is not necessarily the very identity contained in the gallery set, which is the most general case in practice. The true positive identification rate (TPIR) and false positive identification rate (FPIR) are the most used metrics for the following two situations. The first situation refers to that the probe corresponds to an enrolled identity in the gallery set. This situation is called mate searching, and the probe is called mate probe. The succeeded mate searching represents that the rank of true matching is higher than the target rank, and meanwhile its similarity is above the threshold. In such case, the mate probe is correctly identified as its true identity, and the mate searching is measured by the TPIR which represents the proportion of succeeded trials of mate searching. The second is non-mate searching, in which the probe does not correspond to any enrolled identity (i.e., non-mate probe). The non-mate searching is measured by the FPIR which reports the proportion of non-mate probes wrongly identified as enrolled identity. By fixing the rank and varying the threshold, the ROC curve can be drawn by many operating points, each of which is determined by a pair of TPIR vs. FPIR. The ROC curve (TPIR value at a given FPIR) is used to evaluate performance in the open-set face identification task.

In the closed-set scenario, the identity of each probe face is included in the gallery set. The cumulative match characteristic (CMC) curve is used for evaluating the closed-set face identification. The CMC curve is drawn by the operating points that are determined by a pair of identification
Table 8. The commonly used public datasets for training and testing deep face recognition.

| Dataset | Year | # Subject | # Image/Video | # of Img/ Vid per Subj | Description |
|---------|------|-----------|---------------|------------------------|-------------|
| CASIA-WebFace [289] | 2014 | 10,575 | 494,114/- | 47 | The first public large-scale face dataset |
| VGGFace [172] | 2015 | 2,622 | 2,651/- | 1,000 | Containing large number of images in each subject |
| CelebA [297] | 2015 | 10,177 | 202,599/- | 20 | Rich annotations of attributes and identities |
| UMDFaces [11] | 2015 | 8,277 | 367/- | 45 | Abundant variation of facial pose |
| MS-Celeb-1M [73] | 2016 | 100K | 10M/- | 100 | A large-scale public dataset of celebrity faces |
| Megaface [107, 167] | 2016 | 6,720,057 | 4,754/- | 7 | A long-tail dataset of non-celebrity |
| VGGFace2 [24] | 2017 | 9,131 | 3,314/- | 363 | A high-quality dataset with a wide range of variation |
| UMDFaces2 [10] | 2017 | 3,167 | -/- | 22,075 | A video training dataset collected from YouTube |
| MS-Celeb-1M Low-shot [72] | 2017 | 20K,1K | 1M,1K/- | 58.1 | Low-shot face recognition |
| IMDb-Face [234] | 2018 | 57K | 1,754/- | 29 | A large-scale noise-controlled dataset |
| QMUL-SurvFace [234] | 2018 | 5,319 | 220,890/- | 41 | A low-resolution surveillance dataset |
| Glint360k [4] | 2021 | 360K | 175/- | 47 | A large-scale and cleaned dataset |
| WebFace260M [354] | 2021 | 4M | 260M/- | 65 | Large number of images in each subject |

Test

| Dataset | Year | # Subject | # Image/Video | # of Img/ Vid per Subj | Description |
|---------|------|-----------|---------------|------------------------|-------------|
| LFW [88] | 2007 | 5,749 | 13,233/- | 2.3 | A classic benchmark in unconstrained conditions |
| YouTube Faces (YTF) [262] | 2011 | 1,595 | -/- | 3.452 | Face recognition in unconstrained videos |
| CDF [324] | 2011 | 1,194 | 2,388/- | 2 | Photo-sketch face recognition |
| CASIA NIR-VIS v2.0 [122] | 2017 | 725 | 17,580/- | 24.2 | Near-infrared vs. RGB face recognition |
| IJB-A [110] | 2018 | 360 | 3,712,208/- | 11.4/12 | A large-scale public dataset of celebrity faces |
| CFP [191] | 2016 | 500 | 7,000/- | 14 | A low-shot face recognition |
| MS-Celeb-1M Low-shot [72] | 2016 | 20K,1K | 100K,20K/- | 5.28 | Low-shot face recognition |
| Megaface [107, 167] | 2016 | 690,572 | 1M/- | 1.4 | A large-scale benchmark with one million faces |
| IJB-B [266] | 2017 | 1,845 | 11,754/7,011 | 6.37/3.8 | Set-based face recognition with full pose variation |
| CALFW [158] | 2017 | 4,025 | 12,114/- | 3 | Cross-age face verification |
| AgeDB [164] | 2017 | 570 | 16,516/- | 29 | Cross-age face verification |
| SLLFW [46] | 2017 | 5,749 | 13,233/- | 2.3 | Improving the difficulty of negative pairs in LFW |
| CPLFW [337] | 2017 | 3,968 | 11,652/- | 2.9 | Cross-pose face verification |
| Trillion Pairs [39] | 2018 | 1M | 1.58M/- | 1.6 | A large-scale benchmark with massive distractors |
| IJB-C [156] | 2018 | 3,531 | 31,334/11,779 | 6.3 | Set-based face recognition with large variation |
| IJB-S [103] | 2018 | 282 | 5,656,352 | 28/12 | Real-world surveillance videos |
| RFW [246] | 2018 | 11,429 | 40,607/- | 3.6 | For reducing racial bias in face recognition |
| DFW [115] | 2018 | 600 | 7,771/- | 13 | Disguised face recognition |
| QMUL-SurvFace [234] | 2018 | 10,254 | 242,617/- | 23.7 | Low-resolution surveillance videos |

Among them, VGGFace [172] and VGGFace2 [24] contain many training samples for each subject. To make it possible for fair comparison, Yi et al. [289] release the CASIA-WebFace dataset, which has been one of the most widely-used training datasets. Afterward, more public training datasets are published to provide abundant face images for training deep face model. Among them, VGGFace [172] and VGGFace2 [24] contain many training samples for each subject. In contrast, MS-Celeb-1M [73], Megaface [107], IMDb-Face [234] and WebFace260M [354] provide a large number of subjects with relatively less training samples per subject.

Test data: As for testing, Labeled Faces in the Wild (LFW) [88] is classic and the most widely used benchmark for face recognition in unconstrained environments. The original protocol of LFW contains 3,000 genuine and 3,000 impostor face pairs, and evaluates the mean accuracy of rate vs. rank. The identification rate refers to the fraction of probe faces that are correctly identified as the true identities, thus the CMC curve reports the fraction of the true matching with a given rank, and the identification rate at rank one is the most commonly used indicator of performance. It is noteworthy that the CMC is a special case of the TPIR when we relax the threshold.

5.4.2 Datasets. With the development of deep face recognition, another key role to promote face representation learning is the growing datasets for training and test. In the past few years, the face datasets have become large scale and diverse, and the testing scene has been approaching to the real-world unconstrained condition. The statistics of them are presented in Table 8.

Training data: Large-scale training datasets are essential for learning deep face representation. The early works often employ the private face datasets, such as Deepface [220], FaceNet [189], DeepID [209]. To make it possible for fair comparison, Yi et al. [289] release the CASIA-WebFace dataset, which has been one of the most widely-used training datasets. Afterward, more public training datasets are published to provide abundant face images for training deep face model.
Table 9 shows the performance of face representation methods on various test datasets. "Training Data" denotes the number of training face images used by the methods. For the evaluation on MegaFace, "Id." refers to the rank-1 face identification accuracy with 1M distractors, and "Ver." refers to the face verification TAR at $10^{-6}$ FAR. For the evaluation on IJB-B and IJB-C, we report the 1:1 verification TAR (@FAR=$10^{-4}$). The performance with "$^\ast$" refers to the evaluation on the refined version of MegaFace [42]. "-" indicates that the authors do not report the performance with the corresponding protocol.

| Method          | Publication   | Subcategory | Training Data | Backbone | LFV | MegaFace | IJB-B | IJB-C | YTF | CALFW | CPLFW | CFP-FP | AgeDB0 |
|-----------------|---------------|-------------|---------------|----------|-----|----------|-------|-------|-----|-------|-------|--------|--------|
| DeepID [220]    | CVPR'14       | Classification | 4M | CNN-8   | 97.35 | 94.1 | 95.4 | - | - | - | - | - | - | - |
| DeepID [220]    | CVPR'14       | Classification | 0.3M | CNN-8 | 97.41 | - | - | - | - | - | - | - | - | - |
| L-Sofmax [138]  | ICML'18       | Classification | 0.3M | VG_GN818 | 99.10 | 97.12 | 90.42 | - | - | - | - | - | - | - |
| NeumFace [239]  | ACCV'17       | Classification | 0.3M | ResNet-28 | 99.12 | - | - | - | - | - | - | - | - | - |
| SphereFace [137] | CVPR'17      | Classification | 0.3M | ResNet-64 | 99.42 | 72.72 | 83.56 | - | - | - | - | - | - | - |
| ResNet-64       | CVPR'17       | Classification | 0.3M | ResNet-64 | 99.01 | 65.18 | - | - | - | - | - | - | - | - |
| E-ResNet [180]  | SPL'17        | Classification | 0.3M | ResNet-20 | 98.98 | 72.47 | 84.44 | - | - | - | - | - | - | - |
| AM-sofmax [235] | SPL'18        | Classification | 0.3M | ResNet-20 | 98.98 | 72.47 | 84.44 | - | - | - | - | - | - | - |
| CosFace [239]   | CVPR'16       | Classification | 3M | ResNet-64 | 99.71 | 82.72 | 96.65 | - | - | - | - | - | - | - |
| ComparatorNet [234] | ECCV'18    | Classification | 3.3M | ResNet-50 | 96.1 | 80.9 | - | - | - | - | - | - | - | - |
| ArcFace [42]    | CVPR'19       | Classification | 0.5M | ResNet-50 | 99.57 | 77.50 | 92.34 | - | - | - | - | - | - | - |
| FairFace [130]  | ECCV'19       | Classification | 0.5M | ResNet-50 | 99.57 | 77.45 | 92.37 | - | - | - | - | - | - | - |
| CornerNet [194] | ICCV'19       | Classification | 4.8M | ResNet-64 | 99.82 | 78.99 | 92.51 | - | - | - | - | - | - | - |
| FAIS [282]      | AAAI'20       | Classification | 0.5M | ResNet-50 | 99.56 | 78.32 | 92.83 | - | - | - | - | - | - | - |
| TURL [196]      | CVPR'20       | Classification | 4.8M | ResNet-100 | 99.78 | 78.60 | 95.04 | - | - | - | - | - | - | - |
| HCF [51]        | CVPR'17       | Classification | 1.0M | ResNet-50 | 99.00 | - | 97.9 | - | - | - | - | - | - | - |
| AdNet [136]     | ECCV'18       | Classification | 2.3M | ResNet-50 | 99.71 | 97.41 | - | - | - | - | - | - | - | - |
| PISCGrad [327]  | CVPR'19       | Classification | 2.3M | ResNet-50 | 99.72 | 97.25 | - | - | - | - | - | - | - | - |
| Adaface [158]   | CVPR'19       | Classification | 3M | ResNet-50 | 99.82 | 97.02 | 95.64 | - | - | - | - | - | - | - |
| ArcFace [42]    | CVPR'19       | Classification | 5.8M | ResNet-100 | 99.32 | 80.35 | 98.48 | 91.2 | 97.7 | 95.45 | 92.08 | 88.23 | 98.15 | - |
| MVAM-sofmax [251] | AAAI'20       | Classification | 3.2M | Attention-26 | 99.79 | 98.00 | 98.31 | - | - | - | - | - | - | - |
| L2Face [126]    | CVPR'20       | Classification | 3M | ResNet-64 | 99.83 | 91.24 | 99.84 | - | - | - | - | - | - | - |
| IR [22]         | CVPR'20       | Classification | 5.8M | ResNet-50 | 99.78 | 96.35 | 96.56 | - | - | - | - | - | - | - |
| FaceNet [189]   | CVPR'15       | Embedding | 490M | GoogleLeNet-22 | 99.64 | - | - | - | - | - | - | - | - | - |
| VGGFace [172]   | BMVC'13       | Embedding | 4.6M | CNN-36 | 99.51 | 64.79 | 78.32 | - | - | - | - | - | - | - |
| N-pair Loss [106] | NIPS'16      | Embedding | 0.3M | CNN-10 | 98.50 | - | - | - | - | - | - | - | - | - |
| GridFace [143]  | ECCV'18       | Embedding | 10M | GoogleLeNet-22 | 99.70 | - | - | - | - | - | - | - | - |
| DeepFace2 [209] | NeurIPS'14    | Hybrid | 0.3M | CNN-8 | 99.15 | 65.21 | 78.86 | - | - | - | - | - | - | - |
| SparseNet [216] | CVPR'15       | Hybrid | 0.3M | CNN-13 | 99.30 | - | - | - | - | - | - | - | - | - |
| CNTNet [239]    | ACCV'17       | Hybrid | 0.3M | CNN-18 | 99.28 | 80.14 | 80.14 | - | - | - | - | - | - | - |
| Ring Loss [139] | CVPR'18       | Hybrid | 3.5M | ResNet-64 | 99.50 | 74.93 | - | - | - | - | - | - | - | - |
| PIN [106]       | ECCV'18       | Hybrid | 2.8M | ResNet-101 | 99.78 | - | 84.5 | - | - | - | - | - | - | - |
| ReAmazing [136] | CVPR'17       | Hybrid | 0.1M | ResNet-20 | 99.81 | 75.19 | 71.11 | - | - | - | - | - | - | - |
| UniformFace [55] | CVPR'19       | Hybrid | 3.8M | ResNet-34 | 99.6 | 79.98 | 95.26 | - | - | - | - | - | - | - |
| ASPP [105]      | ICCV'19       | Hybrid | 2.8M | ResNet-101 | 99.63 | 90.88 | 97.21 | - | - | - | - | - | - | - |
| CircleFace [220] | CVPR'20       | Hybrid | 3M | ResNet-50 | 99.77 | 97.81 | - | - | - | - | - | - | - | - |

Verification on these 6,600 pairs. So far, the state-of-the-art accuracy has been saturated on LFW, whereas the total samples in LFW are more than those in the original protocol. Based on this, BLUFR [126] exploits all the face images in LFW for a large-scale unconstrained face recognition evaluation; SLLFW [46] replaces the negative pairs of LFW with more challenging ones. In addition, CFP [191], CPLFW [337], CALFW [338], AgeDB [164] and RFW [246] utilize the similar evaluation metric of LFW to test face recognition with various challenges, such as cross pose, cross age and multiple races. MegaFace [107, 167] and Trillion Pairs [39] focus on the performance at the strict false accept rates (i.e., $10^{-6}$ and $10^{-9}$) on face verification and identification with million-scale distractors. The above datasets focus on image-to-image face recognition, whereas YTF [262], IJB series [103, 110, 156, 260], and QMUL-SurfaFace [234] serve as the evaluation benchmark of video-based face recognition. Especially, IJB-S and QMUL-SurfaFace are constructed from real-world surveillance videos, which are much more difficult and realistic than the tasks on still images.

### 5.5 Performance Comparison

Table 9 shows the performance of face representation methods on various test datasets. Among them, CosFace [239] and ArcFace [42] are the two commonly used methods in many applications of face recognition. In addition, with the growing datasets for training and test, the closed-set
Table 10. Summary of the major challenges towards end-to-end deep face recognition.

| Challenges                  | Description                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| The issues of each element. |                                                                             |
| Face detection              | • Trade-off between detection accuracy and efficiency.                      |
|                             | • Accuracy of the bounding box location.                                     |
|                             | • Detecting faces with a wide range of scale.                               |
| Face alignment              | • Annotation ambiguity and granularity.                                      |
| Face representation         | • limited training data and computational budget.                           |
|                             | • Surveillance video face recognition.                                      |
|                             | • Noisy label and imbalance data.                                           |
| The common issues across the elements. |                                 |
| Facial / image variations   | • Large pose, extreme expression, occlusion, facial scale.                  |
|                             | • Motion blur, low illumination, low resolution.                            |
| Data / label distribution   | • Limited labeled data, label noise.                                         |
|                             | • Usage of unlabeled data.                                                  |
|                             | • Imbalance over scale, identity, race, domain, modality.                   |
| Computational efficiency    | • Inference on non-GPU device and edge computing.                           |
|                             | • Fast training and convergence.                                            |
| The issues concerning to the entire system. |                                 |
| Interpretability            | • Explainable learning and inference.                                       |
| Joint modeling and optimization | • End-to-end training and inference.                                        |
|                             | • Unified learning objective.                                                |
|                             | • Mutual promotion.                                                         |
| Universal pretraining       | • Universal pretrained facial representation.                               |
| Trustworthiness             | • Robustness, fairness, explainability, security, and privacy.              |

Classification training on the large-scale datasets enables to approach the open-set face recognition scenario. This could be the reason why the classification based training methods have been widely studied and dominated the state-of-the-art performance in recent years. One can find the publication trend of three supervised training schemes with the increasing scale of public face datasets in the supplementary material.

6 DISCUSSION AND CONCLUSION

Deep face recognition still remains a number of issues for each element. In the following, we first analyze the major challenges towards end-to-end deep face recognition and the subcategories of each element. Then, we provide a detailed discussion about the promising future trends for each element and the entire system. Finally, the conclusion of this survey is presented.

6.1 Challenge

The top rows of Table 10 elaborate the issues of each element. For face detection, the state-of-the-art methods are eager for trade-off between detection accuracy and efficiency. For example, in many applications, resizing the input image is a common practice of acceleration for detectors, while it harms the recall of tiny faces as well. In the unconstrained condition, human faces with large variation tend to be missed by detectors, whereas the diverse image background often leads to false positives. Besides, detecting faces with a wide range of scale is also a great challenge. As for the face alignment procedure, the facial landmark localization methods are still not robust enough when working with extreme variations, such as severe occlusion, large pose, low illumination. In addition, the annotation ambiguity, such as the landmarks on cheek, is a common problem in datasets. Besides, most of the existing facial landmark datasets provide the annotation of 68 or 106 points. More landmark points enable to depict the abundant facial structure. For the face representation learning, although existing methods achieve high accuracy on various benchmarks, it is still challenging when training data and computational budget are very limited. In addition, surveillance face recognition is a common scenario, where the challenges include various facial
variations, such large poses, motion blur, occlusion, low illumination and resolution, etc. Imbalance distribution of training data also brings issues to the face representation learning, such as long-tail distribution over face identities or domains.

The middle rows of Table 10 elaborate the common issues shared between face detection, alignment and representation. We can find that the issues mainly include three aspects, i.e., facial and image variations, data and label distribution, and computational efficiency. For example, in the first aspect, the facial variations include large facial pose, extreme expression, occlusion and facial scale, while the image variations include the objective factors such as motion blur, low illumination and resolution which occur frequently in video face recognition. Another example indicates the need of training efficiency, including fast training and convergence, both of which devote to accelerating the learning of large face representation network (hundreds of layers normally) from weeks to hours; the former generally focuses on the mixed precision training or the distributed framework for large-scale training (over millions of identities), while the latter focuses on improving the supervision, initialization, updating manner, activation, architectures, etc. Here, rather than replaying every detail, we leave Table 10 to readers for exploring the common challenges and further improvement. It is worth mentioning that all the elements will benefit from the solutions against these issues, since they are the common issues across the elements.

The bottom of Table 10 indicates the major challenges from the perspective of entire system. For instance, ideally, the three elements should be jointly modeled and optimized with respect to the end-to-end accuracy. On the one hand, such integration provides a possibility to search global optimal solution for the holistic system; on the other hand, the individual elements of the system can benefit from the upstream ones. However, the elements have different learning objectives regarding to their own tasks. How to unify these learning objectives is a challenging and critical issue for the joint optimization. One can find a group of works [41, 76, 256, 263, 314, 332, 334, 340, 343] attempting to integrate face detection and alignment, or face alignment and representation for a joint boost. But face detection is still difficult to be integrated with face representation because they have quite different objectives and implementation mechanisms.

In addition, we are going deeper with Table 11 about the major challenges towards the subcategories of each element. For instance, since the anchor-based face detector needs to pre-define a large number of anchors, the settings of preset anchors need to be carefully tuned for each particular dataset, which limits the generalization ability of face detectors. In contrast, anchor-free face detector needs further exploration for better robustness to false positives and stability in training process.

6.2 Future Trend
To address the above challenges, a number of worthwhile research directions need to be explored in the future.

6.2.1 Face detection.
- **Generalized anchor settings.** The existing anchor-based methods design the anchor setting from many aspects, such as assignment and matching strategy [120, 125, 145, 221, 322], attributes tuning [32, 321, 347], and sampling strategy [161]. The well-tuned anchors may limit the generalization ability of face detectors. Hence, it is worth to explore a generalized anchor setting that can be used for different application demand.
- **Anchor-free face detection framework.** Anchor-free detectors [116, 224, 346] show flexible designs and more potential in generalization ability for object detection. However, a small number of works [89, 279, 294] have explored the anchor-free mechanism and its advantages for face detection.
Table 11. Summary of the major challenges towards the subcategories for each element.

| Element          | Subcategory                        | Challenges Description                                                                 |
|------------------|------------------------------------|----------------------------------------------------------------------------------------|
| Face detection   | Multi-stage                        | Runtime efficiency.                                                                    |
|                  | Single-stage                       | Detecting tiny faces.                                                                  |
|                  | Anchor-based                       | Well-tuned anchors.                                                                    |
|                  | Anchor-free                        | Training stability and robustness to false positives.                                   |
|                  | CPU real-time                      | Trade-off between accuracy and efficiency.                                             |
|                  | Multi-task learning                | Balance of multi-task training supervision.                                             |
|                  | Problem-oriented                   | Low-illumination and low-resolution.                                                    |
|                  | Landmark-based — Coordinate regression | Prediction bias due to poor initialization.                                             |
|                  | Landmark-based — Heatmap regression | High computational cost.                                                                |
|                  | Landmark-based — 3D model fitting  | Runtime efficiency.                                                                    |
|                  | Landmark-free                      | Loss of identity discriminative information.                                           |
| Face representation | Training supervision — Classification | Training on imbalance data.                                                            |
|                  | Training supervision — Feature embedding | Efficient training on large-scale datasets.                                          |
|                  | Training supervision — Hybrid      | Unified training supervision of classification and feature embedding.                   |
|                  | Specific Tasks — Cross-age         | Recognizing identities across a wide range of age.                                     |
|                  | Specific Tasks — Cross-pose        | Large pose variation.                                                                  |
|                  | Specific Tasks — Racial bias       | Bias reduction.                                                                        |
|                  | Specific Tasks — Cross-modality    | Domain generalization.                                                                 |
|                  | Specific Tasks — Low-shot          | One-shot learning.                                                                     |
|                  | Specific Tasks — Video-based       | Low quality of frames.                                                                 |

6.2.2 Face alignment.

- **High robustness and efficiency.** There is a large amount of facial variations in real-world conditions, which requires the alignment methods being robust to various input faces while keeping efficiency as an intermediate step of the system.
- **Dense landmark localization.** The most existing datasets employ 68 or 106 keypoints as annotation configuration. They are enough for face alignment (usually 5 keypoints needed), but insufficient to the complex face analysis tasks, such as facial motion capture. Besides, the dense landmarks will help to locate more accurate alignment-needed keypoints.
- **Video-based landmark localization.** How to make better use of the temporal information is a major challenge for video-based landmark localization. This topic will enable to address the problems in video, such as large poses, motion blur, low illumination and resolution, etc.
- **Semi-supervised landmark localization:** The extensive research on landmark localization belongs to the regime of supervised learning, which needs the precise annotated landmarks. However, it is expensive and inefficient to obtain large-scale dataset with the precise annotations. As explored by the pioneering works [52, 53, 81, 182], the semi-supervised routine is a feasible and valuable solution for facial landmark localization.

6.2.3 Face representation.

- **Lightweight face recognition:** The large memory and computational cost often makes it impractical to employ heavy-weight networks on mobile or embedded devices. Although many works [30, 56, 154, 265, 266, 270] have studied lightweight face recognition, there is still large room to improve the lightweight models with high efficiency and accuracy.
• **Robustness to variations in video:** It highly requires robust face representation models against varying conditions in surveillance video. The robustness to low image quality and large facial pose is the core demand in many practical applications.

• **Noisy label learning:** Label noise is an inevitable problem when collecting large-scale face dataset. Certain works [39, 42, 234, 329] study how to remove the noisy data, and some others [86, 250, 342] aim at learning noise-robust face representation. But most of them are susceptible to the ability of the initial model, and need to be more flexible in real-world scenarios. It is still an open issue for noisy label learning in face recognition.

• **Cross domain face recognition:** There are many different domain factors in face data, such as facial age, pose, race, imaging modality, and some works [23, 54, 225, 245, 246, 258, 316] have studied the face recognition across a small fraction of them. How to obtain a universal representation for cross domain face recognition is a challenging research topic.

• **Learning with imbalance data:** Representation learning on the long-tail data is longstanding topic in many datasets. With the scarcity of intra-class variations, the subjects with limited training samples are usually neglected. The domain bias caused by imbalance data scale is another problem. It is worth to handle these problems in a unified framework.

• **Learning with unlabeled faces:** There are a large amount of unlabeled face data in practical applications. However, it is excessively expensive to manually annotate them when the dataset keeps growing. Recently, semi-supervised learning and face clustering methods attract increasing attention. How to effectively employ unlabeled data for boosting face recognition is a promising direction.

6.2.4 **Towards the entire system.** There is very little work to solve the major challenges from the perspective of entire system. We present several promising directions of this area in the following.

• **Interpretable deep models:** Although the explainable artificial intelligence, so-called XAI, has been studied for a long time, the explainable deep face recognition is in its infancy [261, 291, 300, 341]. There are two ways to access the interpretability for deep face recognition, i.e., the top-down and bottom-up, respectively. The top-down way resorts to the human prior knowledge for algorithm exploration, since human shows superior ability of face recognition than deep models in many tough conditions. The bottom-up way denotes the exploration from the perspective of face data itself, such as modeling the explainable deep face recognition in spatial and scale dimension.

• **Joint modeling for the holistic system:** Despite the three elements having different optimized objective, it is still worth to exploit the end-to-end trainable deep face recognition, and study how they can be further improved through the jointly learning. Furthermore, beyond the topic of this survey, there is also an open question that how should we develop a single network to perform the end-to-end face recognition.

• **Universal face representation pretraining:** Most studies of face recognition focus on the specific tasks, but overlooking how to learn a pre-trained universal face representation that can be used to facilitate the downstream facial analysis tasks. There is only one work [18] that studies this topic. The findings show that it is promising to obtain significant performance improvement for related facial tasks by employing unsupervised pretraining.

• **Trustworthy face recognition system:** With the wide application, it is important to evaluate and boost the trustworthiness of the recognition system [96]. The pursuit for trustworthy face recognition system is becoming a necessity, which mainly involves several aspects, i.e., robustness, fairness, interpretability, security, and privacy. Further research on these aspects is essential.
6.3 Conclusion

In this survey, we review the recent advances of the elements of end-to-end deep face recognition, which consist of face detection, face alignment and face representation. Although there are many surveys about face recognition, they mostly focus on face representation without considering the intrinsic connection from other elements in the pipeline; whereas, this survey is the first one which provides a comprehensive review of the elements of end-to-end deep face recognition. We present a detailed discussion and comparison of many approaches in each element from poly-aspects. Also, we discuss the relationship between the elements and the holistic framework. According to these elaborated contents, we can not only find the suitable methods to establish state-of-the-art face recognition system, but also know which method is quite strong-baseline style for comparison in experiment. Additionally, we analyze the existing challenges and collect certain promising future research directions. We hope this survey could bring helpful thoughts for better understanding of end-to-end face recognition and deeper exploration in a systematic way.
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A REPRESENTATIVE SURVEYS OF FACE RECOGNITION

A number of face recognition surveys have been published in the past twenty years. We summarize them in Table 12.

Table 12. Representative surveys of face recognition

| Title                                                        | Year | Description                                                                 |
|--------------------------------------------------------------|------|-----------------------------------------------------------------------------|
| Face Recognition: A Literature Survey [231]                  | 2003 | Traditional image- and video-based methods in face recognition. Not covering deep face recognition. |
| Face Recognition from a Single Image per Person: A Survey [307] | 2006 | The methods to address the single sample problem in face recognition, not covering deep face recognition. |
| A Survey of Approaches and Challenges in 3D and Multi-modal 3D+2D Face Recognition [16] | 2006 | A survey of 3D and multi-modal face recognition, not covering deep face recognition. |
| Illumination Invariant Face Recognition: A Survey [356]      | 2007 | Focus on illumination-invariant face recognition task, not covering deep face recognition. |
| A Survey of Face Recognition Techniques [7]                  | 2009 | Traditional face recognition methods on different modal face data, not covering deep face recognition. |
| A Comprehensive Survey on Pose-Invariant Face Recognition [49] | 2016 | Focus on pose-invariant face recognition task. |
| A Survey of Local Feature Methods for 3D Face Recognition [201] | 2017 | A review of feature extraction based methods for 3D face recognition. |
| Deep Learning for Understanding Faces [177]                  | 2018 | Provide a brief overview of the end-to-end deep face recognition, not covering the recent works. |
| Deep Face Recognition: A Survey [244]                       | 2018 | Focus on the deep face representation learning. |
| Past, Present, and Future of Face Recognition: A Review [2]   | 2020 | A review of 2D and 3D face recognition, not covering end-to-end deep face recognition. |

B FACE DETECTION

B.1 Single-stage and multi-stage face detectors

Fig. 9 illustrates the difference between single-stage and multi-stage face detectors. For comparison, the single-stage face detector accomplishes the detection processing directly from the feature maps, whereas the multi-stage face detector adopts a proposal stage to generate candidates and one or more stages to refine these candidates.

![Single-stage vs Multi-stage Face Detectors](image)

Fig. 9. The illustration of single-stage and multi-stage face detectors. The single-stage detector accomplishes the face detection directly from the feature maps, whereas the multi-stage detector adopts a proposal stage to generate candidates and one or more stages to refine these candidates.

B.2 Performance comparison of CPU real-time face detection methods

Table 13 shows the running efficiency of CPU real-time face detection methods, among which the lightweight backbone [41, 279], rapidly digested convolutional layer [321, 323], knowledge distillation [98] and region-of-interest (RoI) convolution [27] are the common practices.
Table 13. Running efficiency of CPU real-time face detectors. “Accuracy (%)” denotes the true positive rate at 1000 false positives on FDDB.

| Method          | Publication | CPU-model           | Speed (FPS) | Accuracy (%) |
|-----------------|-------------|---------------------|-------------|--------------|
| Faceboxes [321] | IJCB '17    | E5-2660v3@2.60GHz  | 20          | 96.0         |
| STN [27]        | ECCV '16    | i7-4770K           | 30          | -            |
| DCFPN [323]     | Neurocomputing '18 | 2.60GHz | 30          | -            |
| FBI [98]        | ICB '19     | E5-2660v3@2.60GHz  | 20          | 96.8         |
| PCN [193]       | CVPR '18    | 3.40GHz            | 29          | -            |
| PPN [301]       | Information Sciences '19 | i5   | 60          | -            |
| RetinaFace [41] | CVPR '19    | i7-6700K           | 60          | -            |
| CenterFace [279]| arXiv '19   | i7-6700g@2.60GHz   | 30          | 98.0         |

C FACE ALIGNMENT

C.1 Hourglass network for facial landmark localization

Hourglass [168] is a bottom-up and top-down architecture, playing an important role in the deep stack of bottleneck blocks along with intermediate supervision. Fig. 10 is an illustration of stacked hourglass network.

![Stacked hourglass network](image)

Fig. 10. An illustration of stacked hourglass network [168] for facial landmark localization. In each hourglass structure, the width (i.e., feature channels) is consistent, and the boxes represent the residual modules.

C.2 3D model fitting for facial landmark localization

As illustrated in Fig. 11, some 3D model fitting based methods employ cascaded regression manner with a dense 3D Morphable Model (3DMM) [15] to estimate the 3D face shape.

C.3 Landmark-free face alignment

Landmark-free face alignment methods integrate the alignment transformation processing into DCNNs and output aligned face without relying on facial landmarks (Fig. 12).

D FACE REPRESENTATION

Fig. 13 shows the pipeline of face representation training phase and test phase. In the training phase, two types of training supervision are widely used, i.e., classification and feature embedding. As for test phase, there are two major tasks, i.e., face verification or face identification.

In addition, as shown Fig. 14, we can observe that the publications of classification based training supervision exceed those of the feature embedding and hybrid methods with the growing scale of available face data. The reason is that the closed-set classification training on the large-scale datasets enables to approach open-set face recognition scenario.
Fig. 11. The process of 3D model fitting for face alignment. A dense 3D Morphable Model is used to model a 2D face to 3D mesh. The regression network estimates the parameters of 3D shape and projection matrix, and then the 3D shape is projected onto the image plane to obtain the 2D landmarks.

Fig. 12. An illustration of integrated framework that accomplishes landmark-free face alignment and representation computation.

Fig. 13. The pipeline of face representation training phase and test phase. In the training phase, two schemes, i.e., classification and feature embedding, are often used for learning face representation. In the test phase, face verification and face identification are the major tasks.

Fig. 14. The publication trend of three supervised face representation learning schemes with the growing scale of available face datasets from 2014 - 2020.