Feasibility of the Quantitative Assessment Method for CT Quality Control in Phantom Image Evaluation
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Abstract: Computed tomography (CT) quality control (QC) is regularly performed with standard phantoms, to bar faulty equipment from medical use. Its accuracy may be improved by replacing qualitative methods based on good visual distinction with pixel value-based quantitative methods. We hypothesized that statistical texture analysis (TA) that covers the entire phantom image would be a more appropriate tool. Therefore, our study devised a novel QC method based on the TA for contrast resolution (CR) and spatial resolution (SR) and proposed new, quantitative CT QC criteria. TA of CR and SR images on an American Association of Physicists in Medicine (AAPM) CT Performance Phantom were performed with nine CT scanner models. Six texture descriptors derived from first-order statistics of grayscale image histograms were analyzed. Principal component analysis was used to reveal descriptors with high utility. For CR evaluation, contrast and softness were the most accurate descriptors. For SR evaluation, contrast, softness, and skewness were the most useful descriptors. We propose the following ranges: contrast for CR, 29.5 ± 15%; for SR, 29 ± 10%; softness for CR, <0.015, for SR, <0.014; and skewness for SR, >−1.85. Our novel TA method may improve the assessment of CR and SR of AAPM phantom images.
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1. Introduction

Computed tomography (CT) is a computerized imaging technique in which many X-ray measurements of a body are made, with an X-ray tube usually rotating around the patient during the CT scan [1,2]. These signals are computationally processed and, consequently, cross-sectional images of the body are reconstructed. The utilization of CT for image-based diagnosis has increased steeply in the medical field [3,4]. Additionally, in the past ten years, state-of-the-art CT detectors and sources and several techniques, such as automatic exposure control and iterative reconstruction, have been launched; these can provide a higher image quality by using a lower radiation dose [5–10]. However, despite the reduced radiation exposure per single CT examination, the total number of CT examinations performed has increased consistently [11,12]. Therefore, it is imperative that CT scanners are properly managed and quality control (QC) is accurately performed [13–16].

QC related to radiation dose and image quality for CT is universally composed of quantitative assessments with a standard phantom [13–16]. In particular, the decreases in image quality of CT scanners need to be managed quantitatively because a relatively high radiation dose may be used to overcome the image quality during CT examination. Although the standard phantom evaluation exists, this is often included in the quantitative evaluation,
especially for contrast resolution (CR) and spatial resolution (SR) assessments [14–16]. For the CR and the SR evaluation, radiologists sometimes perform visual evaluations of these images (e.g., holes that are visible as distinct circles), instead of making use of quantitative cut-off values. However, quantitative tools are considered more effective for evaluating phantom images [17–19]. There are several types of standard phantoms with similarities in composition such as the American Association of Physicists in Medicine (AAPM) CT Performance Phantom, and the American College of Radiology (ACR) phantom [14,17,18]. As a result, measurement of the contrast-to-noise ratio (CNR) as an objective tool has been conducted in recent years to evaluate the CR with the ACR phantom in the United States, which overcomes the limitations of qualitative evaluation [17]. However, as the CNR is usually focused on specific regions of interest (ROIs) and does not encompass the entire CT image, there is a risk of sampling error [20]. In fact, a specific location with a small size can be problematic as it represents the quality of the overall image. Therefore, computer-aided analysis, such as texture analysis (TA), that covers the entire ROI was considered as a more appropriate tool than the value of the CNR, which varies by measured location, because it has a lower standard error.

Such tools have already been investigated, making use of the TA, which may be able to distinguish between diseases with objective values [21–24]. There are five types of TA methods: structural, statistical, local binary patterns, model-based, or transform-based [25,26]. Among these, the statistical method has been utilized as the most common approach for CT TA or digital image-based diagnosis [25,27]. Since the specific characteristics of the tumor can be distinguished through TA [21–24], we hypothesized that statistical TA may also be useful for classification of standard phantom images during QC of CT scanners. CR and SR represent whether the pixel value in the ROI can be identified in a situation where the difference of signal between the ROI and the surrounding area is small or large. The rationale for this study was whether it would be possible to quantify the distinction for CT QC, similarly to the distinction of tumors through TA mentioned above. Therefore, the purpose of our study was to perform the TA based on the statistical method for CR and SR assessment and to evaluate its feasibility as a quantitative component of CT QC.

2. Materials and Methods

2.1. Equipment

An AAPM CT Performance Phantom (Model 76-410; Fluke Corporation, Everett, WA, USA) was used for all experiments. It is a cylinder made of acrylic and consists of five different assessment blocks (Figure 1a). We utilized multi-detector CT scanners made by various manufacturers, including widely used and state-of-the-art equipment in tertiary hospitals. The scanner, rows of detectors, and manufacturer’s information were as follows: SOMATOM Definition AS (32), AS+ (64), and Edge (64) (Siemens Healthcare, Erlangen, Germany); Lightspeed VCT XTe (64) and Discovery CT750 HD (64) (GE Healthcare, Chicago, IL, USA); Philips Brilliance CT (64) and IQon Spectral CT (64) (Philips Healthcare, Amsterdam, Netherlands); and Aquilion CX (64) and GENESIS (160) (Canon Medical Systems Corporation, Otawara, Japan). The SOMATOM Edge differs from the AS+ only in its integrated circuit detector, which provides a higher image quality [6]. Similarly, the Discovery CT750 HD contains a gemstone clarity detector, which generates higher-resolution images than those of the Lightspeed VCT XTe [7]. The former is state-of-the-art equipment, and the latter is a widely used scanner.
Figure 1. The American Association of Physicists in Medicine (AAPM) phantom. (a) The AAPM CT Performance Phantom consists of five blocks with different functions, from top to bottom: contrast resolution (CR), linearity, spatial resolution (SR), slice thickness, and various measurements; (b) the CR block; (c) the SR block.

2.2. Image Acquisition Parameters

For CT QC, image acquisition parameters were equal for all scanners, except for the tube current (in mA). The recommended tube current is 250 mA for AAPM CT Performance Phantom evaluation [13,14]. However, the CT radiation dose, measured as the CT dose index volume (CTDIvol), is not the same among the various CT scanners when the tube current is fixed at 250 mA. As a result, we adopted a radiation dose-based protocol (CTDIvol: 20 mGy) for all scanners (i.e., a tube current corresponding to a CTDIvol of 20 mGy was selected). However, CT scanners that cannot be set to exactly 20 mGy were set to the nearest value) (Table 1), similar to that of a previous study [28]. The other parameters were as follows: tube peak kilovoltage (kVp) = 120 kV, rotation time = 1 s, reconstruction method: filtered back projection, convolution kernels = Siemens, B30; GE, standard; Philips, B; Canon, FC13, display field-of-view = 25 cm, and scan mode = sequential scan of 10-mm slice thickness. All raw data in DICOM format was acquired by one author (K.B.L. with 10 years of experience in QC of CT).

Table 1. Tube current values of CT scanners to achieve a CTDIvol of ±20 mGy.

| Manufacturer | Model    | Tube Voltage | Rotation Time | Slice Thickness | Convolution Kernel | Tube Current | CTDIvol |
|--------------|----------|--------------|---------------|-----------------|-------------------|--------------|---------|
| Siemens      | Edge     | 120          | 1             | 10              | B30f              | 274          | 19.95   |
|              | AS+      | 120          | 1             | 10              | B30f              | 300          | 19.92   |
|              | AS       | 120          | 1             | 10              | B30f              | 300          | 19.90   |
| GE           | CT750 HD | 120          | 1             | 10              | Standard          | 225          | 19.85   |
|              | VCT XTe  | 120          | 1             | 10              | Standard          | 235          | 19.9    |
| Philips      | IQon     | 120          | 1             | 10              | Standard          | 230          | 20      |
|              | Brilliance | 120          | 1             | 10              | Standard          | 305          | 20      |
| Canon        | GENESIS  | 120          | 1             | 10              | Standard          | 350          | 19.9    |
|              | Aquilion CX | 120          | 1             | 10              | Standard          | 170          | 20      |

The specifications of the scanners are as follows: Siemens Healthineers: SOMATOM Definition AS (32), AS+ (64), and Edge (64); GE Healthcare: Lightspeed VCT XTe (64) and
Specifications of the scanners are as follows: Siemens Healthineers: SOMATOM Definition AS (32), AS+ (64), and Edge (64); GE Healthcare: Lightspeed VCT XTe (64) and IQon Spectral CT; Canon Medical Systems: Aquilion CX (64) and GENESIS (160). CT, computed tomography; CTDIvol, computed tomography dose index volume; kVp, peak kilovoltage.

2.3. Acquisition Method of CR Images

The CR block contains holes of 57.2 mm in depth and 25.4, 19.1, 12.7, 9.5, 6.4, and 3.2 mm in diameter, at intervals of 5 mm, arranged in pairs separated by twice the width of the respective holes (Figure 1b). CR-block images were acquired with four different contrast medium concentrations and in eight different positions (12, 1.5, 3, 4.5, 6, 7.5, 9, and 10.5 o’clock) with each machine. In particular, the methodology of acquiring images with different directions aimed to examine the validity of the related result values by considering all directions that can be acquired at the time of actual QC. For CR evaluation, the required difference in radiodensity between the holes and the ROIs (the acrylic medium between the holes) was 10 HU (Hounsfield units). However, there are no specific criteria for contrast medium concentration for CR evaluation. Therefore, we utilized four different concentrations to measure the radiodensity, in order to prevent users from exploiting the maximum concentration to achieve the required CR. The contrast medium used was 0.612 g/mL iopamidol, of which 0.3 g/mL was iodine (Pamiray 300; DongKook Pharmaceutical Co. Ltd., Seoul, Korea) and the concentrations used were 0.01%, (Figure 2a), 0.015% (Figure 2b), 0.02% (Figure 2c), and 0.025% (Figure 2d) of the contrast medium diluted in sterile distilled water.
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**Figure 2.** Images acquired for CR evaluation in the 3 o’clock position. From a to d, images were acquired with four different concentrations of contrast medium: 0.01% (a), 0.015% (b), 0.02% (c), and 0.025% (d). From top to bottom, images were acquired using the SOMATOM Definition AS, AS+, and Edge CT scanners (Siemens Healthineers).

2.4. Acquisition Method of SR Images

SR images were acquired in four different positions (12, 3, 6, and 9 o’clock). The rationale of the acquisition of images in various directions is the same as the reason shown in the acquisition method of CR images. The SR block contains five rows with eight holes each, with a diameter of 1.75, 1.50, 1.25, 1.00, 0.75, 0.60, 0.50, and 0.40 mm, at intervals of 4.3 mm (Figure 1c). Since the SR evaluation aims to evaluate the sharpness of small objects with high-density differences, inadequate images were acquired and compared with appropriate images for comparison of the sharpness. In order to compare images
with appropriate (Figure 3a) and distorted SR (Figure 3b), distorted images were acquired in the same four positions by tilting the gantry of the CT scanner 10 degrees backward (Dist_B) or forward (Dist_F). The suspension rate of SR represented deviation ≥10% from the manufacturer’s specification [16]. Thus, the angle of 10 degrees was used to distort the image.

![Example images with appropriate and distorted spatial resolution (SR).](image)

**Figure 3.** Example images with appropriate and distorted spatial resolution (SR). (a) An image with appropriate SR can be used to visually separate the four largest groups of holes; (b) An image with inappropriate SR, distorted by tilting the gantry of the CT scanner.

### 2.5. Quantitative Analysis

#### 2.5.1. Texture Analysis (TA)

Quantitative assessment was performed using an evaluation tool that was developed in the MATLAB/Simulink 7.10.0 platform (R2015a; MathWorks, Natick, MA, USA). A total of six texture descriptors were evaluated, derived from first-order statistics of grayscale image histograms: brightness, contrast, softness, skewness, uniformity, and randomness [29–33]. The specific definition, equation, and characteristics were shown in Table 2.

**Table 2.** A total of six texture descriptors from first-order statistics of grayscale image histograms.

| Definition     | Equation                                                                 | Characteristics                                                                                          |
|----------------|--------------------------------------------------------------------------|----------------------------------------------------------------------------------------------------------|
| Brightness     | \[ \sum_{i=0}^{L-1} z_i p(z_i) \]                                      | Mean gray level (pixel value) of the image (equal to the mean value in the histogram)                     |
| Contrast       | \[ \frac{1}{\sqrt{2}} \]                                                 | Variance from the mean value                                                                               |
| Softness       | \[ 1 - \frac{1}{(1 + \sigma^2)} \]                                      | Softness is a relative measure of image brightness                                                        |
| Skewness       | \[ \frac{1}{\sum_{i=0}^{L-1}} (z_i - m)^3 p(z_i) \]                     | Degree of asymmetry of the histogram                                                                       |
| Uniformity     | \[ - \frac{1}{\sum_{i=0}^{L-1}} p^2(z_i) \]                            | Similarity of gray levels                                                                                 |
| Randomness     | \[ \sum_{i=0}^{L-1} p(z_i) \log_2 p(z_i) \]                            | Entropy                                                                                                   |

Note. \( z \) is a random variable representing brightness, \( p(z) \) is a histogram of brightness levels of the ROI, and \( L \) is the number of possible brightness levels.
2.5.2. Analysis Method of Image CR

To apply the evaluation tool for CR, the biggest holes in the CR block must be arrayed on the left side of the image; this is achieved by drawing a line that connects the largest holes, allowing the tool to orient the image (Figure 4a,b). Thereafter, the ROI is indicated to the tool by placing a 300 × 200 px rectangle so that it encompasses all 12 holes (Figure 4c). The algorithm then automatically calculates the six TA descriptors from the ROI image (Figure 4d).

Figure 4. Operation of the contrast resolution (CR) quantification tool. (a) The original orientation of the image, with the biggest holes positioned at 6 o’clock. The user draws a line between the two biggest holes. (b) The tool correctly aligns the image. (c) A region of interest (ROI) of 300 × 200 px was selected in this image, to encompass all 12 holes. (d) The tool performs texture analysis (TA) on the ROI image.

2.5.3. Analysis Method of Image SR

For CR evaluation, the largest holes in the SR block need to be arrayed on the left side of the image. This is a simple step to apply images acquired from various directions to our program. This is achieved by drawing a line over a stainless-steel wire located on the opposite side, which is normally used for modulation transfer function evaluation (Figure 5a). Using this indication, the tool automatically orients the image (Figure 5b). Lastly, the ROI is indicated to the tool by placing an 80 × 60 px rectangle so that it
encompasses all 40 holes (Figure 5b). Thereafter, the tool automatically calculates the six TA descriptors for the ROI (Figure 5c).

![Image of the spatial resolution (SR) quantification tool](image)

**Figure 5.** Operation of the spatial resolution (SR) quantification tool. (a) The original orientation of the image with the biggest holes positioned at approximately 12 o’clock. The user draws a line over the stainless steel wire; (b) the tool correctly aligns the image. A region of interest (ROI) of 80 × 60 px was selected in this image; (c) the tool performs texture analysis (TA) on the ROI image.

### 2.6. Statistical Analysis

All six TA descriptors for CR and SR (appropriate and distorted images) were measured in each of the different imaging locations and compared in the same descriptors respectively. For CR, TA descriptors of CR images yielding the lowest difference in contrast between holes and background were compared within all CT scanners using a one-way analysis of variance (no adjustments were made for multiple comparisons). Afterwards, CR TA descriptors were also compared between different scanner models of the same manufacturers, using either a two-tailed, independent two-sample t-test (comparing two models) or a one-way analysis of variance (comparing three models; no adjustments were made for multiple comparisons). SR TA descriptors were compared between appropriate and distorted images using a two-tailed, paired t-test, and between different scanner models of the same manufacturers, using either a two-tailed, independent two-sample t-test or a one-way analysis of variance.

Principal component analysis was used to determine the texture descriptors with the most utility for CR and SR evaluation. First, Kaiser–Meyer–Olkin and Bartlett’s test of sphericity was used to evaluate the case-to-variable ratio. Thereafter, the rotated component matrix was obtained and simplified using varimax rotation [34]. A p-value < 0.05 was considered statistically significant.

### 3. Results

#### 3.1. TA of CR

There were no statistically significant differences in CR TA descriptors in the eight imaging locations within each CT scanner (p > 0.05). The contrast medium concentrations yielding the lowest difference in contrast for all CT scanners were 0.015% or 0.02% (i.e., when the difference between holes and background was minimum according to the various scanners, the contrast medium diluted in sterile distilled water was as follows: Siemens; 0.02% in AS, AS+, and Edge, GE; 0.015% in CT750 HD, and VCT XTe; Philips; 0.015% in IQon, and 0.02% in Brilliance, Canon; 20% in GENESIS, 15% in Aquilion CX). Contrast and softness were the only descriptors which had no statistically significant differences of CR images yielding the lowest difference in contrast within all CT scanners (p > 0.05). Among
the measured texture descriptors, all values except for brightness showed results reflecting qualitative image characteristics. The other five factors achieved a Kaiser–Meyer–Olkin value of 0.608, indicating that principal component analysis was suitable. Based on the rotated component matrix, the contrast (0.871), and softness (0.847) indices were determined as suitable indices to evaluate the CR. Here, mean values of skewness, uniformity, and randomness were statistically significantly different between different scanners from the same manufacturer \( (p < 0.05) \). As a result, contrast and softness were revealed as appropriate indices to evaluate the CR, as the differences in their mean values on the lowest-contrast images between different scanners of the same manufacturer were not statistically significant (Table 3). The overall contrast and softness index values were 29.73 \( \pm \) 1.36 and 0.0135 \( \pm \) 0.0012, respectively.

| MF      | Model | CC       | Brightness ± | Contrast ± | Softness ± | Skewness ± | Uniformity ± | Randomness ± |
|---------|-------|----------|--------------|------------|-------------|-------------|---------------|---------------|
| Siemens| AS    | 0.02     | 127.65 ± 2.02| 30.56 ± 1.60| 0.0146 ± 0.0016| 0.0224 ± 0.0125| 0.0533 ± 0.0108| 4.4426 ± 0.0453|
|         | AS+   | 0.02     | 125.26 ± 4.65| 30.53 ± 1.40| 0.0141 ± 0.0013| 0.0014 ± 0.0013| 0.0568 ± 0.0022| 4.3486 ± 0.0588|
|         | EXGE  | 0.02     | 125.06 ± 5.16| 30.58 ± 1.54| 0.0142 ± 0.0014| 0.0022 ± 0.0076| 0.0573 ± 0.0011| 4.3382 ± 0.0249|
|         | p-value † | 0.047 | 0.999 | 0.017 | 0.0021 | 0.0013 | 0.0007 | 0.0001 |
| GE     | CT780HD | 0.015   | 159.79 ± 3.52| 28.94 ± 1.11| 0.0127 ± 0.0010| −0.274 ± 0.0344| 0.0367 ± 0.0004| 5.0469 ± 0.0111|
|         | VCT XTe | 0.015   | 135.61 ± 2.79| 29.91 ± 1.01| 0.0136 ± 0.0009| −0.0621 ± 0.0500| 0.0419 ± 0.0007| 4.8016 ± 0.0215|
|         | p-value † | <0.001 | 0.884 | 0.012 | 0.0228 | 0.0011 | 0.0001 | <0.001 |
| Philips| Brilliance | 0.015   | 152.04 ± 6.01| 28.73 ± 1.58| 0.0122 ± 0.0013| −0.0363 ± 0.0119| 0.0062 ± 0.0004| 5.0213 ± 0.0190|
|         | IQon   | 0.015   | 135.04 ± 3.01| 28.73 ± 1.58| 0.0122 ± 0.0013| −0.0363 ± 0.0119| 0.0062 ± 0.0004| 5.0213 ± 0.0190|
| Canon  | GENESIS | 0.02    | 123.95 ± 2.69| 28.83 ± 1.05| 0.0126 ± 0.0009| 0.0170 ± 0.0043| 0.0425 ± 0.0002| 4.7843 ± 0.0051|
|         | Aquilion CX | 0.015   | 122.20 ± 2.98| 28.99 ± 1.16| 0.0130 ± 0.0009| 0.0278 ± 0.0064| 0.0368 ± 0.0002| 4.9948 ± 0.0191|
|         | p-value † | 0.271 | 0.793 | 0.407 | 0.001 | <0.001 | <0.001 | <0.001 |

* One-way analysis of variance. † Two-tailed, independent two-sample t-test. ‡ Pixel values (mean ± standard deviation). CC, contrast medium concentration (%); CT, computed tomography; MF, manufacturer.

3.2. TA of SR

There were no statistically significant differences in the SR TA descriptors in the four imaging locations within each CT scanner \( (p > 0.05) \). However, there were statistically significant differences in all six SR TA descriptors \( (p < 0.001) \) between appropriate images acquired with the different CT scanner models within the same manufacturer and distorted images acquired with the different CT scanner models of all manufacturers (Table 4). There were no statistically significant differences in contrast, softness, skewness, uniformity, or randomness index values for appropriate or distorted images between Siemens scanner models. However, regarding the brightness index, values were statistically significantly different for distorted images \( (\text{Dist}_B, p < 0.001; \text{Dist}_F, p = 0.003) \) (Table 5). For appropriate images acquired using GE CT scanners, the contrast, softness, and skewness index values were more similar than any other values \( (p > 0.1 \) for all three) (Table 5). There were no differences for any descriptors of distorted images \( (\text{i.e., Dist}_B, \text{Dist}_F) \) between the GE scanners \( (p > 0.05) \) (Table 5). There were no other significant differences \( (p < 0.05) \), except in the randomness index for appropriate images acquired by different Phillips CT scanners \( (p = 0.007) \) and the uniformity index for appropriate images acquired by different Canon CT scanners \( (p = 0.031) \).

To determine which indices had the highest utility to distinguish between appropriate and distorted images, regardless of the scanner, all SR image data were integrated and compared (Table 4). As the brightness index exhibited statistically significant differences for distorted images between Siemens CT scanners, it was discarded as an unsuitable index. For a combination of the appropriate images, the other five factors achieved a Kaiser–Meyer–Olkin value of 0.691 which, combined with the result of Bartlett’s test of sphericity \( (p < 0.001) \), indicated that principal component analysis was suitable. Based on the rotated component matrix, the contrast \( (0.933) \), softness \( (0.936) \), and skewness \( (−0.926) \) indices were determined as suitable indices to evaluate the SR. Their suitability is demonstrated via the graphs in Figure 6. As a result, the mean values of contrast, softness, and skewness
index were $29.09 \pm 0.28$, $0.0128 \pm 0.0002$, and $-1.6832 \pm 0.0477$, respectively. Here, the skewness index close to 0 represents an image with a symmetrical image.

Table 4. Texture analysis (TA) of appropriate and distorted spatial resolution (SR) images for computed tomography (CT) scanners by different manufacturers.

| MF        | Brightness | Contrast | Softness | Skewness | Uniformity | Randomness |
|-----------|------------|----------|----------|----------|------------|------------|
| Siemens   | 235.24 ± 1.00 | 29.45 ± 0.43 | 0.0132 ± 0.0004 | -1.6360 ± 0.0705 | 0.1127 ± 0.0052 | 4.2739 ± 0.0540 |
| GE        | 241.08 ± 0.36 | 28.76 ± 0.45 | 0.0126 ± 0.0004 | -1.6606 ± 0.0765 | 0.1368 ± 0.0067 | 3.8993 ± 0.0441 |
| Philips   | 238.79 ± 0.84 | 28.08 ± 0.54 | 0.0128 ± 0.0005 | -1.6903 ± 0.0885 | 0.1046 ± 0.0038 | 4.2339 ± 0.0644 |
| Canon     | 258.80 ± 0.86 | 29.06 ± 0.47 | 0.0128 ± 0.0004 | -1.7464 ± 0.0826 | 0.0926 ± 0.0035 | 4.3578 ± 0.0447 |
| Distorted data † | 235.26 ± 2.09 | 31.72 ± 1.36 | 0.0153 ± 0.0013 | -1.8544 ± 0.1293 | 0.0882 ± 0.0107 | 4.5971 ± 0.1361 |
| p-value † | <0.001      | <0.001    | <0.001    | <0.001    | <0.001     | <0.001     |

*These are the mean values of distorted images acquired with the different CT scanner models of all manufacturers. † These are the mean values of distorted images acquired with the different CT scanner models of the same manufacturer.

Table 5. Texture analysis (TA) of appropriate and distorted spatial resolution (SR) images for Siemens and GE computed tomography (CT) scanners.

| MF        | Models | Brightness | Contrast | Softness | Skewness | Uniformity | Randomness |
|-----------|--------|------------|----------|----------|----------|------------|------------|
| Siemens   | AS     | 234.51 ± 0.61 | 29.42 ± 0.27 | 0.0131 ± 0.0002 | -1.6952 ± 0.0457 | 0.1128 ± 0.0061 | 4.2796 ± 0.0548 |
|           | AS+    | 235.75 ± 1.27 | 29.66 ± 0.49 | 0.0134 ± 0.0004 | -1.6696 ± 0.0827 | 0.1146 ± 0.0060 | 4.2565 ± 0.0677 |
|           | EDGE   | 235.36 ± 0.62 | 29.27 ± 0.44 | 0.0130 ± 0.0004 | -1.6117 ± 0.0711 | 0.1109 ± 0.0031 | 4.2863 ± 0.0396 |
| Ap        | HD     | 241.29 ± 0.20 | 28.85 ± 0.56 | 0.0126 ± 0.0005 | -1.6725 ± 0.0973 | 0.1407 ± 0.0056 | 3.8776 ± 0.0423 |
|           | VCT    | 240.87 ± 0.37 | 28.67 ± 0.32 | 0.0125 ± 0.0003 | -1.6487 ± 0.0537 | 0.1328 ± 0.0054 | 3.9210 ± 0.0363 |
|           | p-value † | 0.024 | 0.464 | 0.584 | 0.191 | 0.062 | |
| Siemens   | AS     | 236.16 ± 0.57 | 32.18 ± 0.61 | 0.0157 ± 0.0006 | -1.8396 ± 0.0806 | 0.0913 ± 0.0082 | 4.5993 ± 0.1256 |
|           | AS+    | 232.50 ± 1.49 | 33.00 ± 1.16 | 0.0167 ± 0.0009 | -1.9409 ± 0.1219 | 0.0873 ± 0.0038 | 4.6718 ± 0.0658 |
|           | EDGE   | 232.78 ± 0.88 | 32.54 ± 0.63 | 0.0160 ± 0.0061 | -1.9192 ± 0.0613 | 0.0991 ± 0.0028 | 4.6237 ± 0.0425 |
| Dist_B    | HD     | 237.81 ± 0.61 | 30.97 ± 0.44 | 0.0145 ± 0.0004 | -1.8032 ± 0.0498 | 0.1048 ± 0.0078 | 4.3761 ± 0.0793 |
|           | VCT    | 237.38 ± 0.84 | 31.71 ± 1.14 | 0.0152 ± 0.0011 | -1.8994 ± 0.1301 | 0.1004 ± 0.0036 | 4.4054 ± 0.0430 |
|           | p-value † | <0.001 | 0.600 | 0.590 | 0.121 | 0.296 | |
| Siemens   | AS     | 234.59 ± 0.32 | 33.07 ± 1.72 | 0.0166 ± 0.0017 | -1.9463 ± 0.2323 | 0.0856 ± 0.0056 | 4.7064 ± 0.0893 |
|           | AS+    | 232.47 ± 1.61 | 32.76 ± 0.83 | 0.0162 ± 0.0008 | -1.9306 ± 0.0858 | 0.0891 ± 0.0027 | 4.6590 ± 0.0494 |
|           | EDGE   | 232.60 ± 0.92 | 32.57 ± 0.76 | 0.0161 ± 0.0007 | -1.8752 ± 0.0876 | 0.0867 ± 0.0043 | 4.6740 ± 0.0685 |
| Dist_F    | HD     | 237.29 ± 0.68 | 32.15 ± 0.43 | 0.0157 ± 0.0004 | -1.9055 ± 0.0679 | 0.0984 ± 0.0063 | 4.4629 ± 0.1029 |
|           | VCT    | 236.53 ± 0.62 | 32.10 ± 0.77 | 0.0156 ± 0.0007 | -1.9431 ± 0.0995 | 0.1012 ± 0.0053 | 4.4468 ± 0.0970 |
| p-value † | 0.79   | 0.884 | 0.859 | 0.426 | 0.392 | 0.768 | |

* One-way analysis of variance. † Two-tailed, independent two-sample t-test. Ap, appropriate image; CT, computed tomography; Dist_B, distorted image (gantry tilted 10 degrees backward); Dist_F, distorted image (gantry tilted 10 degrees forward); MF, manufacturer.
4. Discussion

In QC of CT scanners, CR and SR evaluation with the standard phantom has often been performed subjectively, by eye [13,14,16]. Qualitative evaluation in medical diagnostics has an important role to play, but subjective decisions increase the error rate. Different observers, and even the same observer on different occasions, can provide different results when presented with the same signals [35]. In this regard, McCollough et al. [36] revealed common mistakes made by individuals using a phantom when being tested for CT accreditation. Moreover, these analyses should be quantitative in nature, as there is already a subjective component to the assessment of clinical CT images [16,18]. Additionally, the criteria used in the phantom evaluation should be consistent. Currently, in Europe and the United States, it is mainly recommended that CNR should be used for CR evaluation and modulation transfer function (MTF) or image sharpness assessment for SR analysis [16,17]. CNR is also a useful index for distinguishing at low contrast, but it cannot reflect a whole CR image containing all sizes of holes by using a small size of ROI. Moreover, the acceptance criteria for CR include that circles of certain sizes should be shown (e.g., circles up to 6.4 mm in diameter must be distinguished from the background with the AAPM phantom [14,18]), and all four cylinders (diameters: 2, 3, 4, 5, and 6 mm) are visualized by using the ACR phantom [17,37]. For this reason, it would be better to quantify the entire CR image, as was performed in this study. For MTF measurement for SR analysis, line spread function or edge spread function should be acquired by specific images in the form of straight lines and then transformed into the spatial-frequency domain [38]. Although MTF is a useful method, the direct SR block images of the standard phantom could not be utilized (i.e., a slanted image or a point image with a clear difference in contrast is essential). In contrast, our method is easier to apply and has the advantage that a variety of images, including the AAPM phantom, can be used directly; this can simplify complex processes by only setting the ROI on the SR image.

Depending on the equipment used, the values of CTDIvol were different even if the same tube currents (mAs) were applied in the AAPM phantom (Table 1). It is important to control for radiation dose when quantitatively comparing different CT scanners because the radiation dose is related to kVp and mA, which directly affects the signal-to-noise ratio, not the resolution. Therefore, in our study, a dose-based protocol was utilized (Table 1), similar to that used by Saiprasad et al. [28] and Gulliksrud et al. [39].

As a result, the feasible TA descriptors were determined for CR and SR evaluation. Among the TA descriptors, brightness, uniformity, and randomness were inappropriate as useful criteria for CR and SR. Since the value of tube currents was different even at the same CTDIvol among all the scanners, there may have been a statistically significant
difference in brightness representing the number of X-rays. Uniformity represents a uniform image, whereas randomness represents a non-uniform image. In other words, these descriptors emphasize the characteristics whether they are uniform or not. Therefore, we assumed that these maybe did not fit the TA, the ability to distinguish two different objects. We recommend the following indices and ranges as suitable values: CR: contrast index, 29.5 ± 15%; softness index, <0.015; SR: contrast index, 29 ± 10%; softness index, <0.014; and skewness index, >−1.85. The recommended values were slightly expanded beyond the range of the previous results section as a conservative threshold because it may be dangerous to determine appropriate or inadequate values within a tight range setting. Additionally, the range was set in consideration of the radiation intensity and volume. For contrast index, the range of 15% for CR and 10% for SR were set considering our numerical results and regulation of tube current (mA) involved in CTDIvol or tube voltages (kVp). The allowed ranges of mAs and CTDIvol related to CR are ±15% and those of kVp related to SR are ±10% [15,16]. Based on our results and the regulation of the QC, we presented the appropriate ranges making the standards more flexible.

TA using a histogram is divided into several types such as first-order, and second-order methods [29,30]. The first-order method, which is the design of this study, measures texture calculated using only a histogram. The second-order method could take into account the relative position between pixels along with the existing brightness distribution. It is called a gray-level co-occurrence matrix (GLCM), which creates a co-occurrence matrix based on the frequency count of one pixel and another neighboring pixel value in the original image [29,30]. However, as a result of using GLCM when evaluating CR and SR using the AAPM phantom, there was no appearance of appropriate values to distinguish subtle differences or changes in phantom images. On the other hand, the first-order method could classify numerically between inappropriate images and normal images. Thus, the first-order statistical method was adopted since it was possible to find criteria for numerically common convergence in the various pieces of equipment.

There are several limitations to this study. First, we did not perform the analysis with the receiver operating characteristic curve. In future research, the classification of suitable and inappropriate images and QC with TA will be performed by collaborating with radiologists. This step will contribute to conducting the exact assessment of the suitability of TA with the receiver operating characteristic curve. Second, the suggested criteria are only applicable to one dose level. Therefore, further studies should be performed at other lower radiation dose levels in order to confirm the maintenance of high quality at low doses. Third, TA analysis was only performed with images of the AAPM phantom. Hence, it will be necessary to evaluate the feasibility of other QC phantoms. Lastly, even if there is no statistically significant difference, there may be limitations in concluding that the proposed parameters are suitable for QC. Therefore, a verification of the statistical significance of the results is proposed through further research in the future. Despite these limitations, this was the first study conducted to present the TA method and the criteria for evaluating CR and SR for any CT scanner. Although additional verification may be required, our study showed the feasibility of TA for quantifying CR and SR evaluation with the AAPM phantom. Especially the first-order statistical TA method proved to be efficient in the quantification of CT QC.

5. Conclusions

Our novel TA method may improve the assessment of CR and SR of AAPM phantom images and standardize the CT QC process instead of subjective visual evaluation. The proposed TA descriptors were contrast, and softness index for CR, and contrast, softness, and skewness index for SR. Therefore, this study presented an opportunity to easily perform QC in hospitals of various sizes by presenting an automated QC method for image-based diagnostic medical equipment.
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