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Abstract
We review recent advances on the record statistics of strongly correlated time series, whose entries denote the positions of a random walk or a Lévy flight on a line. After a brief survey of the theory of records for independent and identically distributed random variables, we focus on random walks. During the last few years, it was indeed realized that random walks are a very useful ‘laboratory’ to test the effects of correlations on the record statistics. We start with the simple one-dimensional random walk with symmetric jumps (both continuous and discrete) and discuss in detail the statistics of the number of records, as well as of the ages of the records, i.e. the lapses of time between two successive record breaking events. Then we review the results that were obtained for a wide variety of random walk models, including random walks with a linear drift, continuous time random walks, constrained random walks (like the random walk bridge) and the case of multiple independent random walkers. Finally, we discuss further observables related to records, like the record increments, as well as some questions raised by physical applications of record statistics, like the effects of measurement error and noise.

Keywords: statistical physics, record statistics, strongly correlated time series

(Some figures may appear in colour only in the online journal)

1. Introduction

The statistics of extreme and rare events have recently generated a lot of interest in various areas of science. In particular, the study of the statistics of records in a discrete time series, initiated in the early fifties [1], has become fundamental and important in a wide variety of...
systems, including climate studies [2–9], finance and economics [10–12], hydrology [13], sports [14, 15], in detecting heavy tails in statistical distributions [16], and others [17, 18].

Consider any generic time series of \( N \) entries \( \{X_1, X_2, \ldots, X_N\} \) where \( X_i \) may represent the daily temperature in a given place, the price of a stock or the yearly average water level in a river. A record happens at step \( k \) if the \( k \)th entry exceeds all previous entries. Questions related to records are obviously intimately connected to extreme value statistics [19, 20]. For instance the actual record value at step \( k \) is just the maximal value of the entries after \( k \) steps, which is a key observable in extreme value statistics. On the other hand, record statistics have deep connections with first-passage problems [21–23]. For instance, the record rate, i.e. the probability that a record is broken at step \( k \), is related to the survival probability, i.e. the probability that the time series remains below a certain level up to step \( k \), which is a key quantity in first-passage problems.

Record statistics have deep connections with extreme value statistics and first-passage problems, which have been widely studied in the probability literature [24, 25]. In this review, we focus on a variety of observables associated to the record statistics, which have recently received a vivid interest in physics. This includes, for instance, the number of records in a given sequence of size \( N \) as well as the ages of the records. The age of a record is defined as the time up to which the record survives, i.e. before it gets broken by the next record. We will also study the record values as well as the increments of the record values. Several analytical tools and techniques to study these questions will be discussed in this survey article.

Remarkably, the study of records have found a renewed interest and applications in diverse complex physical systems such as the evolution of the thermo-remanent magnetisation in spin-glasses [26, 27], evolution of the vortex density with increasing magnetic field in type-II disordered superconductors [26, 28], avalanches of elastic lines in a disordered medium [29–32], the evolution of fitness in biological populations [33–35], jamming in colloids [36], and in quantum chaos [39, 40] amongst others. The common feature in all these systems is a staircase type temporal evolution of physical observables (see figure 1). For instance, when a domain wall in a disordered ferromagnet is driven by an increasing external magnetic field, its center of mass remains immobile (pinned by disorder) for a while and then, as the field increases further, an extended part of the wall gets depinned, giving rise to an avalanche and, consequently, the center of mass jumps over a certain distance [29–32]. The position of the center of mass as a function of time (or increasing drive), displays a staircase structure as in figure 1. Some useful insights on such a staircase evolution in these various systems can be gained by studying the dynamics of records in a time series [27, 28, 30], where the record value remains fixed for a while until it gets broken by the next record and jumps by a certain increment (see figure 1). For instance, in the case where the positions \( X_i \) are the positions of a random walker after \( i \) steps, this ‘record process’ is at the heart of the so called ABBM model [31, 32] which has been extensively used to model the so-called Barkhausen noise in disordered ferromagnets [41].

The record statistics for independent and identically distributed (i.i.d.) random variables have been extensively studied in the past, both in the mathematics [42–45] and also more recently in the physics literature (for a recent review on the i.i.d. case see [18]). Many aspects of these studies are now theoretically well understood and, here, we will briefly recall the main useful results, with a special emphasis on the statistics of the ages, which is somehow less well known. Another class of time series for which record statistics has been studied recently corresponds to independent but non identically distributed random variables. This is quite relevant in sports, where with time the average performance of a sportsman/woman typically increases with time due either to increased nutrition or technologically advanced sports equipments.
used for the preparation. Similarly in the context of climate studies, there can be a typical linear trend in time of the average temperature. Various interesting results have been derived for this independent but non-identically distributed time series \[46–48\]. As these results have already been reviewed in \[18\], we will not repeat them here.

In many realistic time series, the entries \(X_i\) are however correlated. So, the question naturally arises: what can we say about the record statistics for correlated sequences? For a weakly correlated time series, i.e. with a finite correlation time, one would expect the record statistics for a large sequence to be asymptotically similar to the uncorrelated case. This, however, is no longer true when the entries are strongly correlated. It turns out that in this strongly correlated case, the study of record statistics is technically challenging. The difficulty of the task can be estimated by considering the aforementioned connections with extreme value statistics and first-passage problems, which are notoriously hard to solve for strongly correlated time series.

One of the simplest and most natural strongly correlated time series is the random walk sequence on a line, where the entry \(X_i\) corresponds to the position of a random walker at discrete time step \(i\), starting from the origin \(X_0 = 0\), and undergoing random jumps at each time step. Many questions related to record statistics of random walks belong to the realm of the so-called fluctuation theory for random walks, which has been developed in the mathematical literature since the fifties [25, 49–52]. The formalism and terminology that have been developed and employed in this vast probability literature are however sometimes a bit abstract for non-specialists and thus difficult to apply to physical situations where questions related to record statistics arise. It is only recently that the record statistics of random walks have been studied and revisited in the physics literature [53]. This opened the way to rather simple and physical derivations of explicit results for a host of observables related to records. Hence the
random walk and its variants are an ideal laboratory to test analytically the effects of strong correlations on the record statistics of physically relevant time series. Indeed, recently, there has been much progress in understanding the record statistics for such a random walk sequence, both with and without drift and also for the case of multiple random walkers, and many interesting analytical results were derived—some of them rather surprisingly universal. This random walk sequence is thus useful as it provides an exactly solvable example for the record statistics of strongly correlated time series. These results for random walks have been briefly reviewed in [18, 54, 55]. Since then, however, the subject has rapidly evolved and a detailed account of these recent progresses is still lacking. The purpose of this review is to provide an updated survey of the known results both for i.i.d. and for strongly correlated time series, like random walks and Lévy flights.

The review is organised as follows. We start, in section 2, by a brief survey of the theory of records for i.i.d. random variables. In section 3, we develop the basic theory of record statistics for random walks, which is the cornerstone of this review. These results are based on a general renewal structure which is then exploited to obtain detailed information about the statistics of both the number and ages of the records for several models of random walks, including symmetric random walks—with both continuous and discrete jumps—, random walks with a linear drift and continuous time random walks. In section 4, we focus on the record statistics of constrained random walks, with a special focus on the (symmetric) random walk bridge—i.e. a random walk conditioned to start and end at the origin after $N$ steps. In section 5, we discuss the record statistics for $K$ independent random walkers and in section 6, we present several generalisations of these results, emphasizing in particular the similarities between the ages of records and the size of excursions between consecutive zeros in the lattice random walk and Brownian motion and more generally in renewal processes. Finally, in section 7, we present some related issues that have been recently discussed in the literature—like the effects of measurement error and noise—before we conclude in section 8.

2. Record statistics for i.i.d. random variables

We begin by reviewing the main results for the record statistics of i.i.d. random variables. We consider a collection of $N$ random variables $X_1, X_2, \ldots, X_N$ which are drawn from a continuous probability density function (pdf) $p(X)$. These random variables being i.i.d., their joint pdf $P(X_1, X_2, \ldots, X_N)$ simply factorizes as

$$P(X_1, X_2, \ldots, X_N) = \prod_{i=1}^{N} p(X_i).$$

By definition, $X_k$ is an upper record if and only if it is larger than all previous entries,

$$X_k > \max \{ X_1, \ldots, X_{k-1} \}.$$

For instance in figure 1, $X_1$ is, by definition, a record, then $X_3$ is a record, on so on (see the caption of the figure for details). One can similarly define a lower record which is such that $X_k < \min \{ X_1, \ldots, X_{k-1} \}$. For now, we will mainly focus on upper records, which we will simply call ‘records’. Let $M$ be the number of records among these $N$ random variables. We first discuss a straightforward method, based on indicator variables, to investigate the statistics of $M$. Then we discuss more complicated joint probability distributions of the number and the ages of the records. This second method is not only useful to investigate the age of the longest and shortest record but can be generalised, with some appropriate modifications, to the study
of the records of random walks (see section 3), constrained random walks (see section 4) as well as multiple random walker systems (see section 5).

2.1. Distribution of the number of records

To study the distribution of the number of records \( M \) it is useful to introduce indicator variables \( \sigma_k \) which take the value 0 or 1:

\[
\sigma_k = \begin{cases} 
1 & \text{if } X_k \text{ is a record}, \\
0 & \text{if } X_k \text{ is not a record}
\end{cases}, \quad M = \sum_{k=1}^{N} \sigma_k.
\]

For i.i.d. random variables, these indicator functions \( \sigma_k \) are independent (see (8) below). We define

\[
\langle \sigma_k \rangle = r_k,
\]

where the average is taken over the different realizations of the random variables \( X_1, \ldots, X_N \). Thus \( r_k \) is the probability that \( X_k \) is a record, i.e. that the event in (2) happens. In other words, \( r_k \) represents the rate at which a record is broken at ‘time’ \( k \), or equivalently the probability of record breaking at time \( k \) for the sequence \( X_1, \ldots, X_N \). For i.i.d. random variables this probability can be easily computed from the joint distribution in (1) and this yields

\[
r_k = \int_{-\infty}^{\infty} p(x) \left[ \int_{-\infty}^{x} p(y) dy \right]^{k-1} dx = \int_{0}^{1} u^{k-1} du = \frac{1}{k},
\]

where we have used the change of variable \( u = \int_{-\infty}^{x} p(y) dy \). Interestingly, this result \( r_k = 1/k \) (5) is universal, i.e. it is independent of the parent distribution \( p(x) \). This can be easily understood since the probability that \( X_k \) is the maximum among \( X_1, \ldots, X_k \) is indeed equal to \( 1/k \) as the maximal value can be realized with equal probability by any of these \( k \) i.i.d. random variables. From the record rate in (5), we get the mean number of records as

\[
\langle M \rangle = \sum_{k=1}^{N} r_k = \sum_{k=1}^{N} \frac{1}{k} = H_N,
\]

where \( H_N \) denotes the \( N \)th harmonic number. For large \( N \), it behaves as

\[
\langle M \rangle = \ln N + \gamma_E + O(N^{-1}),
\]

where \( \gamma_E = 0.57721 \ldots \) is the Euler constant. By a similar calculation, one can compute the variance of the number of records, \( \langle M^2 \rangle - \langle M \rangle^2 \). This computation involves the two-point correlations \( \langle \sigma_j \sigma_k \rangle \). From the joint distribution in (1) it is easy to show that \( \sigma_j \) and \( \sigma_k \) are linearly independent for \( j \neq k \) [55]. Indeed, by a simple generalisation of the reasoning made above for (5), one has

\[
\langle \sigma_j \sigma_k \rangle = \text{Prob}(X_j = \max(X_1, \ldots, X_j), X_k = \max(X_j, \ldots, X_k))
\]

\[
= \int_{0}^{1} du u^{k-j-1} \int_{0}^{u} dv v^{j-1} = \frac{1}{jk} = \langle \sigma_j \rangle \langle \sigma_k \rangle, \quad j \neq k,
\]

while \( \langle \sigma_j^2 \rangle = \langle \sigma_k \rangle = r_k \). Hence, using (8), one obtains
are exchangeable (i.e. the joint pdf $\pi$), for $k$, one can reconstruct in a unique manner the sequence of the ranks. Since the $(k)$-statistics of the variables of rank $1$, similarly, one can define the statistics of $k$-records [57] which concerns the variables of rank $1$. To define the rank of elements. Finally, using that the variables indeed factorize, as in (8), the full mutual independence of the variables $\sigma_k$ can be demonstrated by introducing auxiliary variables, which are called the ranks [56]. To define the rank of $X_k$, denoted as rank($X_k$), we order the $k$ first variables $X_1, X_2, \ldots, X_k$, by definition rank($X_k$) = $m$ if $X_k$ is the $m$th first maximum among this list. Hence by construction $1 \leq$ rank($X_k$) $\leq$ $k$ and $X_k$ is a record if and only if rank($X_k$) = 1. The statistics of records is thus the statistics of variables of rank 1. Similarly, one can define the statistics of $k$-records [57] which concerns the statistics of the variables of rank $k$.

One can easily show by induction that, from the full sequence of the ranks rank($X_1$), $\ldots$, rank($X_N$), one can uniquely reconstruct the full ordered sequence of the $X_i$ (without retrieving of course the actual values of the $X_i$)—we remind that the $X_i$’s are continuous random variables such that there are no ties. Conversely, given an ordered sequence of $X_1, X_2, \ldots, X_N$, one can reconstruct in a unique manner the sequence of the ranks. Since the ordered sequences of the $X_i$ are in one-to-one correspondence with the permutations of $N$ elements, the $N!$ distinct sequences of the $N$ ranks are in bijection with the $N!$ permutations of $N$ elements. Finally, using that the variables $X_1, X_2, \ldots, X_N$ are exchangeable (i.e. the joint pdf of the $X_i$ is invariant under any permutation of these variables), one concludes that all the $N!$ possible sequences of ranks are equiprobable.

\[
\text{Prob}(\text{rank}(X_1) = a_1, \ldots, \text{rank}(X_N) = a_N) = \frac{1}{N!}, \quad \text{for } a_k = 1, 2, \ldots, k. \tag{10}
\]

On the other hand, by summing up (10) over all $a_m$ with $m \neq k$ one obtains the marginal probability

\[
\text{Prob}(\text{rank}(X_k) = a_k) = \frac{1}{k}, \quad \text{for } a_k = 1, 2, \ldots, k. \tag{11}
\]

Therefore, from (11) and (10) one obtains

\[
\text{Prob}(\text{rank}(X_1) = a_1, \ldots, \text{rank}(X_N) = a_N) = \prod_{k=1}^{N} \text{Prob}(\text{rank}(X_k) = a_k), \tag{12}
\]

which shows that the ranks are mutually independent. Note that this property (12) only assumes the exchangeability of the variables $X_i$ and not necessarily their independence [56].

Coming back to the variables $\sigma_k$ in (3), one observes that $\sigma_k = 1$ if and only if rank($X_k$) = 1 (and $\sigma_k = 0$ otherwise). Therefore, from (12), one deduces that the variables $\sigma_k$ are mutually independent.

One can now use the independence of the $\sigma_k$ to compute the generating function of the probability distribution of the number of records $P(M|N)$ using (for $N \geq 1$)

\[
\sum_{M \geq 1} P(M|N)x^M = \langle x^M \rangle = \prod_{k=1}^{N} (x^\sigma_k) = \prod_{k=1}^{N} \left( \frac{x - 1}{k} + 1 \right)
= \frac{x(x + 1) \ldots (x + N - 1)}{N!} = \frac{1}{N!} \Gamma(x + N) \Gamma(x), \tag{13}
\]

\[
\langle M^2 \rangle - \langle M \rangle^2 = \sum_{k=1}^{N} \langle \sigma_k^2 \rangle - \langle \sigma_k \rangle^2 = \sum_{k=1}^{N} \left( \frac{1}{k} - \frac{1}{k^2} \right)
= \ln N + \gamma_E - \frac{\pi^2}{6} + O(1/N). \tag{9}
\]
where $\Gamma(z)$ is the Gamma function. One also recognizes that the ratio of Gamma functions

$$\frac{\Gamma(x + N)}{\Gamma(x)}$$

appearing in (13) is the generating function of the unsigned Stirling numbers of the first kind $S_N^M$, i.e.

$$\Gamma(x + 1) \ldots (x + N - 1) = \sum_{M=1}^{N} \left[ \begin{array}{c} N \\ M \end{array} \right] x^M,$$

where the unsigned Stirling numbers $\left[ \begin{array}{c} N \\ M \end{array} \right]$ enumerate the number of permutations of $N$ elements with exactly $M$ disjoint cycles. Hence one has

$$P(M|N) = \frac{1}{N!} \left[ \begin{array}{c} N \\ M \end{array} \right],$$

which thus shows that the number of records of $N$ i.i.d. random variables is distributed like the number of cycles in random permutations of $N$ objects with uniform measure. Finally, using the asymptotic behaviour of Stirling numbers, one can show that the distribution of $M$ approaches, when $N \to \infty$, a Gaussian distribution

$$P(M|N) \approx \frac{1}{\sqrt{2\pi \ln N}} \exp \left[ -\frac{(M - \ln N)^2}{2 \ln N} \right].$$

Here we have discussed the case where the random variables $X_i$ are continuous random variables. We refer the reader to [45, 59] for a discussion of the effects of discreteness, in particular when continuous random variables are subsequently discretized by rounding to integer multiples of a discretization scale [60] (see also section 7 for related issues).

2.2. Joint distribution of the ages of records and of their number

Apart from the number of records, other important observables are the ages of the records, which we now focus on. For a realization of the sequence of $N$ random variables $X_i$ with $M$ records, we denote by $\vec{\ell} = (\ell_1, \ell_2, \ldots, \ell_M)$ the time intervals between successive records as depicted in figure 1. Thus $\ell_k$ is the age of the $k$th record, i.e. it denotes the time up to which the $k$th record survives (in the mathematical literature the ages are called ‘inter-record times’ [43, 61]). Note that the last record, the $M$th record in this sequence, is still a record at ‘time’ $N$. Its age $\ell_M$ is defined as its lifetime $N - \sum_{k=1}^{M} \ell_k$ shifted by one unit, where $N_M$ is the time of occurrence of this last record (see figure 1). This definition simplifies the computations that follows.

We first compute the joint probability distribution $P(\vec{\ell}, M|N)$ of the ages $\vec{\ell}$ and the number $M$ of records, given the length $N$ of the sequence. This distribution can be computed from the joint distribution of the $X_i$ in (1) as

$$P(\vec{\ell}, M|N) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d\vec{y} p(\vec{y}) \left[ \int_{-\infty}^{\gamma_1} p(x) \, dx \right]^{\ell_2 - 1} \times \prod_{k=1}^{M-1} \int_{-\infty}^{\gamma_{k+1}} \cdots \int_{-\infty}^{\gamma_1} p(x) \, dx \left[ \int_{-\infty}^{\gamma_k} p(x) \, dx \right]^{\ell_{k+1} - 1} \delta \left( \sum_{k=1}^{M} \ell_k - N \right),$$

where the Kronecker delta, $\delta(i,j) = 1$ if $i = j$ and 0 otherwise, ensures that the size of the sample is $N$. If one performs the change of variables $u_k = \int_{-\infty}^{\gamma_k} p(x) \, dx$, the distribution $P(\vec{\ell}, M|N)$ in (17) can be written as


$$P(\vec{\ell}, M | N) = \int_0^1 \mathrm{d}u_M u_M^{\ell_M-1} \prod_{k=1}^{M-1} \int_0^{u_{k+1}} \mathrm{d}u_k u_k^{\ell_k-1} \delta \left( \sum_{k=1}^{M} \ell_k, N \right). \quad (18)$$

This multiple integral in (18) can be performed straightforwardly to obtain

$$P(\vec{\ell}, M | N) = \frac{1}{\ell_1(\ell_1 + \ell_2) \ldots (\ell_1 + \ell_2 + \ldots + \ell_M)} \delta \left( \sum_{k=1}^{M} \ell_k, N \right). \quad (19)$$

It is important to stress that this joint distribution is completely universal, i.e. independent of the parent distribution $p(x)$. This means that any observable depending only on the ages of the records is totally universal. Quite interestingly, although the variables $X_i$ are independent, we see on (19) that the ages $\ell_k$ are correlated, which yields non trivial statistics of the ages in this i.i.d. case. In the next section we discuss the marginal distribution of the age of the $k$th record as well as the statistics of the longest or shortest records and refer the reader to [62, 63] as well as [64]—chapter 1—for further details and references on the ages of records for i.i.d. random variables in the mathematical literature.

We conclude this section by a remark on the record times, which are the times at which the records occur,

$$N_k = 1 + \sum_{j=1}^{k-1} \ell_j, \quad (2 \leq k \leq M),$$

with $N_1 = 1$. Elements of the study of these record times can be found in [38]. In particular, in the continuum limit of large times, these record times, now real variables denoted by $t_k$, are generated recursively. The successive ratios

$$\frac{t_{k-1}}{t_k} = U_k,$$

(21)

are i.i.d. random variables uniform on (0, 1). This property is instrumental in the derivation of the asymptotic distribution of the duration of the longest lasting record [38] (see (32)–(33) in section 2.4 below). Such constructions (21) will be discussed further and generalized in section 6, in particular in the context of Poisson–Dirichlet distributions [65] (see section 6.3).

### 2.3. Marginal probability distribution of the age of the $k$th record

The marginal probability distribution of $\ell_k$ can be obtained by summing the full joint distribution $P(\vec{\ell}, M | N)$ in (19) over all the ages $\ell_j$ with $j \neq k$ and then summing over the number of records:

$$P(\ell_k | N) = \sum_{M \geq 1} \sum_{\ell_1 \geq 1} \ldots \sum_{\ell_{k-1} \geq 1} \sum_{\ell_{k+1} \geq 1} \ldots \sum_{\ell_M \geq 1} P(\vec{\ell}, M | N). \quad (22)$$

The full distribution $P(\vec{\ell}, M | N)$, given in (19), is obviously not invariant under the permutation of the ages $\ell_j$ and therefore the distribution of $\ell_k$ depends explicitly on $k$. Besides, for $\ell_k$ to be defined, the number of records need to be at least $k$, which implies that $N \geq k$. Hence, for fixed $N$, $1 \leq \ell_k \leq N - k + 1$. Therefore, by summing up the full joint distribution (18) over $\ell_j \geq 1$ for all $j \neq k$ one obtains the probability distribution of $\ell_k$, jointly with the fact that the number of records $M \geq k$
\[ \sum_{N \geq k} P(\ell_k, M \geq k | N) z^N = \frac{1}{1-z} \int_0^z dx (1-x) \frac{[-\ln(1-x)]^{k-1}}{(k-1)!} x^{k-1}. \]  

In particular, by summing up (23) over \( \ell_k \) one obtains the generating function of the probability that the number of records is larger than \( k \).

We see that the right hand side of (23) behaves like \( \propto (1-z)^{-1} \) when \( z \to 1 \), from which we conclude that \( P(\ell_k, M \geq k | N) \) tends to a stationary distribution as \( N \to \infty \), which is given by \([61, 66, 67]\)

\[ P(\ell_k) = \lim_{N \to \infty} P(\ell_k, M \geq k | N) = \int_0^1 dx (1-x) \frac{[-\ln(1-x)]^{k-1}}{(k-1)!} x^{k-1} \]

\[ = \sum_{m=0}^{\ell_k-1} (-1)^m \binom{\ell_k-1}{m} \frac{1}{(2+m)^k}, \]

where the second line is obtained by performing the change of variable \( u = -\ln(1-x) \) in the integral in (24) and using the binomial formula to expand \( x^{\ell_k-1} = (1-e^{-u})^{\ell_k-1} \) in order to perform the integral over \( u \). The probability \( P(\ell_k) \) is normalized to unity and decreases monotonically with increasing \( \ell_k \), starting from \( P(\ell_k = 1) = 2^{-\ell} \). For large \( \ell_k \), its asymptotic behaviour is more conveniently obtained from the integral representation (24) which can be analysed in the large \( \ell_k \) limit by performing the change of variable \( v = (1-x)\ell_k \) which yields

\[ P(\ell_k) \sim \frac{1}{(k-1)!} \frac{[\ln \ell_k]^{k-1}}{\ell_k^k}, \; \ell_k \to \infty. \]  

This indicates that the first moment of \( \ell_k \) is diverging when \( N \to \infty \). In fact, one can show from (23) that

\[ \langle \ell_k \rangle \sim \frac{[\ln N]^k}{k!}, \; N \to \infty. \tag{26} \]

Interestingly, by using the Stirling formula \( k! \approx \sqrt{2\pi k} e^{k \ln k - k} \), one sees that the average \( \langle \ell_k \rangle \), as a function of \( k \), admits a maximum for \( k_{\text{max}} \sim \ln N \), for which \( \langle \ell_{k_{\text{max}}} \rangle \sim N \) (up to possible logarithmic corrections). Hence, \( k_{\text{max}} \) coincides with the typical number of records \( \langle M \rangle \sim \ln N \), see (7). This indicates that the longest lasting record is rather likely to be the last one, which happens with a rather high probability \( \approx 0.62433 \) (see (31) and (37) below), or close to it \([68]\). The statistical properties of the longest lasting record will be discussed in the next section.

### 2.4. Distribution of the age of the longest lasting record

We have seen in the previous section that the mean age of the \( k \)th record, \( \langle \ell_k \rangle \), depends rather strongly on \( k \), see (26). It behaves typically as \( [\ln N]^k/k! \) as a function of \( k \) and reaches its maximum for \( k_{\text{max}} \sim O(\ln N) \) where it is of order \( O(N) \). In this section, we characterize this extreme behaviour and focus on the age of the longest record, denoted by \( \ell_{\text{max},N} \), which is defined as

\[ \ell_{\text{max},N} = \max\{\ell_1, \ell_2, \ldots, \ell_M\}. \tag{27} \]

Its cumulative distribution \( F(\ell | N) = \text{Prob}(\ell_{\text{max},N} \leq \ell) \), for \( \ell \geq 1 \), is obtained from the full joint distribution in (19) by summing over \( M \) and \( \ell_1, \ldots, \ell_M \) with the constraint that \( \ell_1 \leq \ell, \ldots, \ell_M \leq \ell \). It reads, for \( N \geq 1 \),
\[ F(\ell|N) = \sum_{M \geq 1} \sum_{\ell_1 = 1}^{\ell} \cdots \sum_{\ell_M = 1}^{\ell} \frac{\delta(\sum_{k=1}^{M} \ell_k, N)}{\ell_1(\ell_1 + \ell_2) \cdots (\ell_1 + \ell_2 + \cdots + \ell_M)}, \]  

(28)

while \( F(\ell|N = 0) = 1 \). The generating function of \( F(\ell|N) \) with respect to \( N \) is conveniently written using the integral representation of the distribution in (18). After some manipulations, it can be written as [55]

\[ \sum_{N \geq 0} z^{N} F(\ell|N) = \exp\left( \sum_{k=1}^{\ell} \frac{z^k}{k} \right). \]

(29)

From the generating function of the full distribution of \( \ell_{\text{max},N} \) (29) one obtains the generating function of the average value \( \langle \ell_{\text{max},N} \rangle = \sum_{\ell \geq 1} (1 - F(\ell|N)) \) as

\[ \sum_{N \geq 0} \langle \ell_{\text{max},N} \rangle z^{N} = \frac{1}{1 - z} \sum_{\ell \geq 1} \left[ 1 - \exp\left( - \sum_{k \geq \ell+1} \frac{z^k}{k} \right) \right]. \]

(30)

By analysing this expression (30) in the limit \( z \to 1 \), where the discrete sums can be replaced by integrals (setting \( z = e^{-y} \)) one obtains the large \( N \) behaviour of \( \langle \ell_{\text{max},N} \rangle \) as

\[ \langle \ell_{\text{max},N} \rangle = \lambda N + O(1), \quad \lambda = \int_{0}^{\infty} ds e^{-s-E(s)} = 0.62433 \ldots, \]

(31)

where \( E(s) = \int_{s}^{\infty} dy e^{-y}/y \). In (31), \( \lambda \) is known as the Golomb–Dickman or Goncharov constant [69–71]. This constant \( \lambda \) also describes the linear growth of the longest cycle of a random permutation [71]. It also appeared in a model of growing network [38] and in a one-dimensional ballistic aggregation model [72]. The complete asymptotic expansion of \( \langle \ell_{\text{max},N} \rangle \), beyond the leading order, was established in [73]. We refer the reader to [69, 70] for more discussions of \( \ell_{\text{max},N} \) in this i.i.d. case in the mathematics literature.

A complementary approach to the statistics of \( \ell_{\text{max},N} \) can be found, e.g. in [38, 65]. In particular, in the regime of long times the scaled random variable \( R = \ell_{\text{max},N}/N \) has a limiting density denoted by \( f_{R} \).

\[ \text{Prob}(\ell_{\text{max},N} = \ell) \xrightarrow{N \to \infty} \frac{1}{N} f_{R}\left(\frac{\ell}{N}\right). \]

(32)

To compute this limiting distribution \( f_{R}(x) \), it is convenient to study the inverse variable \( V = 1/R \), which has a limiting density \( f_{V}(x) \). It turns out that the Laplace transform of the inverse variable \( V = 1/R \) has an explicit expression

\[ \hat{f}_{V}(s) = \langle e^{-sV} \rangle = \int_{0}^{\infty} dx f_{V}(x)e^{-sx} = 1 - e^{-E(s)}, \]

(33)

where we recall that \( E(s) = \int_{s}^{\infty} dy e^{-y}/y \). Note that from (33) one can straightforwardly compute the average \( \langle R \rangle \) as

\[ \lambda = \langle R \rangle = \left\langle \frac{1}{V} \right\rangle = \int_{0}^{\infty} ds \hat{f}_{V}(s), \]

(34)

which, after a simple integration by parts, yields back the Golomb–Dickman constant in (31), i.e. \( \langle R \rangle = \lambda \). Furthermore, from (33), and using \( f_{R}(x) = x^{-2} \hat{f}_{V}(1/x) \), one can show that the function \( f_{R}(x) \) is a piecewise continuous function on the interval \([0,1]\), continuous on each interval of the form \([1,1/2], [1/2,1/3], \ldots \), and exhibiting singularities at the points \( x_{k} = 1/k \),
with $k = 2, 3, \ldots$. It has a maximum at $x = x_2 = 1/2$ and its asymptotic leading behaviours are given by [38]

$$f_R(x) \sim \begin{cases} \exp \left( \frac{1}{2} \ln x \right), & x \to 0, \\ 1, & x \to 1. \end{cases}$$

(35)

We refer the reader to [38] for further details on this limiting distribution. Figure 2 depicts $f_R(x)$ obtained from the analytical expression of the generating function of $\ell_{\max,N}$ for $N = 80$ (green full circles) and for $N = 160$ (blue empty circles). The good collapse of the data confirms the scaling form in (32).

The study, performed in the present review, of the scaling behaviour of quantities related to the statistics of records (of which $\ell_{\max,N}$ is the first instance) comes in addition to the vast body of knowledge on scaling phenomena pertaining both to equilibrium or nonequilibrium statistical physics, on the one hand, and to mathematics, on the other hand. In the former this body of knowledge stems from the study of critical phenomena [74], in the latter the very notion of scaling emerges from the consideration of sums of random variables, through the central limit theorem and its generalisations [75]. There is actually a deep connection between the two fields (critical phenomena and sums of random variables) as analysed, e.g. in [76].

Another, related, quantity of interest is the probability that the longest lasting record is the last one, or probability of record breaking for the sequence of ages, namely

$$Q_N = \Pr(\ell_M > \max(\ell_1, \ldots, \ell_{M-1})) = \Pr(\ell_{\max,N} = \ell_M).$$

(36)
This sequence converges, at large $N$, to the Golomb–Dickman constant $\lambda$ \cite{38},

$$\lim_{N \to \infty} Q_N = \lambda,$$  

which means that, for a very long sequence, the fraction of records with longest duration is equal to $\lambda$.

### 2.5. Distribution of the age of the shortest record

We now focus on the age of the shortest record, denoted by $\ell_{\text{min,N}}$, which is defined as

$$\ell_{\text{min,N}} = \min\{\ell_1, \ell_2, \ldots, \ell_M\}. \quad (38)$$

We define $G(\ell|N) = \text{Prob}(\ell_{\text{min,N}} \geq \ell)$, $\ell \geq 1$, and $G(\ell|N = 0) = 0$. Using the same reasoning as above for $\ell_{\text{max,N}}$, we find the generating function of $G(\ell|N) = \text{Prob}(\ell_{\text{min,N}} \geq \ell)$ with respect to $N$ as

$$\sum_{N \geq 0} G(\ell|N)z^N = \exp\left[\sum_{k \geq 1} \frac{z^k}{k} - 1\right]. \quad (39)$$

The generating function of the average value $\langle \ell_{\text{min,N}} \rangle = \sum_{\ell \geq 1} G(\ell|N)$ can be obtained from (39) which yields the asymptotic result for large $N$ \cite{70, 77}

$$\langle \ell_{\text{min,N}} \rangle = e^{-\gamma_E} \ln N + o(\ln N), \quad (40)$$

with the numerical value $e^{-\gamma_E} = 0.56145\ldots$ where $\gamma_E = 0.57721\ldots$ is the Euler constant.

On the other hand, when $N \to \infty$, one can easily show that $G(\ell|N)$ converges to a stationary cumulative distribution function, from which one obtains the limiting distribution

$$\text{Prob}(\ell_{\text{min,N}} = \ell) \underset{N \to \infty}{\longrightarrow} f_{\text{min}}(\ell) = \exp\left[-\sum_{k=1}^{\ell-1} \frac{1}{k}\right] \left(1 - e^{-1/\ell}\right), \quad \ell \geq 2, \quad (41)$$

while $f_{\text{min}}(\ell = 1) = 1 - e^{-1}$. The limiting distribution $f_{\text{min}}(\ell)$ is a monotonously decreasing function of $\ell$ and its asymptotic behaviours are given by

$$f_{\text{min}}(\ell) \approx \begin{cases} 1 - e^{-1}, & \ell \to 1, \\ e^{-\gamma_E}/\ell^2, & \ell \to \infty. \end{cases} \quad (42)$$

Remembering that this asymptotic behaviour for large $\ell$, $f_{\text{min}}(\ell) \approx e^{-\gamma_E}/\ell^2$, is valid for $\ell \leq N$, this yields the large $N$ estimate for $\langle \ell_{\text{min,N}} \rangle$ as given in (40). In figure 3 we show a plot of this limiting distribution $f_{\text{min}}(\ell)$, where we see in particular that the asymptotic large $\ell$ behaviour $\sim e^{-\gamma_E}/\ell^2$ (42) gives a quite accurate description of the exact distribution $f_{\text{min}}(\ell)$ already for $\ell \gtrsim 10$.

### 3. Record statistics for correlated sequences: random walk model

We have seen in the previous section that for an uncorrelated time series $\{X_1, X_2, \ldots, X_N\}$ of length $N$, the statistics of the number of records $M$, as well as the statistics of the ages of records can be computed analytically. In many realistic time series, the entries $X_i$ are however correlated. So, the question naturally arises: what can we say about the record statistics for correlated sequences? We review below the recent results that have been obtained for the random walk sequence.
We start with the simple case of a discrete-time random walk on a line. This will include both short-ranged random walks as well as long-ranged Lévy walks as explained below. In addition, it may include random walks in the presence of a constant drift. The walker starts at the origin \(X_0 = 0\) and its position evolves in discrete-time via the Markov rule

\[X_i = X_{i-1} + \eta_i\]

where \(\eta_i\) represents the random jump length at step \(i\). These noise variables \(\eta_i\) are i.i.d. random variables, each drawn from the jump distribution \(\phi(\eta)\). The jump distribution may be symmetric (no drift) or asymmetric (e.g. in the presence of a constant drift).

A few examples of symmetric jump distributions are:

1. \(\phi(\eta) = \frac{1}{2} e^{-|\eta|}\) (exponential),
2. \(\phi(\eta) = \frac{1}{\sqrt{2\pi} \sigma_0} e^{-\eta^2 / 2\sigma_0^2}\) (Gaussian),
3. \(\phi(\eta) = \frac{1}{2} [\Theta(\eta + 1) - \Theta(\eta - 1)]\) (uniform in \([-1,1]\)),
4. \(\phi(\eta) \sim |\eta|^{-1-\mu}\) for large \(|\eta|\) with \(0 \leq \mu < 2\) (Lévy flights),
5. \(\phi(\eta) = \frac{1}{2} [\delta(\eta - 1) + \delta(\eta + 1)]\) (lattice random walk).

In the first four examples, the jump distribution is continuous. In the last example, the jump distribution is not continuous, and the walker is restricted to move on a one-dimensional lattice with unit lattice spacing. For the first three examples, the variance of the step length \(\sigma^2 = \int_{-\infty}^{\infty} \eta^2 \phi(\eta) d\eta\) is finite, while in the Lévy case, \(\sigma^2\) is infinite.

Note that even though the noise variables \(\eta_i\) are uncorrelated, the positions \(X_i\) are strongly correlated. We consider such a sequence of \(N + 1\) entries \(\{X_0, X_1, \ldots, X_N\}\) with \(M\) records. For an illustration, see figure 4. Our first goal is to compute the distribution \(P(M|N)\) of the number of records \(M\). We will also be interested in the statistics of the ages of the records. The random variable \(\ell_k\) denotes the age of the \(k\)th record, i.e. the length of time between the \(k\)th record and the \((k+1)\)th record (see figure 4). The ages are thus defined as in the i.i.d. case...
(see figure 1), except for the last one. In both cases one sets \( \ell_M = N - \sum_{k=1}^{M-1} \ell_k \). However the origins of time are different in the two cases, namely for i.i.d. variables the first record starts at time 1, while for the random walk it starts at time zero. Hence there is a shift of one unit between the two ages \( \ell_M \). In figure 1 one has \( \ell_4 = 4 \), while in figure 4 one has \( \ell_4 = 3 \).

Hence our main observables are the number of records \( M \), and the ages \( \{ \ell_1, \ell_2, \ldots, \ell_M \} \) of the records. Following the i.i.d. case investigated in the previous section (see (3) and below), we can still write \( M = \sum_{k=1}^{N} \sigma_k \), where \( \sigma_k \) is a binary variable: \( \sigma_k = 1 \) if a record occurs at step \( k \) and \( \sigma_k = 0 \) otherwise. However, unlike in the i.i.d. case, the variables \( \sigma_k \) are now correlated in the random walk case. Hence, it is hard to compute directly the distribution of \( P(M|N) \). So, how does one proceed to compute \( P(M|N) \) in this case?

We will see below that one can make progress in calculating \( P(M|N) \) by using the renewal property of the random walk [24, 25, 78]. Indeed this approach was used in [53] to compute exactly \( P(M|N) \) for symmetric jump distributions. But the renewal property is more general, and can be used even for random walk sequence with a drift [32, 79], as we will see below. For introductions to renewal processes, see, e.g. [24, 25, 80, 81].

3.1. The general renewal property

Following [53], we note that instead of trying to compute \( P(M|N) \) directly, it is convenient to first consider a bigger collection of random variables in a given sequence, namely the number of records \( M \) as well as the collection of their ages denoted by the vector \( \vec{\ell} = \{ \ell_1, \ell_2, \ldots, \ell_M \} \).

The joint distribution of these random variables will be denoted by \( P(\vec{\ell}, M|N) \) as in the i.i.d. case. The main point is that this apparently more complicated joint distribution actually has a rather simple structure, due to the renewal property (as explained below). Consequently, by integrating out the age variables \( \vec{\ell} \) from the joint distribution, one can exactly obtain the marginal distribution \( P(M|N) \) of the record number only.

Our goal now is to first compute the joint distribution \( P(\vec{\ell}, M|N) \) for the generic random walk sequence. For this, we will need two crucial quantities as building blocks [53].
• The first quantity is the so-called persistence or survival probability \( q(\ell) \). It is the probability that a random walk, starting at the initial position \( X_0 \), stays below \( X_0 \) up to step \( \ell \)

\[
q(\ell) = \text{Prob} \left( X_1 < X_0, X_2 < X_0, \ldots, X_\ell < X_0 \right) = \text{Prob} \left( X_1 < 0, X_2 < 0, \ldots, X_\ell < 0 \right| X_0 = 0),
\]

(44)

with \( q(0) = 1 \) by definition. In going from the first to the second line in (44), we have used the translation invariance of the process with respect to the starting point. Evidently, \( q(\ell) \) does not depend on \( X_0 \) and we can set \( X_0 = 0 \). For later purposes, let us also define its generating function

\[
\tilde{q}(z) = \sum_{\ell \geq 0} q(\ell) z^\ell.
\]

(45)

• The second ingredient is the related first-passage probability \( f(\ell) \) (starting at \( X_0 = 0 \)) and defined as

\[
f(\ell) = \text{Prob} \left( X_1 < 0, X_2 < 0, \ldots, X_\ell < 0, X_{\ell+1} > 0 \right| X_0 = 0).
\]

(46)

It is clear that \( f(\ell) \) is simply related to \( q(\ell) \) via

\[
f(\ell) = q(\ell - 1) - q(\ell).
\]

(47)

Consequently, the generating function of \( f(\ell) \) is simply related to that of \( q(\ell) \) as

\[
\tilde{f}(z) = \sum_{\ell \geq 1} f(\ell) z^\ell = 1 - (1 - z) \tilde{q}(z).
\]

(48)

We will see later that both probabilities \( q(\ell) \) and \( f(\ell) \) for a random walk can be computed exactly. But for now, we can proceed even without the explicit knowledge of the two. In fact, the discussion below will hold for any arbitrary renewal process, not necessarily restricted to the random walk sequence.

Armed with these two probabilities \( q(\ell) \) and \( f(\ell) \), and using the fact that the successive intervals between records are statistically independent due to the Markov nature of the process (also called the renewal property), it follows immediately that (see figure 4)

\[
P(\ell, M|N) = f(\ell_1) f(\ell_2) \cdots f(\ell_{M-1}) q(\ell_M) \delta \left( \sum_{k=1}^{M} \ell_k, N \right),
\]

(49)

where the Kronecker delta enforces the global constraint that the sum of the time intervals equals \( N \). The fact that the last record, i.e. the \( M \)th one, is still surviving as a record at step \( N \) indicates that the distribution \( q(\ell_M) \) of the last interval is different from the preceding ones. It is easy to check that \( P(\ell, M|N) \) is normalised to unity when summed over \( \ell \) and \( M \).

The record number distribution \( P(M|N) = \sum_{\ell} P(\ell, M|N) \) is just the marginal of the joint distribution when one sums over the interval lengths. Due to the global constraint, this sum is most easily carried out by considering the generating function with respect to \( N \). Multiplying (49) by \( z^N \) and summing over \( \ell \) and \( N \), one arrives at the fundamental relation

\[
\sum_{M \geq 0} P(M|N) z^N = \left[ \tilde{f}(z) \right]^{M-1} \tilde{q}(z) = [1 - (1 - z)\tilde{q}(z)]^{M-1} \tilde{q}(z).
\]

(50)
where we used (48). Thus the knowledge of \( \tilde{q}(z) \) enables one to determine the distribution \( P(M|N) \) and all its moments. For instance, multiplying (50) by \( M \) and summing over all \( M \), one obtains the exact generating function of the average number of records \( \langle M \rangle \) in \( N \) steps

\[
\sum_{N \geq 0} \langle M \rangle z^N = \frac{1}{(1-z)^2 \tilde{q}(z)}.
\]

Similarly, the higher moments can also be computed in principle, once one knows \( q(\ell) \).

Let us emphasize again that the result (50), and consequently (51) are rather general, and hold for any renewal process. So, we only need to know \( q(\ell) \). This, however, can be computed explicitly for any random walk process on a line using an elegant theorem due to Sparre Andersen [82]. According to this theorem, the generating function \( \tilde{q}(z) \) satisfies a nontrivial combinatorial identity [25, 82]

\[
\tilde{q}(z) = \sum_{\ell \geq 0} q(\ell) z^\ell = \exp \left[ \sum_{n \geq 1} \frac{z^n}{n} p_-(n) \right],
\]

where \( p_-(n) = \text{Prob}[X_n \leq 0] \). Note that \( q(\ell) \) involves a non-local property of the trajectory from the 0th to the \( \ell \)th step, namely it is the probability that \( X_i \) stays negative up to step \( \ell \), starting at the origin. In contrast, \( p_-(n) \) is a local quantity: it is the probability that exactly at step \( n \), the walker is on the negative side of the origin.

In the next sections, we will consider several cases where \( q(\ell) \), or equivalently \( \tilde{q}(z) \) can be computed explicitly using this theorem, leading to exact results for \( P(M|N) \).

### 3.2. Statistics of the record number

In this subsection, we will apply the general renewal theory developed above to compute explicitly the distribution of the record number \( M \) for a random walk sequence for a variety of jump distributions, with and without drift.

#### 3.2.1. Symmetric and continuous jump distribution.

For symmetric and continuous jump distributions (see examples (i)-(iv) discussed in the introduction of section 3), clearly \( p_-(n) = 1/2 \) for all \( n \geq 1 \) (by symmetry). Consequently, (52) gives

\[
\tilde{q}(z) = \sum_{\ell \geq 0} q(\ell) z^\ell = \frac{1}{\sqrt{1-z}},
\]

a completely universal result, i.e. independent of the jump distribution \( \phi(\eta) \), as long as it is symmetric and continuous. Expanding in \( z \), it gives the universal result

\[
q(\ell) = \binom{2\ell}{\ell} 2^{-2\ell} \approx \frac{1}{\sqrt{\pi \ell}}, \quad \ell \to \infty.
\]

Let us remark that this result for \( q(\ell) \) is universal for all \( \ell \geq 0 \). Consequently, from (50), the record number distribution \( P(M|N) \) also becomes universal for all \( N \) [53]. For instance, substituting (53) in (50) and inverting with respect to \( z \) gives the exact distribution, universal for all \( N \)

\[
P(M|N) = \binom{2N-M+1}{N} 2^{-2N+M-1}.
\]
Note that the same formula (55) also appears for the distribution of the number of zero-crossings $K_N$ for a discrete random walk of $2N$ steps [24] (chapter III). The same formula (55) was also obtained in [83] for the distribution of the number of zeros of Brownian motion (see [83] and references therein for a proper definition of this set of zeros), where the connection to record statistics of random walks with continuous and symmetric jumps is also discussed. From this exact result in (55) all moments of $M$ can be computed as well. For example, the average number of records is given by

$$\langle M \rangle = (2N + 1) \left( \frac{2N}{N} \right) 2^{-2N}. \quad (56)$$

In particular, for large $N$, the mean number of records grows as

$$\langle M \rangle \approx \frac{2}{\sqrt{\pi}} \sqrt{N}, \quad (57)$$

much faster than the logarithmic growth for i.i.d. sequences discussed in the previous section (see (7)). It is easy to show from the exact distribution that the variance grows linearly for large $N$

$$\langle M^2 \rangle - \langle M \rangle^2 \approx 2 \left( 1 - \frac{2}{\pi} \right) N. \quad (58)$$

Thus, both the mean and the standard deviation grow as $\sqrt{N}$ for large $N$, indicating that the fluctuations are large. This is also vindicated by the scaling analysis of the distribution $P(M|N)$ in (55) in the scaling limit, by setting $M \sim \mathcal{O}(\sqrt{N})$ and taking the $N \to \infty$ limit. In this scaling limit, one obtains

$$P(M|N) \approx \frac{1}{\sqrt{N}} g \left( \frac{M}{\sqrt{N}} \right),$$

where $\Theta(x)$ is the Heaviside step function (i.e. $\Theta(x) = 1$ if $x \geq 0$ and $\Theta(x) = 0$ if $x < 0$). Indeed, this scaling behaviour of $P(M|N)$ for the random walk case is markedly different from the i.i.d. case discussed before in (16), where $P(M|N)$ approaches a Gaussian distribution $P(M|N) \sim \exp\left[-(M - \ln N)^2/2 \ln N\right]$, with mean $\langle M \rangle = \ln N$ and standard deviation $\sigma = \sqrt{\ln N}$.

We conclude this section by noting that the mean record number $\langle M \rangle$ can easily be computed following the rationale presented in the i.i.d. case (3)–(6), and using the Sparre Andersen theorem. Indeed, as in the i.i.d. case, the mean record number can be computed as

$$\langle M \rangle = \sum_{k=0}^{N} r_k, \quad (60)$$

where $r_k$ is the record rate at step $k$, i.e. the probability that a record occurs at step $k$, as in figure 5. To compute the probability of such an event, we isolate the first $k$ steps of the trajectories (as $r_k$ does not depend on the positions of the random walker $X_i$ with $i > k$), as in figure 6, and we denote by $y > 0$ the actual value of the record at step $k$. Next, we choose as a new origin of the random walk the last point, with coordinates $(k, y)$, and we change the direction of the time axis (see figure 6). In this new frame, we see that the event depicted in figure 6 contributes to the probability that the random walk starts from the origin and arrives at $-y < 0$ after $k$ time steps, staying negative in between. By integrating over the final position $y$, one obtains that the rate $r_k$ is precisely identical to the survival probability $q(k)$ as defined in (44). Thus, from (60), and using the Sparre Andersen theorem (54), one obtains
恢复结果（61）中给出了不同的方法。我们将看到，计算平均记录数（60）的方式可以推广到随机游走桥梁（见第4节）和多个随机游走（见第5节）。

3.2.2. 对称随机游走在晶格上。这种情况下对应于随机游走序列的非连续跳跃分布，\( \phi(\eta) = \frac{\delta(\eta - 1) + \delta(\eta + 1)}{2} \)。由于游走者从\( X_0 = 0 \)开始，因此停留在一维晶格上，晶格间距。对于一个序列\( \{X_0, X_1, \ldots, X_N\} \)，显然有很多退化。我们将计算一个条目\( X_k \)作为记录，如果它严格大于所有之前的条目，即\( X_k > \max\{X_0, X_1, \ldots, X_{k-1}\} \)。记录数分布的一般性结果（50）仍然适用于此情况，但\( \tilde{q}(z) \)已不再由简单形式\( \tilde{q}(z) = 1/\sqrt{1-z} \)表示。这仅适用于对称性和连续跳跃分布。但是，对于晶格游走\( \tilde{q}(z) \)可以使用标准生成函数技术[25]或通过Sparre Andersen定理（52）来计算。我们下面将两个方法都用于 completeness。
To compute \( q(\ell) \) for a lattice random walk starting at the origin, it is convenient first to consider \( Q(X, \ell) \), which denotes the probability that starting at \( X \), the walker does not go to the negative side (but can come back to the origin) up to step \( \ell \). Clearly, \( q(\ell) = Q(0, \ell) \). It is easy to see that \( Q(X, \ell) \) satisfies a backward recurrence equation \([23, 25]\), for \( \ell \geq 1 \)

\[
Q(X, \ell) = \frac{1}{2} [Q(X + 1, \ell - 1) + Q(X - 1, \ell - 1)] , \quad X \geq 0 ,
\]

with the boundary condition \( Q(-1, \ell) = 0 \) and \( Q(\infty, \ell) \) non-divergent for all \( \ell \geq 1 \), and the initial condition \( Q(X, 0) = 1 \) for all \( X \geq 0 \). The generating function \( \tilde{Q}(X, z) = \sum_{\ell \geq 0} Q(X, \ell) z^\ell \) then satisfies the recursion relation

\[
\tilde{Q}(X, z) = 1 + \frac{z}{2} [\tilde{Q}(X + 1, z) + \tilde{Q}(X - 1, z)] , \quad X \geq 0 .
\]

This linear recursion relation can be trivially solved for the appropriate boundary conditions given above, yielding, for all \( X \geq 0 \)

\[
\tilde{Q}(X, z) = \frac{1}{1 - z} \left[ 1 - [\lambda(z)]^{|X + 1|} \right] , \quad \text{where} \quad \lambda(z) = \frac{1}{z} \left[ 1 - \sqrt{1 - z^2} \right] .
\]

In particular, we get

\[
\tilde{q}(z) = \sum_{\ell \geq 0} q(\ell) z^\ell = \tilde{Q}(0, z) = \frac{1 - \lambda(z)}{1 - z} = \frac{\sqrt{1 + z} - \sqrt{1 - z}}{z\sqrt{1 - z}} .
\]

In particular, when \( z \to 1 \), \( \tilde{q}(z) \approx \sqrt{2}/\sqrt{1 - z} \), yielding

\[
q(\ell) \approx \frac{\sqrt{2}}{\sqrt{\pi \ell}} , \quad \ell \to \infty ,
\]

which differs by a factor \( \sqrt{2} \) from the result in \((54)\) obtained for continuous jump distributions.

It is amusing to see how the same result in \((65)\) can also be derived from the Sparre Andersen theorem in \((52)\). For this, we need to compute \( p_-(\ell) = \text{Prob}(X_\ell \leq 0) \). Note that for lattice walks, \( \text{Prob}(X_\ell \leq 0) = \text{Prob}(X_\ell < 0) + \text{Prob}(X_\ell = 0) \). Using the symmetry \( \text{Prob}(X_\ell > 0) = \text{Prob}(X_\ell < 0) \) and the fact that the total probability adds up to unity, we have \( 2 \text{Prob}(X_\ell < 0) + \text{Prob}(X_\ell = 0) = 1 \). Hence, we get

\[
p_-(\ell) = \frac{1}{2} [1 + \text{Prob}(X_\ell = 0)] .
\]

But the generating function of the return probability to the origin can be trivially computed \([25]\)

\[
\sum_{\ell \geq 0} \text{Prob}(X_\ell = 0) z^\ell = \frac{1}{\sqrt{1 - z^2}} .
\]

Using this result on the right hand side of \((52)\) and a few steps of straightforward algebra gives us the desired result in \((65)\).

Substituting the exact \( \tilde{q}(z) \) from \((65)\) in \((50)\) then gives us the exact \( P(M|N) \) for lattice walks. One can also compute all the moments of \( M \) exactly. For instance, substituting \( \tilde{q}(z) \) in \((51)\), we get \([53]\)

\[
\sum_{N \geq 0} \langle M \rangle_N z^N = \frac{\sqrt{1 + z} + \sqrt{1 - z}}{2(1 - z)^{1/2}} ,
\]

\(19\)
which, when inverted, gives \[\langle M \rangle = \frac{1}{2} \left[ 1 + \frac{(-1)^N + 1}{2} \right] \frac{\Gamma(N - \frac{1}{2}) z F_{1}(\frac{3}{2}, -N, -\frac{1}{2})}{2\sqrt{\pi} \Gamma(N + 1)} \right], \tag{70}\]

where \(z F_{1}(a, b, c, z)\) is the standard hypergeometric function. For \(N = 0, 1, 2, 3, 4\), one gets \(\langle M \rangle = 1, 3/2, 7/4, 2, 35/16\) respectively. In particular, for large \(N\), one has

\[\langle M \rangle \approx \sqrt{\frac{2}{\pi N}}, \tag{71}\]

which is smaller by a factor \(1/\sqrt{2}\) than the expression for the mean number of records in the continuous case given in (57).

The full distribution \(P(M|N)\) of the record number \(M\) can also be obtained using the general formula in (50) and the appropriate result for the survival probability for the discrete random walk in (65). However, this distribution can be obtained more directly for the lattice random walk by noticing the connection between the number of records and the maximal displacement of the random walk \(X_{\text{max},N}\) up to step \(N\), i.e. \(X_{\text{max},N} = \max \{X_0, X_1, \ldots, X_N\}\). This relation reads \[M = X_{\text{max},N} + 1. \tag{72}\]

To derive this relation (72) it is useful to consider the time evolution of the two processes \(M\) and \(X_{\text{max},N}\) as \(N\) increases. At the next time step \(N + 1\), if a new site on the positive axis is visited for the first time, the process \(X_{\text{max},N}\) increases by 1, otherwise its value remains unchanged. On the other hand, when this event happens, then the record number \(M\) is also increased by one, and otherwise it remains unchanged. Therefore we see that the two processes are locked with each other at all steps. Since, by convention, the first position is a record and \(M\) is computed easily, e.g. using the method of images. This yields \[P(M|N) = \frac{1}{2 \pi^{N+1}} \left( \left\lfloor \frac{N + M - 1}{2} \right\rfloor \right), \tag{73}\]

where \(\lfloor x \rfloor\) denotes the smallest integer not less than \(x\). One can check that this exact formula for the distribution (73) yields back the result in (70) for the first moment. In addition, in the large \(N\) limit the probability distribution \(P(M|N)\) takes the scaling form

\[P(M|N) \approx \sqrt{\frac{2}{\pi N}} g \left( \frac{\sqrt{2} M}{\sqrt{N}} \right), \text{ where } g(x) = \frac{1}{\sqrt{\pi}} e^{-x^2/4} \Theta(x), \tag{74}\]

which is similar, up to a factor \(\sqrt{2}\) as already noticed below (70), to the result obtained for continuous jump distributions in (59). This scaling form (74) can be understood by reminding that the lattice random walk properly scaled, \(X_{\tau N}/\sqrt{N}\) with \(\tau \in [0, 1]\), converges for large \(N\) to the standard Brownian motion \(x(\tau)\) with diffusion coefficient \(D = 1/2\) on the unit time interval \(0 \leq \tau \leq 1\). Hence one expects from the identity in (72) that \(M/\sqrt{N}\) converges for large \(N\) to the maximum of the Brownian motion on the unit time interval, which is indeed given by the half-Gaussian in (74). As we will see later, this identity (72) can be used to compute the record statistics of constrained random walks, like random walk bridges (see section 4) or the one of multiple random walks (see section 5).
3.2.3. Random walk in the presence of a constant drift. In this section we will study the record statistics for a sequence \( \{X_0 = 0, X_1, X_2, \ldots, X_N\} \) where \( X_i \) denotes the position of a one-dimensional random walker at step \( i \) (discrete time and continuous space), in the presence of a constant drift \( c \). The position \( X_t \) evolves in time \( t \) via the Markov rule (starting from \( X_0 = 0 \))

\[
X_i = X_{i-1} + c + \eta_i,
\]

where \( \eta_i \) are i.i.d. jump variables as before.

To keep the discussion simple, we will restrict ourselves to the case of a symmetric and continuous jump distribution \( \phi(\eta) \). We will see later that in the presence of a nonzero drift \( c \), the asymptotic tail of the symmetric jump distribution \( \phi(\eta) \) for large \( |\eta| \) plays a rather crucial role. These tails can be nicely characterized in terms of the Fourier transform

\[
\hat{\phi}(q) = \int_{-\infty}^{\infty} \phi(\eta) e^{iq\eta} d\eta
\]

of the jump distribution. We will focus below on a large class of jump distributions whose Fourier transform has the following small \( k \) behaviour

\[
\hat{\phi}(q) = 1 - (l_\mu |q|^\mu + \ldots)
\]

where \( 0 < \mu \leq 2 \) and \( l_\mu \) represents a typical length scale associated with the jump. The exponent \( 0 < \mu \leq 2 \) dictates the large \( |\eta| \) tail of \( \phi(\eta) \). For jump densities with a finite second moment \( \sigma^2 = \int_{-\infty}^{\infty} \eta^2 \phi(\eta) d\eta \), such as Gaussian, exponential, uniform etc, one evidently has \( \mu = 2 \) and \( l_2 = \sigma / \sqrt{2} \). In contrast, \( 0 < \mu < 2 \) corresponds to jump densities with fat tails \( \phi(\eta) \sim |\eta|^{1-\mu} \) as \( |\eta| \to \infty \). A typical example is \( \phi(q) = \exp\left[-|q|^\mu\right] \) where \( \mu = 2 \) corresponds to the Gaussian jump distribution while \( 0 < \mu < 2 \) corresponds to Lévy flights (for reviews on these jump processes see [85, 86]).

In this section, we are interested in computing the statistics of the record number \( M \) for the sequence in (75), for a nonzero constant drift \( c \). In fact, this problem was first studied in [32] for the special case of Cauchy jump distribution \( \phi_{\text{Cauchy}}(\eta) = 1/\pi(1 + \eta^2) \) [which belongs to the \( \mu = 1 \) family of jump densities in (76)]. By using the renewal approach mentioned above, it was found that the mean number of records in this Cauchy case grows asymptotically for large \( N \) as [32]

\[
\langle M \rangle \approx \frac{1}{1 + \theta(c) N^{\theta(c)}}, \quad \text{where} \quad \theta(c) = \frac{1}{2} + \frac{1}{\pi} \arctan(c).
\]

In addition, the asymptotic record number distribution \( P(M|N) \) for large \( N \) was found [32] to have a scaling distribution, \( P(M|N) \approx N^{-\theta(c)} g_c(MN^{-\theta(c)}) \) with a nontrivial scaling function \( g_c(x) \) which reduces, for \( c = 0 \), to the half-Gaussian in (59).

For jump densities with a finite second moment \( \sigma^2 \) and in the presence of a nonzero positive drift \( c > 0 \), the mean number of records \( \langle M \rangle \) was analysed in [11] and was found to grow linearly with \( N \) for large \( N \), \( \langle M \rangle \approx \omega_2(c) N \), where the prefactor \( \omega_2(c) \) was computed approximately for the Gaussian jump distribution. However, an exact expression of the prefactor for arbitrary jump densities with a finite \( \sigma^2 \) was still missing. These results for the mean record number were then compared to the stock prices data from the Standard and Poors 500 [11].

Finally, in [79], the full distribution of the record number \( P(M|N) \) for large \( N \) was analysed in detail for the whole family of continuous and symmetric jump distributions with Fourier transforms as in (76), for all \( 0 < \mu \leq 2 \) and all \( c \). An extremely rich behaviour for the record statistics was found [79] by varying \( 0 < \mu \leq 2 \) and \( c \) (see below). Here we just summarise the main steps behind this analysis and the main results (for details we refer the reader to [79]). There are three main steps for the computation of record statistics that are described as follows.
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To use the general renewal approach outlined in the previous section, which is valid for arbitrary \( c \). The only requirement is the knowledge of the persistence probability \( q(\ell) \).

The persistence probability \( q(\ell) \) can be estimated from the Sparre Andersen identity in (52), which is also valid for arbitrary \( c \). One needs to just evaluate the local quantity \( p_-(n) = \text{Prob}(X_n \leq 0) \). For this one needs to know the probability distribution \( P(X_n) \) at step \( n \) of the walker evolving via (75). In fact, for the asymptotic analysis of record number, it suffices to know the behaviour of \( q(\ell) \) for large \( \ell \), which in turn requires the knowledge of \( P(X_n) \) for large \( n \). This latter quantity has been well studied in the literature and one has a rather complete knowledge of this distribution \([85, 86]\). Using this, one can estimate \( p_-(n) \) and hence \( q(\ell) \) via the Sparre Andersen identity. This was carried out in detail in \([79]\) for all \( 0 < \mu \leq 2 \) and all \( c \). A summary is provided in the table 1 below.

Once \( q(\ell) \) is known for large \( \ell \), one can then use the renewal results in equations (51) and (50) to estimate respectively the mean number of records \( \langle M \rangle \) and the record number distribution \( P(M|N) \), asymptotically for large \( N \) \([79]\).

As mentioned above, both the persistence \( q(\ell) \) and the mean record number \( \langle M \rangle \) (as well as the distribution \( P(M|N) \)) display a rather rich and varied behaviour as functions of \( \mu \) and \( c \) \([79]\). On the strip \( (c, 0 < \mu \leq 2) \) (see figure 7), it turns out that there are five distinct regimes: (I) when \( 0 < \mu < 1 \) with \( c \) arbitrary (II) when \( \mu = 1 \) and \( c \) arbitrary (III) when \( 1 < \mu < 2 \) and \( c > 0 \) (IV) when \( \mu = 2 \) and \( c > 0 \) and (V) when \( 1 < \mu \leq 2 \) and \( c < 0 \).

In each of these five regimes the persistence \( q(\ell) \) and the mean record number \( \langle M \rangle \) have different asymptotic dependence on the sequence size \( N \) for large \( N \) (see table 1). Consequently, \( P(M|N) \) also displays different scaling distributions in the five phases. The line \( \mu = 1 \) (regime II above) is a critical line on which both the persistence and the mean record number exhibits marginal behaviour, in the sense that the exponents characterizing the asymptotic behaviours of these quantities depend continuously on the drift \( c \).

Without giving further details, we just summarise in table 1 the asymptotic behaviour of \( q(\ell) \) and \( \langle M \rangle \) in these five regimes in the strip \( (c, 0 < \mu \leq 2) \) in figure 7. Let us make few remarks concerning the asymptotic results presented in table 1. The prefactors \( B \) for the persistence \( q(\ell) \) in the second column of table 1 can be computed exactly \([79]\). In the marginal case (regime II, i.e. along the line \( \mu = 1 \) in figure 7), the persistence exponent \( \theta(c) = \frac{1}{2} + \frac{1}{2} \arctan(c) \) was first computed in \([87]\). The constant \( \alpha_\mu(c) \) was computed in \([79]\). Finally, the constant prefactors appearing in the asymptotic expressions for \( \langle M \rangle \) in the third column of table 1 are also explicitly computable \([79]\). Finally, the full scaling forms of the record number distribution \( P(M|N) \) for large \( N \) are also computed explicitly in \([79]\) in all the five regimes. Note that the results obtained in the region IV (corresponding to \( \mu = 2 \)) and arbitrary \( c \) were extended in \([88]\) to a wider class of random walks with stationary correlated jumps (and no assumption on the symmetry and/or continuity of the jump distributions).

We conclude this section by mentioning that these results for the record statistics of random walk with a drift were used in the context of finance, in \([89, 90]\), to demonstrate that records provide a useful unbiased estimators of the so-called Sharpe ratios—which characterize the signal-to-noise ratio of a financial time series, like the one generated by the time evolution of a price return. We refer the reader to \([89, 90]\) for more detail on this question as well as to \([91]\) for an implementation (an R-package) of this estimator.

### 3.2.4. Continuous-time random walk

Another model where the general renewal approach outlined above can be exploited to compute exactly the record number statistics \([92]\) is the so-called continuous-time random walk model, introduced by Montroll and Weiss \([93]\). In the
continuous-time random walk model, both space and time are continuous. The walker moves on a continuous line by successive jumps as before, with jump lengths drawn independently from the distribution \( \phi(\eta) \). However, between two jumps, the walker waits for a random amount of time \( \tau \) drawn, independently for each jump instance, from a waiting time distribution \( \Psi(\tau) \). One considers waiting time distributions with a power law tail \( \Psi(\tau) \sim \tau^{-\gamma} \) for large \( \tau \). If \( \gamma > 1 \), the mean waiting time is finite and in this case the walker essentially behaves like a discrete-time random walk as discussed earlier. However, interesting new behaviour emerges when the mean waiting time is divergent, i.e. in the case when \( 0 < \gamma \leq 1 \) (see the reviews [85] and [86] for detailed discussions). In this case, the Laplace transform of the waiting time distribution behaves as

\[
\tilde{\Psi}(s) = \int_0^\infty e^{-s\tau} \Psi(\tau) \, d\tau \approx 1 - (\tau_0 s)^\gamma + \cdots \quad \text{as} \quad s \to 0,
\]  

(78)

where \( \tau_0 \) is a microscopic time scale.

To compute the record statistics, one can again use the general renewal approach outlined before, except that now one considers a continuous-time analogue of (49) that reads
where the subscript $c$ stands for the continuous time. Here, $\hat{\ell} \equiv \{\ell_1, \ell_2, \ldots, \ell_M\}$ denotes the collection of ages of records and $P_c(\hat{\ell}, M|t)$ is the joint distribution of the ages and the number $M$ of records in time $t$. Note that in this expression (79), the variables $\ell_k$ (as well as $\ell$) are continuous and, consequently, the $\delta$ function is a Dirac delta function and no longer a Kronecker delta as for the discrete-time random walk (49).

The function $q_c(\ell)$ denotes the probability that the walker stays below 0 up to time $\ell$. Similarly, $f_c(\ell) = -dq_c(\ell)/d\ell$ denotes the first-passage probability density, i.e. $f_c(\ell)d\ell$ denotes the probability that the process, starting at the origin, crosses to the positive side for the first time in the time interval $[\ell, \ell + d\ell]$. Taking the Laplace transform of (79) with respect to $t$ and integrating over $\ell_k$ gives

$$\int_0^{\infty} d\ell e^{-st} P_c(M|t) = \left[ \tilde{f}_c(s) \right]^{M-1} \tilde{q}_c(s) = \left[ \tilde{f}_c(s) \right]^{M-1} \frac{(1 - \tilde{f}_c(s))}{s},$$

(80)

where $\tilde{f}_c(s) = \int_0^{\infty} d\ell e^{-s\ell} f_c(\ell)$. In deriving the last equality in (80) we have used $\tilde{q}_c(s) = (1 - \tilde{f}_c(s))/s$ which follows by taking the Laplace transform of the relation $f_c(\ell) = -dq_c(\ell)/d\ell$. In (80), $P_c(M|t)$ is just the probability of having $M$ records in time $t$. Hence (80) is the exact continuous-time analogue of (50) derived earlier.

To make further progress, we need to determine $\tilde{f}_c(s)$ in terms of the waiting time distribution $\Psi(\tau)$. This can be easily done as follows. Consider a time interval $t$ between two successive zero crossings that contains exactly $n$ jump events. For fixed $t$, clearly the number of possible steps $n$ is a random variable. Its distribution $p_n(t)$ can be easily computed using the fact that successive waiting time intervals are statistically independent, i.e.

$$p_n(t) = \int_0^{\infty} d\tau_1 \int_0^{\infty} d\tau_2 \ldots \int_0^{\infty} d\tau_n \Psi(\tau_1)\Psi(\tau_2) \ldots \Psi(\tau_n) \delta \left(t - \sum_{i=1}^{n} \tau_i\right).$$

(81)

Taking the Laplace transform with respect to $t$ gives

$$\tilde{p}_n(s) = \left[ \tilde{\Psi}(s) \right]^n.$$  

(82)

Using $p_n(\tau)$, one observes immediately that

$$\tilde{f}_c(\tau) = \sum_{n \geq 1} f(n)p_n(\tau),$$

(83)

where $f(n)$ is precisely the first-passage probability in discrete step $n$, defined before in (46). Taking the Laplace transform of (83) and using (82) then gives

$$\tilde{f}_c(s) = \sum_{n \geq 1} f(n) \left[ \tilde{\Psi}(s) \right]^n = \tilde{f}(z = \tilde{\Psi}(s)),$$

(84)

where $\tilde{f}(z) = \sum_{n \geq 1} f(n) z^n$ is the generating function of the first-passage probability of the discrete-time random walk. For example, for symmetric and continuous jump distribution $\phi(\eta)$, we have $\tilde{f}(z) = 1 - \sqrt{1 - z}$ from (48). Hence, in this case, plugging (84) in (80) gives the following main result [92].

$$\frac{d^n}{dz^n} \frac{\tilde{f}(z)}{\tilde{\Psi}(s)} = \frac{d^n}{dz^n} \frac{1}{\sqrt{1 - z}},$$
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\[ \int_0^\infty dt \, e^{-t \tau} P_c(M|t) = \frac{\sqrt{1 - \tilde{\Psi}(s)}}{s} \left[ 1 - \sqrt{1 - \tilde{\Psi}(s)} \right]^{M-1}. \] (85)

While the Laplace transform in (85) is not easy to invert for arbitrary \( t \), one can make progress in the scaling limit for large \( M \), large \( t \) but keeping the product \( M (t/\tau_0)^{-\gamma/2} \) fixed. In this limit, using the small behaviour of \( \tilde{\Psi}(s) \) in (78) one obtains a limiting scaling distribution [92]

\[ P_c(M|t) \approx \left( \frac{t}{\tau_0} \right)^{-\gamma/2} g_{\gamma} \left( M \left( \frac{t}{\tau_0} \right)^{-\gamma/2} \right), \] (86)

where the scaling function \( g_{\gamma}(x) \) is given by

\[ g_{\gamma}(x) = \frac{2}{\gamma} x^{1+2/\gamma} L_{\gamma/2}(x^{-2/\gamma}), \quad 0 < \gamma \leq 1. \] (87)

The function \( L_\alpha(x) \) is the standard one-sided Lévy stable density. Note that for \( \gamma = 1 \), one can show [92] that the result in (86) reduces to the half-Gaussian result in (59), as one would expect.

Thus, to summarise, for the continuous-time random walk with waiting time distribution \( \Psi(\tau) \) and jump length distribution \( \phi(\eta) \), the distribution \( P_c(M|t) \) of the record number \( M \) in time \( t \) is independent of the jump distribution \( \phi(\eta) \) (for symmetric and continuous \( \phi(\eta) \)), but does depend on the waiting time distribution \( \Psi(\tau) \). For power-law waiting time distribution, \( \Psi(\tau) \sim \tau^{-1-\gamma} \) as \( \tau \to \infty \) with divergent mean, i.e. \( 0 < \gamma \leq 1 \), \( P_c(M|t) \) has a scaling form as in (86) and the typical number of records grows with time as, \( M \sim t^{1/2} \) for large \( t \). In the borderline case \( \gamma = 1 \), one recovers the discrete-time result discussed earlier.

### 3.3. Statistics of the ages of records for random walk models

Apart from the number of records, other interesting observables are the ages of the records of a random walk sequence. As defined in the introduction of section 3, the age \( \ell_k \) of the \( k \)th record is the number of steps between the \( k \)th and \( (k + 1) \)th records, i.e. the time up to which the \( k \)th record survives (see figure 4). Note that the last record is still a record at step \( N \) and hence the last age \( \ell_M \) is not on the same footing as the other ones.

Thanks to the (spatial) translational invariance of the random walk (see e.g. (44)), the sets of the ages \( \ell_k \) behave similarly to the intervals between two consecutive zeros of a lattice random walk—in other words to the lengths of the excursion—and hence, we will see below, the study of the ages of the records for a random walk bears strong similarities with the excursion theory of the lattice random walk and Brownian motion.

As we discuss it in this section, the full statistics of the ages can be obtained from the renewal theory presented in section 3.1, see (49). A first rough and naive inspection of the joint distribution of the ages in (49) suggests that these ages are essentially independent (assuming for the moment that the global constraint can be ignored) and also identical (except for the last interval \( \ell_M \) which is different). Therefore, if one is interested in the distribution \( P(\ell_k|N) \) of the typical age of a record, i.e. of \( \ell_k \) with \( k < M \), one naturally expects that

\[ P(\ell_k) = \lim_{N \to \infty} P(\ell_k|N) = f(\ell_k), \] (88)

where \( f(\ell_k) \) is the first-passage probability (46). And this can be easily shown by an explicit calculation starting from (49) (see e.g. [81]). Note that this result (88) holds for all \( k \) (with
As defined in (89) takes values between 0 and $\langle M \rangle$. As already mentioned previously, the sequence of the ages of the records behaves as $\ell_{\text{typ}} = \langle \ell_k \rangle = \sum_{\ell=1}^{N} f(\ell) \propto \sqrt{N}$. This behaviour can also be obtained by the simple following heuristic argument: given that the average number of records is $\langle M \rangle$, the typical age which is the typical time interval between two successive records is $\ell_{\text{typ}} \sim N/\langle M \rangle \propto \sqrt{N}$, where we have used that $\langle M \rangle \propto \sqrt{N}$.

There are however rare records whose ages behave quite differently. A natural way to probe such atypical behaviours of the ages is to study the fluctuations of the largest record $\ell_{\text{max},N}$. As already mentioned previously, the sequence of the ages of the records of a random walk are not all on the same footing, as the last record is still a record at step $N$ (see figure 4). This leads to different definitions of the longest (or shortest) age [94] (see section 6.2). Here we will mainly consider the somewhat simplest definition and define $\ell_{\text{max},N}$ and $\ell_{\text{min},N}$ as

$$\ell_{\text{max},N} = \max\{\ell_1, \ell_2, \ldots, \ell_M\}, \quad \ell_{\text{min},N} = \min\{\ell_1, \ell_2, \ldots, \ell_M\}. \tag{89}$$

Besides, in order to characterize better the statistics of the last age $\ell_M$, following the definition introduced previously for i.i.d. variables (see (36)), a natural quantity to study is the probability $Q_N$ that the age of the last record is the longest one, or probability of record breaking for the sequence of ages,

$$Q_N = \text{Prob}(\ell_M > \max(\ell_1, \ldots, \ell_{M-1})) = \text{Prob}(\ell_{\text{max},N} = \ell_M). \tag{90}$$

It turns out that $Q_N$ is related to $\ell_{\text{max},N}$ as follows [94, 95]

$$\langle \ell_{\text{max},N+1} \rangle = \langle \ell_{\text{max},N} \rangle + Q_N. \tag{91}$$

This relation (91) can be easily obtained if one considers the evolution of the random variable $\ell_{\text{max},N}$ as $N$ increases by one unit. Indeed, $\ell_{\text{max},N+1} = \ell_{\text{max},N} + 1$ if the last record is the longest one—which by definition occurs with probability $Q_N$ (90)—and otherwise it remains unchanged, $\ell_{\text{max},N+1} = \ell_{\text{max},N}$. Hence, on average, one obtains the relation in (91).

As done in the i.i.d. case (see above (28)), the cumulative distribution of $\ell_{\text{max},N}$, $F(\ell|N) = \text{Prob}(\ell_{\text{max},N} \leq \ell)$, is obtained by summing the joint distribution of the ages in (49) over $\ell_k$ and $M$ such that $\ell_k \leq \ell$ for each $k$. As for the distribution of the record numbers (50), this summation is conveniently performed by considering the generating function $F(\ell|N)$ with respect to $N$. It yields [53]

$$\sum_{N \geq 0} F(\ell|N) z^N = \frac{\sum_{m=1}^{\ell} q(m) z^m}{1 - \sum_{m=1}^{\ell} f(m) z^m}, \tag{92}$$

where $q(m)$ and $f(m)$ are defined respectively in (44) and (46). From (92), one computes the generating function of $\langle \ell_{\text{max},N} \rangle = \sum_{\ell \geq 1} [1 - F(\ell|N)]$ as

$$\sum_{N \geq 0} z^N \langle \ell_{\text{max},N} \rangle = \sum_{\ell \geq 0} \left[ \frac{1}{1 - z} - \frac{\sum_{m=1}^{\ell} q(m) z^m}{1 - \sum_{m=1}^{\ell} f(m) z^m} \right]. \tag{93}$$

Similarly, as done in the i.i.d. case, one can compute the cumulative distribution function of $\ell_{\text{min},N}$, $G(\ell|N) = \text{Prob}(\ell_{\text{min},N} \geq \ell)$ by summing the joint distribution in (49) over $\ell_k$ and $M$, with $\ell_k \geq \ell$ for all values of $k$. Note that $\ell_{\text{min},N}$ as defined in (89) takes values between 0 and $N$: indeed if there is a record at the last step, then $\ell_{\text{min},N} = \ell_M = 0$ and if there are no records
Beyond the first step, i.e. \( M = 1 \), then \( \ell_{\min,N} = \ell_1 = N \). The generating function of \( G(\ell|N) \) with respect to \( N \) can then be obtained in a concise form [53]

\[
\sum_{N \geq 0} G(\ell|N) z^N = \frac{\sum_{m \geq \ell} q(m) z^m}{1 - \sum_{m \geq \ell} f(m) z^m},
\]

(94)

where we recall that \( q(m) \) and \( f(m) \) are given in (44) and (46) respectively. From (94), one obtains immediately the generating function of the average value \( \langle \ell_{\min,N} \rangle = \sum_{\ell \geq 1} G(\ell|N) \) as

\[
\sum_{N \geq 0} \langle \ell_{\min,N} \rangle z^N = \sum_{\ell \geq 1} \frac{\sum_{m \geq \ell} q(m) z^m}{1 - \sum_{m \geq \ell} f(m) z^m}.
\]

(95)

These formulae (93) and (95) show that \( \langle \ell_{\max,N} \rangle \) and \( \langle \ell_{\min,N} \rangle \) depend on the random walk under consideration, through \( q(m) \) and \( f(m) \). In particular, to obtain the large \( N \) behaviour of these quantities, one needs to analyse their generating functions in equations (93) and (95) in the limit \( z \to 1 \). In this limit, it turns out that the discrete sum over \( m \) is dominated by the large values of \( m \), which thus depends on the large \( m \) behaviour of the survival probability \( q(m) \) (see table 1 above). Below we will discuss the behaviour for \( \langle \ell_{\max,N} \rangle \) and \( \langle \ell_{\min,N} \rangle \) in the large \( N \) limit obtained from these general formulæ [93] and (95) for a variety of random walks, with different jump distributions (continuous and discrete), both with and without drift.

### 3.3.1. Symmetric and continuous jump distribution.

In this case one can insert the explicit expression of \( q(\ell) \) and \( f(\ell) \) given respectively in equations (45) and (47) into (93) to obtain an exact expression for the generating function of \( \langle \ell_{\max,N} \rangle \), from which one can obtain in principle the exact value of \( \langle \ell_{\max,N} \rangle \) for arbitrary \( N \). For instance, one obtains \( \langle \ell_{\max,N} \rangle = 0, 1, 3/2, 17/8, 11/4 \) respectively for \( N = 0, 1, 2, 3, 4 \) [94]. The large \( N \) behaviour of \( \langle \ell_{\max,N} \rangle \) is obtained by analysing the behaviour of its generating function (93) in the limit \( z \to 1 \), which yields [53]

\[
\langle \ell_{\max,N} \rangle \approx CN, \quad C = \int_0^\infty \frac{1}{1 + y^{1/2} \gamma(1/2, y)} \, dy = 0.626508 \ldots,
\]

(96)

where

\[
\gamma(\nu,x) = \int_0^x t^{\nu-1} e^{-t} \, dt,
\]

(97)

is the lower incomplete gamma function. Hence, the longest age is much larger than the typical record age, which is of order \( O(\sqrt{N}) \). Note that the constant \( C \) also appears in the study of the longest excursion of Brownian motion [65, 95]. This is in line with the remark made in the introduction of section 3.3, where it was mentioned that the study of the ages of the records for a random walk bears strong similarities with the excursion theory of the lattice random walk and Brownian motion.

From this result (96) together with (91), one obtains the large \( N \) behaviour of the probability \( Q_N \) that the last interval \( \ell_M \) is the longest one [94–96]

\[
Q_N \to C = 0.626508 \ldots, \quad N \to \infty.
\]

(98)

Similarly, by inserting the explicit expression of \( q(\ell) \) (54) and \( f(\ell) \) (47) into (95), one obtains an explicit expression of the generating function of \( \langle \ell_{\min,N} \rangle \), from which the exact value of \( \langle \ell_{\min,N} \rangle \) for arbitrary \( N \) can be obtained, yielding \( \langle \ell_{\min,N} \rangle = 0, 1/2, 1, 21/16, 51/32 \) for
\(N = 0, 1, 2, 3, 4\) [94]. By analysing the generating function in (95) in the limit \(z \to 1\), one obtains the large \(N\) behaviour of \(\langle \ell_{\text{min}} \rangle\) as [53]

\[
\langle \ell_{\text{min}} \rangle \approx D \sqrt{N}, \quad D = \frac{1}{\sqrt{\pi}} = 0.564190 \ldots,
\]

(99)

which is thus of the same order as the typical record age \(\ell_{\text{typ}}\) i.e. \(O(\sqrt{N})\).

For symmetric and continuous jump distributions, one can investigate the full distribution of \(\ell_{\text{max}}\) and \(\ell_{\text{min}}\). The distribution of \(\ell_{\text{min}}\) turns out to be quite simple for large \(N\) and given at leading order by

\[
\text{Prob}(\ell_{\text{min}} = \ell) = \delta_{\ell,1} + O(N^{-1/2}).
\]

(100)

This shows that the average value of \(\langle \ell_{\text{min}} \rangle\) in (99) is controlled by rare events. In fact, the main contribution to \(\langle \ell_{\text{min}} \rangle\) comes from the paths with a single record, \(M = 1\), occurring at \(X_0 = 0\) [94]. Indeed, the result in (99) can be simply recovered by noting that a path with \(M = 1\) is such that it stays negative up to step \(N\). Such paths occur with a probability \(q(N) \approx 1/\sqrt{\pi N}\) and they contribute to a value of \(\ell_{\text{min}} = N\), implying precisely the result in (99). This shows explicitly that \(\langle \ell_{\text{min}} \rangle\) is dominated by rare events, such that the random walk never crosses the origin up to step \(N\).

The distribution of \(\ell_{\text{max}}\) has a much richer structure. As in the i.i.d. case (32), one can show that the scaled random variable \(R = \ell_{\text{max}}/N\) reaches a limiting distribution in the large \(N\) limit [96, 97]

\[
\text{Prob}(\ell_{\text{min}} = \ell) \to \frac{1}{N}\mathcal{f}_R \left( \frac{\ell}{N} \right),
\]

(101)

where the function \(\mathcal{f}_R(x)\) is a piecewise continuous function on the interval [0,1]. It is continuous on each interval of the form [1/2,1], [1/3,1/2], and so on, and exhibits singularities at the points \(x_k = 1/k\) with \(k = 2, 3, \ldots\) [97]. It turns out that the generating function of the random variable \(V = 1/R\) has a rather simple explicit expression [65, 96, 97], from which one obtains the asymptotic behaviours of \(\mathcal{f}_R(x)\)

\[
\mathcal{f}_R(x) \approx \begin{cases} 
2 \alpha_0 x^{-2} \exp(-\alpha_0/x), & x \to 0 \\
\frac{1}{\pi} (1 - x)^{-1/2}, & x \to 1
\end{cases}
\]

(102)

where \(\alpha_0 = 0.854032 \ldots\) is the only zero of the hypergeometric function \(_1F_1(1, 1/2, -x)\) on the real axis. In figure 8, we show a plot of the scaling function \(\mathcal{f}_R(x)\).

3.3.2. Symmetric random walk on a lattice. In this case, the generating function of the persistence probability \(q(\ell)\) is given by (65), yielding the large \(\ell\) behaviour in (66), while \(f(\ell)\) is given in (47). In the large \(N\) limit, one finds [53]

\[
\langle \ell_{\text{max}} \rangle \approx CN,
\]

(103)

as in the continuous case (96), despite the fact that the persistence probabilities differ by a factor \(\sqrt{2}\) (see (54) and (66)). Similarly, the probability \(Q_N\) also goes to the same constant \(Q \to C\) as \(N \to \infty\), as above (98). However, this difference (by a factor \(\sqrt{2}\)) matters in the large \(N\) behaviour of \(\ell_{\text{min}}\) which is given in this case by [53]

\[
\langle \ell_{\text{min}} \rangle \approx \sqrt{2} D \sqrt{N},
\]

(104)

which is larger, by a factor \(\sqrt{2}\), than its value for the continuous case (99). As for continuous jumps, the ages of the records bear strong similarities with the excursions between consecutive
zero crossings of the discrete random walk, which have been extensively studied in the mathematical literature, see e.g. [98].

3.3.3. Random walk in the presence of a constant drift. In this case, the random walk is characterized by two parameters which are the Lévy index $0 < \mu \leq 2$ and the constant drift $c$ (see (75) and (76)). As we emphasized it above, the large $N$ behaviours of $\langle \ell_{\text{max},N} \rangle$ and $\langle \ell_{\text{min},N} \rangle$ are governed by the asymptotic behaviour of the persistence probability $q(\ell)$ for large $\ell$, which depends strongly on the Lévy index $0 < \mu \leq 2$ and the constant drift $c$, giving rise to five different regimes in the strip $(c, 0 < \mu \leq 2)$ (see figure 7). In turn, both $\langle \ell_{\text{max},N} \rangle$ and $\langle \ell_{\text{min},N} \rangle$ depend on $\mu$ and $c$ and this dependence was studied in detail in [79] (see also [32] for the case $\mu = 1$). Without giving further details, we summarise in table 2 the main results for $\langle \ell_{\text{max},N} \rangle$ and $\langle \ell_{\text{min},N} \rangle$. Note that in this table all the amplitudes can be computed explicitly [79].

3.3.4. Continuous-time random walks. They are characterized by an exponent $0 < \gamma \leq 1$ describing the power law tail of the time $\tau$ between two successive jumps (see (78)). The case $\gamma = 1$ corresponds to the discrete time random walk (and continuous jumps). The statistics of the longest and shortest lasting records for continuous-time random walks were studied in [92] along the lines explained in section 3.2. In the limit of a large fixed time interval $[0, \ell]$, the average value of the longest time interval $\langle \ell_{\text{max}}(\ell) \rangle$ grows linearly with $\ell$ with a non trivial amplitude $c(\gamma)$ [92]

$$\langle \ell_{\text{max}}(\ell) \rangle \approx c(\gamma) \ell, \quad c(\gamma) = \int_0^{\infty} \frac{1}{1 + y^{\gamma/2} \psi(1 - \alpha/2, y)} dy.$$  \hspace{1cm} (105)

As expected, for $\gamma = 1$ we recover the discrete-time result given in (96), i.e. $c(1) = C$, given in equation (96). On the other hand, the average shortest age is given, for large $\ell$, by [92]
The second is the first-passage probability $f(\ell)$ defined in (46), which is also universal and simply given by $f(\ell) = q(\ell - 1) - q(\ell)$ (see (47)).

Finally, the third quantity we need is $J(\ell, \rho)$ (for a random walk starting at $x_0 = 0$), defined as

$$J(\ell, \rho) = \text{Prob}(X_1 < 0, X_2 < 0, \ldots, X_{\ell-1} < 0, X_\ell = \rho > 0).$$  \hspace{1cm} (107)$$

This denotes the probability that the walker, starting at the origin $x_0 = 0$, stays below the origin up to $\ell - 1$ steps and then jumps to the positive side, arriving at $\rho > 0$ at step $\ell$. If one integrates it over the final position $\rho$, one recovers the first passage probability at step $\ell$, i.e.
\begin{align}
\int_0^\infty J(\ell, \rho) \, d\rho &= f(\ell). 
\end{align}

The probability $J(\ell, \rho)$ also appears in the study of the order statistics of random walks \cite{100, 101} and its generating function can be expressed in terms of the jump distribution $\phi(\eta)$ as follows (see \cite{99} for details). To compute $J(\ell, \rho)$, we first define $p_{\ell-1}(u)$ as the probability density for the walker to arrive at $u > 0$ in $\ell - 1$ steps, starting from the origin and staying above the origin up to $\ell - 1$ steps. By symmetry $p_{\ell-1}(u)$ also denotes the probability density that the walker arrives at $-u$ in $\ell - 1$ steps, staying negative up to $\ell - 1$ steps. Note also that $p_{\ell-1}(u)$ is the probability density that a single walker reaches the level $u$ for the first time at step $\ell - 1$, starting at the origin at step 0. (This definition will be useful to study the record statistics of a multi-particle system in section 5.) Clearly one has

\begin{align}
J(\ell, \rho) &= \int_0^\infty p_{\ell-1}(u) \phi(u + \rho) \, du, \tag{109}
\end{align}

where $\phi(u + \rho)$ denotes the distribution of the last jump (see figure 10). Consequently, the generating function $\tilde{J}(z, \rho) = \sum_{\ell \geq 1} J(\ell, \rho) z^{\ell}$ is given by

\begin{align}
\tilde{J}(z, \rho) &= \sum_{\ell \geq 0} z^{\ell+1} \int_0^\infty p_{\ell}(u) \phi(u + \rho) \, du, \tag{110}
\end{align}

where we have shifted $\ell$ by 1, for convenience. It turns out that computing the constrained propagator $p_{\ell}(u)$ for arbitrary jump distribution $\phi(\eta)$ is rather nontrivial. Nevertheless there exists a fairly explicit formula \cite{102} for the double Laplace transform of $p_{\ell}(u)$ which reads (for a recent review see \cite{54, 101})

\begin{align}
\int_0^\infty \sum_{\ell \geq 0} p_{\ell}(u) z^{\ell} e^{-\lambda u} \, du = \psi(\lambda, z). \tag{111}
\end{align}
The function $\psi(\lambda, z)$ is given by

$$
\psi(\lambda, z) = \exp \left( -\frac{\lambda}{\pi} \int_0^\infty \ln \left[ 1 - z \hat{\phi}(q) \right] \frac{dq}{q^2 + \lambda^2} \right),
$$

(112)

where $\hat{\phi}(q) = \int_{-\infty}^{\infty} \phi(\eta) e^{iq\eta} d\eta$ is the Fourier transform of the jump distribution. Thus the dependence of $p_\ell(u)$ on the jump distribution manifests itself through its Fourier transform $\hat{\phi}(q)$. In general, it is very hard to compute explicitly $p_\ell(u)$ for any $\ell$ and $u$ from this relation (112). However in the case of a symmetric exponential jump distribution $\phi(\eta) = 1/(2b) e^{-|\eta|/b}$, the generating function of $p_\ell(u)$ with respect to $\ell$ can be computed explicitly, with the result

$$
\tilde{p}(u, z) = \sum_{\ell \geq 1} z^\ell p_\ell(u) = \frac{1 - \sqrt{1 - z}}{b} e^{-\frac{u}{b}},
$$

(113)

while $p_0(u) = \delta(u)$. Using this expression (113) together with (110), one obtains

$$
\sum_{\ell \geq 1} J(\ell, \rho) z^\ell = z \int_0^\infty dy \tilde{p}(y, z) \frac{1}{2b} e^{-\left(y + \rho\right)/b} = \frac{1}{b} (1 - \sqrt{1 - z}) e^{-\rho/b}.
$$

(114)

This equation (114) shows that the variables $\ell$ and $\rho$ decouple for the exponential jump distribution, yielding

$$
J(\ell, \rho) = \frac{1}{b} f(\ell) e^{-\rho/b}, \quad \sum_{\ell \geq 1} f(\ell) z^\ell = 1 - \sqrt{1 - z},
$$

(115)

which yields the expression of the coefficients $f(\ell)$ as

$$
f(\ell) = (-1)^{\ell+1} \frac{\sqrt{\pi}}{2 \Gamma(3/2 - \ell) \Gamma(\ell + 1)} \approx \frac{1}{2\sqrt{\pi} \ell^{3/2}}, \quad \text{as } \ell \to \infty.
$$

(116)
These formulae (115), (116) will be useful in section 4 to study the records of a random walk bridge, with symmetric exponential jumps.

With these three quantities, one can express the grand joint pdf, using again the renewal property of the random walk, i.e. the independence of the intervals between two successive records (see figure 9). For $M \geq 2$ it reads

$$ P(\rho, \ell, M|N) = \prod_{k=1}^{M-1} f(\ell_k, \rho_k) q(\ell_M) \delta \left( \sum_{k=1}^{M} \ell_k, N \right), \quad (117) $$

where the Kronecker delta ensures that the total number of steps is fixed to $N$. The factor $q(\ell_M)$ corresponds to the interval after the last record, i.e., the probability that all the positions $X_i$ after the last record stay below the last record value, which is given in (54). For $M = 1$, only the last record is a record, and the process stays negative during the entire time interval $N$. In this case, there is no record increment, but we set the record increment to be $\rho = 0$ by convention and hence

$$ P(\rho, \ell, M = 1|N) = q(\ell_1) \delta(\ell_1, N) \delta(\rho). \quad (118) $$

The joint pdf $P(\vec{\rho}, \vec{\ell}, M|N)$ is then obtained by summing $P(\vec{\rho}, \vec{\ell}, M|N)$ in (117) over $\ell_1, \ldots, \ell_{M-1}$ (each from 1 to $\infty$) and $\ell_M$ (from 0 to $\infty$). Hence the generating function of $P(\vec{\rho}, M|N)$ with respect to $N$ reads, for $M \geq 2$

$$ \sum_{N \geq 0} P(\vec{\rho}, M|N) z^N = \hat{q}(z) \prod_{k=1}^{M-1} \hat{J}(z, \rho_k), \quad (119) $$

where $\hat{q}(z)$ is given in (53) and the generating function $\hat{J}(z, \rho) \equiv \sum_{\ell \geq 1} z^\ell J(\ell, \rho)$. From (119), it follows that $P(\vec{\rho}, M|N)$ is invariant under permutation of the labels of record increments, implying that the marginal distribution of $\rho_k$, $P(\rho_k|N)$, is independent of $k$. It can be computed by integrating $P(\rho, \rho_2, \ldots, \rho_{M-1}, M|N)$ in (119) over $\rho_2, \ldots, \rho_{M-1}$ and then summing over $M$ (from 1 to $+\infty$) (see [99] for details). One gets

$$ \sum_{N \geq 0} P(\rho|N) z^N = \frac{\hat{J}(z, \rho)}{(1 - z)} + \frac{\delta(\rho)}{\sqrt{1 - z}}, \quad (120) $$

where we have used $\hat{q}(z) = 1/\sqrt{1 - z}$ (see (53)) and $\hat{J}(z) = 1 - \sqrt{1 - z}$ (see (48)). As $z \to 1$, the right hand side of (120) behaves, to leading order, as $\hat{J}(1, \rho)/(1 - z)$, implying that in the large $N$ limit,

$$ \lim_{N \to \infty} P(\rho|N) = p(\rho) = \hat{J}(1, \rho), \quad (121) $$

which shows that the increments have a stationary distribution as $N \to \infty$.

For some jump distributions, $\hat{J}(1, \rho)$ can be computed explicitly [99] (see also [52] for related results in the context of queuing theory). For instance, for $\phi(\eta) = 1/(2b) e^{-|\eta|/b}$, one finds $p(\rho) = e^{-\rho/b} / b$, with $\rho \geq 0$. Another exactly solvable case is $\phi(\eta) = 1/(2b^2)|\eta| e^{-|\eta|/b}$, for which one finds (with $\rho \geq 0$)

$$ p(\rho) = \frac{1}{2b^2(1 + \sqrt{3})} e^{-\rho/b} \left( 2b(\sqrt{3} - 1) + 4 \rho \right). \quad (122) $$

Another interesting example is the case of Lévy flights, corresponding to $\phi(\eta) \sim A |\eta|^{-1-\mu}$ with $0 < \mu < 2$. In this case one can obtain the tail of $p(\rho)$ exactly for large $\rho$.
where $B_\mu$ is a computable constant (and depends both on $A$ and $\mu$). Interestingly, this result (123) decays more slowly than the jump distribution.

These exact results for the grand joint pdf in (117) or for the joint pdf of the record increments (119) given in this section are useful to compute many observables related to the records of random walk and its variants, and not only the marginal distribution of the increments $P(\rho|N)$ as discussed here. In the next section we will see that the grand joint pdf in (117) is needed to study the record statistics of constrained random walks, like the random walk bridge. In section 7 we will further illustrate this by computing the probability $Q(N)$ that the increments are monotonically decreasing up to step $N$.

4. Record and age statistics for a constrained discrete time random walk

As we have seen in the previous section, a remarkable feature of the record statistics of random walks with continuous jumps is that it is completely universal, i.e. independent of the jump distributions, even for a finite number of steps. It is thus natural to ask whether this universality still holds for constrained random walks. One of the most natural and interesting instances of such constrained random walks is the random walk bridge, which we mainly focus on here (see figure 11).

As before we consider a time series $\{X_i\}, 0 \leq i \leq N$, starting from $X_0 = 0$ and evolving according to the Markovian rule in (43)

$$X_i = X_{i-1} + \eta_i,$$

where the jump variables $\eta_i$ are i.i.d. random variables, drawn from the distribution $\phi(\eta)$. Here we restrict our analysis to the case where the jump distribution $\phi(\eta)$ is symmetric (no drift) but we will consider both the case of a discrete (the lattice random walk) and continuous jump distributions. In this section, we focus on the positions of the random walk bridge $\{X^B_i\}$, with $0 \leq i \leq N$, which is a random walk as defined in (124) conditioned to come back to the origin $X_N = 0$. 

Figure 11. A realization of a random walk bridge $X^B_i$ with $N = 15$ steps. Here the number of records is $M = 4$. The intervals $\ell_k$ denote the ages of the records and the $\rho_k$ are the increments between successive records while $Y$ denotes the value of the maximal value $X^B_{\text{max},N}$. The joint distribution of the random variables $\ell_k, \rho_k, M$ and $Y$, for a random walk bridge with symmetric exponential jumps is given in (148).

$$p(\rho) \approx B_\mu \rho^{-1-\mu/2}, \rho \to \infty,$$

(123)
after $N$ time steps, $X_0^R = X_N^R = 0$. Such a constrained random walk is relevant, for instance, to model periodic strongly correlated series (with $N$ being the period).

The statistics of records for random walk bridges turn out to be rather different from the case of the free random walk. Technically, this constrained random walk is harder to analyse than the free random walk. Indeed, for free random walks, the computations require the full joint distribution of the ages of the records $\ell_1, \ell_2, \ldots, \ell_M$ but there is no need to keep track of the actual value of the record at a given time step (see (49)). The knowledge of the actual value of the record at a given time step is however required for bridges, where the random walk returns back to the origin after $N$ time steps. This is done here by considering the full joint distribution of the ages $\ell_k$ and of the record increments $\rho_k$ (which are the differences between two consecutive records), i.e. the grand joint pdf considered above in (117) (see also figure 11). Consequently, given this technical difficulty, less is known in the case of a bridge.

Nevertheless, there are two special cases that can be analysed in detail: (i) the lattice random walk and (ii) the symmetric exponential jump distribution $\phi(\eta) = \frac{1}{2b} \exp(-|\eta|/b)$, with $b > 0$ [103]. The exact results obtained for these cases provide some insights on the record statistics for a bridge random walk with an arbitrary continuous jump distribution.

4.1. Summary of the main results

We first summarise the main results for the record of a random walk bridge, and refer the reader to [103] for more details. As in the case of the free random walk, discrete and continuous jump distributions yield different results. But in this case, for continuous distributions, the statistics of records (and of the ages) are not universal any longer and depend, for finite $N$, on the details of the jump distribution $\phi(\eta)$. Nonetheless, in the limit of large $N$, various observables characterizing the record statistics depend (at leading order for large $N$) only on the Lévy index $\mu$ (76) and not on further microscopic details of the jump distribution $\phi(\eta)$. We recall that the Lévy index characterizes the small argument behaviour of the Fourier transform of the jump distribution $\hat{\phi}(q) = \int_{-\infty}^{\infty} d\eta \phi(\eta) e^{iq\eta} \approx 1 - |l_\mu q|^\mu$, where $l_\mu$ is the characteristic length scale of the jumps.

Let us denote by $M$ the number of records for the random walk bridge after $N$ steps. For the lattice random walk, using the relation between $M$ and the maximum of the random walk bridge (i.e. the relation in (72) which can be straightforwardly generalised to the bridge) it is possible to compute exactly the full distribution of the record number. In particular, for large $N$, the mean record number still grows like $\sqrt{N}$ [103]

$$\langle M \rangle \approx \sqrt{\frac{\pi}{2\mu^2}} \sqrt{N}, \quad (125)$$

but with an amplitude which is smaller by a factor $\pi/4$ compared to the free random walk (71). In the large $N$ limit, the probability distribution of the random variable $M/\sqrt{N}$ converges to a stationary (i.e. $N$-independent) distribution given by

$$P(M|N) \approx \sqrt{\frac{2}{N}} g_b \left( \frac{\sqrt{2} M}{\sqrt{N}} \right), \quad \text{with } g_b(x) = 2 x e^{-x^2} \Theta(x), \quad (126)$$

which is different from its counterpart for the free random walk (74). Note that, as expected from (72), the limiting scaling function is the one of the maximum of the Brownian bridge on the unit time interval.
For continuous jump distributions, the average number of records behaves as
\[ \langle M \rangle \approx A_B(\mu) \sqrt{N}, \]  
(127)
where the amplitude depends explicitly on \( \mu \). The dependence on \( \mu \) is quite involved and this amplitude can be evaluated explicitly only for \( \mu = 2 \) with the result
\[ A_B(\mu = 2) = \frac{\sqrt{\pi}}{2}, \]  
(128)
which, as for the lattice random walk, is also smaller by a factor \( \pi/4 \) compared to its continuous counterpart (57). For an arbitrary continuous jump distribution, the analysis of the statistics of \( M \), beyond the first moment, is quite difficult. However, exact results for the full distribution can be obtained for the symmetric exponential distribution, which is representative of the case \( \mu = 2 \) (see (76)). In this case, the distribution of the scaled variable \( M/\sqrt{N} \) reaches a limiting distribution when \( N \to \infty \) [103]
\[ P(M|N) \approx \frac{1}{\sqrt{N}} g_B \left( \frac{M}{\sqrt{N}} \right), \]  
(129)
where the scaling function \( g_B(x) \) is the same as the one found for the lattice random walk bridge and given in (126).

On the other hand, for the record breaking probability \( Q_N \) (see (90)), exact results can be obtained only for the lattice random walk and for the random walk with symmetric exponential jump distribution. In both cases, \( Q_N \) converges to the same constant, which can be expressed in terms of a non-trivial integral given by
\[ \lim_{N \to \infty} Q_N = \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{dy}{\sqrt{y}} e^{-y} \left[ 1 - \sqrt{\pi y} F(y) \exp \left[ y F^2(y) \right] \right] \]  
where \( F(y) = \text{erf} \left( \sqrt{\pi} \right) + \frac{1}{\sqrt{\pi}} e^{-y} \).  
(130)
A numerical evaluation of the integral in (130) yields, for the random walk bridge:
\[ \lim_{N \to \infty} Q_N = 0.6543037 \ldots \]  
(131)
which is different from, and slightly larger than, the one characterizing the free random walk and given in (98).

On the other hand, for the lattice random walk and for the symmetric exponential jump distribution, the average age of the longest lasting record \( \langle \ell_{\text{max},N} \rangle \) can be computed exactly in the large \( N \) limit [103]
\[ \lim_{N \to \infty} \frac{\langle \ell_{\text{max},N} \rangle}{N} = 4 \int_0^\infty dy \left( \frac{1}{2} - \frac{F(y) e^{-y+y F(y)}}{1 - F^2(y)} \right) \]  
\[ = 0.6380640 \ldots, \]  
(132)
which, at variance with the free random walk, is strictly smaller that the limiting value of \( Q_N \) in (131). Numerical simulations were performed in [103] to estimate numerically \( Q_N \) as well as \( \ell_{\text{max},N} \) and a very good agreement with the predictions in equations (130) and (132) was found.
4.2. Outline of the derivation of the main results

In this section, we give the main ideas that lead to the results announced before for the random walk bridge and we refer to [103] for more details.

4.2.1. Mean number of records. To compute the mean number of records \( \langle M \rangle \), we proceed as explained before for the i.i.d. case in equations (3)–(6) and compute the record rate \( r_k \), which is the probability that a record is broken at step \( k \) for a random walk bridge of \( N \) steps. One has indeed (see (60))

\[
\langle M \rangle = \sum_{k=0}^{N} r_k.
\] (133)

Note that, at variance with the i.i.d. or free random walk case, one expects that this record rate depends on both \( k \) and \( N \), as the random walk bridge must return to the origin after \( N \) steps. To compute the record rate \( r_k \), the two following quantities are required

- The free Green’s function (propagator) \( G(x, x_0, \ell) \) that denotes the probability (for lattice random walk) or probability density (for continuous jump distribution) that a random walker starting from \( x_0 \) arrives at \( x \) after \( \ell \) steps.

- The constrained Green’s function \( G_\succ(x, x_0, \ell) \) that denotes the probability (for lattice random walk) or probability density (for continuous distribution) that a random walker starting at \( x_0 \) arrives at \( x \) after \( \ell \) steps and staying strictly positive in between.

To compute \( r_k \), let us suppose that a record happens at step \( k \) with a record value \( x \) (see figure 12). This corresponds to the event that the walker, starting at the origin at step 0, has reached the level \( x \) for the first time at step \( k \) and returns back to the origin after \( N \) steps—as we are considering random walk bridges. In the time interval \([0, k]\), the walker propagates from 0 to \( x \), being constrained to stay strictly below \( x \). To compute the corresponding propagator, we take \( x \) as the new origin of space and then reverse both the time and coordinate axes. Hence, we see that on the time interval \([0, k]\), the particle propagates with \( G_\succ(x, 0, k) \). On the other hand, between step \( k \) and step \( N \) (where the walker ends at the origin) the walker is free and thus propagates with \( G(0, x, N - k) = G(x, 0, N - k) \), as the jump distribution is symmetric. The record rate is then obtained by integrating the probability of this event over \( x \geq 0 \) as the record can take place at any level \( x \geq 0 \) (note that only the first record, i.e. \( k = 0 \), is such that \( x = 0 \)). Using the statistical independence of the random walk in the time intervals \([0, k]\) and \([k, N]\) (being Markovian), one thus has, for \( N \geq 1 \):

\[
r_k = \frac{1}{G(0, 0, N)} \int_{0}^{\infty} dx \ G_\succ(x, 0, k) G(x, 0, N - k), \quad 0 \leq k \leq N - 1,
\] (134)

where we have divided by \( G(0, 0, N) \) as we are considering random walks that are conditioned to come back to the origin after \( N \) time steps (bridges). Since for a bridge \( X^B_k = X^B_0 = 0 \), a record can not be broken at the last step—as a record is defined by a strict inequality (see (2)). Note that in the case of a discrete random walk the integral over \( x \) in (134) has to be replaced by a discrete sum.

The explicit computation of the record rate in (134) for an arbitrary distribution and for arbitrary \( k \) and \( N \) is a very hard task, since the computation of the constrained propagator \( G_\succ(x, x_0, k) \) can be carried out explicitly only in some special cases. Such exactly solvable cases include the lattice random walk, using the method of images, and the symmetric exponential jump distribution, using the so-called Hopf–Ivanov formula [102]. In these two cases,
\langle M \rangle can be computed explicitly for any N \[103\] leading to the results in equations (125) and (128). For more general continuous jump distribution, although an exact calculation of \langle M \rangle for any finite N seems quite difficult, one can perform a large N asymptotic analysis as we discuss it now. As we will see, the final large N result depends only on the Lévy-index 0 ≤ µ ≤ 2 characterising the random walk (76).

We recall that the average number of records is given by the sum in (133). This sum over k is dominated by the values of k ∼ O(N) which are thus large, when N ≫ 1 \[103\]. Hence, to evaluate the record rates r_k given in (134) for large k one can replace the propagators G(x, 0, N − k) and G>(x, 0, k) by their scaling forms valid for k, N ≫ 1, with k/N fixed, and x ≫ 1, with x/N^{1/µ} fixed. One has indeed

\begin{equation}
G(x, 0, N − k) \approx \frac{1}{l_µ (N − k)^{1/µ}} R\left(\frac{x}{l_µ (N − k)^{1/µ}}\right),
\end{equation}

\begin{equation}
G>_>(x, 0, k) \approx \frac{1}{l_µ \sqrt{πk^{1/2+1/µ}}} R_+(\frac{x}{l_µ k^{1/µ}}),
\end{equation}

where the scaling functions are normalised, i.e. \int_{−∞}^{∞} dx R(x) = 1 and \int_{0}^{∞} dx R_+(x) = 1. We recall that \int_{0}^{∞} \ln u du/\sqrt{u^2 + 1} = ∫^{∞}_{0} \ln u du/(1+u^2)

\begin{equation}
R(x) = \frac{1}{2π} \int_{−∞}^{∞} dq e^{-iqx} e^{-|q|^µ},
\end{equation}

and in particular R(0) = Γ(1 + 1/µ)/π. For µ = 2, it corresponds to a Gaussian distribution while for µ = 1 this is the Cauchy distribution. On the other hand, there is no explicit expression for R_+(x) for generic µ < 2. For µ = 2 one has R_+(x) = 2 e^{-x^2} Θ(x) and for µ = 1, it is also possible to write R_+(x) explicitly as an integral \[104, 105\] (with x > 0)

\begin{equation}
R_+(x) = -\sqrt{\pi} \int_{0}^{1} \frac{g\left(\frac{x}{v}\right)}{v^{5/2}} (1 − v)^{-1/2} dv
\end{equation}

\begin{equation}
g(z) = \frac{d}{dz} \left[ \frac{1}{π\sqrt{1 + z^2}} e^{−z} \exp\left(-\frac{1}{π} \int_{0}^{∞} \ln u \frac{du}{1 + u^2}\right) \right].
\end{equation}

Figure 12. A lattice random walk bridge of N = 20 steps. Here the number of records is M = X_{max,20} + 1 = 6.
With such a normalisation (136) one can check in particular that by integrating $G_{>}(x,0,k)$ in (136) over $x$ one recovers the survival probability $q(k)$, which is the probability that the walker, starting at the origin, stays positive up to step $k$:

$$\int_0^\infty dx G_{>}(x,0,k) = q(k) \approx \frac{1}{\sqrt{\pi k}}, \quad \text{as} \quad k \to \infty,$$

in agreement with the Sparre Andersen theorem [82]. By inserting these scaling forms (135), (136) into the expression for $r_k$ in (134) one finds that for large $k$ and $N$ keeping $k/N = y$ fixed (with $0 \leq y \leq 1$):

$$r_k = \frac{1}{\sqrt{N}} H \left( y = \frac{k}{N} \right),$$

where the scaling function reads

$$H(y) = \frac{\sqrt{\pi}}{\Gamma(1 + 1/\mu)} \frac{1}{\sqrt{\nu(1-y)^{1/\mu}}} \int_0^\infty dx R_+(x) R \left( \frac{x}{(y^{1-1/\mu})} \right).$$

Finally, from this scaling form for the record rate (140), one obtains

$$\langle M \rangle = \sum_{k=0}^N r_k \approx A_B(\mu) \sqrt{n}, \quad A_B(\mu) = \int_0^1 dy H(y).$$

In particular, one can check that $A_B(\mu = 2) = \sqrt{\pi}/2$, which coincides, as expected, with the result obtained in the exponential case. Note that a detailed analysis of this amplitude $A_B(\mu)$, as a function of $\mu$, has not been carried out, even numerically.

4.3. Joint distribution of the ages

As we have discussed it in section 3.1 on the free random walk, the computation of the full statistics of most observables related to records (like the record number, the age of the longest lasting record $\ell_{\text{max},N}$ or the probability of record breaking $Q_N$) necessitates the knowledge of the joint distribution of the ages $\ell_1, \ell_2, \ldots, \ell_M$ and the record number $M$, denoted by $P(\vec{\ell}, M|N)$—see (49) for the free random walk. While for the free random walk this joint distribution can be computed for any jump density $\phi(\eta)$, for the random walk bridge, it is known for two special cases, the lattice random walk and the random walk symmetric exponential jumps, which we now discuss separately.

4.3.1. Lattice random walk bridge. In this case the joint distribution of the set of the ages $\ell_1, \ldots, \ell_M$ together with the number of records $M$ reads [103]

$$P(\ell_1, \ldots, \ell_M, M|N) = \frac{P(\vec{\ell}, M|N)_{(0)}}{G(0,0,N)},$$

where the numerator $P(\vec{\ell}, M|N)_{(0)}$ is given by

$$P(\vec{\ell}, M|N)_{(0)} = f(\ell_1) \cdots f(\ell_{M-1}) G_{>}(M-1,0,\ell_M) \delta \left( \sum_{k=1}^M \ell_k, N \right),$$

and $f(\ell)$ is the first-passage probability that the discrete random walk, starting from $x_0$, arrives at $x_0 + 1$ for the first time at step $\ell$. In (144), $G_{>}(x,x_0,k)$ is the probability that the random
walker, starting at $x_0$, arrives at $x$ after $k$ steps while staying non-negative (i.e. it may touch 0 but not $-1$) in between. Note that this is $G\geq_{k}(M-1,0,\ell_{M})$ which enters the expression in (144), and not $G\geq_{k}(M-1,0,\ell_{M})$, since a record is defined by the strict inequality in (2). This last block ensures that the random walk comes back to the origin, and is thus different from the last block entering the same joint distribution for the free random walk (49), which in that case is simply the survival probability $q(\ell_{M})$.

The building blocks that enter into this joint probability in (144) can all be computed explicitly for the lattice random walk. First, since the random walk is invariant under translation, the first-passage probability $f(\ell)$ is independent of $x_0$ and for a discrete random walk, its generating function is given by (48) and (65)

$$f(z) = \sum_{\ell \geq 1} f(\ell)z^\ell = \frac{1 - \sqrt{1 - z^2}}{z},$$  

(145)
from which we deduce that

$$f(\ell) = \begin{cases} 0, & \ell \text{ even}, \\ (-1)^{(\ell-1)/2}\frac{\ell}{\sqrt{\pi(\ell+2/3)(\ell+4/3)}}, & \ell \text{ odd}. \end{cases}$$  

(146)

Furthermore, the constrained propagator $G\geq(x,0,\ell)$ can be simply computed using the method of images with the result

$$G\geq(x,0,\ell) = \begin{cases} \frac{1}{2\pi} \left( \frac{\ell}{2x} - \left( \frac{\ell}{2x+1} \right) \right), & \text{if } \ell + x \text{ is even}, \\ 0, & \text{if } \ell + x \text{ is odd}. \end{cases}$$  

(147)

From this joint probability (144) which is fully explicit in this case, using (146) and (147), the full statistics of the record number, the age of the longest lasting record $\ell_{\max,N}$ or the probability of record breaking $Q_N$ can be obtained, following the lines detailed in section 3.1, and yielding the results given in equations (126), (131) and (132). This joint probability (144) should be useful to compute any observable related to the ages of the lattice random walk bridge.

### 4.3.2. Random walk bridge with symmetric exponential distribution.

For the symmetric exponential jump distribution $\phi(\eta) = 1/(2b)e^{-|\eta|/b}$, the starting point of our analysis is the equivalent of the joint distribution given, for lattice random walks, in (143). However, because $\phi(\eta)$ is here a continuous distribution, this computation is more delicate than in the discrete case. Indeed, as we are considering random walk bridges, the weight of the last part of the paths, where the walker comes back to origin, i.e. the last segment of duration $\ell_M$ (see figure 11), involves the propagator $G\geq(Y,0,\ell_{M}) = G\geq(Y,0,\ell_{M})$ (as there are no ties here since the jump distribution is continuous) where $Y = X_{\max,N}^B$ is the actual value of the last record, which coincides with the maximum of the random walk bridge after $N$ steps. For a lattice random walk the number of records $M$ and $X_{\max,N}^B$ are directly related through $X_{\max,N}^B = M - 1$ but this relation does not hold for a continuous jump distribution. Consequently, we need to keep track both of the number of records and of the value of the last record. A convenient way to do so is to consider jointly the record increments $\rho_k$, which were introduced in section 3.4 about the record increments of random walks (see (117)), as well as the value of the maximum. Hence, we introduce the joint distribution $P(\{\ell_k,\rho_k\}_{1 \leq k \leq M-1}, \ell_{M}, M, Y | N)$ of the ages $\ell_k$, increments $\rho_k$, the number of records $M$ and $X_{\max,N}^B = Y$ (see figure 11):
The joint distribution of the \( \ell_k \) and \( M \), i.e. the equivalent of (143) for the discrete case, is obtained by integrating the formula in (148) over \( \rho_k \) and \( Y \):

\[
P(\ell_1, \ell_2, \ldots, \ell_M | M) = \frac{P(\ell, M | N)_{(0)}}{G(0, 0, N)}. 
\]  

(149)

where

\[
P(\ell, M | N)_{(0)} = \prod_{k=1}^{M-1} \int_0^\infty d\rho_k J(\ell_k, \rho_k)
\]

\[
\times \int_0^\infty dY G_> (Y, 0, \ell_M) \delta \left( \sum_{k=1}^{M-1} \rho_k - Y \right) \delta \left( \sum_{k=1}^M \ell_k - N \right). 
\]  

(150)

Note that this formula (150) is actually valid for any continuous jump distribution \( \phi(\eta) \). However, its analysis is in general very hard to do, mainly because the constrained propagator \( G_> (x, 0, n) \) does not have any explicit expression (see the discussion in section 3.4), which prevents one to perform the analysis of this multiple integral. Fortunately, such an explicit expression exists for the case of an exponential jump distribution \( \phi(\eta) = 1/(2b) e^{-|\eta|/b} \), which we now focus on.

In this case, the building block \( J(\ell, \rho) \) has an explicit expression, given above in equations (115) and (116). By injecting this explicit expression of \( J(\ell, \rho) \) (115), (116) in (150), the joint probability distribution \( P(\ell, M | N)_{(0)} \) can be written

\[
P(\ell, M | N)_{(0)} = \prod_{k=1}^{M-1} f(\ell_k) \int_0^\infty dY G_> (Y, 0, \ell_M) e^{-Y/b}
\]

\[
\times \prod_{k=1}^{M-1} \int_0^\infty d\rho_k \frac{b}{b} \delta \left( \sum_{k=1}^{M-1} \rho_k - Y \right) \delta \left( \sum_{k=1}^M \ell_k - N \right). 
\]  

(151)

Finally, using the identity

\[
\prod_{k=1}^{M-1} \int_0^\infty d\rho_k \delta \left( \sum_{k=1}^{M-1} \rho_k - Y \right) = \frac{Y^{M-2}}{(M-2)!}, 
\]

(152)

which can be easily shown by taking the Laplace transform on both sides of (152) with respect to \( Y \), we obtain an expression for the joint probability of the \( \ell_k \) and \( M \) as

\[
P(\ell, M | N)_{(0)} = \prod_{k=1}^{M-1} f(\ell_k) q(M, \ell_M) \delta \left( \sum_{k=1}^M \ell_k - N \right), 
\]  

(153)

\[
q(M, \ell_M) = \frac{1}{(M-2)! b^{M-1}} \int_0^\infty dY e^{-Y/b} Y^{M-2} G_> (Y, 0, \ell_M), 
\]  

(154)
which has thus a structure very similar to the one found in the discrete case (144), but with different building blocks. Furthermore, the generating function of $q(M, \ell_M)$ in (154) with respect to $\ell_M$ can be obtained explicitly as 

$$\tilde{q}(M, z) = \sum_{\ell \geq 1} q(M, \ell) z^\ell = \frac{1 - \sqrt{1 - z}}{b (1 + \sqrt{1 - z})^{M-1}} = \frac{(1 - \sqrt{1 - z})^M}{b z^{M-1}}.$$  

(155)

From this joint distribution (153), together with equations (115) and (155), it is possible to compute the statistics of all the observables related to the ages of the record of the random walk bridge with symmetric exponential jumps. In particular one obtains rather straightforwardly the results for the distribution of the number of records in (129), for the record breaking probability in (130) or for $\langle \ell_{\max, N} \rangle$ in (132).

4.3.3. Conclusion and open questions. These results for the random walk bridge in equations (125)–(132) show that the record statistics of constrained random walks are quantitatively different from their counterpart obtained for a free random walk. The computations in this case are technically much harder and, for most of the observables related to records, exact results are only available for the lattice random walk and for the random walk with symmetric exponential jump. One of the main differences with the free random walk is that the record statistics for the bridge is not universal and depends, for finite $N$, on the details of the jump distribution, while it is completely universal (for continuous jump distributions) for the free random walk. Nonetheless, one expects that in the large $N$ limit the record properties of a random walk bridge (with continuous jump distribution) are, to leading order for large $N$, solely determined by the Lévy index $\mu$ in (76). This implies in particular that the asymptotic results obtained in the exponential case should describe the record statistics in the large $N$ limit of any random walk with continuous jumps and $\mu = 2$. The generalisation of these results to arbitrary value of the Lévy index $0 < \mu < 2$ remains a challenging open question. It is also interesting to notice that the limiting value of $\langle \ell_{\max, N} \rangle / N$ obtained for the exponential case in (132) is much more complicated than its counterpart, the constant $C$, obtained for the free random walk (96)—and we refer the reader to [103] for the study of the full distribution of $\ell_{\max, N} / N$ for the bridge random walk with exponential jump distribution. In particular, it will be very interesting to extend these results to other jump distributions, with different Lévy index $0 < \mu < 2$.

5. Record statistics for multiple random walks on a line

In the previous sections, we studied the statistics of the record number in a sequence with entries $\{X_0 = 0, X_1, X_2, \ldots, X_N\}$ corresponding to the positions of a single random walk at discrete times, starting at $X_0 = 0$. In this section, we will generalise some of these results for the single walker case to the case when one has $K \geq 1$ independent random walkers. In this $K$-walker process, a record happens at an instant when the maximum position of all the walkers at that instant exceeds all its previous values. The record statistics for this multiple walker case was studied in great detail in [84], and it was found that despite the fact that the walkers are independent, the record statistics is rather rich, nontrivial, and partially universal even in this relatively simple model. Below we will describe the model precisely and outline the main results found in [84]. For details of the computations, the reader may consult [84].

Consider $K \geq 1$ independent random walkers all starting at the origin at time $n = 0$ (see figure 13). The position $X_{n,m}$ of the $m$th walker $(m = 1, 2, \ldots, K)$ at discrete time step $n$ evolves via the Markov evolution rule
where $X_{0,m} = 0$ for all $m = 1, 2, \ldots, K$ and the noise $\eta_{n,m}$ are i.i.d. variables (independent from step to step and from walker to walker), each drawn from a symmetric distribution $\phi(\eta)$ as in the previous section. We are interested in the record statistics of the composite process. More precisely, consider at step $n$, the maximum position of all the $K$ walkers

$$X_{\text{max}}^n = \max \{X_{n,1}, X_{n,2}, \ldots, X_{n,K}\}.$$  

A record occurs at step $n$ if this maximum position at step $n$ is bigger than all previous maximum values, i.e. if $X_{\text{max}}^n > X_{\text{max}}^{n'}$ for all $n' = 0, 1, 2, \ldots, (n-1)$ (see figure 13). In other words, we are interested in the record statistics of the stochastic discrete-time series $\{X_{\text{max}}^n\}$, with the convention that the initial position $X_{\text{max}}^0 = 0$ is counted as a record. This new process, though derived from $K$ independent underlying Markov processes, is itself a rather complicated non-Markov process for $K > 1$. Consequently, for $K > 1$, the simple renewal approach used before for the $K = 1$ case (which was valid since for $K = 1$ the process is Markovian) breaks down and one needs to find a new approach to compute the record statistics. We will see below that while a new approach can be devised to compute the mean number of records for all $K \geq 1$, the computation of the full distribution of the record number for $K > 1$ is much more difficult and remains partially an open problem.

Let $M_{N,K}$ denote the number of number of records up to step $N$ of this composite $K$-walker process. Note that it is convenient to use a notation that keeps track of the $N$-dependence of the number of records. In this section we are interested in the statistics of $M_{N,K}$. For a single $K = 1$ walker, we recall from the previous section that the statistics of the record number $M_{N,1}$ is completely universal for all $N$, i.e. independent of the jump distribution $\phi(\eta)$ for symmetric and continuous $\phi(\eta)$. In particular, the statistics is identical for Gaussian walkers as well as for Lévy flights with index $0 < \mu < 2$. It turns out that for $K > 1$, the statistics of $M_{N,K}$ is no longer universal for all $N$ [84]. However, for large $N$, a different sort of universality emerges in the limit of large number of walkers $K \gg 1$ [84], that we summarise below.

**Figure 13.** Schematic trajectories of $K = 3$ independent random walkers up to step $N$, where $X_{i,m}$ denotes the position of the $m$th walker ($m = 1, 2, \ldots, K$) at step $i$, all of them starting at the origin at step 0. A record happens at step $n$, if $X_{\text{max}}^n > X_{\text{max}}^{n'}$ for all $n' = 0, 1, 2, \ldots, (n-1)$. The record values are shown by filled circles.
Examples include the Gaussian jump distribution, $\phi(\eta) = \sqrt{a/\pi} e^{-a \eta^2}$, exponential jump distribution $\phi(\eta) = 1/(2b) \exp[-|\eta|/b]$, uniform jump distribution over $[-1/2, 1/2]$, etc. For such jump distributions, it was found [84] that for large number of walkers $K$, the mean number of records grows asymptotically for large $N$ and large $K$ as

$$\langle M_{N,K} \rangle \xrightarrow{K \to \infty} 2 \sqrt{\ln K} \sqrt{N}. \tag{159}$$

Note that this asymptotic behaviour is universal in the sense that it does not depend explicitly on $\sigma$ as long as $\sigma$ is finite.

Moreover, it was argued [84] that for large $K$ and large $N$, the scaled random variable $M_{N,K}/\sqrt{N}$ converges, in distribution, to the Gumbel form, i.e.

$$\text{Prob} \left( \frac{M_{N,K}}{\sqrt{N}} \leq x \right) \xrightarrow{K \to \infty} \frac{\pi}{\sqrt{2}} \exp \left[ -\frac{-(x - 2 \sqrt{\ln K}) \sqrt{\ln K}}{\sqrt{2} \ln K} \right], \quad \text{with } F_1(z) = \exp \left[ -e^{-z} \right]. \tag{160}$$

Indeed, for large $N$ and large $K$, the scaled variable $M_{N,K}/\sqrt{N}$ converges, in distribution, to the maximum of $K$ independent random variables

$$\frac{M_{N,K}}{\sqrt{N}} \xrightarrow{K \to \infty} M_K \quad \text{where } M_K = \max(y_1, y_2, \ldots, y_K) \tag{161}$$

where $y_i \geq 0$ are i.i.d. non-negative random variables each drawn from the distribution $p(y) = \frac{1}{\sqrt{\pi}} e^{-y^{2}/4}$ for $y \geq 0$ and $p(y) = 0$ for $y < 0$.

**Case II ($\sigma^2$ divergent)** Let us next consider the opposite case, i.e. jump distributions $\phi(\eta)$ such that the second moment $\sigma^2$ is divergent. In this case, the Fourier transform $\hat{\phi}(q)$ of the noise distribution behaves, for all $q$, as

$$\hat{\phi}(q) = 1 - |a q|^\nu + \ldots \tag{162}$$

where $0 < \mu < 2$. Examples include Lévy flights where $\phi(\eta) \sim |\eta|^{-\mu-1}$ with the Lévy index $0 < \mu < 2$. For the noise distribution in (162), it turns out [84], quite amazingly, that in the large $N$ and large $K$ limit, the record statistics is (i) completely universal, i.e. independent of $\mu$ and $a$, (ii) more surprisingly and unlike in case I (corresponding to finite $\sigma$), the record statistics also becomes independent of $K$ as $K \to \infty$. For example, it was proved that for large $K$, the mean number of records grows asymptotically with $N$ as
\[
\langle M_{N,K} \rangle_{K \to \infty \atop N \to \infty} \sim \frac{4}{\sqrt{\pi}} \sqrt{N},
\]
which is exactly twice that of one walker, i.e. \(\langle M_{N,K \to \infty,1} \rangle = 2 \langle M_{N,1} \rangle\) for large \(N\). Similarly, it was shown \([84]\) that the scaled variable \(M_{N,K}/\sqrt{N}\), for large \(N\) and large \(K\), converges to a universal distribution

\[
\text{Prob} \left( \frac{M_{N,K}}{\sqrt{N}} \leq x \right)_{K \to \infty \atop N \to \infty} \sim F_2(x),
\]

which is independent of the Lévy index \(\mu\) as well as of the scale \(a\) in (162). While this universal distribution \(F_2(x)\) was numerically computed rather accurately \([84]\), deriving it analytically remains a challenging open problem. Numerically, it seems that \(F_2(x)\) can be fitted very well with a Weibull form:

\[
F_2(x) \approx 1 - \exp \left[ -\left( bx \right)^\gamma \right],
\]

where the fitting parameters \(b \approx 0.89\) and \(\gamma \approx 2.56\) \([84]\). This means that the pdf \(F'_2(x)\) for large \(x\) is

\[
F'_2(x) \sim x^{\gamma-1} \exp \left[ -\left( bx \right)^\gamma \right]
\]

indicating a faster than Gaussian tail as \(x \to \infty\).

### Outline of the derivation for the mean number of records

Let us briefly outline below the main idea behind the calculation of at least the mean number of records \(\langle M_{N,K} \rangle\), and referring the readers to \([84]\) for the derivation of the full distribution of \(M_{N,K}\). Let \(M_{n,K}\) be the number of records up to step \(n\) for \(K\) random walkers, i.e. for the maximum process \(X_{n}^{\text{max}}\). Let us write (following equations (3) and (4))

\[
M_{n,K} = M_{n-1,K} + \sigma_n,
\]

starting from \(M_{0,K} = 1\). Here \(\sigma_n\) is a binary random variable taking values 0 or 1. The variable \(\sigma_n = 1\) if a record happens at step \(n\) and \(\sigma_n = 0\) otherwise. Clearly, the total number of records up to step \(N\) is

\[
M_{N,K} = 1 + \sum_{n=1}^{N} \sigma_n.
\]

So, the mean number of records up to step \(N\) is

\[
\langle M_{N,K} \rangle = 1 + \sum_{n=1}^{N} \langle \sigma_n \rangle = 1 + \sum_{n=1}^{N} r_{n,K},
\]

where \(r_{n,K} = \langle \sigma_n \rangle\) is just the record rate, i.e. the probability that a record happens at step \(n\) for the maximum process \(X_{n}^{\text{max}}\) of \(K\) independent walkers. To compute the mean number of records, we will first evaluate the record rate \(r_{n,K}\) and then sum over \(n\), as in (167).

To compute \(r_{n,K}\) at step \(n\), we need to sum the probabilities of all trajectories that lead to a record event at step \(n\). Suppose that a record happens at step \(n\) with the record value \(x\) (see figure 14). This corresponds to the event that one of the \(K\) walkers (say the dashed trajectory in figure 14), starting at the origin at step 0, has reached the level \(x\) for the first time at step \(n\), while the rest of the \(K-1\) walkers, starting at the origin at step 0, have all stayed below the level \(x\) until the step \(n\). Also, the walker that actually reaches \(x\) at step \(n\) can be any of the \(K\) walkers. Finally this event can take place at any level \(x > 0\) and one needs to integrate over the record value \(x\). Using the independence of \(K\) walkers and taking into account the event detailed above, one can then write

\[
r_{n,K} = K \int_0^\infty p_n(x) \left[ q_n(x) \right]^{K-1} dx,
\]

which is the same as (163).
where \( q_n(x) \) denotes the probability that a single walker, starting at the origin, stays below the level \( x \) up to step \( n \) and \( p_n(x) \) is the probability density that a single walker reaches the level \( x \) for the first time at step \( n \), starting at the origin at step 0. Note that \( q_n(0) \) is precisely the probability that a single walker, starting at 0, stays below the level 0 up to step \( n \), and is identical to the persistence probability \( q(n) \) defined in (44). Hence \( q_n(0) \), by Sparre Andersen theorem discussed before, is completely universal (independent of \( \phi(\eta) \) for symmetric and continuous \( \phi(\eta) \))

\[
q_n(0) = \left( \frac{2n}{n} \right) 2^{-2n}. \tag{169}
\]

Furthermore, it is easy to see, by the reflection principle, that the following identity holds [84]

\[
\int_0^\infty p_n(x) \, dx = q_n(0) = \left( \frac{2n}{n} \right) 2^{-2n}. \tag{170}
\]

Fortunately, the generating functions of these two quantities \( p_n(x) \) and \( q_n(x) \) are known exactly for arbitrary jump distributions \( \phi(\eta) \) (for a detailed discussion see [84, 106]). They are given by the pair of formulae:

\[
\sum_{m \geq 0} s^m \int_0^\infty p_m(x) \, e^{-\lambda x} \, dx = \psi(s, \lambda) \tag{171}
\]

\[
\sum_{m \geq 0} s^m \int_0^\infty q_m(x) \, e^{-\lambda x} \, dx = \frac{1}{\lambda \sqrt{1-s}} \psi(s, \lambda). \tag{172}
\]

where the function \( \psi(s, \lambda) \) is given explicitly by

\[
\psi(s, \lambda) = \exp \left[ -\frac{\lambda}{\pi} \int_0^\infty \ln[1 - s\phi(q)] \, dq \right] \quad \text{where} \quad \phi(q) = \int_{-\infty}^\infty \phi(\eta) \, e^{i\eta \eta} \, d\eta. \tag{173}
\]
The formula in (172) is known in the literature as the celebrated Pollaczek–Spitzer formula [107, 108] and has been used in a number of works to derive exact results on the maximum of a random jump process [104, 105, 109–112]. Interestingly, this formula has also been useful to compute the asymptotic behaviour of the flux of particles to a spherical trap in three dimensions [113–115], as well as in the exact computation of the order and gap statistics for random walks in a recent series of papers [100, 101, 116–118]—for a recent short review see [106]. The formula in (171) can be derived from a more general formula derived by Ivanov [102] (see [84] for a detailed discussion), and it was used previously in the study of record increments in section 3.4 (see (111)).

Let us first remark that by making a change of variable $\lambda x = y$ on the left side of (172) and taking $\lambda \to \infty$, one recovers the universal Sparre Andersen result for all $m$

$$\sum_{n > 0} q_n(0) s^n = \frac{1}{\sqrt{1-s}} \Rightarrow q_n(0) = \binom{2n}{n} \frac{1}{2^n}. \quad (174)$$

In particular, for large $m$, $q_n(0) \approx 1/\sqrt{\pi n}$. Hence, for the case of a single walker $K = 1$, it follows from (168) that the record rate at step $n$ is simply given by

$$r_{n,1} = \int_0^\infty p_n(x) \, dx = q_n(0) = \binom{2n}{n} \frac{1}{2^n} \frac{1}{\sqrt{\pi n}}, \quad (175)$$

where we used the identity in (170). Consequently, one recovers from (167), for $K = 1$, the universal result for the mean number of records mentioned in (56) and in particular, its large $N$ asymptotic limit in (57)

$$\langle M_{N,1} \rangle \xrightarrow{N \to \infty} \frac{2}{\sqrt{\pi}} \sqrt{N}. \quad (176)$$

In contrast, for $K > 1$, we need the full functions $p_n(x)$ and $q_n(x)$ to compute the record rate in (168). This is hard to compute explicitly for all $n$. However, one can make progress in computing the asymptotic behaviour of the record rate $r_{n,K}$ for large $n$ and large $K$ [84]. In turns out that for large $n$, the integral in (168) is dominated by the asymptotic scaling behaviour of the two functions $p_n(x)$ and $q_n(x)$ for large $n$ and large $x$. These asymptotics can be derived explicitly [84] starting from the two generating functions in equations (171) and (172) respectively. The next step is to use these asymptotic expressions in the main formula in (168) to determine the record rate $r_{n,K}$ at step $n$ for large $n$ and large $K$. Here, we will skip all the details and just use the main results for the asymptotics derived in [84] to derive the results announced in equations (159) and (163). The asymptotic behaviour of $p_n(x)$ and $q_n(x)$ depend on whether $\sigma^2 = \int_{-\infty}^{\infty} \eta^2 \phi(\eta) \, d\eta$ is finite or divergent. This gives rise to the two cases mentioned in section 2.

**Case 1 ($\sigma^2$ finite)** In this case, it was shown in [84] that in the scaling limit $x \to \infty, n \to \infty$ but keeping the ratio $x/\sqrt{n}$ fixed, $p_n(x)$ and $q_n(x)$ approach the following scaling behaviour

$$p_n(x) \sim \frac{1}{\sqrt{2\pi \sigma^2 n}} g_1 \left( \frac{x}{\sqrt{2 \sigma^2 n}} \right), \quad \text{where} \quad g_1(z) = \frac{2}{\sqrt{\pi}} \frac{e^{-z^2}}{z}, \quad (177)$$

$$q_n(x) \sim h_1 \left( \frac{x}{\sqrt{2 \sigma^2 n}} \right), \quad \text{where} \quad h_1(z) = \text{erf}(z), \quad (178)$$

where $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-u^2} \, du$. Note that $dh_1(z)/dz = g_1(z)/z$. 


Case II ($\sigma^2$ divergent) In this case the Fourier transform of the jump distribution $\phi(q)$ has the small $q$ behaviour as in (162), and it was shown [84] that in the scaling limit when $x \to \infty$, $n \to \infty$, but keeping the ratio $x/n^{1/\mu}$ fixed,

$$p_n(x) \to \frac{1}{n^{1/2+1/\mu}} g^2 \left( \frac{x}{n^{1/\mu}} \right),$$

(179)

$$q_n(x) \to h^2 \left( \frac{x}{n^{1/\mu}} \right).$$

(180)

While it is hard to obtain explicitly the full scaling functions $g_2(z)$ and $h_2(z)$ for all $z$, one can compute the large $z$ asymptotic behaviour and obtain

$$g_2(z) \approx \frac{A_\mu}{z^{1+\mu}},$$

(181)

$$h_2(z) \approx 1 - \frac{B_\mu}{z^\mu},$$

(182)

where the two amplitudes are

$$A_\mu = \frac{2\mu}{\sqrt{\pi}} \beta_\mu,$$

(183)

$$B_\mu = \beta_\mu,$$

(184)

with the constant $\beta_\mu$ given by [84]

$$\beta_\mu = \frac{n^{\mu} \Gamma(\mu) \sin \left( \frac{\mu \pi}{2} \right)}{\pi} \text{ for } 0 < \mu < 2.$$

(185)

Next we use these asymptotic behaviour of $p_n(x)$ and $q_n(x)$ in (168) to deduce the large $n$ behaviour of the record rate. Noting that for large $n$, the integral is dominated by the scaling regime, we substitute in (168) the scaling forms of $p_n(x)$ and $q_n(x)$ found in equations (177)–(180). This gives, for large $n$,

$$r_{n,K} \approx \frac{K}{\sqrt{n}} \int_0^\infty g(z) [h(z)]^{K-1} \, dz,$$

(186)

where $g(z) = g_{1,2}(z)$ and $h(z) = h_{1,2}(z)$ depending on the two cases (I and II). So, we notice that in all cases the record rate decreases as $n^{-1/2}$ for large $n$, albeit with different $K$-dependent prefactors in the two cases. Hence, the mean number of records $\langle M_{n,K} \rangle$ up to step $N$ grows, for large $N$, as

$$\langle M_{n,K} \rangle \approx \alpha_K \sqrt{N}, \text{ where } \alpha_K = 2K \int_0^\infty g(z) [h(z)]^{K-1} \, dz.$$

(187)

The constant $\alpha_K$ can be estimated for large $K$. From (187), the constant $\alpha_K$ can be re-expressed as

$$\alpha_K = 2 \int_0^\infty g(z) \frac{d}{dh(z)} \left[ \frac{\Gamma(\mu) \sin \left( \frac{\mu \pi}{2} \right)}{\pi} \right] \, dz,$$

(188)

where $h'(z) = dh/dz$. Noticing that $h(z)$ is an increasing function of $z$ approaching 1 as $z \to \infty$, the dominant contribution to the integral for large $K$ comes from the large $z$ regime.
Hence, we need to estimate how the ratio \( g(z)/h'(z) \) behaves for large \( z \). Let us again consider the two cases separately.

**Case I** (\( \sigma^2 \text{ finite} \)) In this case, we have explicit expressions for \( g_1(z) \) and \( h_1(z) \) respectively in equations (177) and (178). Hence we get

\[
\alpha_K = 2 \int_0^\infty dz z \frac{d}{dz} [\text{erf}(z)]^K \tag{189}
\]

\[
= \int_0^\infty dy y \frac{d}{dy} [\text{erf}(y/2)]^K. \tag{190}
\]

The right hand side of (190) has a nice interpretation. Consider \( K \) i.i.d. positive random variables \( \{y_1, y_2, \ldots, y_K\} \), each drawn from the distribution: \( p(y) = \frac{1}{\sqrt{\pi}} e^{-y^2/4} \) for \( y \geq 0 \) and \( p(y) = 0 \) for \( y < 0 \). Let \( \hat{y}_{\text{max}}^{(K)} \) denote their maximum. Then the cumulative distribution function of the maximum is given by

\[
\text{Prob}(\hat{y}_{\text{max}}^{(K)} \leq y) = \left[ \int_0^y p(y') \, dy' \right]^K \tag{191}
\]

The probability density of the maximum is then given by: \( \frac{d}{dy} [\text{erf}(y/2)]^K \). Hence, the right hand side of (190) is just the average value \( \langle \hat{y}_{\text{max}}^{(K)} \rangle \) of the maximum. This gives us an identity for all \( K \)

\[
\alpha_K = \langle \hat{y}_{\text{max}}^{(K)} \rangle. \tag{192}
\]

From the standard extreme value analysis of i.i.d. variables [19, 55], it is easy to show that to leading order for large \( K \), \( \langle \hat{y}_{\text{max}}^{(K)} \rangle \approx 2 \sqrt{\ln K} \) which then gives, via (187), the leading asymptotic behaviour of the mean record number announced in (159)

\[
\langle M_{N,K} \rangle_{K \to \infty \atop N \to \infty} \approx 2 \sqrt{\ln K} \sqrt{N}. \tag{193}
\]

**Case II** (\( \sigma^2 \text{ divergent} \)) To evaluate \( \alpha_K \) in (188), we note that when \( \sigma^2 \) is divergent, unlike in case I, we do not have the full explicit form of the scaling functions \( g_2(z) \) and \( h_2(z) \). Hence evaluation of \( \alpha_K \) for all \( K \) seems difficult, since we do not have explicit forms of these scaling functions for all \( z \). However, we can make progress for large \( K \). As mentioned before, for large \( K \), the dominant contribution to the integral in (188) comes from large \( z \). For large \( z \), using the asymptotic expressions in equations (181) and (182), we get

\[
g_2(z) \sim \frac{A_\mu}{\mu B_\mu} \frac{2}{\sqrt{\pi}}, \tag{194}
\]

where we have used (183) and (184) for the expressions of \( A_\mu \) and \( B_\mu \). We next substitute this asymptotic constant for the ratio \( g_2(z)/h_2'(z) \) in the integral on the right hand side of (188). The integral can then be performed trivially and we get, for large \( K \),

\[
\alpha_K \sim \frac{4}{\sqrt{\pi}}. \tag{195}
\]

From (187) we then get, for the mean record number up to \( N \) steps, the result mentioned in (163), i.e.
In contrast to case I in (193), here the mean record number becomes independent of $K$ for large $K$.

Full distribution of $M_{N,K}$ for $K > 1$ While for the mean record number, a fairly complete analysis can be done for all $K \geq 1$ [84], the corresponding result for the full distribution of $M_{N,K}$ is much less complete for $K > 1$. In [84], it was argued that in case I when $\sigma^2$ is finite, $M_{N,K}$ approaches a Gumbel variable asymptotically (see (160) and (161)). Intuitively this result derives from the fact that the record number $Y_{N,K}$ statistically becomes identical (up to a constant scale factor) to the global maximum of all the $K$ walkers up to step $m$. In contrast, in case II when $\sigma^2$ is divergent, the asymptotic scaling function $F_2(x)$ in (164) is known only numerically. In this case, there is no correspondence to the global maximum. Moreover, the fact that this scaling function $F_2(x)$ is completely independent of $0 < \mu < 2$ is rather intriguing. For more details on the distribution of $M_{N,K}$ for $K > 1$, the reader may consult [84].

Open problems The record statistics for multiple, independent random walkers is a fascinating problem where many questions are still very much open. Even though the effective process (the maximum process $X_n^{\text{max}}$) for $K > 1$ walkers is highly non-Markovian, some results can still be derived analytically as we discussed above. Still there are many questions which seem solvable (tantalizingly), but still remain wide open. For example, as mentioned above, determining analytically the $\mu$-independent scaling function $F_2(x)$ associated with the distribution of $M_{N,K}$ for Lévy walks (with a divergent variance of the jump distribution) remains a challenging open problem. Even the fact that $F_2(x)$ decays faster than Gaussian for large $x$ has not been proved, but only observed numerically. Finally, we have not discussed at all the statistics of record ages $\{\ell_1, \ell_2, \ldots, \ell_M\}$ for $K > 1$ walkers. While we have full knowledge of the age statistics for $K = 1$, so far there have been no studies on the age statistics for $K > 1$. It would be extremely interesting to know, e.g. how the maximal or the minimal age behave for $K > 1$.

6. Generalisations and extensions

In this section we give several natural generalisations and extensions to the questions addressed in the bulk of the present review.

6.1. The longest excursion

As mentioned in the previous sections, the study of the ages of the records for a general random walk bears strong similarities with the excursion theory of the lattice random walk and Brownian motion. The joint distribution of these excursions has the same renewal structure as in (49) with a corresponding distribution of the individual ages $f(\ell_k) \sim \ell_k^{-3/2}$ for $\ell_k \gg 1$ and $k < M$.

It is then natural to consider more general renewal processes with a generic $f(\ell)$ [81] and address similar extreme value questions concerning $\ell_{\text{max},N}$ or $Q_N$ [65, 95, 96]. Renewal processes have found a wide range of applications in probability theory [25, 80] and in statistical physics, including phase ordering kinetics [81, 119], blinking quantum dots [120], persistence properties [121, 122], etc. In many of these applications, time is a continuous variable and we denote by $t$, instead of $N$, the duration of the process. As before, the lengths of time,
\( \ell_1, \ell_2, \ldots, \ell_{M-1} \) are identical, while \( \ell_M \) is different from the others, however these variables are not independent, due to the global constraint that fixes their sum to be exactly equal to \( t \). Nevertheless it can be shown that if \( f(t) \) decays faster than \( 1/t^2 \) for large \( t \), i.e. if \( f(t) \) admits a first moment, then this constraint is unimportant in the large \( t \) limit, as far as the extreme-value statistical properties are concerned. Consequently, the limiting distribution of \( \ell_{\text{max}}(t) \), properly centred and scaled, is given by the classical theory of extreme value statistics for i.i.d. random variables [96]. However, if \( f(t) \sim t^{-1-\alpha} \) for large \( t \) with \( 0 < \alpha < 1 \), the scaled variable \( \ell_{\text{max}}(t)/t \) converges to a non-trivial distribution when \( t \to \infty \). The exponent \( \alpha \) is called the persistence exponent [22, 23, 123–125]. For \( \alpha = 1/2 \), one recovers the result found for Brownian motion (see (96) and (101)) but, for arbitrary \( \alpha \in (0, 1) \), the limiting distribution depends continuously on \( \alpha \). In particular, the first moment is given by [65, 95, 96]

\[
\lim_{t \to \infty} \frac{\langle \ell_{\text{max}}(t) \rangle}{t} = C(\alpha), \quad C(\alpha) = \int_0^\infty \frac{1}{1 + y^\alpha e^\gamma (1 - \alpha, y)} \, dy. \tag{197}
\]

An important outcome of this study is to show that, for \( 0 < \alpha < 1 \), there is universality of the results with respect to the distribution of intervals \( f(t) \) [95, 96]. Note that the result obtained for the CTRW in (105) corresponds to \( \alpha = \gamma/2 \), i.e. \( C(\gamma) = C(\gamma/2) \), where \( C(\gamma) \) is defined in (105).

A similar generalisation can be made for the ages of the records of i.i.d. variables [38]. Starting from (21), a natural generalisation consists in considering the times \( t_k \) as representing the locations of the zeros of a multiplicative process in continuous time \( t \) such that the variables \( U_k = t_k - t_{k-1}/t_k \) have the common distribution \( \rho(u) = \theta u^{\gamma-1} \). This yields

\[
\lim_{t \to \infty} \frac{\langle \ell_{\text{max}}(t) \rangle}{t} = Q(\theta) = \int_0^\infty ds \, e^{-s-\theta E(s)}, \tag{198}
\]

which gives back (31) for \( \theta = 1 \)—we recall that \( E(s) = \int_0^\infty dy \, e^{-y}/y \).

In principle, the longest excursion \( \ell_{\text{max}}(t) \) can be defined for any stochastic process, not only for renewal processes or multiplicative processes. An interesting instance in the context of coarsening systems is the case where the process is the magnetisation (local or global) of a ferromagnet and in this case, the intervals \( \ell_k \) denote the times between two consecutive sign changes of the magnetisation. In some situations, it was shown numerically [95] that the longest excursion \( \langle \ell_{\text{max}}(t) \rangle \) grows linearly with time \( t \) (for \( t \gg 1 \)) and with an amplitude which, rather remarkably, is well approximated by \( C(\alpha) \) in (197), \( \alpha \) being the associated persistence exponent of the process [23, 123, 124]. Likewise, comparisons of the theoretical prediction (198) to the equivalent quantities measured numerically on various approximately multiplicative processes can be found in [95].

This observable \( \langle \ell_{\text{max}}(t) \rangle \) was also computed numerically for the fractional Brownian motion with Hurst exponent \( H \) [126]. For \( H = 1/2 \), it corresponds to Brownian motion but for \( H \neq 1/2 \), it is a non-Markovian process. Nevertheless the persistence exponent \( \alpha \) is known exactly for any value of \( H \), and it is given by \( \alpha = 1 - H \) [127, 128]. Numerical simulations show that \( \langle \ell_{\text{max}}(t) \rangle \) also grows linearly with time \( t \) (for \( t \gg 1 \)) and, except for \( H = 1/2 \), the amplitude \( \langle \ell_{\text{max}}(t) \rangle/t \) shows a clear deviation from the renewal result (197) with \( \alpha = 1 - H \). This is one of the rare observables for fractional Brownian motion that clearly exhibits its non-Markovian nature [126].

### 6.2. Different definitions of the longest age or the longest excursion

As noted previously, for a random walk, the last record does not stand on an equal footing with the others. To probe the effects of this last record on various observables associated to
the ages, [94] studied distinct sequences of the ages of random walks differing only by their last element. For instance, to avoid the ambiguity of the age of the last record, one may simply discard \( \ell_M \) and consider the restricted list of ages \( \{\ell_1, \ell_2, \ldots, \ell_{M-1}\} \), which is a set of identically distributed random variables (though not independent since their sum is constrained to be less than \( N \)). This set is a rather natural choice as a toy model for the statistics of avalanches close to the depinning transition of elastic manifolds in random media [32]. In this context, \( \ell_k \) with \( k < M \) corresponds precisely to the size of the \( k \)th avalanche, while the quantity \( \ell_M \) in this context does not have a direct physical meaning. The study performed in [94] showed that observables such as \( \ell_{\text{max},N}, \ell_{\text{min},N} \) or \( Q_N \) are actually quite sensitive to this last record, even in the limit \( N \to \infty \). The mechanism behind this high sensitivity is that these observables associated to the ages are dominated by rare events, whose statistics is controlled, to a large extent, precisely by the last record duration. This study extends to the case of excursions as well as to more general renewal processes [96] (see also [129] in the mathematical literature).

6.3. Joint distribution of the ranked ages: Poisson–Dirichlet distributions

In both cases discussed previously, i.e. in the i.i.d. case as well as in the random walk case, one can study the full order statistics of the ages of the records, \( \ell_N^{(2)} > \ell_N^{(3)} > \cdots > \ell_N^{(M)} \), with \( \ell_N^{(k)} \equiv \ell_{\text{max},N} \). In the limit of large \( N \), one can show that \( \ell_N^{(k)} \) grows linearly with \( N \), for any fixed \( k \), and that the joint distribution of the scaled ranked ages \( \ell_N^{(1)} / N, \ell_N^{(2)} / N, \ldots \) converges to a limiting distribution, which depends on two real parameters \( 0 \leq \alpha \leq 1 \) and \( \theta > -\alpha \), which are known under the name of Poisson–Dirichlet distributions, denoted by \( \text{PD}(\alpha, \theta) \). The distribution with parameters \( \text{PD}(0, 1) \) describes the (scaled and ranked) ages of the records for the i.i.d. sequence, while \( \text{PD}(1/2, 0) \) describes the statistics of the (scaled and ranked) ages of the records for random walks.

The family of distributions \( \text{PD}(0, \theta) \), with \( \theta > 0 \), was initially introduced by Kingman in [130]. They describe the statistics of the (scaled and ranked) time intervals between successive zeros of the multiplicative process, indexed by \( \theta \), and discussed in the paragraph above (198). These distributions naturally arise in the study of asymptotic distributions of random ranked relative frequencies in various contexts ranging from number theory [131] and combinatorics [132] to Bayesian statistics [133] or population genetics [134] (for reviews see [69, 135]). This one-parameter family of distribution was later generalised by Pitman and Yor to a two-parameter family denoted by \( \text{PD}(\alpha, \theta) \), with \( 0 \leq \alpha \leq 1 \) and \( \theta > -\alpha \), in order to study the ranked statistics of excursions of Brownian motion and Bessel processes [65]. In this framework, the distribution \( \text{PD}(\alpha, 0) \) describes the (scaled and ranked) statistics of the intervals between successive zeros of a renewal process with a corresponding distribution of the individual ages that decays algebraically as \( f(\ell) \sim \ell^{-1-\alpha} \), with \( 0 \leq \alpha \leq 1 \), which is the renewal process discussed in the paragraph above (197). Hence, using the aforementioned correspondence for a random walk between the record breaking events and the zeros of a lattice random walk, we see indeed that the joint distribution of the (scaled and ranked) ages of the records of random walk \( (\ell_N^{(1)} / N, \ell_N^{(2)} / N, \ldots, \ell_N^{(M)} / N) \) converges, in the large \( N \) limit, to \( \text{PD}(1/2, 0) \) [136].

There is no simple explicit expression for the Poisson–Dirichlet distributions \( \text{PD}(\alpha, \theta) \) but [65] provided various probabilistic interpretations and constructions of this joint law. In particular, [65] gives a nice description of \( \text{PD}(\alpha, \theta) \), in terms of stick-breaking processes that generalises the multiplicative process described in the paragraph above (198) (for a review see [69]). For instance, this construction allows to compute the average value of the \( k \)th longest age of the records for i.i.d. random variables (corresponding to \( \text{PD}(0, 1) \)) and for the random walk case (corresponding to \( \text{PD}(1/2,0) \)). For the i.i.d. case, one finds...
\[ \langle \ell_{N}^{(k)} \rangle = \lambda^{(k)} N + \mathcal{O}(1), \quad \lambda^{(k)} = \frac{1}{\Gamma(k)} \int_{0}^{\infty} ds e^{-s} E(s)^{k-1} e^{-E(s)}, \]  
\tag{199}

where the function \( E(s) \) is defined below (198). In particular, by setting \( k = 1 \) in (199), one recovers \( \lambda^{(1)} = \lambda \), where \( \lambda \) is the Golomb–Dickman constant given in (31). The first values can be evaluated numerically, yielding \( \lambda^{(2)} = 0.20958 \ldots \), \( \lambda^{(3)} = 0.08831 \ldots \). One can easily check from (199) that \( \sum_{k \geq 1} \lambda^{(k)} = 1 \). On the other hand, in the case of a random walk, one finds [65, 136]

\[ \langle \ell_{N}^{(k)} \rangle \approx C^{(k)} N, \quad C^{(k)} = \frac{1}{2k-1} \int_{0}^{\infty} y^{-1/2} e^{-y/2} \Gamma(-1/2, y)^{k-1} \left( \frac{y^{-1/2} e^{-y} + \gamma(1/2, y)}{e^{y/2}} \right)^{k} dy, \]  
\tag{200}

where

\[ \Gamma(\nu, x) = \int_{x}^{\infty} t^{\nu-1} e^{-t} dt, \]  
\tag{201}

is the upper incomplete Gamma function. In particular, by setting \( k = 1 \) in (200), one recovers \( C^{(1)} = C \), where \( C \) is given in (96). The first values can be evaluated numerically, yielding \( C^{(2)} = 0.14301 \ldots \), \( C^{(3)} = 0.06302 \ldots \) [136]. Here also one can check that \( \sum_{k \geq 1} C^{(k)} = 1 \), as expected.

### 6.4. Excursions for the tied-down random walk, the Brownian bridge and related renewal processes

The probability distribution of the longest interval between two consecutive zeros of a lattice random walk starting and ending at the origin, and of its continuum limit, the Brownian bridge, is another related subject of interest. This problem was first addressed by Wendel [137], then revisited in several works. In [138] the problem is revisited and extended to renewal processes with the ‘tied-down’ condition, i.e. the last interval drawn with the common distribution \( f(\ell) \) (as defined in section 6.1) exactly terminates at time \( t \). Interestingly, the corresponding situation for the records of random walks is when one imposes the condition that the last record of the random walk occurs exactly at \( N \), which is the fixed number of steps of the random walk [138], or, otherwise stated, when the maximum of the random walk occurs exactly at the last step \( N \). Extension of this study to the statistics of the ranked longest intervals can also be performed [138].

Related studies have been addressed recently in the context of mixed-order phase transitions and we refer the reader to [139] for more details.

### 7. Other related problems and open questions

In this section, we discuss related works or various questions related to records that have been recently studied in the literature.

#### 7.1. Effects of measurement error and noise

In all the previous studies, a record happens at step \( k \) if the \( k \)th entry exceeds all the previous entries (see (2)). However, to apply these results to real data one needs to reconsider the definition of a record in a more pragmatic way. Indeed, in many applications, the observations of the data \( X_i \) are subject to uncertainty, due to instrument error \( \delta \) or noise \( \xi \). For instance, \( \ell \) can
be the assurance limit of the detector, while \( \xi \) can describe white noise from an instrument reading. It is then natural to ask how the presence of measurement error \( \delta \) or noise \( \xi \) affects the records statistics, in particular the growth of the average record number \( \langle M \rangle \) with the size of the sample \( N \). Related questions were raised in the statistics literature, e.g. in the context of \( \delta \)-exceedance records [140, 141], and more recently in the physics literature [60, 142, 143].

Here, we first discuss the presence of a (fixed) measurement error \( \delta \). We define \( X_k \) to be a record breaking event, called a \( \delta \)-record for short, if it exceeds all previous values in the sequence, by at least \( \delta \), i.e. if

\[
X_k > \max\{X_1, \ldots, X_{k-1}\} + \delta,
\]

(202)

where \( \delta \geq 0 \) (in the case \( \delta < 0 \), \( X_k \) is sometimes called a near record [144]). Note that \( \max\{X_1, \ldots, X_{k-1}\} \) denotes the running maximum (at step \( k \)) of the stochastic sequence. When \( \delta = 0 \), we are back to the standard counting of records, i.e. a record happens at step \( k \) if the value \( X_k \) at step \( k \) exceeds the value of the current running maximum. However, for finite \( \delta > 0 \), a record will be counted at step \( k \) iff \( X_k \) exceeds the value of the current maximum by at least \( \delta \). If \( X_k \) exceeds the value of the current maximum by an amount less than \( \delta \), the value \( X_k \) is not counted as a record. In fact, most of the results related to this problem (except [142] that we discuss below) have been obtained for the case of i.i.d. random variables. In this case, it was shown [60] that an immediate consequence of introducing an error parameter \( \delta > 0 \) is that the strong universality of the record statistics for i.i.d. random variables (as in (3)) is lost and replaced by an explicit dependence on the right tail of the parent distribution of the variables \( X_i \)—reminiscent of the different universality classes existing for the extreme value statistics for i.i.d. random variables. We refer the reader to [18] for a review of these results for i.i.d. random variables and focus here instead on the case of strongly correlated variables, for which much less is know.

Following [142] we thus consider a random walker that starts at \( X_0 = 0 \) and evolves according to (43) with a continuous and symmetric jump distribution \( \phi(\eta) \). If one denotes by \( r_k \equiv r_k(\delta) \) the probability that a record is broken at step \( k \), the mean number of record is simply given by (60), i.e.

\[
\langle M \rangle = \sum_{k=0}^{N} r_k(\delta).
\]

(203)

By definition \( X_0 = 0 \) is a record and thus \( r_0 = 1 \) and, for \( k \geq 1 \), \( r_k(\delta) \) is defined by

\[
r_k(\delta) = \text{Prob}[X_k - \delta > \max(X_0, \ldots, X_{k-1})].
\]

(204)

Thus \( r_k(\delta) \) is the probability of the event that the walker arrives in \( X_k - \delta \) for the first time at time \( k \) while staying below \( X_k - \delta \) at all intermediate steps between \( 0 \) and time \( k \) (and where one needs to finally integrate over \( X_k \geq \delta \)). To compute this probability, it is convenient to change variables and define \( y_i = X_k - X_{k-i} \), i.e. observe the sequence \( \{y_i\} \) with respect to the last position and measure time backwards, as explained for the random walk without error, i.e. for \( \delta = 0 \), in figure 6—where, here, in addition the \( y \)-axis is also reversed. Then, \( r_k(\delta) \) is the probability that the ‘new’ walker \( y_i \), starting at the new origin at \( i = 0 \), makes a jump \( \geq \delta \) at the first step and then subsequently, up to \( k \) steps, stays above \( \delta \), i.e.

\[
r_k(\delta) = \text{Prob}[y_1 \geq \delta, \ldots, y_k \geq \delta | y_0 = 0].
\]

(205)

To compute the probability in (205), we decompose the corresponding event into the first step where the walker, starting in \( y_0 = 0 \) jumps to \( y_1 = \delta + u \) where \( u \geq 0 \) and the \( k - 1 \)
subsequent steps during which the random walk stays above \( \delta \). Hence, writing \( y_t = \delta + u_t \), we can re-express \( r_k(\delta) \) as [142]

\[
q_n = \int_0^\infty du \phi(\delta + u) q_{n-1}(u),
\]

where \( q_n(u) \) is the probability that the random walk, starting at \( u \geq 0 \), stays positive up to step \( n \). This probability \( q_n(u) \) was studied in detail before, see (172) and below it. In particular, from (172), one can show [142] that for large \( n \), keeping \( u \) fixed,

\[
q_n(u) \approx \frac{h(u)}{\sqrt{\pi n}}, \quad \text{with} \quad h(\lambda) = \int_0^\infty du e^{-\lambda u} h(u) = \frac{\psi(1, \lambda)}{\lambda},
\]

where the function \( \psi(z, \lambda) \) is given in (173) and depends explicitly on the jump distribution \( \phi(\eta) \). Finally, combining equations (203) and (207), one finds that for \( N \gg 1 \) the average number of records \( \langle M \rangle \) behaves as [142]

\[
\langle M \rangle \approx S(\delta) \sqrt{N}. \quad S(\delta) = \frac{2}{\sqrt{\pi}} \int_0^\infty du \phi(u + \delta) h(u).
\]

Hence for an arbitrary jump distribution the average record number grows universally as \( \sqrt{N} \) (as in the case \( \delta = 0 \)) while the prefactor \( S(\delta) \) depends explicitly on the jump distribution [142]. Computing explicitly \( S(\delta) \) for an arbitrary distribution is a very hard task and exact results exist only in very special cases. For instance, for a symmetric exponential jump distribution \( \phi(\eta) = 1/(2h)e^{-|\eta|/h} \), one finds that \( S(\delta) = (2/\sqrt{\pi})e^{-\delta/h} [142] \). On the other hand, for jump distributions with a power law tail \( \phi(\eta) \sim |\eta|^{-1-\mu} \), with \( \mu > 0 \), one finds that \( S(\delta) \) decays algebraically for large \( \delta \), \( S(\delta) \sim \delta^{-\mu+\alpha} \) with \( \alpha = \mu/2 \) for \( \mu \leq 2 \) while \( \alpha = 1 \) for \( \mu \geq 2 \).

The influence of the measurement noise \( \xi \) was also studied in [142]. To quantify the effects of the noise, one considers that a record is registered at step \( k \) if

\[
X_k + \mathcal{N}(0, \xi) \Delta x > \max\{X_0, \ldots, X_{k-1}\},
\]

where \( \mathcal{N}(0, \xi) \) is a Gaussian random variable of zero mean and standard deviation \( \xi \), while \( \Delta x \) is the characteristic length scale of the jump. Hence, in (209), the term \( \mathcal{N}(0, \xi) \Delta x \) mimics the effects of noise measurement. In that case, it was found numerically that, for random walk, the mean number of records still grows like \( \sqrt{N} \), i.e. \( \langle M \rangle \approx T(\xi) \sqrt{N} \) with an amplitude \( T(\xi) \) which is an increasing function of \( \xi \) for all \( \xi \). Hence in this case, the noise \( \xi \) leads to an erroneous counting of the records, rendering an apparent mean number of records \( \langle M \rangle \) larger than the actual one. We refer the reader to [142] for more details on \( \xi \)-records, in particular for a possible use of \( T(\xi) \) to infer ‘signal-to-noise’ ratio in diffusion-type experiments.

### 7.2. Statistics of superior records

Let us consider a time series generated by \( N \) i.i.d. random variables \( X_1, X_2, \ldots, X_N \) with a continuous density \( p(x) \). We denote by \( X_{\max,n} \) the value of the last record after \( n \) time steps, i.e. the value of the running maximum:

\[
X_{\max,n} = \max\{X_1, X_2, \ldots, X_n\},
\]

and we denote its average by

\[
\langle X_{\max,n} \rangle = \mu_n.
\]
Note that we use the subscript \( n \) (and not \( N \)) to emphasize that this is a running maximum. The study is thus restricted to distributions with finite average. A superior sequence \( \{X_1, X_2, \ldots, X_N\} \) is such that the running maximum is always above its average, i.e. \( X_{\max,n} > \mu_n \) for all \( n \leq N \) [145]. The probability \( S_N \) of this event is found to decay as
\[
S_N \sim N^{-\beta},
\]
where the exponent \( \beta \) is the root of an integral equation [145]. This exponent is non-universal and depends on the choice of the distribution \( p(X) \). For instance for a uniform distribution, \( \beta \approx 0.450 \), while for an exponential distribution, \( \beta \approx 0.621 \). This latter value turns out to be an upper bound for this exponent, whatever the choice of distribution \( p(X) \).

Similarly, the probability that a sequence is inferior (that is, with running maximum always below its average) also decays with a power law
\[
I_N \sim N^{-\alpha},
\]
where the exponent \( \alpha \) is computable explicitly and depends on the parent distribution \( p(X) \). For instance, for the uniform distribution \( \alpha = 1 \), while \( \alpha = e^{-\gamma_E} = 0.561459 \ldots \) where \( \gamma_E \) is the Euler gamma constant, for the exponential distribution. These results were compared to real earthquake data in [145], to which we refer for more details.

In a subsequent work [146], these results were generalised to a strongly correlated time series, namely when the \( X_i \) correspond to the position of a symmetric random walk after \( i \) steps (43). While the problem is well defined for any type of random walk, including Lévy flights, analytical results are known only for jumps \( \eta_i \) with mean zero and a finite variance, such that the random walk converges after a large number of steps to Brownian motion. In this case, the average running maximum (211) is known to grow as \( \langle X_{\max,n} \rangle \approx \sqrt{2/\pi} \sqrt{n} \) for \( n \gg 1 \). The behaviours (212) and (213) are again found to hold [146]. In this case, the exponent \( \beta \approx 0.382 \) and \( \alpha \approx 0.241 \) are the roots of parabolic cylinder functions
\[
D_{2\beta + 1}(\sqrt{2/\pi}) = 0, \quad D_{2\alpha}(\sqrt{-2/\pi}) = 0.
\]

3. Scaling exponents for ordered maxima

Consider now \( N \) i.i.d. random variables \( \{X_1, \ldots, X_N\} \) with a common distribution \( p(X) \). A plot of the running maximum \( X_{\max,n} \) against \( n \) is a staircase with jumps at the successive occurrences of records, as in figure 1. Consider now \( K \geq 1 \) such sequences. These sequences are said to be perfectly ordered if the corresponding staircases do not cross [148]. The probability of this event has a power-law decay [148]:
\[
P_{N,K} \sim N^{-\sigma_K},
\]
where the exponents \( \sigma_K \) are known analytically only for \( K = 2, 3 \),
\[
\sigma_2 = 1/2, \quad \sigma_3 \approx 1.302931,
\]
where \( \sigma_3 \) is the root of some transcendental equation. For the two latter cases the probability \( P_{N,K} \) is universal, i.e. it does not depend on the distribution \( p(X) \). The property is conjectured to hold for \( K > 3 \). Bounds upon the exponents demonstrate that \( \sigma_K \) should grow as \( K \) but an explicit computation of \( \sigma_K \) remains unknown.
As above in section 7.2, the same problem can be generalised to \( K \) random walks [149]. Likewise, \( P_{N,K} \) is the probability that the maxima of the positions of \( K \) independent random walkers are ordered up to step \( N \)

\[
P_{N,K} \sim N^{-\nu K},
\]

as demonstrated by numerical simulations [149]. The only analytical result concerns two random walks for which

\[
\nu_2 = \frac{1}{4}.
\]

An interesting connection between the case of i.i.d. random variables and the case of random walks is given in [148] where the relation \( \nu_2 \approx \sigma^2_2 / 2 \) is observed (numerically) to be a good approximation.

7.4. Incremental records

Other interesting questions concern the sequence of record increments, which were discussed earlier in the context of random walks in section 3.4. We recall that, if one denotes the record values of a time series by \( R_k \), the increments \( \rho_k \) are defined, for \( k \geq 1 \), by

\[
\rho_k = R_k + 1 - R_k,
\]

as depicted in figure 9. Intuitively, one expects that the sequence of increments \( \{\rho_1, \rho_2, \ldots, \rho_{M-1}\} \) is typically decreasing. Indeed, as time goes on, the value of the current record is growing and it seems rather unlikely that the next record improves upon it by a large amount. Motivated by this intuition, Miller and Ben-Naim asked the following question [150]: what is the probability \( Q_N \) that the sequence of increments is monotonically decreasing up to step \( N \)? Such records with monotonically decreasing increments are called ‘incremental records’.

This probability \( Q_N \) was first investigated in the case of i.i.d. random variables whose parent distribution \( p(X) \) has a finite support, \( p(X) = \mu(1-X)^{\mu-1}, \) for \( 0 \leq X \leq 1 \), and \( p(X) = 0 \) otherwise. Numerical simulations showed that \( Q_N \) decreases algebraically for large \( N \)

\[
Q_N \sim N^{-\nu}, \quad N \gg 1,
\]

with a non-trivial exponent \( \nu \), which in addition depends on \( \mu \) [150]. Computing this exponent \( \nu \) turns out to be quite difficult and an exact computation was possible only for the case \( \mu = 1 \), which corresponds to a uniform distribution of the variables \( X_i \). In this case, \( \nu \) is given by the solution of an ‘eigenvalue’ equation, and it can be evaluated numerically with high precision, yielding \( \nu = 0.317621 \ldots \). No analytical solution exists for other values of \( \mu \) nor for other types of distribution of the variables \( X_i \). But the existing results already suggest that, for i.i.d. random variables, \( Q_N \) is a rather non-trivial observable which is quite sensitive to the parent distribution \( p(X) \).

In a subsequent work [99], this probability \( Q_N \) was studied in the case where the variables \( X_i \) are the positions of a random walk as in (43) with a continuous and symmetric jump distribution \( \phi(\eta) \). To compute \( Q_N \), it is convenient to write it as

\[
Q_N = \sum_{M \geq 1} Q_N(M)
\]

where \( Q_N(M) \) is the joint probability that an \( N \)-step random walk sequence has exactly \( M \) records and that the record increments are monotonically decreasing. This probability \( Q_N(M) \) is obtained from the joint probability of the increments \( \rho_k \) and the number of records \( P(\rho_1, \ldots, \rho_{M-1}, M|N) \) studied in section 3.4 (see (119)), by integrating it over \( \rho_1 > \rho_2 > \cdots > \rho_{M-1} > 0 \). It turns out that this \((M-1)\)-dimensional nested integral can be computed exactly [99], which allows to obtain the generating function of \( Q_N(M) \) with respect to \( N \) in a quite simple form, valid for all \( M \geq 1 \).
\[
\sum_{N \geq 0} z^N Q_N(M) = \tilde{q}(z) \frac{1}{(M-1)!} \left[ \tilde{f}(z) \right]^{M-1},
\]
(220)
in terms of the generating function \( \tilde{q}(z) \) and \( \tilde{f}(z) \) of the survival probability (44) and of the first-passage probability (46) respectively. Quite remarkably, for continuous and symmetric jump distributions \( \phi(\eta) \), this generating function in (220) is completely universal, as \( \tilde{q}(z) \) and \( \tilde{f}(z) \) are themselves universal, thanks to the Sparre Andersen theorem (53). By summing up this formula (220) over \( M \) from 1 to \( \infty \), one obtains the generating function \( Q_N \) as
\[
\sum_{N \geq 0} z^N Q_N = \tilde{q}(z) e^{\tilde{f}(z)} = \frac{1}{\sqrt{1-z}} e^{i \sqrt{1-z}},
\]
(221)
From (221), \( Q_N \) can be computed explicitly, with the result [99]
\[
Q_N = e^{\sqrt{\frac{2}{\pi}} K_{N+1/2}(1)} \frac{2^{-N}}{N!} = \sum_{j=0}^{N} \binom{N+j}{N} \frac{2^{-N-j}}{(N-j)!},
\]
(222)
where \( K_\nu(x) \) is the modified Bessel function of index \( \nu \). For instance, \( Q_1 = 1, Q_2 = 7/8, Q_3 = 37/48 \), etc. For large \( N \), we find that \( Q_N \) decays as a power law
\[
Q_N \sim A \sqrt{\frac{\pi}{N}}, \quad A = e^{\sqrt{\frac{2}{\pi}}} = 1.533 62 \ldots ,
\]
(223)
which holds for any random walk with a continuous and symmetric jump distribution \( \phi(\eta) \), hence even for Lévy flights. Therefore this universal result found for random walks is quite different from the results for i.i.d. random variables where, despite the fact that \( Q_N \) also decays algebraically, \( Q_N \sim N^{1-\nu} \) (219), it is much more sensitive (including the exponent \( \nu \)) to the distribution of the variables \( X_i \).

8. Conclusion

In this review we have presented various aspects of the record statistics of a time series with stochastic entries. While this topic has been a subject of study since the early fifties, most of the results were derived in the case where the entries are i.i.d. random variables. This i.i.d. case has been covered in detail both in the mathematics literature (see e.g. the textbooks [42, 43, 45]) and, more recently, in the physics literature [18, 38, 55], where the study of records received a renewed interest. In this review we recalled the main results for the record statistics in the i.i.d. case. In particular, this part also contains some detailed results on the statistics of the ages of records, for which it is hard to find explicit results in the previous surveys. We also note that, even in the i.i.d. case, there remain some non-trivial open problems, notably concerning the record increments (see section 7).

The main focus of the present review has been on the case of the time series whose entries correspond to the positions of a discrete-time random walker/Lévy flight on a line. This is a natural example of a time series with strongly correlated entries. The computation of record statistics for a strongly correlated time series is, in general, very hard and challenging. However for the random walk case, many questions concerning record statistics can be addressed analytically as reviewed in this article.

The reason for solvability in this case can be traced back to the renewal structure of the underlying Markov process (see section 3.1). As emphasized in this review, calculating
various observables associated to the record statistics of this time series, makes very interesting links to first-passage properties as encoded in the Sparre Andersen theorem \((52)\), as well as to extreme value statistics of random walks, as captured by the rather sophisticated results of Pollaczek–Spitzer \((171)\) and Hopf–Ivanov \((172)\). These tools turn out to be extremely useful to analyse the records for a variety of random walk models, including random walks and Lévy flights with a linear drift, constrained random walks like the random walk bridge, continuous time random walks, as well as multiple random walks.

We hope that the analytical methods presented in this review will be useful to study the record statistics of other models of strongly correlated time series, including the challenging issue of non-Markovian processes. For instance, in a recent paper, the record statistics for the number of distinct sites of a random walker on a fully connected lattice has been studied analytically \([151]\). Even though the evolution of the position of the random walker is Markovian, the temporal evolution of the number of distinct sites visited is strongly history dependent and hence is a non-Markovian process. Amongst other non-Markovian models, one can cite the random acceleration process \([152]\) (or the integrated random walk in discrete time), which evolves according to \(X_{i+1} = 2X_i + X_{i-1} = \eta_i\), where \(\eta_i\) are i.i.d. random variables. Although in this case \(X_i\) is a non-Markovian process, the two-dimensional process \((X_i, V_i)\), where \(V_i = X_i - X_{i-1}\) is the velocity, is Markovian. Hence, it may be possible to generalise the renewal structure in phase space in order to study the record statistics of the random acceleration process. For more general non-Markovian processes, like the fractional Brownian motion for instance, such a renewal structure does not exist. Nevertheless, first-passage properties as well as extreme value statistics might provide a useful guideline and framework to study the record statistics of such non-Markovian processes.
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