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ABSTRACT

Code representation, which transforms programs into vectors with semantics, is essential for source code processing. We have witnessed the effectiveness of incorporating structural information (i.e., graph) into code representations in recent years. Specifically, the abstract syntax tree (AST) and the AST-augmented graph of the program contain much structural and semantic information, and most existing studies apply them for code representation. The graph adopted by existing approaches is homogeneous, i.e., it discards the type information of the edges and the nodes lying within AST. That may cause plausible obstruction to the representation model. In this paper, we propose to leverage the type information in the graph for code representation. To be specific, we propose the heterogeneous program graph (HPG), which provides the types of the nodes and the edges explicitly. Furthermore, we employ the heterogeneous graph transformer (HGT) architecture to generate representations based on HPG, considering the type of information during processing. With the additional types in HPG, our approach can capture complex structural information, produce accurate and delicate representations, and finally perform well on certain tasks. Our in-depth evaluations upon four classic datasets for two typical tasks (i.e., method name prediction and code classification) demonstrate that the heterogeneous types in HPG benefit the representation models. Our proposed HPG+HGT also outperforms the SOTA baselines on the subject tasks and datasets.
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1 INTRODUCTION

Generating representations for programs is an essential process in source code processing. This process transforms programs of different formats (token sequences, abstract syntax trees, or dependency graphs, etc.) into vectorized or tensorized representations. Code representation learning is also the basis of many other tasks, including code summarization [19], method name prediction [6, 7], code classification [30] and type inference [3], etc. With powerful deep learning (DL) techniques, representations of code can be obtained via a variety of deep neural networks. In order to obtain better code representations, researchers have incorporated structural information into the modeling process – from the trivial token sequences [11, 18], to the abstract syntax trees (AST) [6, 7, 30, 56] and finally to the graphs [3, 4, 8, 14, 54]. Allamanis et al. [4] first propose to leverage graph neural networks (GNN) for learning representation of the programs. Specifically, they create program graphs based on ASTs and use the GGNN model [26] to learn representations of program graph nodes. Up to the present, we have witnessed the capability of graph-based techniques, as they could achieve the state-of-the-art (SOTA) performance in bug detection and fixing [12], clone detection [46], variable misuse prediction [48], etc.

Although the existing graph-based techniques have proven their usefulness, there remains one issue that can not be ignored – the existing approaches mostly neglect the semantic type information and adopt the (partially) homogeneous graph, i.e., all nodes are of the same type and the edges are only categorized in a coarse-grained manner. To be clear, previous studies regard the edges in the AST as the same type and augment the AST with other kinds of edges, such as data flow edges [4], to retrieve the acquired graph. The homogeneous graph lacks sufficient type information, and it may make the model incapable of jointly learning the semantics of the nodes and the edges in the graph. The issue of lacking type information then leads to two major shortcomings in the representation models. The model cannot explicitly recognize the different type of each node. For instance, in the homogeneous graph in Figure 1(b), the model cannot distinguish the type of a, ~, and b, although a along with b are identifiers and ~ is an operator. Ignoring the...
When the edge type is not provided, the expressions of “a-b” and “b-a” can be ambiguous (both “a-b” and “b-a” are suitable for Figure 1(b)). Both of these two drawbacks are caused by missing information in the homogeneous graph, and it is probable that they obstruct the learning process of the model to a certain degree.

To tackle the issues of the homogeneous graph, in this paper, we propose to leverage heterogeneous graphs for code representation. As the name suggests, the heterogeneous graph is made up of nodes and edges of different types, i.e., there are multiple types of the nodes or the edges, or both. The type information about the nodes and the edges brings forth two advantages, which may settle the aforementioned issues lying within the homogeneous graph.

1. The types (both node and edge) are explicitly provided in the heterogeneous graph. Heuristically, the semantic information of the nodes and the edges is supposed to be clustered by their types. E.g., given Figure 1(c), the representation model is informed that a and b are identifier nodes and ~ is an operator node. Therefore, the model can process these nodes in different manners according to their types.

2. The edge type guarantees that the graph is not ambiguous. Also take Figure 1(c) for instance, the two edges associated with a and b are of type left and right respectively. Hence, Figure 1(c) can only refer to the expression of “a-b” rather than “b-a”. This may cause the learning procedure of the model much easier.

In this paper, we propose the heterogeneous program graph (HPG) for code representation. An HPG of a certain code snippet is generated based on its AST according to the abstract syntax description language (ASDL) [44], as an example is shown in Figure 1(c). The types in HPG allow the representation model to accurately capture the semantics and the relations of the nodes and the edges. We will explain the technical details of how to produce HPG according to the ASDL grammar in section 4.

To make full use of HPG, we employ the heterogeneous GNN as the representation model, which integrates the type information during processing the graph. In this paper, we adopt the heterogeneous graph transformer (HGT) architecture [20] to generate representations according to our proposed HPG. HGT applies the heterogeneous attention to model the edges between the nodes. Especially, during the computation of the attention, HGT uses different weights for different types of the nodes and the edges. Therefore, in short words, HGT is capable to process the nodes and the edges of different types in different manners and to capture the more accurate semantic information.

To demonstrate the usefulness of our proposed HPG and HGT (HPG+HGT), we conduct in-depth evaluations upon four datasets for two tasks (i.e., method name prediction [5, 21] and code classification [33]) against currently SOTA baselines, including CodeTransformer[58], Cognac [45] and other tree-structured or graph-structured models. The experimental results demonstrate that the heterogeneous types in HPG are capable to improve the performance of the GNN models, HPG+HGT outperforms current SOTA approaches in most cases, and the design of each component in HPG+HGT is necessary and may benefit the performance.

The main contributions of this paper are summarized as follow.

- To the best of our knowledge, we are the very first to uncover the type missing issue within the homogeneous graph for code representation.
- We are the very first to propose leveraging the heterogeneous program graph for code representation. Our proposed HPG is capable to relieve the type missing issue in the homogeneous graph. Specifically, HPG explicitly provides the type information of the nodes and the edges in AST.
- We propose a heterogeneous-graph-based framework based on the HGT architecture to process HPG. Our in-depth evaluations on four datasets for two classic code representation tasks certify the effectiveness and the usefulness of our proposed HPG+HGT.

2 RELATED WORK

2.1 Code Processing by Deep Learning

Deep learning has been proved useful in plenty of code processing tasks, which can be roughly divided into two categories, i.e., generation tasks and classification tasks. Generation tasks take program of different formats (e.g., token sequences, ASTs, data flow graphs, etc.) as input and produce a sequence of information, such as natural language documentations, i.e., code summarization [1, 10, 14, 19, 22]) and method names, i.e., method name prediction [5–7, 23, 27, 28, 31, 45, 58], etc. Allamanis et al. [5] first propose the convolutional attention networks to predict method names given the body. Hu et al. [19] propose DeepCom to generate comments for methods or functions. Alon et al. [6] propose code2seq for method name prediction. Zügner et al. [58] propose Code Transformer to incorporate multiple relations to learning both the structure and the context jointly, improving the performance for multiple generation tasks. As for classification tasks, the model usually transform
the program of different formats into vectorized representations and classify according to the semantics. Typical classification tasks include code classification [9, 30] and code clone detection [40, 46], etc. Mou et al. [30] first propose tree-based TBCNN for code functionality classification. Later, Zhang et al. [56] propose ASTNN for code classification and clone detection. Recently, Helldoorn et al. [17] propose GREAT based on the transformer architecture with relational information from code graphs. GREAT has achieved SOTA performance on many classification tasks.

In this paper, to generally demonstrate the capacity of our proposed HPG+HGT, we carry out extensive experiments on both generation and classification tasks, i.e., method name prediction [6, 58] and code classification [33].

### 2.2 GNN for Code Representation

The graph neural networks (GNN) [16] is a specialized deep learning model designed to model the graph-structured data, and it is widely employed on many general purposed tasks, such as molecule prediction [13, 15] and social network analysis [32, 34], etc. Kipf and Welling [24] propose GCN by averaging the neighbor of each node to gather information. Li et al. [26] propose GGNN, introducing the gate mechanism from GRU [11].

As for the field of code representation, the model need to process the program of different formats and produce a vectorized representation for the certain code processing tasks, as introduced in the last section. As aforementioned, the program often contain extensive structural information. The GNN architecture can naturally extract such structural information from the graph, and hence, a lot of GNN solutions to code representation emerges in the recent years [3, 4, 8, 14, 46, 48, 54]. Among them, Allamanis et al. [4] first employ GGNN to process program graphs, which is augmented from AST with additional manually crafted edges. Later, the similar approaches, in which the AST-augmented graph and the GNN architecture are adopted, are employed to tackle many code processing tasks, including code summarization [14], expression generation [8], code edition [54] and type inference [3]. However, the aforementioned approaches ignore the types of the nodes and the edges, resulting in possible ambiguous semantics of the graph representation (as illustrated in section 1).

In this paper, to tackle the issue, we introduce the heterogeneous graph with type information of the nodes and the edges for the program graph, which has been demonstrated effective for more general purposed tasks [20, 47, 55]. Specifically, Hu et al. [20] propose the heterogeneous graph transformer (HGT) architecture, utilizing multi-head attention based on meta relations, and it has already achieved SOTA on many web-scale graph tasks. Inspired by the existing heterogeneous GNN [20, 47, 55], we employ the ASDL grammar to retrieve the types of the nodes and the edges in AST, and build the heterogeneous program graph based on the AST and the additional types. In this paper, we employ HGT as the backbone of our proposed model.

### 3 PRELIMINARY

To facilitate understanding of HPG and HGT, we present some necessary background knowledge in this section, including the formulation of GNN, heterogeneous graph, and ASDL.

#### 3.1 Graph Neural Networks

The GNN models have shown promising results for modeling the structural information for program codes [36, 50]. In this section, we briefly introduce the neural message passing framework [15, 51] of the GNN architecture. In general, message passing refers to neighborhood aggregation, i.e., each node aggregates features of its neighbors to obtain the new node feature. Please refer to the formulation as below:

$$a_v^{(k)} = \text{Aggregate}^{(k)} \left( \left\{ h_u^{(k-1)} : u \in N(v) \right\} \right) \quad (1)$$

$$h_v^{(k)} = \text{Combine}^{(k)} \left( h_u^{(k-1)}, a_v^{(k)} \right) \quad (2)$$

where the superscripts (k) or (k−1) refer to the layers, the subscripts v or u refer to the nodes, $a_v^{(k)}$ and $h_v^{(k)}$ are the aggregated vector and the feature vector of the node v from the k-th layer, and $N(v)$ refers to the neighbors of v. To be specific, the k-th layer aggregates (collects) feature of v’s neighbors from the k−1-th layer, as Eq. 1 suggests, forming the aggregated vector $a_v^{(k)}$ of v in the k-th layer. Then $a_v^{(k)}$ and $h_v^{(k-1)}$ are combined, resulting in the new feature $h_v^{(k)}$ of v, as shown in Eq. 2.

Most previous GNN for code representation researches apply GNNs on AST-based or AST-augmented graphs [3, 4, 8, 12, 14, 46, 54], while a few studies explore the non-AST-based graph of code, which are constructed by type dependency [49], code property [57] for specific downstream tasks, etc.

#### 3.2 Heterogeneous Graph

**Heterogeneous graph.** A heterogeneous graph [39] is a graph consisting of different types of entities, i.e., nodes, and different types of relations, i.e., edges. It is defined as a directed graph $G = (V, E, A, R)$ where each node $v \in V$ and each edge $e \in E$ are associated with their type mapping functions $\tau(v): V \rightarrow A$ and $\phi(e): E \rightarrow R, A$ and $R$ denote the sets of the node type and the edge type, respectively. In addition, at least one of the nodes or the edges contains multiple types, i.e., $|A| + |R| > 2$. Compared with the traditional homogeneous graph, the heterogeneous graph provides additional type information of the nodes and the edges, as Figure 1 demonstrates.

**Meta relation.** To facilitate understanding of heterogeneous GNN, we present a brief introduction of meta relation [20]. Meta relation jointly considers the types of the edge along with its source and target nodes. To be specific, for an edge $e = (s, t)$ connecting the nodes s and t, its meta relation is defined as $r(s, \phi(e), t)$, where $r$ and $\phi$ identify the types of s along with t, and $e$, respectively. Meta relation describes the pattern of the connections in the heterogeneous graph, which may help to build more accurate and delicate representations than the node or edge types alone.

#### 3.3 Abstract Syntax Description Language

The ASDL grammar contains rich syntactic and semantic information, which has been successfully applied to code generation and semantic parsing [35, 53]. ASDL [44], which consists of a sequence of productions, is quite similar to context-free grammar (CFG). However, ASDL contains additional information, i.e., the node type
and the field, which differs it from CFG. The additional information in ASDL can be essential for us to construct heterogeneous graphs for programs. Therefore, we provide a brief introduction to ASDL in this section.

**Constructor.** A constructor defines a production rule in ASDL. In general, it defines the parent, the children, and their connections. Take the `If` constructor in the blue dashed frame in Figure 2(a) for instance, through it, a subtree in Figure 2(b) can be produced.

**Node type.** As the name suggests, the node type in ASDL is capable to provide the type information of the nodes for the heterogeneous graph. The node type in ASDL can be divided into two categories – composite types and primitive types. The composite type defines a group of constructors, which specifies how to construct such nodes with the certain type. E.g., in Figure 2(a), constructors `FunctionDef` and `If`, etc., are defined by composite type `stmt`, i.e., the types of these nodes are `stmt`. The primitive type, such as `identifier`, `int`, and `string`, etc., defines a set of terminals.

**Field.** The field in ASDL can be viewed as the edge types in the heterogeneous graph. The field is one of the components in the constructor, and it specifies the relation between the parent and each of its children. Take the `If` constructor in Figure 2(a) for instance, the connection between `If` and `expr` is of the field test, and the connection between `If` and the first `stmt` is of the field body. According to the field in ASDL, it is handy to mark the edge types in the AST to produce a heterogeneous graph.

**Qualifier.** The qualifier in a constructor denotes the number of children in the certain field. There are three valid qualifiers – single (one and only one), optional (? zero or one) and sequential (*, any number). Still take `If` in Figure 2(a) for example, it has one `expr` of the field test, multiple `stmt`’s of the field body, and multiple `stmt`’s of the field `orelse` (see Figure 2(b)).

### 4 HETEROGENEOUS PROGRAM GRAPH

#### 4.1 Overview of HPG

The HPG is a format of heterogeneous graph for programs generated from the AST. Formally, the HPG $G = (\mathcal{V}, \mathcal{E}, \mathcal{A}, \mathcal{R}, \mathcal{X})$ consists of a node set $\mathcal{V}$, an edge set $\mathcal{E}$, a node type set $\mathcal{A}$, an edge type set $\mathcal{R}$, and a node value set $\mathcal{X}$. The node $v \in \mathcal{V}$ corresponds to an AST node, which is generated following ASDL. The edges $e_1, e_2, \cdots \in \mathcal{E}$ consist of edges in the ASDL AST and rule-based manually crafted edges. The types of the nodes ($\mathcal{A}$) and the edges ($\mathcal{R}$) are similarly defined as in section 3.2. In addition, for each node $v \in \mathcal{V}$, besides its type $\tau(v) \in \mathcal{A}$, there is also a value $X(v) \in \mathcal{X}$.

Figure 3 is an illustrative example of HPG. Each node has a type (left part) and a value (right part), and each edge has a type. Specifically, the `Next$\_Sib` and `Next$\_Token` edges are manually crafted edges in addition to the AST edges.

#### 4.2 Generation of HPG

With the help of ASDL, we are able to build HPGs from ASTs easily. In general, there are two major steps to generate an HPG – building a typed AST and inserting manually crafted edges.

**Typed AST.** To build an AST with its nodes and edges typed, we have to assign the type information according to the ASDL grammar. For the node, the value is assigned with the corresponding constructor name or the terminal token value, and the type is assigned with the corresponding composite or primitive type (composite for non-terminals and primitive for terminals). In addition, for some programming languages (e.g., Python), some nodes only have the type but do not possess a name (e.g., the `arg` node in Figure 3). We set the values of this kind of nodes with their types, i.e., their values and types are identical. As for the edge, as aforementioned in section 3.3, the field reflects the relation between the parent and the child, i.e., the edge type. Therefore, we associate each AST edge with their corresponding ASDL field name to build a typed AST.

**Manually crafted edge.** In order to retain as much structural information as possible, we also insert heuristic-based manually crafted edges to build HPG, including `Next$\_Sib`, `Next$\_Token`, and the reversed edges. For the `Next$\_Sib` points from a node to its next (right) sibling, and `Next$\_Token` points from a terminal node to its next (right) terminal by the order of the text of the code snippet. We include `Next$\_Sib` and `Next$\_Token` in HPG because previous work has already demonstrated that these additional edges are quite beneficial to the GNN model [4, 8]. Our experimental results also confirm the necessity of `Next$\_Sib` and `Next$\_Token`. The reversed edge $e_{rev}$ of $e$...
With the help of the reversed edge, every node is allowed to reach all other nodes. The one-way forward edge only makes some nodes in the graph unreachable, e.g., no node can reach the AST root in most cases. With the help of the reversed edge, every node is allowed to reach all other nodes. Therefore, during message passing, the k-hop neighbor size becomes larger, and the GNN may capture more structural information.

The identifiers, including the method names and the variable names, are often composed of several words, increasing the difficulty of extracting useful information. On the other hand, due to the identifiers, the vocabulary size of a program corpus can be extremely large. Therefore, to capture the semantics and avoid OOV caused by large vocabulary size, we employ the technique of positional encoding in HPG, by splitting the terminal nodes into multiple parts based on the camel case or the snake case.

Subtoken. We introduce a new node type, subtoken, and a new edge type, subtoken_of, into HPG. The original terminal nodes are split into multiple subtoken nodes by the value, and new subtoken_of edges are inserted to indicate the origin of the subtoken nodes. Take Figure 4 for illustration, the identifier node with the value "train_model" is split into two subtoken nodes - "train" and "model", with two subtoken_of edges inserted from the new subtoken terminal nodes to the original "train_model" node. In addition, the reversed edge of subtoken_of is also inserted into HPG during splitting. Since there may be multiple tokens to be split, we can either share the subtoken nodes among the original identifier nodes, or separate them independently. We will discuss these two schemes in the rest of this section.

Shared subtoken. In this scheme, the identical subtoken node is shared among different identifier nodes. As demonstrated in Figure 4(a), the "model" subtoken is shared by two identifier nodes, i.e., "train_model" and "test_model". The shared scheme may effectively reduce the size of the graph, and previous work [3] has demonstrated that similar strategy is possible to get good semantic representations on the subtoken nodes. Independent subtoken. Another scheme is to treat the subtoken nodes of each identifier independently. Take Figure 4(b) for illustration, the subtoken nodes of "train_model" and "test_model" are independently separated. The independent scheme may obtain polysemous representations for the same subtoken, but it may suffer from large graph size as there are too many subtoken nodes.

4.3 Integrating Subtoken Information

The identifiers, including the method names and the variable names, etc., are quite essential for code representation because they carry much information in the text as the previous studies suggest [6, 31, 45]. The identifier is often composed of several words, increasing the difficulty of extracting useful information. On the other hand, due to the identifiers, the vocabulary size of a program corpus is often extremely large. Therefore, to capture the semantics and avoid OOV caused by large vocabulary size, we employ the technique of positional encoding in HPG, by splitting the terminal nodes into multiple parts based on the camel case or the snake case [2].

Subtoken. We introduce a new node type, subtoken, and a new edge type, subtoken_of, into HPG. The original terminal nodes are split into multiple subtoken nodes by the value, and new subtoken_of edges are inserted to indicate the origin of the subtoken nodes. Take Figure 4 for illustration, the identifier node with the value "train_model" is split into two subtoken nodes - "train" and "model", with two subtoken_of edges inserted from the new subtoken terminal nodes to the original "train_model" node. In addition, the reversed edge of subtoken_of is also inserted into HPG during splitting. Since there may be multiple tokens to be split, we can either share the subtoken nodes among the original identifier nodes, or separate them independently. We will discuss these two schemes in the rest of this section.

Shared subtoken. In this scheme, the identical subtoken node is shared among different identifier nodes. As demonstrated in Figure 4(a), the "model" subtoken is shared by two identifier nodes, i.e., "train_model" and "test_model". The shared scheme may effectively reduce the size of the graph, and previous work [3] has demonstrated that similar strategy is possible to get good semantic representations on the subtoken nodes. Independent subtoken. Another scheme is to treat the subtoken nodes of each identifier independently. Take Figure 4(b) for illustration, the subtoken nodes of "train_model" and "test_model" are independently separated. The independent scheme may obtain polysemous representations for the same subtoken, but it may suffer from large graph size as there are too many subtoken nodes.

5 HETEROGENEOUS GRAPH TRANSFORMER

We employ the HGT model, an attention-based heterogeneous graph neural network, as the encoder to generate representations upon the HPG. HGT encodes HPG to generate a vectorized representation for each node and then performs global pooling to produce the overall representation of the whole HPG. The representation of the code can be fed into downstream modules for certain tasks. For generation tasks, such as method name prediction [5–7], we leverage the pointer network [43] for sequence generation. As for classification tasks, such as code classification [30, 33], we utilize an MLP upon the overall HPG representation as the classifier. Figure 5 presents the overall workflow of our model for different tasks, and we will elaborate on each component in detail in this section.

5.1 HGT Encoder

The HGT encoder encodes HPG with the heterogeneous graph transformer architecture [20]. Specifically, the HGT encoder composed of a positional encoding layer, an embedding layer and multiple HGT layers. Similar to traditional transformer [42], an HGT layer employs heterogeneous mutual attention during message passing, in order to aggregate the information of the previous layer from the neighbors.

Positional encoding. The technique of positional encoding, which assures the temporal order of the nodes, is essential for transformer-based HGT. As the program is executed in a fixed order (e.g., different stmt nodes generally have sequential relationships that can not be easily exchanged), modeling order information in HPGs
is important for learning their representations. We assign a fixed timestamp to each node \( v \in \mathcal{V} \), which is the position of \( v \) in the depth-first traversal sequence of the AST. After that, a sine function is conducted upon the timestamps to obtain the positional encoding of each node, which is similar to the previous work [37, 42].

**Feature initialization.** It is necessary to have an initialization of the node feature, i.e., \( h_v^{(0)} \), to initiate the message passing process. In HGT, we add the embedding of the value and the positional encoding of each node \( v \) to obtain \( h_v^{(0)} \).

**Heterogeneous message.** The heterogeneous message gathers information from the neighbors for each node, considering the types of both the nodes and the edges. Specifically, for a node \( t \), we would like to collect information from its neighbor set \( N(t) \) \( (\mathcal{N}(t)) \), the neighbor node set of \( t \), i.e., there exists an edge \( e = (s, t) \) pointing from \( s \) to \( t \). The process is formulated as:

\[
M^{(k)}(s, e, t) = M - \text{Linear}_{r(s)}\left(h_{s}^{(k-1)}\right) \cdot W_{\phi(e)}^{M} (3)
\]

where the information of \( s \) \( (h_{s}^{(k-1)}) \) is projected into the message space with \( M - \text{Linear}_{r(s)} \), taking the node type \( \phi(e) \) into account, and then it incorporates the edge type \( \phi(e) \) dependency by \( W_{\phi(e)}^{M} \). Each \( M \) is a message head, and HGT concatenates multiple independent heads forming the heterogeneous message, i.e., \( \text{Message} = \text{Concat}(M_{1, \cdots, M_{k}}) \) \( (k) \) and \( (s, e, t) \) are omitted.

**Heterogeneous mutual attention.** The attention determines how important the heterogeneous information is during the aggregation in message passing. Similar to the previous self-attention [42], heterogeneous mutual attention computes the attention (importance) score upon the adjacent nodes in HPG, considering the types of the nodes and the types. To be specific, for \( e = (s, t) \), the unnormalized attention score is formulated as:

\[
A^{(k)}(s, e, t) = \left(K^{(k)}(s) \cdot W_{\phi(e)}^{A} \cdot \left(Q^{(k)}(t)\right)^{T}\right) \cdot \frac{\mu_{r(s),\phi(e),\tau(t)}}{\sqrt{d}} (4)
\]

where \( Q^{(k)}(t) \) and \( K^{(k)}(s) \) are the query and the key to compute attention, formulated as \( Q^{(k)}(t) = Q - \text{Linear}_{r(t)}(h_{t}^{(k-1)}) \) and \( K^{(k)}(s) = K - \text{Linear}_{r(s)}(h_{s}^{(k-1)}) \), respectively. The matrix multiplication in the parentheses takes the node types \( Q - \text{Linear}_{r(t)} \) and \( K - \text{Linear}_{r(s)} \) and the edge type \( W_{\phi(e)}^{A}\) into account. Besides, the trainable prior variable \( \mu_{r(s),\phi(e),\tau(t)} \) plays the role of the adaptive scaling factor for each meta relation triplet \( \langle \tau(s), \phi(e), \tau(t) \rangle \).

After retrieving the unnormalized score, HGT conduct a softmax activation upon \( A \) \( (k) \) and \( (s, e, t) \) are omitted, same below) for each \( s \in \mathcal{N}(t) \) and get the attention score \( a \) of the current attention head. At last, all independent attention heads are concatenated, forming the heterogeneous mutual attention, i.e., \( \text{Attention} = \text{Concat}(a_{1}, \cdots, a_{k}) \).

**Target-specific aggregation.** After gathering the message and computing the attention score from all neighbors \( s \in \mathcal{N}(t) \) of each node \( t \), we can thus simply average the messages using the attention scores as the weights. The aggregation is formulated as below:

\[
a_{t}^{(k)} = \sum_{s \in \mathcal{N}(t)} \left( \text{Attention}^{(k)}(s, e, t) \cdot \text{Message}^{(k)}(s, e, t) \right) (5)
\]

**Residual combination.** Last but not the least, for each node \( t \), the aggregated vector \( a_{t}^{(k)} \) is combined with the residual information of \( t \) \( (h_{t}^{(k-1)}) \), producing the new representation of the current HGT layer. The combination is formulated as:

\[
h_{t}^{(k)} = \sigma \left( C - \text{Linear}_{r(t)}\left(a_{t}^{(k)}\right)\right) + h_{t}^{(k-1)} (6)
\]

where \( \sigma \) is the activation function, and \( C - \text{Linear}_{r(t)} \) also takes the node type of \( t \) \( (\tau(t)) \) into consideration.

### 5.2 Meta Relation in HGT

The HGT encoder leverages the types of the nodes and the edges jointly, as illustrated in the last section. During the message passing process, all linear components and all \( W \) weights are associated with the types of the nodes or the edges (please refer to the \( \tau(s), \tau(t) \) and \( \phi(e) \) subscripts in Eq. 3-5). In addition, the prior \( \mu_{r(s),\phi(e),\tau(t)} \) directly models the meta relation triplet. Therefore, in HGT, different sets of parameters are adopted in the message passing processes for various of meta relations determined by \( \langle \tau(s), \phi(e), \tau(t) \rangle \).

Take Figure 6 for illustration, the edges are all with the same type body, but the semantics may differ from each other. E.g., the body edges in For-body and While-body both indicates the body of the loop, while body in Except-body refers to an exception handler. If the types of the nodes and the edges are utilized independently by the model, it is hard to distinguish such differences among the semantics of the body edges. Fortunately, the meta relation explicitly suggests this kind of semantics differences, as one can easily tell the differences between stmt-body-stmt and Except-body-stmt. Therefore, HGT is capable of producing accurate and delicate code representations by modeling such meta relations jointly.

### 5.3 Downstream Module for HGT

HGT, serving as an encoder, produces a vectorized representation of the nodes and the whole graph. To complete a variety of downstream tasks, we need to employ the downstream modules. Most program processing tasks can be categorized into generation tasks and classification tasks. In generation tasks, such as method name prediction [2, 6], the model is supposed to output a sequence of information, e.g., comment texts, method names, etc., based on the context of the input program (code representation). We equip HGT with the pointer network for generation tasks, which can either generate new words or copy from the context directly. In classification tasks, such as code classification [30], the model makes classification based on the code representation. We connect an MLP classifier to HGT for classification tasks.
HGT for generation tasks. Generation tasks demand an accurate understanding of the semantics of the input code snippet. Therefore, we follow the classic encoder-decoder architecture [11], and utilize a transformer model [42] to decode based on the representations of the subtoken nodes in HPG from HGT. Besides direct decoding, we also incorporate the pointer network into our model. At each decoding step, the model operates in three steps: 1) The model collects representations of the subtoken nodes \( s_1, \ldots, s_n \) produced by HGT \( (h_{s_1}, \ldots, h_{s_n}) \), and conducts attention upon them (the attention scores are denoted as \( a_1, \ldots, a_n \)). In addition, the context vector \( h^* \) is also obtained as a weighted average, i.e., \( h^* = \sum_{i=1}^{n} a_i \cdot h_{s_i} \). 2) Based on \( h^* \), the model determines the probability of copy from the subtoken nodes \( (p_{\text{copy}}) \). On the other hand, the probability of generating a new word by the transformer is defined as \( p_{\text{gen}} = 1 - p_{\text{copy}} \). 3) The probability of decoding the word \( w \) is computed as: \( \text{Prob}(w) = p_{\text{gen}} \cdot \text{Transformer}(w) + p_{\text{copy}} \cdot \sum_{j:s_j=w} a_j \), where \( \text{Transformer}(w) \) is the probability that the transformer model outputs \( w \) and \( \sum_{j:s_j=w} a_j \) is the probability that \( w \) is copied from the subtoken nodes. \( \text{Prob}(w) \) is the joint probability of generating and copying \( w \) by the model. The copying mechanism empowered by the pointer network alleviates the OOV problem [43] of the transformer, by allowing the model to point directly to occurrences of the words. This can effectively improve the performance for those less frequent words during generation.

HGT for classification tasks. The classification tasks are rather simple, compared with the generation tasks. It involves two steps to complete the classification task with HGT. 1) We must obtain the overall representation of the whole graph. We apply global attention pooling [26] over representations of all nodes in HPG. 2) After receiving the graph representation, we employ an MLP classifier to conduct classification.

6 EVALUATION

With HPG and HGT, we perform in-depth evaluations upon four datasets against multiple current SOTA baselines to investigate the following research questions:

RQ1. On Generation Task. How does HPG+HGT perform on generation tasks? Specifically, on method name prediction, is HPG+HGT capable to outperform other SOTA approaches?

RQ2. On Classification Task. How does HPG+HGT perform on classification tasks? Specifically, how does our approach perform compared with the SOTA on the code classification task?

RQ3. Subtoken Scheme. Can the subtoken technique in HPG improve the performance? To what extent do the shared scheme and the independent scheme affect the performance of HGT?

RQ4. Ablation Study. Is the heterogeneous type information in HPG capable to boost the better representation of the GNN model? To what extent does HPG improve the model performance? What is the impact of the components in the design of HPG and HGT? How do they influence the performance of the downstream tasks?

6.1 Experiment Setting

The experiments are carried out upon one classic generation task (i.e., method name prediction) and one classic classification task (i.e., code classification). For each task, we evaluate upon two widely-studied datasets (four datasets in total). The baseline models for comparison are among the classic models or the SOTA models.

HPG parser. We implement HPG parsers for two popular programming languages – Python and Java. The Python parser conforms to the official Python 3.7 ASDL grammar. We implemented Python parser can extract up to 23 types of nodes and 71 types of edges (forward). As for Java, we implement an HPG parser based on tree-sitter4, which parses the code snippet into the parsing tree. We manually define the field type for Java and assign types to the edges in the parsing tree according to our rules.

Table 1: Statistics of the datasets

|                      | Method Name Prediction | Code Classification |
|----------------------|------------------------|---------------------|
|                      | CSN-Python | Java-small | Python800 | Java250 |
| Size                 |         |            |         |          |
| Train                | 412,178   | 691,974    | 144,000  | 45,000   |
| Valid                | 23,107    | 23,844     | 48,000   | 15,000   |
| Test                 | 22,176    | 57,088     | 48,000   | 15,000   |
| Node #               | 184.68    | 92.22      | 179.76   | 279.84   |
| Edge #               | 684.21    | 246.77     | 650.14   | 894.56   |
| Name                 | 2.2       | 2.5        | -        | -        |
| Type                 | 17        | 77         | 17       | 77       |
| Node #               | 118       | 104        | 116      | 104      |

Subject task and dataset. We evaluate our approach on method name prediction for generation tasks and code classification for classification tasks. Specifically, for method name prediction, we select CodeSearchNet-Python (CSN-Python) [58] and Java-small [6, 58] datasets, and for code classification, we select Python800 and Java250 [33] datasets. For all these four benchmarks, we utilize the publicly available well-splitted datasets during evaluation.

In method name prediction, a method with its name masked is fed into the model, and the model needs to predict the original method name. CSN-Python originates from the CodeSearchNet corpus [21], consisting of around 450K real-world Python methods. Java-small is a widely-studied benchmark, containing 11 open-source Java projects from GitHub. We keep the data split of training, validation and testing consistent with existing work [6, 58]. Those examples that cannot be parsed by our HPG parser are discarded.

In code classification, the model needs to predict the category of the given code snippet. Both Python800 and Java250 comes from the CodeNet project [33]. The datasets are from two open judge platforms, and the snippets are categorized by the problem. The data split is consistent with the original authors5, and we pre-process the samples with our HPG parsers. Table 1 summarizes the statistics of these datasets.

Baseline model. In method name prediction, we compare our proposed HPG+HGT with code2seq [6], GREAT [17], XLNet [52], Code Transformer [58], Sequence GNN [14], Sequence GINN [48] and Cognae [45]. As for code classification, the baselines includes GCN [24], GIN [51], GGGN [26], Tree-LSTM [41], TBNN [30], TreeCaps

3https://docs.python.org/3.7/library/ast.html#abstract-grammar
4https://tree-sitter.io/tree-sitter/
5The dataset split we use in our experiments is the same as stated by the authors which is provided in https://github.com/IBM/Project_CodeNet/issues/29
Table 2: Performance of models on CSN-Python (in %).

| Model                  | Precision | Recall | F1   | p-value \(^*\) |
|------------------------|-----------|--------|------|----------------|
| GCN                    | 24.77     | 19.97  | 22.12| < .0001        |
| GGNN                   | 24.07     | 19.09  | 21.29| < .0001        |
| code2seq [6]           | 35.79     | 24.85  | 29.34| < .0001        |
| GREAT [17]             | 35.07     | 31.59  | 33.24| < .0001        |
| XLNet [52]             | 37.39     | 32.01  | 34.49| < .0001        |
| Code Transformer [58]  | 36.41     | 33.68  | 34.99| < .0001        |
| Cognac [45]            | 32.71     | 27.63  | 29.96| < .0001        |
| HPG+HGT (no_subtoken)  | 46.48     | 26.61  | 33.84| < .0001        |
| HPG+HGT (independent)  | 48.44     | 29.56  | 36.71| -              |
| HPG+HGT (shared)       | 47.69     | 28.49  | 35.67| < .0001        |

\(^*\) P-values are calculated by comparing with HPG+HGT (independent).

Table 3: Performance of models on Java-small (in %).

| Model                  | Precision | Recall | F1   | p-value \(^*\) |
|------------------------|-----------|--------|------|----------------|
| Sequence GNN [48]      | 64.8      | 56.2   | 60.2 | < .0001        |
| Sequence GNN [14]      | -         | -      | 51.3 | < .0001        |
| GGNN                   | 40.3      | 35.3   | 36.9 | < .0001        |
| code2seq [6]           | 50.6      | 37.4   | 43.0 | < .0001        |
| GREAT [17]             | 53.6      | 46.4   | 49.8 | < .0001        |
| XLNet [52]             | 55.5      | 46.1   | 50.3 | < .0001        |
| Code Transformer [58]  | 54.9      | 49.8   | 52.2 | < .0001        |
| Original Cognac [45]   | 67.1      | 59.7   | 63.2 | -              |
| Cognac [45]            | -         | -      | 57.7 | < .0001        |
| HPG+HGT (no_subtoken)  | 62.2      | 56.1   | 59.1 | < .0001        |
| HPG+HGT (independent)  | 65.3      | 57.2   | 61.0 | -              |
| HPG+HGT (shared)       | 64.7      | 56.1   | 60.1 | < .0001        |

\(^*\) P-values are calculated by comparing with HPG+HGT (independent).

\(^†\) Cognac incorporates additional Java-specific prior knowledge. We list the original results here, but we do not compare HPG+HGT with it.

6.2 RQ1: On Generation Task

To answer RQ1, we evaluate HPG+HGT for generation tasks, compared with Code Transformer, Cognac, along with other baselines, upon CSN-Python and Java-small. We list the results of HPG+HGT along with the baselines upon CSN-Python and Java-small in Table 2 and 3, respectively. **CSN-Python.** From Table 2, we find that HPG+HGT outperforms the baseline models on the precision and F1-score indicators. Especially, HPG+HGT with independent subtokens outperforms the current SOTA Code Transformer by 1.72%, and it outperforms all baselines significantly with high confidence (p-value < 0.0001).

There are also some exceptions in Table 2, as the recall indicator of HPG+HGT is lower than the current SOTA GREAT, XLNet, and Code Transformer models. Our in-depth investigation on the intermediate log reveals that HPG+HGT tends to predict “short” method names with only a few subtokens, while the other models prefer to produce “long” method names. This may explain why HPG+HGT has a lower recall, as recall reflects the hit rate of the prediction in the ground-truth, regardless of the predicted name length. This explanation is consistent with the phenomenon where the baseline models have lower precision – precision measures the ratio of the accurate prediction, and hence the baselines preferring long method names perform poorly on this indicator.

**Java-small.** HPG+HGT outperforms the baseline models greatly upon Java-small, as presented in Table 3. Specially, HPG+HGT with independent subtokens even outperforms most baselines by more than 10% on F1-score (except for GNN and Cognac). The performance improvement is significant with high confidence (p-value < 0.0001).

In addition, we must elaborate on some technical details of the Cognac [45] model. The full Cognac model leverages additional caller-callee information, which is specially designed for the Java programming language alone. However, unlike the heterogeneous types in HPG, for other programming languages, such additional information in Cognac is hardly available. This can explain why Cognac performs poorly upon CSN-Python, which is Python rather than Java. To demonstrate the general performance of HPG+HGT for generation tasks in general scenarios, we employ the trivial Cognac model as the baseline during evaluation, i.e., the caller-callee information is not provided for both datasets, even though the performance of the original Cognac is also listed in Table 3.
To investigate the impact of such token scheme, as we have found earlier, we compare the HPG+HGT models with different subtoken schemes, i.e., the shared scheme, the independent scheme, and the no-subtoken scheme, upon all four datasets.

**Impact of subtoken.** The subtoken nodes may be beneficial for HPG+HGT in both generation and classification tasks. In method prediction, HPG+HGT with subtoken (both the shared scheme and the independent scheme) performs better than HPG+HGT without subtoken, as Table 2 and 3 indicates. Specifically, by adopting the independent subtoken scheme, the F1-score of HPG+HGT increases at least 1.9% upon both CSN-Python and Java-small datasets. As for code classification, similar findings can be drawn according to Table 4. Specially, HPG+HGT with shared subtoken scheme outperforms HPG+HGT without subtoken by about 1.2% on Python800.

**Subtoken scheme for generation task.** The independent scheme may be more effective for method name prediction than the shared scheme, as in Table 2 and 3, HPG+HGT with the independent scheme outperforms the shared scheme. There are three plausible reasons for this phenomenon. The shared scheme may break the order of the subtoken nodes in the original snippet, which can be informative for generation tasks. For those subtokens frequently appear in the code snippet, the corresponding subtoken nodes occur only once in HPG with the shared subtoken scheme. However, the copy mechanism (the pointer network) in the decoder takes the repeated subtokens into account, and the shared scheme may be unfavorable. The independent scheme may model the polysemous subtokens, i.e., it allows different representations for the subtoken nodes with the same values. This property is likely to be advantageous to generation tasks.

**Subtoken scheme for classification task.** Unlike method name prediction, for code classification, the shared scheme may be favorable than, as presented in Table 4. Specifically, HPG+HGT with the shared scheme slightly outperforms the independent scheme by about 0.7% and 0.4% on Python800 and Java250, respectively. We assume that the shared subtoken nodes may benefit code classification. However, the copy mechanism (the pointer network) in the decoder takes the repeated subtokens into account, and the shared scheme may be unfavorable. The independent scheme may model the polysemous subtokens, i.e., it allows different representations for the subtoken nodes with the same values. This property is likely to be advantageous to generation tasks.

### 6.3 RQ2: On Classification Task

To answer this RQ, we compare the performance of HPG+HGT with the tree-based and graph-based baselines upon the Python800 and Java250 classification tasks.

We present the classification accuracies of HPG+HGT and other baseline models on Python800 and Java250 in Table 4. In most cases, HPG+HGT with the subtoken technique outperforms the baseline models by at least 2% on both datasets. Tree-LSTM (root) [41]†, Tree-LSTM (attention)†, TBCNN [30], TreeCaps [9], GREAT [17].

**Answer to RQ2:** Our proposed approach HPG+HGT outperforms the current SOTA baseline models on CSN-Python and Java-small method name prediction tasks. It suggests that HPG+HGT may be capable of producing more accurate and delicate code representations for the generation tasks.

### 6.4 RQ3: Subtoken Scheme

To investigate the impact of such token scheme, as we have found earlier, we compare the HPG+HGT models with different subtoken schemes, i.e., the shared scheme, the independent scheme, and the no-subtoken scheme, upon all four datasets.

**Impact of subtoken.** The subtoken nodes may be beneficial for HPG+HGT in both generation and classification tasks. In method prediction, HPG+HGT with subtoken (both the shared scheme and the independent scheme) performs better than HPG+HGT without subtoken, as Table 2 and 3 indicates. Specifically, by adopting the independent subtoken scheme, the F1-score of HPG+HGT increases at least 1.9% upon both CSN-Python and Java-small datasets. As for code classification, similar findings can be drawn according to Table 4. Specially, HPG+HGT with shared subtoken scheme outperforms HPG+HGT without subtoken by about 1.2% on Python800.

**Subtoken scheme for generation task.** The independent scheme may be more effective for method name prediction than the shared scheme, as in Table 2 and 3. HPG+HGT with the independent scheme outperforms the shared scheme. There are three plausible reasons for this phenomenon. The shared scheme may break the order of the subtoken nodes in the original snippet, which can be informative for generation tasks. For those subtokens frequently appear in the code snippet, the corresponding subtoken nodes occur only once in HPG with the shared subtoken scheme. However, the copy mechanism (the pointer network) in the decoder takes the repeated subtokens into account, and the shared scheme may be unfavorable. The independent scheme may model the polysemous subtokens, i.e., it allows different representations for the subtoken nodes with the same values. This property is likely to be advantageous to generation tasks.

**Subtoken scheme for classification task.** Unlike method name prediction, for code classification, the shared scheme may be favorable than, as presented in Table 4. Specifically, HPG+HGT with the shared scheme slightly outperforms the independent scheme by about 0.7% and 0.4% on Python800 and Java250, respectively. We assume that the shared subtoken nodes may reflect the association among the identifiers in the snippet, which can boost the performance for classification tasks.

### 6.5 RQ4: Ablation Study

Ablation studies are carried out to illustrate the role of the components playing in HPG+HGT, including the heterogeneous types, the manually crafted edges in HPG, and the decoding strategies. Specifically, we include the additional edge types from HPG to verify the performance gaining upon the classic GGNN model, and we remove

**Answer to RQ3:** The subtoken technique is capable to improve the performance of HGT for both generation and classification tasks. Different types of tasks may benefit from different subtoken schemes. Specifically, the independent scheme may be good for method name prediction, while the shared scheme may benefit code classification.

**Answer to RQ4:** The subtoken technique is capable to improve the performance of HGT for both generation and classification tasks. Different types of tasks may benefit from different subtoken schemes. Specifically, the independent scheme may be good for method name prediction, while the shared scheme may benefit code classification.
The p-values (\(p\text{-value} = 0.00013\)) indicate that the full HPG+HGT model is significantly better than those without NextSib or NextToken edges upon Java250 (in %) with p-values.

### Table 6: Performance of HPG+HGT with different decoding strategies on CSN-Python (in %).

| Decoding strategy | Precision | Recall | F1  | \(\Delta F1\) |
|-------------------|-----------|--------|-----|--------------|
| Over subtoken nodes | 48.44     | 29.56  | 36.71| –            |
| Over all nodes    | 40.55     | 26.63  | 32.14| ↓4.57        |

we conduct another ablation upon HPG+HGT with independent subtokens on CSN-Python, where the decoding strategy over all node representations is evaluated. As table 6 indicates, decoding over all nodes may cause the performance to decrease greatly – the F1-score decreases about 4.6% compared with the original design. To some extent, it verifies our design for generation tasks of the decoding strategy in HPG+HGT.

**Answer to RQ4:** Ablation demonstrates the usefulness of the heterogeneous types in HPG. It also confirms the effectiveness of our design for the manually crafted edges in HPG and the decoding strategy over only the subtoken nodes in HGT.

6.6 Threats to Validity

The dataset selection could be a threat to validity. We counter this by selecting classic method name prediction for generation tasks and code classification for classification tasks. We further select four datasets, which are widely adopted in previous work. Another threat could be the baseline selection. We counter this by comparing our proposed HPG+HGT with both the classic and the SOTA models. A further threat could be the language support. We counter this by implementing the HPG parser for the popular Python and Java languages. Our in-depth evaluation, costing more than 3 weeks and over 500 GPU hours, has already demonstrated the effectiveness of HPG+HGT. Since the ASDL grammar is open-sourced, all it takes to build HPG parsers for other programming languages is a large amount of engineering effort. We leave the supporting to more programming languages in future work.

7 CONCLUSION

In this paper, we put forward the idea of heterogeneity in AST and present a framework of representing source code as heterogeneous program graphs (HPG) using the ASDL grammar. By applying heterogeneous graph transformer (HGT) on our proposed HPG, our approach is capable to generate accurate and delicate representations for programs. Our in-depth evaluations on four classic datasets for two typical code processing tasks (i.e., method name prediction and code classification) demonstrate that the heterogeneous type information in our proposed HPG improves the performance of the representation model. Furthermore, our proposed HPG+HGT solution even outperforms the SOTA baselines for generation and classification tasks.
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