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Abstract—Enabling highly-mobile millimeter wave (mmWave) and terahertz (THz) wireless communication applications requires overcoming the critical challenges associated with the large antenna arrays deployed at these systems. In particular, adjusting the narrow beams of these antenna arrays typically incurs high beam training overhead that scales with the number of antennas. To address these challenges, this paper proposes a multi-modal machine learning based approach that leverages positional and visual (camera) data collected from the wireless communication environment for fast beam prediction. The developed framework has been tested on a real-world vehicular dataset comprising practical GPS, camera, and mmWave beam training data. The results show the proposed approach achieves more than \(\approx 75\%\) top-1 beam prediction accuracy and close to 100\% top-3 beam prediction accuracy in realistic communication scenarios.

I. INTRODUCTION

Communication over millimeter wave (mmWave) and terahertz (THz) bands is the key enabler for the high data rate requirements in 5G, 6G, and beyond [1]. These systems, however, need to deploy large antenna arrays and use narrow beams at the transmitters and receivers to guarantee sufficient receive signal power. Selecting the optimal beams for these large antenna arrays is typically associated with large training overhead, which makes it difficult for these mmWave/THz communication systems to support highly-mobile wireless applications such as virtual/augmented reality and connected vehicles. This motivates looking for new approaches to overcome this beam training overhead and enable highly-mobile mmWave/THz communication systems.

Developing solutions for the mmWave beam training and channel estimation overhead has attracted considerable interest over the last decade [2]–[8]. These solutions have generally focused on constructing adaptive beam codebooks [2], [9], designing beam tracking techniques [4], and leveraging the channel sparsity and efficient compressive sensing tools [3], [5]. These classical approaches, however, can typically save only one order of magnitude in the training overhead, which is not sufficient for large antenna array systems and highly-mobile applications. This motivated developing machine learning approaches that leverage prior observation and side information such as receive signal signature [9], user position [7], and visual/camera images [8] for fast mmWave/THz beam prediction. Each of these sensory data, however, has its own limitations. For example, practical positioning sensors do not normally provide accurate enough positions for narrow beam alignment, and visual/camera data may be sensitive to lighting/weather conditions.

In this paper, we develop a novel framework for mmWave/THz beam prediction using multi-modal data collected from position and vision (camera) sensors. Thanks to leveraging different data modalities, the proposed approach is more robust to the inaccuracies in practical position sensors and the possible impact of various lighting conditions on the visual information. The proposed approach has been evaluated using a real-world dataset comprising position, vision, and mmWave beam training data to show its potential in reality.

II. MILLIMETER WAVE BEAM PREDICTION: SYSTEM MODEL AND PROBLEM FORMULATION

Finding the optimal transmitter/receiver beams is a challenging problem at mmWave and THz communication systems. This is primarily because of the large control overhead associated with conventional beam training techniques for systems with large antenna arrays [5]. In this work, we leverage machine learning and side information collected from visual and
position sensors to efficiently predict the beamforming vectors and reduce the beam training overhead. In particular, this work poses the beam prediction task as a multi-modal classification problem: Based on the visual and position data available from the wireless environment, the goal is to predict the best beamforming vector from a pre-defined beam codebook. In the following subsections, we describe the adopted system model and problem formulation before presenting the proposed beam prediction approach in Section III.

A. System Model

The considered communication system model consists of a mmWave base station equipped with an N-element antenna array and an RGB camera. This base station is serving a mobile user that is equipped with, for simplicity, a single antenna. The communication system adopts a pre-defined beamforming codebook \( \mathcal{F} = \{ f_m \}_{m=1}^M \), where \( f_m \in \mathbb{C}^{N \times 1} \) and \( M \) is the total number of beamforming vectors in the codebook. For any mmWave user \( u \) in the wireless environment with a channel \( h_u \in \mathbb{C}^{N \times 1} \), if the base station used the beamforming vector \( f_m \) to serve it, \( f_m \in \mathcal{F} \), then the downlink received signal is given by

\[
y_u = h_u^T f_m x + n,
\]

where \( x \in \mathbb{C} \) is the transmitted complex symbol, \( E|x|^2 = P_t \), with \( P_t \) denoting the average transmit power. The variable \( n \) represents the receive noise with \( n \sim \mathcal{N}_C(0, \sigma^2) \).

B. Problem Formulation

The primary task of this paper is the multi-modal beam prediction for the single user scenario utilizing visual and position information. The task of beam prediction can be defined as determining the optimal beamforming vector \( f^* \) out of the candidate beams in the codebook \( \mathcal{F} \), such that the received signal power is maximized. Mathematically, we can express the beam selection problem as

\[
f^* = \arg\max_{f \in \mathcal{F}} \| h_u^T f \|_2^2 .
\]

In this work, instead of relying on the explicit channel knowledge, i.e., the knowledge of \( h_u \), which is typically hard to acquire in mmWave/THz systems, we target predicting the optimal beam based only on the availability of (i) the RGB images of the camera installed at the base station and (ii) the real-time position information of the user. For that, we define \( g_u \in \mathbb{R}^2 \) as the two-dimensional position vector (carrying latitude and longitude information) of user \( u \) at a certain moment. Further, we define \( X_u \in \mathbb{R}^{W \times H \times C} \) as the corresponding RGB image of the user \( u \), captured by a camera installed at the base station, where \( W, H, \) and \( C \) are the width, height, and the number of color channels for the image.

The objective is then to utilize the input image \( X_u \) and the location information \( g_u \) of user \( u \) to predict the optimal beam to serve it, \( f^* \), with high success probability. In this paper, we target developing a machine learning model to achieve this objective. The model is developed to learn a prediction function \( f_{\Theta}(S) \), where \( S = (X_u, g_u) \) that takes in the observed image-location pair and produces a probability distribution \( P \in \{p_1, \ldots, p_M\} \) over the beams of the codebook \( \mathcal{F} \). The index of the element with maximum probability determines the predicted beam vector. Formally,

\[
\hat{f} = f_{\hat{m}}, \quad \hat{m} = \arg\max_{m \in \{1, \ldots, M\}} p_m.
\]

This prediction function, \( f_{\Theta}(S) \), is parameterized by a set \( \Theta \) representing the model parameters and learned from a dataset \( D \) of labeled samples, \( D = (S, f^*) \), consisting of the input image-location pair and its ground truth optimal beamforming vector. Following the formulation convention in machine learning, the objective of the machine learning model is then to maximize the overall success probability in predicting the optimal beam. Mathematically, we can write

\[
f_{\Theta}^* = \arg\max_{f \in \mathcal{F}} \mathbb{P}(\hat{f} = f^* | S)
\]

Next, we present our proposed multi-modal machine learning model for mmWave/THz beam prediction.

III. PROPOSED SOLUTION: MULTI-MODAL VISUAL-POSITION BASED BEAM PREDICTION

In this paper, we propose a machine learning-based multi-modal beam prediction solution for the scenarios with a single candidate user in the visual scene. The multi-modality of data is associated with it own sets of challenges related to data fusion strategy, neural network design, etc. [10]. It is important to understand the relation between the different data modalities to be able to design an effective solution for the task of interest. In this section, we first present the reasoning behind choosing visual and position data for beam prediction and then present the details of the proposed machine learning solution.

A. Key Idea

The mmWave communication systems require large antenna arrays and use directive narrow beams to achieve high received signal power gain. This is primarily to overcome the severe path-loss associated with the high-frequency signals. The best narrow beamforming vector is selected from the pre-defined codebook \( \mathcal{F} \), which is typically associated with high training overhead. In general, the mechanism of directing the narrow beams can be viewed as focusing the signal into a particular direction in space. The beam vectors divide the scene (spatial dimensions) into multiple (possible overlapping) sectors, where each sector is associated with a particular beam value. Therefore, given a pre-defined codebook, the beam prediction task can be transformed into a classification task, where depending on where the user exists in the visual scene, a beam index from the codebook is assigned.

With the recent advances in modern object detection models, it is possible to identify and extract the relative position of the user in a visual scene. Furthermore, the advances in positioning systems such as GPS, the absolute position of any user in the scene can be obtained with some accuracy. Therefore, the location information of a user in the environment can be derived either from an image or from the position data. In this paper, instead of performing conventional beam training, we select the optimal beam index relying on the visual and/or...
position data. Here, it is important to evaluate the potential gains of leveraging both visual and position data compared to relying on only one of them. In the next subsection, we describe the proposed machine learning-based beam prediction model using the multi-modal visual and position data before delving into evaluating its performance in sections IV – VI.

B. Machine Learning Model

In this subsection, we propose three models to perform beam prediction: two different models for beam prediction using vision and position data separately and the third model, where both the modalities are merged and processed to predict the optimal beam index.

Vision-Based Beam Prediction: As described in Section II-B, the objective is to learn the prediction function $f_{\theta}(S)$ utilizing only visual data, i.e., RGB images. The proposed idea utilizes the state-of-the-art convolutional neural network (CNN) to perform this classification task, i.e., the model learns to map an image to a beam index. The primary choice of CNN for this particular task is an ImageNet2012 [11] pre-trained ResNet-50 [12] model. The model is further modified by removing the last layer and replacing it with a fully-connected layer of size $M$ neurons. The fully-connected layer parameters are initialized randomly following a normal distribution with zero mean and unit variance. Different from conventional transfer learning [13], the ResNet-50 model is fine-tuned end-to-end in a supervised fashion, utilizing the labeled dataset described in Section IV.

Position-based Beam Prediction: The goal of this sub-task is to predict the optimal beam index using the position information of the transmitter. The position information comprises of the Latitude and Longitude values as mentioned in Section II-B. The classification network for this sub-task is a Multi-Layer Perceptron (MLP) network with two hidden layers, each with 256 hidden-units and an output layer with $M$ units. The inputs to the MLP network are the normalized values of Latitude and Longitude. ReLU activation function was applied to the output of the two hidden layers, whereas softmax function is applied to the final output layer.

Multi-modal Beam Prediction: In this sub-task, the optimal beam index is predicted based on both the visual and the position data. In order to efficiently merge the two modalities, we propose the neural network architecture in Fig. 2, which consists of two sequential stages: (i) The CNN-based feature extraction model, described in Section III-B and (ii) a classifier MLP network. In the first stage, similar to the vision-based beam prediction, a ResNet-50 model is trained on the labeled images to predict the beam indices. The fine-tuned ResNet model is incorporated to the architecture after stripping off the final classifier layer. The objective is to extract the rich feature vector, $\tilde{V} \in \mathbb{R}^{T \times 1}$ from the convolutional layers. The position data (after normalization) is then concatenated to the extracted feature vector $\tilde{V}$, resulting in a combined vector $\tilde{V} \in \mathbb{R}^{(T+2) \times 1}$. This combined vector $\tilde{V}$ is provided as an input to the second stage of the architecture—a two hidden-layered MLP network. The output of the MLP network produces a probability distribution $p \in \mathbb{R}^{M \times 1}$ over $M$ outputs, where $M$ is the total number of beams in the codebook.

IV. TESTBED DESCRIPTION AND DEVELOPMENT DATASET

To accurately evaluate the performance of the proposed beam prediction approach in a realistic environment, we built a real-world multi-modal dataset with vision, wireless, and position data. In this section, we first briefly describe the testbed used for the real wireless communication data collection and then present the analysis of the final development dataset used for the multi-modal beam-prediction task.

A. Data Collection Testbed

We built a multi-modal mmWave communication testbed that consists of (i) a mobile transmitter (vehicle), (ii) a fixed receiver (acting as the base station), (iii) a position sensor at the vehicle (GPS antenna/receiver), and (iv) a visual data sensor (RGB camera) at the base station. The mobile transmitter has a 60GHz quasi-omni antenna and is always oriented towards the base station. The base station receiver has a 16-element 60GHz phased array adopting a beamforming codebook with 64 beams. The RGB camera captures images of the wireless environment in the field-of-view of the base station. It is important to note here that the camera does not capture depth information (hence our approach relies on low-cost RGB cameras). The mmWave phased array and the camera are placed such that their fields of view are aligned. The base station is controlled by a laptop that operates the phased array and the camera. The transmitter is initialized by the base station laptop and works in a self-supervised fashion. The GPS receiver at the mobile transmitter collects position data for mmWave/THz beam prediction.

Fig. 2. This figure illustrates the proposed multi-modal machine learning based beam prediction model that leverages both visual and (not necessarily accurate) position data for mmWave/THz beam prediction.
data that are then aligned with the RGB and wireless data. For further details, please refer to the data collection testbed description in the DeepSense 6G dataset [14].

B. Development Dataset

In order to evaluate the performance of the proposed solution, two scenarios, namely, scenarios 5 and 6, were adopted from the DeepSense 6G dataset [14]. Both scenarios consist of diverse wireless, visual, and position data. Further, the two measurements of the two scenarios are collected at two different locations and at different times of the day (to have various lighting conditions), as presented in Fig. 3. This ensures some diversity in the final development dataset. This diversity is further enhanced by adopting different base station heights and different distances between the base station and mobile user in the two scenarios (as described in [14]). Scenarios 5 and 6 consist of data collected during the night and day time, respectively.

The data collected from the two locations are utilized to create the development dataset for the multi-modal beam-prediction task. The initial data collected using the testbed is referred to as the raw data. The raw data further undergoes a post-processing pipeline. The first step involves downsampling the power vector, which comprises the beam powers of the 64 beams, to 32 elements by selecting every other element in the vector. Since the original 64 beams are highly-overlapped, the down-sampling does not affect the total area covered by the beams. The index of the beam with the maximum received power is then selected as the optimal beam index. The resulting development dataset consists of 3462 samples, with 2451 and 1011 samples in scenarios 5 and 6, respectively. The data from each location are further divided into training and validation sets with a split of 70 – 30%.

V. EXPERIMENTAL SETUP

The following two subsections discuss the neural network training parameters and the adopted evaluation metrics.

A. Network Training

To highlight the impact of the different sensory data modalities on beam prediction task, three different machine learning models were proposed in Section III-B i.e., (i) vision-based beam prediction model, (ii) position-based beam prediction model, and (iii) multi-modal vision-position based beam prediction model. For the first two cases, the respective machine learning models, i.e., ResNet-50 and 2-layered MLP networks, are trained on the images and the position data of the training dataset. The multi-modal model is trained on the same training dataset using the feature vector extracted from the trained ResNet model and the ground-truth position values of the training dataset. The cross-entropy loss with Adam optimizer is used to train all three models. It is important to note here that for the two different scenarios mentioned in Section IV, separate models were trained. The detailed hyperparameters used to fine-tune the models are presented in Table I.

B. Evaluation Metrics

Now, we present the evaluation metric adopted to evaluate the performance of our proposed machine learning framework. Post-training, we evaluate each network on the validation set. The primary evaluation metric is top-1 accuracy. Top-2 and top-3 accuracies of the predicting model are also calculated to further examine the neural network’s ability in beam prediction. Note that the top-k accuracy is defined as the percentage of the validation samples where the optimal ground-truth beam was within the top-k predicted beams (i.e., the k beam indices with the highest predicted probabilities).

VI. PERFORMANCE EVALUATION

In order to develop an accurate evaluation of our proposed multi-modal beam prediction approach, we first train and test the three developed models discussed in Section III-B namely position-only, vision-only, and joint vision-position based beam prediction models. In Table I, the beam prediction accuracies (top-1, top-2, and top-3) of the three proposed models are presented for the two datasets/locations. First, the results in this table show that the vision-based model achieves

![Fig. 3. The two wireless environments utilized in the data collection process is shown above. The transmitter, which is a vehicle in our dataset is highlighted in the above images. (a) shows the location and the data collected during day time, while (b) and (c) present the images captured during the night.](image-url)
that even smaller datasets may be required to achieve close to 100% beam prediction accuracies when considering the top-3 predicted beams. These results highlight the efficiency and potential of the proposed multi-modal approach for the mmWave/THz beam prediction task.

VII. CONCLUSION

This paper develops a novel approach that leverages multi-modal machine learning and visual/positional sensory data for fast mmWave/THz beam prediction. To evaluate the proposed approach, we constructed a real-world multi-modal vehicular dataset that comprises position, vision (camera), and mmWave beam training data. Using this realistic dataset, our developed model achieved more than 75% success probability in predicting the optimal beam without any beam training overhead. Further, it achieved close to 100% top-3 beam prediction accuracy. This highlights the promising gains of leveraging multi-modal data for significantly reducing the beam training overhead in mmWave/THz communication systems.
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