SOME MORSE-TYPE INEQUALITIES FOR SYMPLECTIC MANIFOLDS
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Abstract. Morse-type inequalities are given for the symplectic versions of the Bott-Chern and Aeppli cohomology groups defined by Tseng and Yau.

The symplectic versions of the Bott-Chern and Aeppli cohomology groups, defined by Tseng and Yau [28], are finite-dimensional cohomology groups given in terms of differential forms on a closed symplectic manifold \((M,\omega)\) of dimension \(2n\). They are denoted \(H^k_{d+d^{\Lambda}}(M)\) and \(H^k_{dd^{\Lambda}}(M)\), \(1 \leq k \leq 2n\), and satisfy the following inequalities [3] relating their dimensions to the Betti numbers of \(M\), \(b_k\),

\[
(1) \quad \dim H^k_{d+d^{\Lambda}}(M) = \dim H^k_{dd^{\Lambda}}(M) \geq b_k.
\]

The purpose of this paper is to prove a set of Morse-type inequalities for these groups.

Theorem 1. Let \((M,\omega)\) be an \(2n\)-dimensional closed symplectic manifold and \(f\) a Morse function with \(m_i\) critical points of index \(i\), then for \(k \leq n\)

\[
(2) \quad \dim H^k_{d+d^{\Lambda}}(M) \leq \sum_{i=0}^{\lfloor \frac{k}{2} \rfloor} m_{k-2i},
\]

\[
(3) \quad \dim H^k_{dd^{\Lambda}}(M) \leq \sum_{i=0}^{\lfloor \frac{k}{2} \rfloor} m_{2n-k+2i}.
\]

Remark 1. The dimensions of the \(d+d^{\Lambda}\) and \(dd^{\Lambda}\) groups can vary under homotopy of the symplectic form [26].

\((M,\omega)\) satisfying the hard Lefschetz condition is equivalent to the inequality [1] being saturated for all \(k\) [28], and in this case Theorem 1 is strictly weaker than the weak Morse inequalities if \(n \geq 2\) (and equivalent if \(n = 1\)). If \((M,\omega)\) does not satisfy the hard Lefschetz condition, Theorem 1 can give constraints on the \(m_i\) additional to those obtained from the weak Morse inequalities. In particular, a short calculation gives the following.

Corollary 1. The total number of critical points of a Morse function on a closed symplectic manifold \((M,\omega)\) of dimension \(2n\) satisfies the inequality

\[
h^{n-2} + 2h^{n-1} + h^n \leq \sum_{i=0}^{2n} m_i,
\]

where \(h^k = \dim H^k_{d+d^{\Lambda}}(M)\).

The quantity \(h^{n-2} + 2h^{n-1} + h^n\) in Corollary 1 can be larger than the sum of the Betti numbers, as the following example shows.
Example 1. Let $M = \Gamma \backslash G$ be the compact 4-manifold with structure equations
\[
\begin{align*}
  de_1 &= 0 \\
  de_2 &= 0 \\
  de_3 &= e_1 \wedge e_2 \\
  de_4 &= e_1 \wedge e_3,
\end{align*}
\]
and pick the symplectic form $\omega = e_1 \wedge e_4 + e_2 \wedge e_3$. Then a short computation shows (see Ref. [26], Example 4.6)
\[
h^2 = 4, \quad b_2 = 2.
\]
Since $h^0 = b_0 = 1$ and $h^1 = b_1$ always,
\[
h^0 + 2h^1 + h^2 = 1 + \sum_{i=0}^{4} b_i \leq \sum_{i=0}^{4} m_i.
\]
This inequality cannot be saturated, since the strong Morse inequalities must hold. Hence in this case we can strengthen the statement to
\[
2 + \sum_{i=0}^{4} b_i \leq \sum_{i=0}^{4} m_i.
\]
Another example is given by the symplectic 4-manifold constructed by McMullen and Taubes [19]. The computations of the $d + d^\Lambda$ cohomology are given in Ref. [27], Section 4.4.2.

Example 2. Let $\Sigma$ be a closed surface with orientation preserving diffeomorphism $\tau$ and let $\omega_\tau$ be a $\tau$ invariant symplectic form. Then construct the manifolds $Y_\tau = \Sigma \times_\tau S^1$, $X = S^1 \times Y_\tau$.

Let $\phi$ be a coordinate for the $S^1$ base of $Y_\tau$ and $\theta$ a coordinate for the first $S^1$ factor in $X$. Then $X$ admits the symplectic form
\[
\omega = d\theta \wedge d\phi + \omega_\tau.
\]
Consider the induced map $\tau^* - I$ acting on the first de Rham cohomology $H^1_\Lambda(\Sigma)$.

Let $q + p$, $q \geq p$ be the dimension of $\ker(\tau^* - I)$ and $q - p$ the dimension of $\ker(\tau^* - I) \cap \im(\tau^* - I)$. Then (Ref. [27], Proposition 4.14)
\[
\begin{align*}
  b_1 &= b_3 = h^1 = h^3 = q + p + 2, \\
  b_2 &= 2q + 2p + 2, \quad h^2 = 3q + p + 2.
\end{align*}
\]
Theorem then gives the inequality
\[
q - p - 1 + \sum_{i=0}^{4} b_i \leq \sum_{i=0}^{4} m_i.
\]

The strong Arnold conjecture (see Ref. [13] for a summary) states that the minimal number of critical points of a Morse function is a lower bound for the number of fixed points of a generic Hamiltonian diffeomorphism. The weak version, proved through Floer theory [11, 12, 17], replaces the sum of Morse critical points with a sum of Betti numbers. In this context it is natural to conjecture that the number of fixed points of a generic Hamiltonian diffeomorphism is bounded from below by
\[
h^{n-2} + 2h^{n-1} + h^n.
\]
In the other direction one can use knowledge about Morse functions on $M$ to constrain the behaviour of the $d + d^\Lambda$ and $dd^\Lambda$ cohomologies. An example is the following.

**Corollary 2.** Let $(M,\omega)$ be a simply-connected symplectic manifold of dimension $\geq 6$. Then for $k \leq n$,

$$\dim H^k_{d+d^\Lambda}(M) \leq \sum_{i=0}^k b_{k-2i} + 2\tau_{k-2i},$$

$$\dim H^k_{dd^\Lambda}(M) \leq \sum_{i=0}^k b_{2n-k+2i} + 2\tau_{2n-k+2i},$$

where $\tau_i$ is the number of torsion generators in $H_i(M;\mathbb{Z})$.

Upper bounds for the $d + d^\Lambda$ and $dd^\Lambda$ groups have been given by Angella and Tardini, who give inequalities bounding certain combinations of dimensions of the $H^k_{d+d^\Lambda}$ and $H^k_{dd^\Lambda}$ groups in terms of Betti numbers. Tseng and Yau also defined related cohomological invariants originating from an elliptic complex (also studied by Smith in four dimensions). When the de Rham class of $\omega$ is integral, we have the prequantum line bundle $L$ and associated sphere bundles $E_p = S(L^\mathbb{R}(p+1))$. In Ref. the invariants associated to the elliptic complex were identified with the regular de Rham cohomology of the $E_p$, to which one may apply the regular Morse inequalities.

The proof of Theorem 1 is analytic and similar in nature to Witten’s construction for Morse theory. In Sections 1 and 2 we review material on the Lefschetz decomposition of differential forms as well as basic properties of the $d + d^\Lambda$ and $dd^\Lambda$ cohomology groups. Section 3 discusses the Hodge theory of these groups, introducing an alternative elliptic operator characterising the harmonic $d + d^\Lambda$ forms. In Section 4 we then show that an appropriate Witten-Novikov deformation respects the Lefschetz decomposition of harmonic forms in the Hodge theory of the $d + d^\Lambda$ cohomology. Section 5 discusses a compatibility condition between a Morse function and symplectic form, which is a local version of the condition found in the study of Weinstein manifolds. Requiring this condition ensures that the localization phenomenon of harmonic forms associated to the Witten-Novikov deformation interacts well with the Lefschetz decomposition. Sections 6–8 are then concerned with the proof of Theorem 1 following, *mutatis mutandis*, the proof of the Morse inequalities given by Zhang.

1. **The Lefschetz Decomposition**

Much of the material in Sections 1–3 is a summary of existing results, we refer the reader to Refs. for more details. Throughout $(M,\omega)$ will be a closed symplectic manifold of dimension $2n$, and $(\omega, g, J)$ will be a compatible triple of symplectic form, metric, and almost complex structure respectively. The Lefschetz operator $L$ is defined on the space of differential $k$-forms, $\Omega^k(M)$

$$L : \Omega^k(M) \to \Omega^{k+2}(M), \quad \alpha \mapsto \omega \wedge \alpha,$$

along with its dual operator

$$\Lambda : \Omega^k(M) \to \Omega^{k-2}(M), \quad \alpha \mapsto \iota_\pi \alpha,$$
where \( \pi \) is the Poisson structure obtained as the inverse of \( \omega \). Concretely, in local Darboux coordinates we define
\[
\omega = \sum_{i=1}^{\dim M} dx_{2i-1} \wedge dx_{2i}, \quad \pi = \sum_{i=1}^{\dim M} \partial_{2i-1} \wedge \partial_{2i},
\]
where \( \partial_i \) is the coordinate vector field associated to \( x_i \). If we further define the index counting operator \( H \) acting on \( k \)-forms as
\[
H : \alpha \mapsto (n - k) \alpha,
\]
then we obtain the \( \mathfrak{sl}(2, \mathbb{R}) \) representation
\[
[\Lambda, L] = H, \quad [\Lambda, H] = 2\Lambda, \quad [L, H] = -2L.
\]
This yields the Lefschetz decomposition of differential forms on \( M \)
\[
\Omega^k(M) = \bigoplus_{r = \max(0, k-n)} L^r P \Omega^{k-2r}(M),
\]
where \( P \Omega^{k-2r} \) is the space of primitive \( k \)-forms, defined as \( k \)-forms \( \alpha \) satisfying \( \Lambda \alpha = 0 \), or equivalently \( L^{n-k+1} \alpha = 0 \). There is a corresponding dual (or coeffective) decomposition in terms of coeffective (or coprimitive) forms, which are defined as differential \( k \)-forms satisfying \( L \alpha = 0 \), or equivalently \( \Lambda^{n-k+1} \alpha = 0 \).

As has been observed, primitive and coeffective differential forms are closely related to coisotropic and isotropic subspaces respectively. We will elaborate on this relationship a little, as it motivates the notion of compatible Morse function in Section 5. Suppose \( W \) is a symplectic space of dimension \( 2n \) and let \( V \) be a \( k \)-dimensional subspace of \( W \) which is isotropic if \( k < n \), Lagrangian if \( k = n \) and coisotropic if \( k > n \). Then on can associate to \( V \) an element of the exterior algebra \( \alpha_V \in \Lambda^{2n-k} W \) defined as the contraction of a basis of \( V \) with an arbitrary volume element in \( \Lambda^{2n} W \). The following is easily seen.

**Proposition 1.** If \( V \) is isotropic, \( \alpha_V \) is coeffective. If \( V \) is coisotropic, \( \alpha_V \) is primitive. If \( V \) is Lagrangian, \( \alpha_V \) is both coisotropic and coeffective.

This has the immediate consequence that, for example, the dual current of coisotropic submanifold is primitive (see Refs. [2, 4, 16, 28]).

**Remark 2.** There are many examples of primitive or coeffective forms that do not correspond to coisotropic or isotropic spaces (or indeed formal linear combinations thereof). For example, on \( \mathbb{R}^4 \) with the symplectic form \( e_1 \wedge e_2 + e_3 \wedge e_4 \), the form \( e_1 \wedge e_2 - e_3 \wedge e_4 \) is primitive, but does not correspond to any Lagrangian submanifold.

This observation is the basis for the proof of Lemma [12].

2. The \( d + d^\Lambda \) and \( dd^\Lambda \) cohomologies

On a symplectic manifold one may define the symplectic differential \( d^\Lambda \) on \( k \)-forms
\[
d^\Lambda : \Omega^k(M) \to \Omega^{k-1}(M), \quad d^\Lambda : \alpha \mapsto [d, \Lambda] \alpha
\]
The property \((d^\Lambda)^2 = 0\) follows from the integrability of the Poisson structure dual to \( \omega \). The associated cohomology groups
\[
H^k_{d^\Lambda}(M) = \frac{\ker d^\Lambda \cap \Omega^k(M)}{d^\Lambda \Omega^{k+1}(M)},
\]
are isomorphic to the de Rham groups, $H^k_d(M) \cong H^k_{d^A}(M)$ (see Ref. [7]). The differentials $d$ and $d^A$ interact with the $\mathfrak{sl}(2, \mathbb{R})$ representation in the following way (Ref. [28], Lemma 2.3).

**Lemma 1.** The differentials $d$ and $d^A$ satisfy the following commutation relations with respect to the $\mathfrak{sl}(2, \mathbb{R})$ representation $(L, \Lambda, H)$.

$$
[d, L] = 0, \quad [d, \Lambda] = d^A, \quad [d, H] = d,
$$

$$
[d^A, L] = d, \quad [d^A, \Lambda] = 0, \quad [d^A, H] = -d^A,
$$

$$
[dd^A, L] = 0, \quad [dd^A, \Lambda] = 0, \quad [dd^A, H] = 0.
$$

These differentials are used to construct symplectic analogues of the Bott-Chern and Aeppli cohomologies for complex manifolds. The cohomology group $H^k_{d+d^A}(M)$ is defined as the cohomology of the following short differential complex

$$
\Omega^k(M) \xrightarrow{d^A} \Omega^k(M) \xrightarrow{d+d^A} \Omega^{k+1}(M) \oplus \Omega^{k-1}(M)
$$

so that

$$
H^k_{d+d^A}(M) = \ker (d + d^A) \cap \Omega^k(M) \subseteq \text{im } dd^A \cap \Omega^k(M).
$$

The $dd^A$ cohomology is similarly defined using the complex

$$
\Omega^{k-1}(M) \xrightarrow{d} \Omega^k(M) \xrightarrow{d^A} \Omega^{k+1}(M) \xrightarrow{dd^A} \Omega^{k}(M)
$$

so that

$$
H^k_{dd^A}(M) = \frac{\ker dd^A \cap \Omega^k(M)}{\text{im } d + \text{im } dd^A} \cap \Omega^k(M).
$$

Both the $d+d^A$ and $dd^A$ groups are finite dimensional, and there are isomorphisms

$$
H^k_{d+d^A} \cong H^{2n-k}_{d+d^A} \cong H^k_{dd^A}.
$$

### 3. Hodge Theory for the $d+d^A$ Cohomology

The Riemannian metric $g$ gives the associated Hodge star $\ast$, which allows us to define the inner product on forms

$$
(\alpha, \beta) = \int_M \alpha \wedge \ast \beta,
$$

and the norm

$$
|\alpha|^2 = \int_M \alpha \wedge \ast \alpha.
$$

It follows from the compatibility of the triple $(\omega, g, J)$ (see Ref. [28]) that $\Lambda$ is the adjoint of $L$ with respect to the pairing $(\cdot, \cdot)$, so that

$$
(L\alpha, \beta) = (\alpha, \Lambda\beta).
$$

We may define the codifferential $d^*$ and the symplectic codifferential $d^A*$ as the adjoints of $d$ and $d^A$ respectively,

$$
d^* = -\ast d\ast, \quad d^A* = [L, d^*].$$
We then have the following commutation relations (see Ref. [28], Lemma 2.10).

**Lemma 2.** The differential operators \((d^*, d^{\Lambda^*}, d^*d^{\Lambda^*})\) satisfy the following commutation relations with respect to the \(\mathfrak{gl}(2, \mathbb{R})\) representation \((L, \Lambda, H)\).  

\[
\begin{align*}
[d^*, L] &= -d^{\Lambda^*}, & [d^*, \Lambda] &= 0, & [d^*, H] &= -d^*, \\
[d^{\Lambda^*}, L] &= 0, & [d^{\Lambda^*}, \Lambda] &= -d^*, & [d^{\Lambda^*}, H] &= d^{\Lambda^*}, \\
[d^*d^{\Lambda^*}, L] &= 0, & [d^*d^{\Lambda^*}, \Lambda] &= 0, & [d^*d^{\Lambda^*}, H] &= 0.
\end{align*}
\]

The short differential complex for the \(d + d^\Lambda\) cohomology suggests the self-adjoint operator  
\[
(4) \quad d^\Lambda d^{\Lambda^*} d^* + \lambda (d^* d + d^{\Lambda^*} d^\Lambda),
\]
where \(\lambda\) is an arbitrary constant, should act as a Laplacian for the \(d + d^\Lambda\) cohomology. Consequently, one defines a differential form \(\alpha\) as \(d + d^\Lambda\) harmonic if it satisfies  
\[
d\alpha = d^\Lambda \alpha = d^{\Lambda^*} d^\alpha = 0,
\]
with \(\mathcal{H}^k_{d+d^\Lambda}(M)\) the space of harmonic forms. The operator \((4)\) is not elliptic, so cannot be used as the basis for a Hodge theory of the \(d + d^\Lambda\) cohomology. Instead Tseng and Yau [28] introduce a fourth-order self-adjoint elliptic operator whose kernel corresponds precisely to the harmonic \(d + d^\Lambda\) forms,  
\[
(5) \quad d^\Lambda d^{\Lambda^*} d^* + d^{\Lambda^*} d^\Lambda d^\Lambda + d^* d^{\Lambda^*} d^\Lambda + d^* d^{\Lambda^*} d^\Lambda + \lambda (d^* d + d^{\Lambda^*} d^\Lambda).
\]
This operator is modelled after the similar operator used in the harmonic theory of the Bott-Chern cohomology of complex manifolds (see Ref. [14] Proposition 5 and Ref. [22], Section 2.b). The operator \((4)\) has two inconvenient properties. Firstly, it does not commute with the operators \(L\) and \(\Lambda\), so does not immediately give the Lefschetz decomposition of harmonic forms. Secondly it depends on an arbitrary constant \(\lambda\) of dimension [Length]^{-1}, so that solving \(D_{d+d^\Lambda} = 0\) amounts to solving two separate equations (the fourth and quadratic order terms). Instead we introduce the fourth-order operator \(\mathcal{D} : \Omega^k(M) \to \Omega^k(M)\) given by  
\[
(6) \quad \mathcal{D} = d^* dd^* d + d^{\Lambda^*} d^\Lambda d^\Lambda + d^{\Lambda^*} dd^\Lambda + d^* d^{\Lambda^*} d^\Lambda + \lambda (d^* d + d^{\Lambda^*} d^\Lambda).
\]

**Proposition 2.** The operator \(\mathcal{D}\) has the following properties:

1. \(\mathcal{D}\) is elliptic and self-adjoint,
2. \(\ker \mathcal{D} = \mathcal{H}^k_{d+d^\Lambda}(M)\),
3. \([\Lambda, \mathcal{D}] = [L, \mathcal{D}] = 0\).

**Proof.** \(\mathcal{D}\) is evidently self-adjoint. To prove ellipticity we perform a symbol calculation, we use \(\cong\) to denote equivalence of symbols. We use the relation (Ref. [28] Proposition 3.3)  
\[
(7) \quad d^* d + dd^* \cong d^\Lambda d^{\Lambda^*} + d^{\Lambda^*} d^\Lambda,
\]
as well as the relations (equalities on Kähler manifolds, see Ref. [28] Theorem 3.5)  
\[
d^* d^\Lambda \cong -d^\Lambda d^*, \quad dd^\Lambda \cong -d^{\Lambda^*} d^\Lambda, \quad dd^{\Lambda^*} d^\Lambda \cong dd^\Lambda d^{\Lambda^*} d^\Lambda.
\]
Applying the operators \(dd^*\) and \(d^\Lambda d^{\Lambda^*}\) to (7) we obtain  
\[
(8) \quad dd^* dd^* \cong dd^{\Lambda^*} d^\Lambda + d^{\Lambda^*} dd^\Lambda, \quad d^\Lambda d^{\Lambda^*} d^\Lambda d^{\Lambda^*} \cong dd^\Lambda d^{\Lambda^*} d^\Lambda + d^{\Lambda^*} dd^\Lambda d^{\Lambda^*} + 2(dd^* + d^* d)^2,
\]
which gives  
\[
\mathcal{D} \cong d^* dd^* + dd^* dd^* + d^{\Lambda^*} d^\Lambda d^{\Lambda^*} + d^\Lambda d^{\Lambda^*} d^\Lambda d^{\Lambda^*} + 2(dd^* + d^* d)^2.
\]
and hence $D$ is elliptic. To prove that the kernel of $D$ corresponds to harmonic forms note that

$$D \alpha = 0 \implies \|d^* d \alpha\|^2 + \|d^* d^\Lambda \alpha\|^2 + \|d^\Lambda d^\Lambda \alpha\|^2 + \|d^\Lambda d^\Lambda d^\Lambda \alpha\|^2 = 0$$

which implies

$$d \alpha = d^\Lambda \alpha = d^\Lambda d^\Lambda d^\Lambda \alpha = 0,$$

and hence the kernel of $D$ is precisely the harmonic $d + d^\Lambda$ forms. Finally, to prove the commutation relations one uses the formulae of Lemma 1. First note that the final term of $D$ commutes with both $\Lambda$ and $L$. The commutators of the first four terms of $D$ can be computed explicitly,

$$[L, d^* dd^* d] = d^\Lambda d^* d + d^\Lambda d d^\Lambda d,$$

$$[L, d^\Lambda d^\Lambda d^\Lambda d] = -d^\Lambda d^\Lambda d^\Lambda d - d^\Lambda d^\Lambda d^\Lambda d^\Lambda d,$$

$$[L, d^\Lambda d^\Lambda d^\Lambda d^\Lambda d] = d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda - d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d,$$

$$[L, d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d] = d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d - d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d,$$

the sum of these terms for $[L, \cdot]$ and $[\Lambda, \cdot]$ respectively vanish. □

As a consequence of the relation $[D, \Lambda] = 0$, the harmonic forms admit a Lefschetz decomposition (see Ref. [28], Theorem 3.22)

$$H^{k}_{d + d^\Lambda} (M) = \bigoplus_{r = \max(k-n,0)} L^r P H^{k-2r}_{d + d^\Lambda} (M),$$

and we are led to study the primitive harmonic forms $P H^{k}_{d + d^\Lambda} (M)$. The requirement $d \alpha = d^\Lambda \alpha = 0$ is redundant if $\alpha$ is primitive, as in this case $d^\Lambda = -\Lambda d$, hence the primitive harmonic forms are given by solving

$$\Lambda \alpha = d \alpha = d^\Lambda \alpha = 0,$$

and are characterised by the following operator.

**Proposition 3.** Let $D_P : P \Omega^k (M) \to \Omega^k (M)$ be the differential operator given by

$$D_P = d^* dd^* d + d^\Lambda d^* d^\Lambda + dd^\Lambda d^\Lambda d^*.$$

Then:

$D_P$ is elliptic and self-adjoint,

$$\ker D_P = P H^k_{d + d^\Lambda} (M).$$

**Proof:** The first assertion follows immediately from half the symbol calculation in Proposition 2. The second follows from the requirement that

$$D_P \alpha = 0 \implies \|d^* d \alpha\|^2 + \|d^\Lambda d^* d^\Lambda \alpha\|^2 + \|d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^* d\|^2 = 0,$$

which requires $d \alpha = 0$ and $d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^\Lambda d^* d = 0$. □

4. **Witten-Novikov deformation of $d$ and $d^\Lambda$.**

Given a closed 1-form $\alpha$, the Witten Novikov deformation [20,32] of the exterior derivative is

$$d \mapsto d + \alpha \wedge.$$

In the case $\alpha = df$ is exact this can also be written as

$$d \mapsto d_f = e^{-f} df = d + df \wedge.$$

(9)
There is a corresponding deformation of the symplectic differential \( d^\Lambda = [d, \Lambda] \) given by
\[
d^\Lambda \mapsto d^\Lambda_f = e^{-f} d^\Lambda e^f = d^\Lambda - \iota_{V_f} = [d_F, \Lambda],
\]
where \( V_f = \pi^!(df) \) is the Hamiltonian vector field associated to \( f \).

**Remark 3.** The analogous operation of replacing \( df \) with a closed 1-form \( \alpha \) in \[10] is to replace \( V_f \) with a symplectic vector field. Note also that the differential \( d^\Lambda \) may be defined for a general Poisson manifold (the Koszul-Brylinski differential \[2,15\]), in which case one may replace \( V_f \) with an arbitrary Poisson vector field. Such a differential arises naturally \[10,18\] where \( V_f \) is taken to be \((\cdot)\) the modular vector field of the Poisson structure \[31\].

**Lemma 3.** The groups \( H^k_{d^\Lambda_f + d^\Lambda_f} \) and \( H^k_{d^\Lambda_f d^\Lambda_f} \) do not depend on \( f \).

**Proof.** The map \( \Omega^*(M) \to e^{-f} \Omega^*(M) \) induces an isomorphism between \( H^k_{d^\Lambda_f + d^\Lambda_f} \) and \( H^k_{d^\Lambda_f d^\Lambda_f} \). Similarly for the \( d^\Lambda d^\Lambda \) groups. \( \square \)

Because they arise through conjugation by \( e^f \), the commutation relations of the deformed differentials with the operator \( L, \Lambda \) and \( H \) are preserved under the deformation by \( f \).

**Lemma 4.** The Witten-deformed differential operators \((d_f, d^\Lambda_f, d^\Lambda_f)\) satisfy the following commutation relations with respect to the \( \mathfrak{sl}(2, \mathbb{R}) \) representation \((L, \Lambda, H)\).
\[
\begin{align*}
[d_f, L] &= 0, & [d_f, \Lambda] &= d_f^\Lambda, & [d_f, H] &= d_f, \\
[d^\Lambda_f, L] &= d_f, & [d^\Lambda_f, \Lambda] &= 0, & [d^\Lambda_f, H] &= -d^\Lambda_f, \\
[d_f d^\Lambda_f, L] &= 0, & [d_f d^\Lambda_f, \Lambda] &= 0, & [d_f d^\Lambda_f, H] &= 0.
\end{align*}
\]

We also obtain the Witten deformation of the codifferential
\[
d^\Lambda_f = e^f d^\Lambda e^{-f} = d^\Lambda + \iota_{\nabla_f},
\]
as well as the deformation of the symplectic codifferential \( d^\Lambda^* = -\ast d^\Lambda^* = [L, d^\Lambda] \)
\[
d^\Lambda_f^* = e^f d^\Lambda^* e^{-f} = d^\Lambda^* + (\iota_{\nabla_f} \omega)^\Lambda = [L, d^\Lambda_f].
\]

We then, once again, immediately obtain the same deformed commutation relations as for the \( d^\Lambda \) and \( d^\Lambda d^\Lambda \) differentials.

**Lemma 5.** The Witten-deformed differential operators \((d_f^*, d^\Lambda_f^*, d^\Lambda_f d^\Lambda_f^*)\) satisfy the following commutation relations with respect to the \( \mathfrak{sl}(2, \mathbb{R}) \) representation \((L, \Lambda, H)\).
\[
\begin{align*}
[d_f^*, L] &= -d_f^\Lambda, & [d_f^*, \Lambda] &= 0, & [d_f^*, H] &= -d_f^\Lambda, \\
[d^\Lambda_f^*, L] &= d_f^\Lambda, & [d^\Lambda_f^*, \Lambda] &= -d_f^\Lambda, & [d^\Lambda_f^*, H] &= d_f^\Lambda, \\
[d_f^* d^\Lambda_f^*, L] &= 0, & [d_f^* d^\Lambda_f^*, \Lambda] &= 0, & [d_f^* d^\Lambda_f^*, H] &= 0.
\end{align*}
\]

We then introduce the deformed operator \( \mathcal{D}_f \) which is elliptic and self-adjoint.
\[
\mathcal{D}_f = d_f d_f^* d_f^* d_f + d_f^\Lambda d_f^\Lambda d_f^\Lambda d_f^\Lambda + d_f^\Lambda d_f^\Lambda d_f^\Lambda d_f^\Lambda + d_f^\Lambda d_f^\Lambda d_f^\Lambda d_f^\Lambda + 2d_f d_f^\Lambda d_f^\Lambda d_f^\Lambda d_f.
\]

We can then introduce the Witten-deformed harmonic \( d + d^\Lambda \) forms as the kernel of \( \mathcal{D}_f \), which are solutions of the equations
\[
d_f \alpha = d^\Lambda_f \alpha = d^\Lambda_f^* d_f^\Lambda \alpha = 0.
\]
The properties of these harmonic forms are summarised below.
Proposition 4. Let $\mathcal{H}^k_{d^f + d^\Lambda}(M)$ denote the space of $d^f + d^\Lambda$ harmonic $k$-forms. Then,
\[
\dim \mathcal{H}^k_{d^f + d^\Lambda}(M) = \dim \mathcal{H}^k_{d^f + d^\Lambda}(M) = \dim H^k_{d^f + d^\Lambda}(M) < \infty,
\]
and there is a Lefschetz decomposition
\[
\mathcal{H}^k_{d^f + d^\Lambda}(M) = \bigoplus_r L^r P\mathcal{H}^{k-2r}_{d^f + d^\Lambda}(M).
\]

As in Section 3, we can introduce the differential operator
\[
D_{Pf} = D_P = d^* f d_f d_f^* d_f + d^*_f d^*_f d^*_f d^*_f + d_f d^*_f d^*_f d^*_f,
\]
whose kernel corresponds to the primitive $d^f + d^\Lambda$ harmonic forms,
\[
\ker D_{Pf} \cap P\Omega^k(M) = P\mathcal{H}^{k-2r}_{d^f + d^\Lambda}(M).
\]

There is an analogous theory for the $dd^\Lambda$ cohomology, but it is not required for our purposes.

5. Compatible Morse functions

Our goal is to study the primitive $d^f + d^\Lambda$ harmonic forms, with the idea to localize them near critical points of $f$. In order for this to be tractable, we require the critical points satisfy a compatibility condition with the symplectic form. Our compatibility condition is, roughly, a local version of the condition on the Morse function in Weinstein manifolds. Let $p \in M$ be a critical point of a Morse function with Morse index $n_p$. We say that $p$ is compatible with the symplectic form $\omega$ if there is a compatible triple $(\omega, g, J)$ such that $p$ satisfies the Morse-Smale condition and on an open neighbourhood $U_p$ of $p$ the unstable (stable) manifold of $p$ is:
- coisotropic (isotropic) if $n < n_p$,
- Lagrangian (Lagrangian) if $n = n_p$,
- isotropic (cisotropic) if $n > n_p$.

Definition 1. A Morse function $f$ is compatible with $\omega$ if there is a metric $g$, compatible with $\omega$, making all critical points of $f$ compatible.

Remark 4. This condition is satisfied by zeros of the gradient-like vector field on a Weinstein manifold (see Ref. [8], Proposition 11.9).

The following Lemma shows that any Morse function can be made compatible by diffeomorphism.
Lemma 6. Let $f$ be a Morse function on a symplectic manifold $(M, \omega)$ of dimension $2n$. There is a diffeomorphism $\phi$ equal to the identity outside a neighbourhood of each critical point $p$ of $f$, such that $f$ is compatible with $\phi^* \omega$. Moreover, the diffeomorphism can be chosen such that in Darboux coordinates on a neighbourhood of $p$, $\omega$ and $f$ take the form

$$\omega = \sum_{i=1}^n dx_{2i-1} \wedge dx_{2i}, \quad \phi^* f = f(0) + \frac{1}{2} \sum_{i=1}^{n_p} (-x_{2i-1}^2 + x_{2i}^2) + \frac{1}{2} \sum_{i=n_p+1}^n \left( x_{2i-1}^2 + x_{2i}^2 \right),$$

if $n_p \leq n$ and

$$\omega = \sum_{i=1}^n dx_{2i-1} \wedge dx_{2i}, \quad \phi^* f = f(0) + \frac{1}{2} \sum_{i=1}^{2n-n_p} (-x_{2i-1}^2 + x_{2i}^2) + \frac{1}{2} \sum_{i=2n_p-n+1}^n \left( -x_{2i-1}^2 - x_{2i}^2 \right),$$

if $n_p > n$.

Proof. Since the critical point is Morse, there is always diffeomorphism germ taking $f$ to the required local form, and we may choose this germ to be orientation preserving. This can then be smoothly extended to a diffeomorphism $\phi$ of $M$ equal to the identity outside a neighbourhood of each critical point (see Ref. [21]).

6. Local Solutions

Our goal is to count the number of harmonic $d_f + d_f^*$ forms. Given Proposition 4, we need only consider the primitive harmonic $k$-forms (which must satisfy $k \leq n$). Akin to Witten’s original paper [32], the idea is that harmonic forms become localized to critical points of $f$ as $f$ becomes large. In this section we give a local description of the harmonic forms in this limit. Because we choose our critical points to be compatible, local solutions of the Witten Laplacian (quantum harmonic oscillator groundstates) are primitive forms, so are necessarily in the kernel of $\mathcal{D}_{P^f}$. The main effort of this section is in showing that no other local solutions exist.

We choose the metric $g$ to be Euclidean on the neighbourhoods of $U_p$ of each critical point of $f$ and use the local coordinates of Lemma 6. Explicitly for $f$ we write $f = T \sum_i \lambda_i x_i^2/2$, where $\lambda_i = \pm 1$ and $T > 0$ is real. To make the dependence on $T$ explicit, we will use the notation $\mathcal{D}_T$ for $\mathcal{D}_f$, which will become useful in Section 7. Additionally, we will write $\mathcal{D}_{P^f}$ for the Witten-deformed version of $\mathcal{D}_f$.

Proposition 5. On $\mathbb{R}^{2n}$ with the a Euclidean metric, standard symplectic form and function $f$ with critical point of Morse index $n_p$ as given in Lemma 6, $L^2$ primitive solutions of $\mathcal{D}_T \alpha = 0$ are in correspondence with solutions of $\Delta_d \alpha = 0$ for $n_p \leq n$ and do not exist for $n_p > n$. Explicitly, for $n_p \leq n$ the kernel of $\mathcal{D}_T$ (acting on primitive $k$-forms) is one-dimensional, generated by

$$\alpha = \exp \left( -T \frac{2n}{2} \sum_{i=1}^{2n} x_i^2 \right) dx_1 \wedge dx_3 \wedge \ldots \wedge dx_{2n-1}.$$

To prove we proceed in stages. We first introduce the operators (in coordinates)

$$D_i = \partial_i + \partial_i f$$

and $D_i^\dagger = (-\partial_i + \partial_i f)$ with $\partial_i = \partial/\partial x_i$ differential operators in the local coordinates. These operators satisfy the commutation relations

$$[D_i, D_j] = 0, \quad [D_i^\dagger, D_j^\dagger] = 0, \quad [D_i, D_j^\dagger] = 2T \delta_{ij} \lambda_i.$$
We also define the operators $e_i = dx_i \wedge$ and $e_i^\dagger = \iota_{X_i}$, where $X_i$ is the coordinate vector field associated to $x_i$. Then in terms of these operators, the differentials $d_f$, $d_f^\ast$, $d_f^\Lambda$ and $d_f^{\Lambda \ast}$ become

$$d_f = \sum_{i=1}^{2n} D_i a_i, \quad d^\ast = \sum_{i=1}^{2n} D_i^\dagger a_i^\dagger, \quad d^\Lambda = \sum_{i=1}^{2n} D_J a_i^j, \quad d^{\Lambda \ast} = \sum_{i=1}^{2n} D_J^\dagger a_i,$$

where $D_J (2i-1) = D_{2i}$, $D_J (2i) = -D_{2i-1}$ and similarly for $D^\dagger$ (note the minus sign).

Now, as is well-known [32] in such coordinates the Witten-deformed Hodge Laplacian takes the form

$$\Delta_{d_f} = d_f^\dagger d_f + d_f d_f^\dagger = \sum_{i=1}^{2n} \left( -\partial_i^2 + T^2 x_i^2 - T \right) + T \sum_{i=1}^{2n} \left( 1 - \lambda_i + 2\lambda_i e_i e_i^\dagger \right).$$

We now give a local expression for the Laplacian associated to the $d^\Lambda$ cohomology.

**Lemma 7.** The local form of Laplacian associated to $d^\Lambda$ is written as

$$\Delta_{d_f^\Lambda} = d_f^\dagger d_f^\Lambda + d_f^\Lambda d_f^\dagger = \sum_{i=1}^{2n} \left( -\partial_i^2 + T^2 x_i^2 - T \right) + T \sum_{i=1}^{2n} \left( 1 + \lambda_i - 2\lambda_i e_i e_i^\dagger \right),$$

where $\lambda_i = \lambda_{2i-1}$ and $\lambda_i = \lambda_{2i} - \lambda_{2i-1}$ (note the lack of minus sign).

**Proof.** Expessed in terms of the $D$ operators we find

$$\Delta_{d_f^\Lambda} = \sum_{i,j=1}^{2n} D_J^\dagger D_J^\dagger a_i^j a_j + D_J^\dagger D_J e_i e_i^\dagger$$

We can then expand $\Delta_{d_f^\Lambda}$ as

$$\Delta_{d_f^\Lambda} = \sum_{i=1}^{2n} D_i D_i^\dagger - 2T \sum_{i=1}^{2n} \lambda_i e_i e_i^\dagger.$$

Expanding the $D$ operators we find

$$\Delta_{d_f^\Lambda} = \sum_{i=1}^{2n} \left( -\partial_i^2 + T^2 (x_i^2) - T \right) + T \sum_{i=1}^{2n} \left( 1 + \lambda_i - 2\lambda_i e_i e_i^\dagger \right).$$

In the symbol calculation for $D$ (Proposition 2) we made use of the Kähler relations $dd^\Lambda \equiv -d^\ast d^\ast$, $d^\ast d^\Lambda \equiv -d^\ast d^\ast$. In our local coordinates, these relations are promoted to equalities. However, they do not hold for the deformed differentials.

**Lemma 8.** In the local coordinate system we have

$$d_f d_f^\dagger d_f^\ast + d_f^\dagger d_f^\ast d_f = -2T \sum_{i=1}^{2n} (\lambda_{2i-1} + \lambda_{2i}) e_{2i-1} e_{2i} = C_f$$

$$d_f^\dagger d_f^\dagger d_f^\dagger + d_f^\dagger d_f^\dagger d_f = 2T \sum_{i=1}^{2n} (\lambda_{2i-1} + \lambda_{2i}) e_{2i-1} e_{2i} = C_f^\dagger.$$

**Proof.** For the first relation we have

$$d_f d_f^\dagger d_f^\ast + d_f^\dagger d_f^\ast d_f = \sum_{i,j=1}^{2n} [D_i, D_J^\dagger] e_i e_j.$$
separating out into sums up to $n$ we find
\[ d_f d_f^\Lambda + d_f^\Lambda d_f = \sum_{i,j=1}^n \left( [D_{2i}, D_{2j}^\dagger] e_{2i} e_{2j-1} + [D_{2i-1}, D_{2j-1}^\dagger] e_{2i-1} e_{2j} \right), \]
Which then becomes
\[ d_f d_f^\Lambda + d_f^\Lambda d_f = \sum_{i,j=1}^n \left( [D_{2i}, D_{2j}^\dagger] e_{2i} e_{2j-1} - [D_{2i-1}, D_{2j-1}^\dagger] e_{2i-1} e_{2j} \right), \]
using the commutation relations (11) we then find
\[ d_f d_f^\Lambda + d_f^\Lambda d_f = -2T \sum_{i=1}^n (\lambda_{2i-1} + \lambda_{2i}) e_{2i-1} e_{2i}. \]
For the second relation we have
\[ d_f d_f^\Lambda + d_f^\Lambda d_f = \sum_{i,j=1}^{2n} [D_{i}^\dagger, D_{ij}] e_i^\dagger e_j^\dagger, \]
and a similar calculation yields the result. □

We now give some relations for the $C_f$ and $C_f^\dagger$ operators. We define the operator
\[ M_f = \Delta d_f - \Delta d_f^\Lambda = 2T \sum_{i=1}^n (\lambda_{2i-1} + \lambda_{2i}) (e_{2i-1} e_{2i-1} + e_{2i} e_{2i}^\dagger - 1). \]
The following identities are easily shown.

**Lemma 9.** The operators $C_f$, $C_f^\dagger$, and $M_f$ satisfy
\[
[d_f, M_f] = -[d_f, C_f^\dagger], \quad [d_f, M_f] = [d_f^\Lambda, C_f], \quad [M_f, \Lambda] = 2C_f^\dagger, \\
[d_f^\dagger, M_f] = [d_f^\Lambda^\ast, C_f^\dagger], \quad [d_f^\Lambda^\ast, M_f] = -[d_f^\dagger, C_f], \quad [M_f, L] = -2C_f.
\]

We are now in a position to give an expression for $D_{PT}$

**Lemma 10.** The operator $D_{PT}$ has the local form
\[ \Delta d_f^2 + d_f^\Lambda d_f C_f^\dagger + C_f d_f d_f^\Lambda + C_f C_f^\dagger - d_f M_f d_f^\ast. \]

**Proof.** The operator $D_{PT}$ is given as
\[ D_{PT} = d_f^\ast d_f d_f^\ast d_f + d_f^\Lambda d_f d_f^\Lambda d_f + d_f^\Lambda d_f^\ast d_f^\Lambda + d_f^\Lambda d_f^\ast d_f d_f^\Lambda. \]
From Lemma 7 we have
\[ \Delta d_f = \Delta d_f^\Lambda + M_f. \]
Applying $d_f d_f^\ast$ to (13) on the right and using the relations in Lemma 8 we find
\[ d_f^\Lambda d_f d_f^\ast d_f^\Lambda + d_f^\Lambda d_f d_f^\ast d_f^\Lambda + d_f^\Lambda d_f d_f^\ast d_f^\Lambda + d_f^\Lambda d_f d_f^\ast d_f^\Lambda = d_f d_f^\ast d_f d_f^\Lambda - M_f d_f d_f^\ast + d_f^\Lambda d_f d_f^\ast C_f^\dagger - d_f^\Lambda C_f d_f^\ast, \]
which allows $D_{PT}$ to be written as
\[ D_{PT} = \Delta d_f^2 - M_f d_f d_f^\ast + d_f^\Lambda d_f C_f^\dagger - d_f^\Lambda C_f d_f^\ast. \]
Using the commutation relation $[d_f, M_f] = [d_f^\Lambda, C_f]$ we find
\[ D_{PT} = \Delta d_f^2 - M_f d_f d_f^\ast + d_f^\Lambda d_f C_f^\dagger - C_f d_f^\Lambda d_f^\ast - [d_f, M_f] d_f^\ast, \]
finally applying the relation $d_f^\Lambda d_f^\ast + d_f^\Lambda d_f^\ast = C_f$ yields the result. □
Lemma 11. Any local solution must satisfy
\[ \| \Delta d_J \alpha \|^2 - \| C^J \alpha \|^2 - (d^*_J \alpha, M_J d^*_J \alpha) = 0. \]

Proof. First we write
\[ (\alpha, \mathcal{D}_{PF} \alpha) = \| \Delta d_J \alpha \|^2 - \| C^J \alpha \|^2 - (d^*_J \alpha, M_J d^*_J \alpha) + (d^*_J \alpha, d_J C^*_J \alpha). \]
Any local solution must satisfy \((\alpha \mathcal{D}_{PF} \alpha) = 0\) and \(d^*_J \alpha = 0\), so this becomes
\[ (\alpha, \mathcal{D}_{PF} \alpha) = \| \Delta d_J \alpha \|^2 - \| C^J \alpha \|^2 - (d^*_J \alpha, M_J d^*_J \alpha) = 0. \]
\[ \square \]

Proof of Proposition 2 Let \(\alpha\) be a primitive \(k\)-form (which forces \(k \leq n\)). A general element of \(L^2(\Omega^k(\mathbb{R}^{2n}))\), denoted \(\alpha\), may be written as
\[ \alpha = \sum_{I,J} c_{IJ}\Psi_I dX_J, \]
where \(\Psi_I, I \in \mathbb{N}_0^{2n}\) is a normalised eigenfunction of the \(2n\)-dimensional quantum harmonic oscillator, \(c_{IJ} \in \mathbb{R}\), and each \(J\) is a \(k\)-tuple, so that
\[ dX_J = \bigwedge_{j \in J} dx_j. \]
As we will show, it suffices to consider \(\alpha\) to be of the form
\[ \alpha = \psi_I \sum_J c_J dX_J, \]
where \(c_J \in \mathbb{R}\) and we choose an overall normalisation,
\[ \sum_J c_J^n = 1. \]
From Lemma 11 a necessary condition for \(\alpha\) to be in the kernel of \(\mathcal{D}_{PF}\) is to solve
\[ \| \Delta d_J \alpha \|^2 - \| C^J \alpha \|^2 - (d^*_J \alpha, M_J d^*_J \alpha) = 0. \]
We will separately treat the cases \(n_p < n, n_p = n, n_p > n\).

The case \(n_p = n\). This is immediate as if \(n_p = n\), \(M_J = C^J = C^J_f = 0\), so we must have \(\Delta d_J \alpha = 0\).

The case \(n_p < n\). Here we have
\[ \lambda_2(i-1) + \lambda_2i = \begin{cases} 0 & 0 \leq i \leq n_p, \\ 2 & n_p < i \leq n. \end{cases} \]
Now given a \(k\)-form \(dX_J\) we define two numbers. \(R^*(J)\) counts the number of \(dx_j\) in \(J\) with \(j > 2n_p\), \(R^0(J)\) counts the number of \(dx_j\) equal to \(dx_{2i}\) where \(i \leq n_p\). Moreover, let \(\eta_I = \sum_{i \in I} I_i\). We now consider the three terms in (17) applied to \(\alpha\) separately. Considering the explicit form of the \(M_J\) operator allows one to write
\[ (\alpha, d_J M_J \delta_J \alpha) = 4t(n_p - n)\| \delta_J \alpha \|^2 + 4T \sum_{i = 2n_p + 1}^{2n} \| e_i \delta_J \alpha \|^2 \]
Now assuming the form of \(\alpha\) given we use the triangle inequality to write
\[ (\alpha, d_J M_J \delta_J \alpha) \leq 4t(n_p - n)\| \delta_J \alpha \|^2 + 4T \sum_J c_J^n \sum_{i = 2n_p + 1}^{2n} \| e_i \delta_J \Psi_I dX_J \|^2. \]
(Observe that if we had multiple $I$ indices, these would also separate out in this way, and we are justified in having a single $I$ term in (16).) Now $|e_{Ij}^{*}dI_{j}dX_{j}|^{2} = 0$ if $e_{Ij}^{*}dX_{j} = 0$ and otherwise is bounded from above by $|\delta_{j}dI_{j}dX_{j}|^{2}$. Hence we may write

$$(\alpha, d_{f}M_{f}\delta_{j}\alpha)g \leq 4T(n_{p} - n)|\delta_{j}\alpha|^{2} + 4T\sum_{j}c_{j}^{2}R^{+}(J)|\delta_{j}dI_{j}dX_{j}|^{2}$$

Now, since any solution must have $d_{f}\alpha = 0$, we must also have, assuming $\alpha$ is a solution

$$(\alpha, d_{f}M_{f}\delta_{j}\alpha) \leq 4T(n_{p} - n)(|\delta_{j}\alpha|^{2} + |d_{f}\alpha|^{2}) + 4T\sum_{j}c_{j}^{2}R^{+}(J)(|\delta_{j}dI_{j}dX_{j}|^{2} + |d_{f}dI_{j}dX_{j}|^{2})$$

which then becomes

$$(\alpha, d_{f}M_{f}\delta_{j}\alpha) \leq 4T\sum_{j}c_{j}^{2}(n_{p} - n + R^{+}(J))W_{IJ},$$

where

$$W_{IJ} = 2T(\eta_{I} + (n_{p} - k + 2(R^{0}(J) + R^{+}(J))))$$

is the eigenvalue of the Witten Laplacian operating on $dI_{j}dX_{j}$. The first term in (17) is readily shown to be

$$\sum_{j}c_{j}^{2}W_{IJ}.$$  

For the second term we give an upper bound on the value of $|C^{t}\alpha|^{2}$ from Lemma (12) with $\alpha = 0$ which is

$$|C^{t}\alpha|^{2} \leq 8T^{2}\sum_{j}c_{j}^{2}(2R^{+}(J)/2|).$$

This then yields (assuming $d_{f}\alpha = 0$)

$$|\Delta_{d_{f}}\alpha|^{2} - |C^{t}\alpha|^{2} - (d_{f}^{*}\alpha, M_{f}d_{f}^{*}\alpha)_{g} \geq T^{2}\sum_{j}c_{j}^{2}(W_{IJ}(W_{IJ} - n_{p} - n + R^{+}(J)) - 16|R^{+}(J)/2|)$$

Our goal is to show that this expression can only vanish if $R^{+}(J) = R^{0}(J) = 0$, since this implies that the any local solution is in the kernel of the Witten Laplacian. Now we may assume, without loss of generality, that $\eta_{I} = 0$, since $\eta_{I}$ only increases the expression. Finally, noting that $W_{IJ} \geq 2R^{+}(J)$, we arrive at the form

$$|\Delta_{d_{f}}\alpha|^{2} - |C^{t}\alpha|^{2} - (d_{f}^{*}\alpha, M_{f}d_{f}^{*}\alpha)_{g} \geq T^{2}\sum_{j}c_{j}^{2}(2R^{+}(J)(4n - 2(n_{p} + k) + 4R^{0}(J)) - 16|R^{+}(J)/2|)$$

Now observe that $(4n - 2(n_{p} + k) + 4(R^{0}(J))) > 2n$, hence if $n \geq 2$, the above expression is greater than zero unless $R^{+}(J) = 0$ for all $J$. If $n = 1$, then $R^{+}(J) \leq 1$, which implies that the above expression is also positive unless $R^{+}(J) = 0$. Now if $R^{+}(J) = 0$, we first observe that $C^{t}\alpha = 0$. Moreover, in this case $M_{f}$ simply multiplies by $-4T(n - n_{p})$, hence the only solutions to (17) have $\Delta_{d_{f}}\alpha = 0$, which also requires $d_{f}^{*}\alpha = 0$.  

14 THOMAS MACHON
The case \( n_p > n \). This time we have

\[
\lambda_{2i-1} + \lambda_{2i} = \begin{cases} 
0 & 0 \leq i \leq 2n - n_p, \\
-2 & 2n - n_p < i \leq n.
\end{cases}
\]

Again, given a \( k \)-form \( dX_j \) we (re)define several associated numbers. \( R^-(J) \) counts the number of \( dx_j \) with \( j > 4n - 2n_p \), \( R^0(J) \) counts the number of \( dx_j \) equal to \( dx_{2i-1} \) with \( i \leq 2n - n_p \), and \( R^+(J) \) counts the numbers of \( dx_j \) equal to to \( dx_{2i} \) with \( i \leq 2n - n_p \). We once again consider the three terms in (17) separately. This time the third term is written as

\[
(\alpha, d_f M_f \delta_f \alpha) = 4T(n_p - n)\|\delta_f \alpha\|^2 - 4T \sum_{i=4n-2n_p+1}^{2n} \|e_i^t \delta_f \alpha\|^2,
\]

which we rewrite as

(18)

\[
(\alpha, d_f M_f \delta_f \alpha) = 4T(n_p - n)\|\delta_f \alpha\|^2 - 4T \sum_{i=4n-2n_p+1}^{2n} \left( \|\delta_f e_i^t \alpha\|^2 + \|d_f e_i^t \alpha\|^2 \right) - \|d_f e_i^t \alpha\|^2
\]

The first term in (18) can be bounded from below as

\[
\|\delta_f \alpha\|^2 \leq \sum_j c_j^2 \|d_f \psi_1 dX_j\|^2 \leq 2T \sum_j c_j^2 (\eta_I + R^+(J))
\]

Now consider the second term in (18)

\[
\|d_f e_i^t \alpha\|^2 + \|d_f e_i^t \alpha\|^2 = (\alpha, \Delta \alpha) = \sum_j c_j^2 \bar{W}_{i,1,j}
\]

where

\[
\bar{W}_{i,1,j} = \begin{cases} 
W_{i,j} + 2T & i \in J \\
0 & i \notin J
\end{cases}
\]

This allows (18) to be written as

\[
(\alpha, d_f M_f \delta_f \alpha) g \leq 4T \sum_j (c_j^2 (2T(n_p - n)(\eta_I + R^+(J)) - R^-(J)(W_{i,j} + 2T)) + 4T \sum_{i=4n-2n_p+1}^{2n} \|d_f e_i^t \alpha\|^2
\]

The final piece here can be written, assuming \( d_f \alpha = 0 \), as

\[
4T \sum_{i=4n-2n_p+1}^{2n} \|d_f e_i^t \alpha\|^2 = 4T \sum_{i=4n-2n_p+1}^{2n} \|D_I \alpha\|^2 \leq \sum_{i=4n-2n_p+1}^{2n} \|D_I \psi dX_j\|.
\]

Now observe that \( D_i \) acts as an annihilation operator if \( x_i \) is a positive direction, and a creation operator if \( x_i \) is a negative direction. Hence we have

\[
\sum_{i=4n-2n_p+1}^{2n} \|D_I \psi dX_j\| = 2T(\eta_I + 2(n_p - n)).
\]

Putting it together we find the third term is bound from below as

\[
(\alpha, d_f M_f \delta_f \alpha) \leq 4T \sum_j (c_j^2 (2T(n_p - n)(\eta_I + R^+(J)) - 4T \max [0, R^-(J)(W_{i,j} + 2T) - 2T(\eta_I + 2(n_p - n))])
\]
The first term in (17) is now written as

$$\sum J c_J W_{I,J}^2$$

with

$$W_{I,J} = 2T(\eta_{IJ} + n_p - k + 2R^+(J))$$

For the third term in (17) we may simply replace $R^+$ with $R^-$ and (again taking $a = 0$) we find

$$\|C^I_J\alpha\|^2 \leq 8T^2 \sum_J c_J^2 (2|R^-(J)|/2)$$.

Putting it all together we obtain the inequality

$$(\alpha, D_{PF}\alpha) \geq 4T^2 \sum_J c_J^2 (1/2(n - n_p)(k + \rho_J) + (n_p + \rho_J)^2 - 4|R^-(J)|/2 + 2\text{Max}[0, 2n + n_p(R^-(J) - 2) + R^-(J)(1 + \rho_J)])$$,

where $\rho_J = R^+(J) - R^0(J) - R^-(J)$. (We may once again assume $\eta_{IJ} = 0$, since it only increases the expression). The resulting expression is minimised if $\rho_J = -k$, and is then easily shown to be strictly positive (with a minimum, for each $J$, of 1 if $n_p - n = 1$, $R^-(J) = 1$). Since there is a positive lower bound, there can be no solutions.

**Lemma 12.** Let $\alpha = \Psi_I \sum_J c_J dX_J$ be a primitive $k$-form, as in (16). Let $n_p < n$. Then for all $a \in \mathbb{R}$,

$$\|C^I_J\alpha\|^2 \leq 8T^2 \sum_J c_J^2 (2|R^+(J)|/2)(1 - a)^2 + (k - R^+(J))a^2)$$.

**Proof.** Consider the space of primitive $k$-forms, $P\Omega^k(\mathbb{R}^{2n})$ (recall we have the standard symplectic structure and Euclidean metric). Then there is a Lefschetz-type decomposition

$$P\Omega^k(\mathbb{R}^{2n}) = \bigoplus_r PC\Omega^{k-2r}(\mathbb{R}^{2n}) \wedge Z^r(\mathbb{R}^{2n})$$,

which is orthogonal with respect to the inner product. The space $PC\Omega^k(\mathbb{R}^{2n})$ corresponds to ‘coisotropic’ $k$-forms, and has dimension $2^\frac{k^2}{2} \binom{n}{k}$. A basis is given by the $dX_J$ such that, for all $i, j \in J$,

$$\left\lfloor \frac{i}{2} \right\rfloor \neq \left\lfloor \frac{j}{2} \right\rfloor$$.

Let $z_i = dx_{2i-1} \wedge dx_{2i}$, the $Z^k(\mathbb{R}^{2n})$ are primitive $2k$-forms generate by the $z_i$. To describe a basis for these, let $S$ be an $n$-simplex, we associate $z_i$ to the $i^{th}$ vertex of $S$, $z_i \wedge z_j$ to the edge between nodes $i$ and $j$, and so on. Then an element of of $Z^k(\mathbb{R}^{2n})$ can be identified with a $k$-chain in $S$. The dual Lefschetz operator $\Lambda$ then appears as an unsigned boundary operator on the simplex $S$, for example

$$\Lambda(z_i \wedge z_j) = z_i + z_j$$,

with similar formulae for higher order forms. A basis of $Z^k(\mathbb{R}^{2n})$ can be identified with the set of $k$-chains which are closed under the unsigned boundary operator $\Lambda$,
(this is just the standard boundary operator in simplicial homology, without the factor of \((-1)^i\). The dimension of this space is therefore

\[
\dim Z^k(\mathbb{R}^{2n}) = \binom{n}{k} - \binom{n}{k-1}.
\]

Given a primitive form written as \(c \wedge \zeta\), with \(c\) coisotropic, and \(\zeta\) an element of some \(Z^k\), observe that the \(C_J^\dagger\) operator respects this decomposition,

\[
C_J^\dagger (c \wedge \zeta) = c \wedge C_J^\dagger \zeta
\]

Hence we need only consider the operation of \(C_J^\dagger\) on \(Z^k(M)\). We describe it in terms of the simplicial picture. The map \(C_J^\dagger\) is \((4T\times)\) an unsigned boundary operator which only counts those \(z_i\) with \(i > n_p\).

We now consider \(|C_J^\dagger \alpha|^2\). Since any cosisotropic pieces of \(\alpha\) are unaffected by \(C_J^\dagger\), the norm squared decomposes as a sum over all terms in \(\alpha\) with the same coisotropic piece, so we may assume

\[
\alpha = c \wedge \zeta.
\]

We say \(\zeta\) has rank \(\tilde{k} \leq k\). We then need to consider the norm squared of \(C_J^\dagger \zeta\). This will be a sum over each \((\tilde{k} - 1)\)-cell of \(S\) of the image of \(C_J^\dagger\) sitting there. Since \(\alpha\) is primitive, we can instead use the operator \(C_J^\dagger - 4Td\Lambda\), which has the same image. We then use the triangle inequality on the norm at each \((\tilde{k} - 1)\) cell. Observe that the total contribution from a given \(z_j\) will be \(16T^2(1 - a)^2\) if \(j > n_p\) and \(16T^2a^2\) if \(j \leq n_p\). This then gives

\[
|C_J^\dagger \alpha|^2 \leq 16T^2 \sum J C_J^2 (\tilde{R}^* (J)(1 - a^2) + (\tilde{k} - \tilde{R}^* (J))a^2),
\]

where \(\tilde{R}^* (J)\) counts twice the number of \(z_i, i > n_p\), appearing in \(dX_J\). Now observe that \(\tilde{R}^* (J) \leq \lfloor R^* (J)/2 \rfloor\) and \((\tilde{k} - \tilde{R}^* (J)) \leq (k - R^* (J))\). The result then follows. \(\Box\)
7. Global Solutions

In this section we fix some $k$, and let $H^k(M)$ be the Sobolev space $W^{2,k}(P\Omega^k(M))$ of primitive $k$-forms, with $\|\cdot\|$ the $l = 0$ norm, and $(\cdot, \cdot)$ the inner product. Moreover, in this section consider the Bilaplacian $\mathcal{D}_T$ as a differential operator $\mathcal{D}_T : H^4(M) \rightarrow H^0(M)$.

The purpose of this section is to use the local solutions from Section 6, along with some analytic estimates, to prove the following.

**Proposition 6.** For every $c > 0$ there exists a $T_c$ such that for $T > T_c$ the number of eigenvalues of $\mathcal{D}_T$ in the range $[0, c]$ is equal to $m_k$.

The proof follows that given by Zhang [34] (Chapters 4 and 5). Let $Z_k(f)$ be the set of critical points of $f$ on $M$ with Morse index $k$. As in Section 6 we choose the metric $g$ on $M$ to be Euclidean in a neighbourhood of each critical point $p \in Z_k(f)$.

Let $U_p$ be an open neighbourhood of $p$ such that $g$ is Euclidean on $U_p$. Without loss of generality we take $U_p$ to be an open ball around $p$ with radius $6a$, and we will denote by $U_p(r)$ the open ball of radius $r$ (also Euclidean). Now define a smooth cutoff function $\gamma : \mathbb{R} \rightarrow [0, 1]$ such that

$$\gamma(x) = \begin{cases} 1 & |x| \leq a, \\ 0 & |x| \geq 2a. \end{cases}$$

We then extend $\gamma$ to a function on $M$ by setting it to zero outside each $U_p(2a)$. Now for any critical point $p \in Z_k(f)$, $T > 0$, define

$$\sigma_{p,T} = \frac{\gamma(|x|)}{\sqrt{\alpha_{p,T}}} \tilde{\sigma}_{p,T}$$

where $\tilde{\sigma}_{p,T}$ is equal to the local solution described in Proposition 5 for $x \in U_p$ and $0$ otherwise. $\sigma_{p,T}$ is then a primitive $k$-form. The constant $\alpha_{p,T}$ is chosen such that $||\sigma_{p,T}|| = 1$.

Now, let $E_{T,k}$ be the direct sum of vector spaces generated by the $\sigma_{p,T}$s. Moreover, let $E_{T,k}^\perp$ be the orthogonal complement of to $E_T$ in $H^0(M)$. Then there is an orthogonal splitting

$$H^0(M) = E_T \oplus E_{T}^\perp.$$

Additionally, let $\pi_T$ and $\pi_T^\perp$ denote the orthogonal projections from $H^0(M)$ onto $E_T$ and $E_T^\perp$ respectively. We then define a splitting of the operator $\mathcal{D}_f$ (see Bismut and Lebeau [5] Chapter IX) as

$$\mathcal{D}_f = \mathcal{D}_{T,1} + \mathcal{D}_{T,2} + \mathcal{D}_{T,3} + \mathcal{D}_{T,4},$$

where

$$\mathcal{D}_{T,1} = \pi_T \mathcal{D}_T \pi_T, \quad \mathcal{D}_{T,2} = \pi_T \mathcal{D}_T \pi_T^\perp, \quad \mathcal{D}_{T,3} = \pi_T^\perp \mathcal{D}_T \pi_T, \quad \mathcal{D}_{T,4} = \pi_T^\perp \mathcal{D}_T \pi_T^\perp.$$
We then have the following estimates.

**Proposition 7.**

(i) There is a constant $T_0 > 0$ such that for $T > T_0$ and any $s \in H^4(M)$ we have

$$
(s, D_{T,1}s)_0 \leq \frac{1}{T^2} \|s\|^2.
$$

(ii) There exists $T_1 > 0$ and $C > 0$ such that for any $s \in E_T^\perp \cap H^4(M)$ and $T \geq T_1$,

$$
(s, D_{f}s) \geq CT\|s\|^2.
$$

**Proof.** For (i) we have

$$
\pi_T s = \sum_{p \in Z_k(f)} (s, \sigma_{p,T}) \sigma_{p,T},
$$

and then for each $p$, $D_f \sigma_{p,T}$ will be concentrated in an annulus of radius $a \leq r \leq 2a$ around $p$. It follows that

$$
(s, D_{T,1}s) = (s, \pi_T D_f \pi_T s) = \sum_{p \in Z_k(f)} (s, \sigma_{p,T})^2 (\sigma_{p,T}, D_f \sigma_{p,T})
$$

Now, since $\sigma_{p,T}$ has support on $U_p(2a)$, we may use the Euclidean metric, so that the eigenvalues of $D_f$ are proportional to $T^2$. Therefore, there is some constant $C$ such that

$$
\langle \sigma_{p,T}, D_f \sigma_{p,T} \rangle \leq CT^2 e^{-rT},
$$

where $r$ is the radial coordinate in Euclidean space. Hence there is some $C_1 > 0$ such that

$$
(\sigma_{p,T}, D_f \sigma_{p,T}) \leq C_1 T^2 e^{-rT}.
$$

Hence, for $T$ sufficiently large

$$
(\sigma_{p,T}, D_f \sigma_{p,T}) \leq \frac{1}{T^2},
$$

which gives the first inequality in (i) as

$$
(s, D_{T,1}s) \leq \frac{1}{T^2} \|s\|^2.
$$

For the second inequality, note that $D_{T,2}$ and $D_{T,3}$ are formal adjoints of each other, so are equal. Then we have

$$
(s, D_{T,3}s) = \sum_{p \in Z_k(f)} (\pi_T s, D_T \sigma_{p,T})(s, \sigma_{p,T})
$$

Now observe that, once again, that the eigenvalues of $D_T$ are proportional to $T^2$. Moreover, the support of $(\pi_T s, D_T \sigma_{p,T})$ is an annulus around each critical point. The result follows by analogous reasoning to the previous case.

We now prove (ii). We first define a new function $\gamma_2$ on $M$, equal to $\gamma(r/2)$ for $r \leq 4a$, with $r$ a radial coordinate about each $p \in Z(f)$ (note this includes all critical points, not just index $k$) and set $\gamma_2 = 0$ otherwise. We may then write a general $s \in E_T^1 \cap H^4(M)$ as

$$
s = \gamma_2 s + (1 - \gamma_2) s = s_1 + s_2.
$$
Both $s_1$ and $s_2$ are elements of $E_{+}^{1} \cap H^{1}(M)$. Now observe that the support of $s_1$ is a collection of balls of radius $4a$, about each critical point of $f$, which are Euclidean. Hence we may write $s_1$ as a sum over local eigenvectors for all critical points. A simple scaling argument shows that these are proportional to $T^2$ so we may write
\[ s_1 = \sum_{a} c_{a} \psi_{a}, \quad s_1 = T^2 \sum_{a} \lambda_{a} c_{a} \psi_{a}, \]

Now we can extend each $\psi_{a}$ to a function on $M$ by multiplying by a smooth bump function going from one to zero between radii of $4a$ and $6a$ around each critical point. Then we have
\[ (s, D_{T}s) = (s, D_{T}s_2) + T^2 \sum_{a} \lambda_{a} (c_{a} \psi_{a} + 2s_{2}, c_{a} \psi_{a}). \]

Now all the $T=1$ eigenvalues $\lambda_{a}$ are positive except for the single zero eigenvalue at each degree $k$ critical point. Let $C_4$ be the smallest non-zero local eigenvalue. We may then write
\[ (s, D_{T}s) \geq (s, D_{T}s_2) + C_4 T^2 \sum_{a} (c_{a} \psi_{a} + 2s_{2}, c_{a} \psi_{a}) - C_4 T^2 \sum_{p \in Z_k(f)} (c_{p} \psi_p + 2s_{2}, c_{p} \psi_p). \]

Now the support of $s_2$ is on the complement of the critical points of $f$. A short calculation shows that
\[ D_{T} = D_{0} + T^{2}A + T^{3}B + T^{4}C + 2T^{4}|df|^4, \]

where $A, B, C$ are differential operators. Now outside the neighbourhoods of each critical point there is some constant $V$ such that $|df|^4 \geq V$ on $M \setminus \cup_{p \in Z(f)} U_{p}$. It follows that
\[ \frac{(s, D_{T}s_2)}{T^4} \geq V \|s_2\|^2 + O(1/T) \]

and hence that for arbitrary $C_3$ there is a $T_3$ such that for $T \geq T_3$
\[ (s_2, D_{T}s_2) \geq C_3 T^2 \|s_2\|^2. \]

It follows then, that there is a $T_4$ such that for $T \geq T_4$
\[ (s, D_{T}s) \geq T^2 \sum_{a} C_4 (s_2 + c_{a} \psi_{a}, s_2 + c_{a} \psi_{a}) - T^2 C_4 \sum_{p \in Z_k(f)} (c_{p} \psi_{0,p}, 2s_{2} + c_{p} \psi_{0,p}) \]
\[ = T^2 C_4 \|s\|^2 - T^2 C_4 \sum_{p \in Z_k(f)} (c_{p} \psi_{0,p}, 2s_{2} + c_{p} \psi_{0,p}) \]

Now we have
\[ c_{p} = \{s_1, \psi_{0,p}\}, \]

but since $(s_1, \sigma_{p,T}) = 0$ by assumption, we must have
\[ c_{p} = \{s_1, (1-\gamma) \psi_{0,p}\} \]

Since $\gamma = 1$ near $p$ and $\psi_{0,p}$ decays exponentially, we see that there is a $C_1$ and $T_1$ such that when $T \geq T_1$
\[ c_{p}^2 \leq \frac{C_1}{T} \|s_1\|^2. \]

Moreover, since $s_2$ is zero on $U_{p}(2a)$, there must be a $C_2$ such that when $T > T_2$,
\[ |(s_2, \psi_{0,p})| \leq \frac{C_2}{T} \|s_2\|^2 \]

Hence there is some $T_5$ such that, for $T \geq T_5$, we have
\[ (s, D_{T}s) \geq T^2 C_4 \|s\|^2 - T C_4 (C_1 \|s_1\|^2 + 2C_2 \|s_2\|^2), \]
which implies there is a $C_5$ and $T_6$ such that for $T \geq T_6$,

$$(s, D_T s) \geq TC_5\|s\|^2.$$ 

□

Now for any constant $c > 0$, let $E_T(c)$ denote the direct sum of eigenspaces of $D_T$ associated with eigenvalues lying in $[-c, c]$. $E_T(c)$ is a finite-dimensional subspace of $H^0(M)$. Let $\pi_T(c)$ denote the orthogonal projection operator from $H^0(M)$ to $E_T(c)$.

**Lemma 13.** There are constants $C > 0$ and $T_1 > 0$ such that for any $T \geq T_1$ and $s \in E_T$,

$$\|\pi_T(c)s - s\| \leq \frac{C}{T}\|s\|.$$ 

**Proof.** Let $\delta = \{\lambda \in \mathbb{C} : |\lambda| = c\}$ be the counter-clockwise oriented circle. Let $s' \in H^4(M)$ be arbitrary, then we have

$$(s', (D_T - \lambda)s') = \sum_i(s', D_{T,i}s') - \lambda\|s'\|^2$$

Now, using the estimates in Proposition 7 we see that when $T$ is sufficiently large the above expression is non-zero. Hence the resolvent

$$(D_T - \lambda)^{-1},$$

is well-defined for sufficiently large $T$. Moreover, we see that for $T$ sufficiently large there is some constant $C_1$ such that

$$\|(D_T - \lambda)s'\| \geq C_1\|s\|.$$ 

Then by the basic spectral theorem in operator theory [9], we have

$$\pi_T(c)s - s = \frac{1}{2\pi i} \int_{\delta}((\lambda - D_T)^{-1} - \lambda^{-1})s\,d\lambda.$$ 

Now we have (recall $s \in E_T$)

$$((\lambda - D_T)^{-1} - \lambda^{-1})s = \lambda^{-1}((\lambda - D_T)^{-1}(D_{T,1} + D_{T,3})s$$

We then observe that for $T$ sufficiently large

$$\|(\lambda - D_T)^{-1}(D_{T,1} + D_{T,3})s\| \leq \frac{1}{C_1}\|(D_{T,1} + D_{T,3})s\|$$

Using the Cauchy-Schwartz inequality we then see there is a $C_2$ such that for $T$ sufficiently large

$$\|(\lambda - D_T)^{-1}(D_{T,1} + D_{T,3})s\| \leq \frac{1}{C_2T}\|s\|,$$

the result follows. □

**Remark 5.** As in Ref. [34], in the above proof we complexify the spaces and extend the operators accordingly, however one can remain in the real category by taking the real parts above.

**Proof of Proposition 6.** Lemma 13 implies that for $T$ sufficiently large, the set of $\pi_T(c)\sigma_{p,T}$, $p \in \mathbb{Z}_k(f)$ are linearly independent. Thus, for $T$ sufficiently large

$$\dim E_T(c) \geq \dim E_T.$$
Now assume $\dim E_T(c) > \dim E_T$. This implies that there is some $s \in E_T(c)$ which is orthogonal to $P_T(c)E_T$. That is

$$(s, P_T(c)\sigma_{p,T}) = 0,$$

for all $p \in Z_k(f)$. This then implies

$$\pi_T s = \sum_{p \in Z_k(f)} (s, \sigma_{p,T}) \sigma_{p,T} - \sum_{p \in Z_k(f)} (s, \pi_T(c)\sigma_{p,T})\pi_T(c)\sigma_{p,T} = \sum_{p \in Z_k(f)} (s, \sigma_{p,T})(\sigma_{p,T} - \pi_T(c)\sigma_{p,T}) - \sum_{p \in Z_k(f)} (s, \sigma_{p,T} - \pi_T(c)\sigma_{p,T})\pi_T(c)\sigma_{p,T}$$

Now by applying the triangle inequality, and Cauchy-Schwartz to the inequality and then using Lemma 13 we see that for $T$ sufficiently large, there is a constant $C_2$ such that

$$\| \pi_T s \| \leq \frac{C_2}{T} |s|,$$

which implies that, for $T$ sufficiently large

$$\| \pi_T s \| \geq \| s \| - \| \pi_T s \| \geq C_3 |s|,$$

for some constant $C_3$. We therefore find, using Proposition 7

$$\| CT C_3^2 |s|^2 \leq CT \| \pi_T s \| \| s \| \leq (\pi_T s, D_T \pi_T s).$$

Now, considering the original definition in Proposition 2 we may write

$$D_T = \sum_{i=1}^{5} K_i^t K_i,$$

which allows us to write, using Proposition 7

$$(\pi_T s, D_T \pi_T s) = \sum_{i=1}^{5} \| K_i \pi_T s \|^2 = \sum_{i=1}^{5} \| K_i(s - \pi_T s) \|^2 \leq 2 \sum_{i=1}^{5} (\| K_i s \|^2 + \| K_i \pi_T s \|^2)$$

$$= (s, D_T s) + (\pi_T s, D_T \pi_T s) \leq (s, D_T s) + \frac{1}{T^2} |s|^2.$$

We then find

$$CT C_3^2 |s|^2 \leq (s, D_T s) + \frac{1}{T^2} |s|^2,$$

rearranging gives

$$(s, D_T s) \geq CT C_3^2 |s|^2 - \frac{1}{T^2} |s|^2.$$

But if $|s| \neq 0$, then as $T \rightarrow \infty$ this contradicts the initial assumption that $s \in E_T(c)$. Hence $|s| = 0$ and we have

$$\dim E_T(c) = \dim E_T.$$  

□
8. Proof of the inequalities

The dimension of the kernel of $D_{PT}$ must be less than or equal to the number of eigenvalues in the interval $[0,c]$. From Proposition 8, we have the following.

**Corollary 3.**

$$\dim \ker D_{PT} = \dim PH_{d+d^A}(M) \leq m_k$$

Applying the Lefschetz decomposition then proves Theorem 1 for the $d+d^A$ cohomology. It remains to establish the equivalent result for the $dd^A$ cohomology. This is done by appealing to Hodge duality.

**Lemma 14.** The Hodge star operator acts as

$$\ast : \mathcal{H}_{d+d^A}^k(M) \rightarrow \mathcal{H}_{d+d^A}^{2n-k}(M)$$

**Proof.** As discussed in Ref. [28], the harmonic $dd^A$ forms are given by solving

$$dd^A\alpha = 0, \quad d^*\alpha = 0, \quad d\Lambda^\ast \alpha = 0.$$  

The result then follows from the properties of the differentials given in Sections 3 and 4. □

Applying the Lefschetz decomposition to the harmonic forms $H_{d+d^A}^{2n-k}$, and observing that $f \rightarrow -f$ sends a Morse index $n_p$ to $2n - n_p$ then completes the proof of Theorem 1.
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