INTRODUCTION

Quantum systems encountered in the real world are never completely isolated from their environment. It is the interaction between an open quantum system and its environment that alters the otherwise unitary dynamics of the system and causes energy dissipation and the destruction of phase coherence [1–3]. Understanding the temporal evolution of open quantum systems is a key problem of broad interest in chemical physics, quantum optics, quantum biology, ultrafast spectroscopy, quantum computing, and quantum information technology [4–9].

Dynamics of an open system, induced by the Hamiltonian evolution of a total system, is referred to as reduced (system) dynamics and is described by the reduced density operator. Many numerically exact methods have been developed to simulate reduced dynamics [8] including the hierarchy of equations of motion (HEOM) technique [10–12], multi-configurational time-dependent Hartree (MCTDH) [13], stochastic Liouville–von Neumann equation [14], time evolving density matrix using orthogonal polynomials algorithm (TEDOPA) [15], diagrammatic quantum Monte Carlo [16–18], path-integral Monte Carlo [19], and the quasi-adiabatic propagator path-integral (QUAPI) approach [20–23]. Unfortunately, many of these methods require computational resources that scale exponentially with the number of simulated time steps and the size of the system rendering such methods not efficient or, even completely impractical, to study long-time quantum dynamical phenomena.

One example of such phenomena is furnished by nature. Photosynthesis is the natural process that provides the energy source for nearly all life on Earth. Photosynthetic conversion of energy starts with the absorption of a photon of sunlight by a light-harvesting pigment and is followed by the excitation energy transfer (EET) to the reaction center. Recent experiments showed that quantum coherence between electronic states of light-harvesting complexes can persist for several hundreds of femtoseconds even at physiological temperature [24–29]. The physical mechanisms underlying the long-lasting quantum coherence and the role of protein environment in EET are still subjects of active investigations.

Information about the underlying dynamical correlations in open quantum systems is encoded at the initial stages of their evolution. Therefore, it is possible to obtain long-time dynamics of open quantum systems from the knowledge of their short-time evolution bypassing the need for expensive direct long-time simulations. For example, the Nakajima–Zwanzig generalized quantum master equation (GQME) [30, 31] furnishes a general and formally exact prescription for achieving this goal provided the memory kernel is known [32, 33]. Unfortunately, it is difficult to directly calculate the memory kernel exactly for arbitrary systems and solve the GQME. The latter issue is resolved in the transfer tensor method (TTM) [34–37]. The TTM, however, requires a set of dynamical maps to be supplied by an external numerical technique. For a N-level system an input set of dynamical maps generated for the N2 linearly independent initial conditions of the system is required. Since this input must be provided by some, preferably exact, method the computational cost of generating such an input grows steeply with the system size.

In the last decade, the field of deep learning has enjoyed a dramatic expansion owing to multiple successful applications in the recognition of complex patterns [38]. Learning temporal and spatio-temporal information has been an active area of research recently due to a myriad of potential applications including detection and characterization of behavior from video sequences [39–59], natural language processing [60, 61], and weather forecast-
We consider the common system-bath model with the Hamiltonian given by

$$\hat{H} = \hat{H}_s + \hat{H}_{sb} + \hat{H}_b,$$  \hspace{1cm} (1)

where $\hat{H}_s$ is the system Hamiltonian, $\hat{H}_b$ describes the thermodynamic reservoir or heat bath, and $\hat{H}_{sb}$ is the coupling between the system and the bath.

The system Hamiltonian takes the form

$$\hat{H}_s = \sum_{n=1}^{N} \epsilon_n |n\rangle \langle n| + \sum_{k \neq n=1}^{N} J_{nk} |k\rangle \langle n|,$$  \hspace{1cm} (2)

where the energy of a state $n$ in the absence of the bath is denoted by $\epsilon_n$ and $J_{nk}$ is the coupling between the $n$th and the $k$th states.

The bath is responsible for the system’s energy fluctuation and dissipation. It is modeled by a set of quantum harmonic oscillators

$$\hat{H}_b = \sum_{j=1}^{N_b} \left( \frac{p_j^2}{2m_j} + \frac{1}{2} m_j \omega_j^2 \hat{x}_j^2 \right),$$  \hspace{1cm} (3)

where the momentum, position, mass, and frequency of the $j$th harmonic oscillator are given by $\hat{p}_j$, $\hat{x}_j$, $m_j$, and $\omega_j$, respectively. It should be noted that the harmonic representation of the bath does not imply that the microscopic potentials of the environment are assumed to be harmonic. Rather the rationale behind this choice of the representation of the bath is that the reservoir with many macroscopic degrees of freedom carry Gaussian fluctuation properties.

The system-bath coupling is taken to be linear in bath coordinates

$$\hat{H}_{sb} = \sum_{n=1}^{N} \sum_{j=1}^{N_b} c_j \hat{x}_j |n\rangle \langle n|.$$  \hspace{1cm} (4)

The coupling constants $c_j$ can be characterized by a single function of frequency known as the spectral density

$$C(\omega) = \frac{\pi}{2} \sum_{j=1}^{N_b} \frac{c_j^2}{m_j \omega_j} \delta(\omega - \omega_j).$$  \hspace{1cm} (5)

Time-evolution of an open quantum system is described by its reduced density operator $\hat{\rho}_s$ which is defined as the partial trace of the total density operator $\hat{\rho}$ over the bath degrees of freedom

$$\hat{\rho}_s(t) = \text{Tr}_b [\hat{\rho}(t)].$$  \hspace{1cm} (6)

The reduced density operator evolves in time according to

$$\dot{\hat{\rho}}_s(t) = \hat{U}^\dagger(t) \hat{\rho}_s(0) \hat{U}(t),$$  \hspace{1cm} (7)

where the superscript “$\dagger$” indicates the interaction picture with respect to $\hat{H}_s + \hat{H}_b$ in the Liouville space which is defined for any Schrödinger picture operator $\hat{O}_S$ as $\hat{O}_I(t) \equiv e^{i\hat{L}_t^I} \hat{O}_S e^{-i\hat{L}_t^I}$ with $\hat{L}_I^S$ being the system Liouvilian. The reduced propagator $\hat{U}^\dagger(t)$ is given by

$$\hat{U}^\dagger(t) = \left( T_+ \exp \left[ -\frac{i}{\hbar} \int_0^t d\tau \hat{L}_s^I(\tau) \right] \right),$$  \hspace{1cm} (8)

THEORETICAL BACKGROUND

We consider the common system-bath model with the Hamiltonian given by

$$\hat{H} = \hat{H}_s + \hat{H}_{sb} + \hat{H}_b,$$  \hspace{1cm} (1)
where \( \langle \ldots \rangle = \text{Tr}_b \left[ \ldots e^{-\beta \hat{H}_b} \right] / Z \) is a thermal quantum-mechanical average over bath modes, \( \beta \equiv (k_B T)^{-1} \) is the inverse temperature, \( Z \equiv \text{Tr}_b \left[ e^{-\beta \hat{H}_b} \right] \) is the partition function, and \( \mathcal{T}_+ \) orders the \( L_{sb}(t) \)'s in increasing time from right to left.

In what follows we show that given the complete knowledge of the short-time evolution of the reduced density matrix (RDM) at the discretized times \( \{ \rho_{ij}^s(t_k), \rho_{ij}^s(t_{k+1}), \ldots, \rho_{ij}^s(t_m), \forall i,j \in \{1, N\} \} \), where \( \rho_{ij}^s(t_k) = \langle i | \rho_s(t_k) | j \rangle, t_k = k \Delta t \) and \( \Delta t \) is the time step, a trained ANN is capable of propagating the RDM to arbitrary long times \( \rho_{ij}^s(t_m) \rightarrow \rho_{ij}^s(t_{m+1}), \ldots, \rho_{ij}^s(\infty) \). Thus our approach completely avoids a computationally expensive numerically exact propagation of the reduced density operator beyond some finite time \( t_{\text{mem}} = t_{m-k} \) which will be referred to as memory or learning time. The finite memory time is not an assumption but, rather, a direct consequence of the finite time span of bath correlations in realistic systems.

**METHODS**

**Model system**

Even though the approach described in this work is general, we present it on the example of a two-level system (\( N = 2, |n\rangle \in \{|0\rangle, |1\rangle\} \)) coupled to harmonic bath. The spectral density is taken to be the Drude–Lorenz form, and \( \omega_c = 25 \text{ cm}^{-1}, \lambda \in \{2, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 120, 130, 150, 200, 250, 300, 350, 400, 450, 500\} \text{ cm}^{-1} \), and \( T \in \{25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300\} \text{ cm}^{-1} \). We note that while the suggested reorganization energies in EET are typically similar to the electronic coupling \( \epsilon_0, \epsilon_1 \), for the purpose of building a diverse data set, the range of reorganization energies is extended to as low as \( 2 \text{ cm}^{-1} \) and as high as \( 500 \text{ cm}^{-1} \). The resulting data set is diverse enough to represent weakly damped coherent dynamics (\( J/\lambda > 1 \)), incoherent decay (\( J/\lambda < 1 \)), and the transition between the two regimes.

For all combinations of parameters the reduced density operator is propagated starting from the factorized product state \( \hat{\rho}(0) = \hat{\rho}_s(0) \otimes \hat{\rho}_b^\text{eq} \). The electronic system is assumed to start out at the first excited state \( \hat{\rho}_s(0) = |1\rangle \langle 1| \), and the bath is at thermal equilibrium \( \hat{\rho}_b^\text{eq} = e^{-\beta \hat{H}_b} / Z \). It should be noted that, in general, this factorized initial state is unphysical due to the neglect of an inherent correlation between the system and the bath. However, in modeling electronic excitation processes such initial state is appropriate because it corre-

**Data generation and preprocessing**

Building a representative data set is an important first step in every machine learning project. The HEOM method implemented in the PHI code [82] is used to solve Eqs. 7 and 8. The hierarchy truncation is set to 20 and 3 Matsubara terms are used. The integration time step is set to 0.1 fs. The convergence of all the results, presented in this article, with respect to these parameters is verified. The data set containing time-evolved RDMs is generated for all combinations of the following parameters: \( \Delta \in \{0, 25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300\} \text{ cm}^{-1}, \lambda \in \{2, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 120, 130, 150, 200, 250, 300, 350, 400, 450, 500\} \text{ cm}^{-1} \), and \( T \in \{25, 50, 75, 100, 125, 150, 175, 200, 225, 250, 275, 300, 325, 350, 375, 400\} \). We note that while the suggested reorganization energies in EET are typically similar to the electronic coupling, the range of reorganization energies is extended to as low as \( 2 \text{ cm}^{-1} \) and as high as \( 500 \text{ cm}^{-1} \). The resulting data set is diverse enough to represent weakly damped coherent dynamics (\( J/\lambda > 1 \)), incoherent decay (\( J/\lambda < 1 \)), and the transition between the two regimes.
sponds to the electronic ground or excited state generated by photoexcitation in accordance to the vertical Frank–Condon transition.

The total propagation time is set to 1.0 ps for all parameter sets even though in some cases the coherent dynamics persists for longer times. It is though still longer than a typical coherence time of several hundreds femtoseconds found in photosynthetic EET [11].

For each set of parameters the generated quantum RDM trajectory is divided into shorter RDM trajectories with the length equal to the memory time. Since the total propagation time is fixed to 1.0 ps, the actual size of the data set used varies depending on the length of the memory time. For example, for the memory time of 0.2 ps the data set is comprised of 21,840 0.2 ps long RDM trajectories. These trajectories are time discretized with the time step of 5 fs. A small set of 150 RDM trajectories is randomly taken from the total data set and is used to produce the results presented in this article. The remaining data set is partitioned into a training set of 80% of the data and a validation set of 10% of the data. Additionally, 10% of the data is held out during the training procedure and is used for testing.

**Neural network model and training**

The ANN architecture used in this work is based on three-dimensional (3D) convolutional and 3D pooling layers. It is schematically illustrated in Figure 1. 3D convolutional layers are essentially 2D convolutional layers extended such that all filters operate over space and time. Similarly, 3D pooling is a straightforward extension of 2D pooling to the temporal domain. 3D convolutional layers extract short-time correlations, while pooling layers combine information across longer time periods.

The ANN architecture is optimized using the Hyperopt library [86]. The number of 3D convolutional layers is chosen between 1 and 3. The size of a 3D convolutional kernel is represented by a triple \((d_1,d_2,d_3)\), where \(d_t\) is the temporal depth and \((d_1,d_2)\) denotes the spatial size. We set the spatial size to be \(d_1 = d_2 = 1\) for the reasons explained below. The temporal depths of the filters for each layer are chosen as \(d_t = 2^n\) with all integer values of \(n \in [4,8]\) tested. The single 3D maximum pooling layer with the kernel size of \((2,1,1)\) follows 3D convolutional layers. The number of fully-connected layers is chosen between 1 and 3 and the number of neurons in each fully-connected layer is chosen as \(2^n\) with all integer values of \(n \in [4,7]\) tested. Commonly used activation functions including hyperbolic tangent, sigmoid, and the rectified linear activation function (ReLU) [87] are tested. For the output nodes the linear function \(f(x) = x\) is used to eliminate any restriction on the range of possible output values. The output layer contains the three real-valued numbers that uniquely define the next time-step RDM: one diagonal element \(\rho_{00}(t)\), as well as the real and imaginary parts of one off-diagonal element \(\text{Re}\{\rho_{01}^*(t)\}\), and \(\text{Im}\{\rho_{01}^*(t)\}\). The other diagonal element \(\rho_{11}(t)\) is also added to the output layer in order to check whether our ANN model can learn some fundamental properties of the density matrix e.g., the unit trace property.

The optimized ANN comprises the two 3D convolutional layers followed by one 3D maximum pooling layer, two fully-connected layers and the output layer. The optimal number of filters in both 3D convolutional layers is 30. The temporal depths of the kernels in the first and second 3D convolutional layers are 16 and 4 time steps, or 80 and 20 fs correspondingly. The two fully-connected layers containing 256 and 64 neurons follow the 3D pooling layer. The ReLU activation function is selected for each of the 3D convolutional and fully-connected layers. The total number of trained parameters in the optimized ANN is 2,816,624.

The 1x1 spatial convolution employed in all 3D convolutional layers means that the correlation between individual elements of the RDM at a given time are not accounted for. It should be noted that in some cases only a limited knowledge of short-time RDMs is available. This partially motivates our choice to separately process different elements of the RDM through the 3D convolutional and pooling layers. Further motivation stems from the observation that increasing \(d_1\) and/or \(d_2\) to 2 in 3D convolutional and pooling layers does not increase the prediction accuracy.

The backpropagation is used to train the ANN to pre-
dict the RDM for the time step immediately following the chronologically last time step of the input set of RDMs. In the backpropagation the adaptive moment solver [83] is used and the mean squared error function is employed as the loss function. ANN models are trained using the Keras software package [84] with the TensorFlow [85] backend. Further hyperparameter tuning is performed by means of a random-search algorithm [88]. The best results were obtained with the learning rate of 1·10^{-7} and a batch size of 512.

**RESULTS AND DISCUSSION**

The ANN introduced above is used to simulate the relaxation dynamics of the dimer coupled to the harmonic bath described in the previous section. We consider the expectation value of the \( \hat{\sigma}_z \) Pauli operator \( \langle \hat{\sigma}_z(t) \rangle = p_1(t) - p_0(t) \), where \( p_{1(0)}(t) \) is the time-dependent population of the corresponding state. The results for the eight sets of parameters representing different regimes ranging from weakly damped coherent oscillations to incoherent relaxation are illustrated in Figure 2. In each case the memory time of 0.2 ps is used and the corresponding set of RDMs is supplied to the ANN as an input. The ANN predicts the RDM at the next time step. Then, a new input is formed by combining the newly predicted RDM with all the RDMs taken within the 0.2 ps time span back starting from the just predicted RDM. This process is repeated until the specified propagation end time is reached. We emphasize that only the short-time initial dynamical information is required. The rest of the time-evolution is simulated by reconstructing the RDM based on ANN predictions for each time step beyond the initial learning time. Thus, if a single-step prediction error is not sufficiently small then the error will very quickly accumulate resulting in a rapid deterioration of the accuracy. However, as evident from Figure 2 our method reproduces long-time dynamics nearly exactly and irrespective of the dynamical regime. The data shown in Figure 2 represents a small fraction of a test set. The interested reader is referred to Supporting Information Figures S1-S5 where many more results are presented. In addition to \( \langle \hat{\sigma}_z(t) \rangle \), Figures S1-S5 also report the ANN predictions for the real and imaginary parts of the off-diagonal elements of the RDM. These results demonstrate that our ANN model can very accurately predict long-time evolution of the entire RDM. Additionally, we note that by virtue of its ability to accurately predict dynamics to arbitrary times, our ANN model also correctly reproduces equilibrium populations.

The accuracy of our method depends on the memory time as can be expected. Supporting Information Figure S6 illustrates that the ANN prediction error decreases monotonically with increasing memory time. We choose a memory time of 0.2 ps in all calculations reported in this article as it provides a compromise between accuracy and computational cost required to generate the input set of RDMs. More rigorously, the learning time can be determined from the decay of the magnitude of transfer
tensors, as it is done in the TTM method [34, 37], or a norm of the GQME memory kernel. A pre-defined and identical memory time for all cases studied here is chosen to accommodate the fixed-size input requirement of ANNs. It is highly desirable to provide a further flexibility to our approach by designing a descriptor that can integrate various memory times and be a suitable input to ANN. The work in this direction is underway.

As discussed in Ref. [79], which utilizes the measure of non-Markovianity based on quantum state trace difference [1], for fixed $J$ and $\omega_c$ non-Markovianity is maximized for intermediate values of $\lambda \sim 40-80$ cm$^{-1}$ and site energy differences $\Delta$ below $\sim 150$ cm$^{-1}$. Additionally, we note that the typical values of $\omega_c$ for photosynthetic EET satisfy the high-temperature assumption $\beta \hbar \omega_c < 1$ [11], which for $\omega_c = 53$ cm$^{-1}$ corresponds to temperature $T > 77$ K. All of these conditions are satisfied in Figure 2e, which thus provides a test of our ANN model in a realistic scenario of considerable non-Markovian dynamics. We observed a very good agreement between the ANN predicted long-time dynamics and the exact results in this case as well.

The ability of our ANN model to learn the fundamental properties of the density matrix is tested on the unit trace and positive semidefiniteness properties. We emphasize that these properties are not enforced during the training. Impressively, we found that our ANN model was able to learn both properties essentially precisely. The largest deviation of the trace of the predicted RDMs from unity in a held out data set of 150 samples is only $1 \cdot 10^{-5}$ and not a single predicted RDM is found to have negative diagonal elements.

As a stringent test of our ANN model we assess its ability to generalize to the input data not present in the original data set. To this end we evaluate our ANN model on an input set of short-time RDMs corresponding to the following initial mixed state of the electronic system $\rho_0(0) = (1/4)|0\rangle\langle 0| + (3/4)|1\rangle\langle 1|$. The bath is still kept at thermal equilibrium. Figure 3 shows the results obtained for the four cases ranging from small to large reorganization energy and low to high temperature. The electronic system parameters are fixed to be $J = 100$ cm$^{-1}$, $\Delta = 0$ cm$^{-1}$ and the cut-off frequency $\omega_c$ is set to 53 cm$^{-1}$. As anticipated, our ANN model performs slightly worse in the region of small reorganization energy and low temperature which is the most difficult regime of weakly damped coherent oscillatory dynamics. Overall across all the cases studied with the out-of-data set initial condition of the system we notice that the single time-step prediction error slightly increases, compared to the results shown in Figure 2, which results in noticeable deviations of the predicted populations from the exact ones at long times. However, these deviations are still small and do not exceed 3.6%. Thus, we conclude that our ANN model performs reasonably well even for the initial condition of the system different from the initial condition used to generate the original data set. It should be noted that extending our ANN model to regimes of arbitrary electronic coupling and bath correlation time is less straightforward and would require a retraining with a more appropriate data set.

**CONCLUSIONS**

In summary, we showed that an ANN trained on a set of time-discretized RDMs is capable of predicting the future time-evolution of a given RDM with high accuracy. Only a short-time calculation with numerically accurate method is required and the rest of the dynamics can be efficiently predicted by our ANN model. Thus our approach considerably reduces the required resources for long-time simulations of dissipative open quantum systems. What makes our approach particularly appealing is (i) the relative simplicity of the ANN model employed as opposed to ANNs with internal memory that are more difficult to train and (ii) its ability to accurately predict long-time dynamics of open quantum systems across various dynamical regimes including nonadiabatic and non-Markovian dynamics. A photosynthetic EET was chosen as an example but the same approach can be used to study other phenomena provided the relevant data sets are available. The total data set used in this work is built from 4,368 HEOM calculations. Given the currently available computational resources the generation of similar data sets to study other problems is a trivial task.
Our approach is yet another illustration of the ability of ANNs to model complex physical phenomena at a small fraction of the cost of a full numerically exact calculation.
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