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Abstract
Cross-serial dependencies in Dutch and Swiss-German are the only known extra-context free natural language syntactic phenomena. Psycholinguistic evidence suggests cross-serial orderings tend to be easier to process than nested constructions. We argue that the expressivity requirements of the corresponding formal languages do not actually entail that processing reduplication languages require the worst-case time complexity for languages of the same expressive class. We distinguish between context-free representability and context-free processing. We show that for any language with up to context-free expressive power, processing cross-serial dependencies can be accommodated without affecting parsing complexity. This is related to other work on reduplication phenomena in formal models of computation.

1 Introduction
The cross-serial dependencies in Dutch and Swiss-German are the only known constituent-level syntactic phenomena which make natural languages not representable in context free languages (Gazdar, 1985; Gazdar and Pullum, 1985). Psycholinguistic study of the cross-serial dependencies reveals that the cross-serial orderings tend to be preferred over nested constructions (Bach et al., 1986).1 Bach et al. argue from this that the pushdown stack cannot be the universal basis of the human parsing mechanism (since the pushdown automaton is essentially a context free recognition device which cannot represent cross-serial dependencies). Stabler (1994), on the other hand, considers the findings of Bach et al. (1986) as evidence for finite human sentence processing capacity. In this paper, we distinguish between context-free representability and context-free processing.

We show that for any language with up to context free expressive power, processing cross-serial dependencies can be accommodated without affecting parsing complexity. While this does essentially imbue the language with indexed expressivity, it does so while allowing us to retain context free (or even regular) parsing complexity. Essentially, it is possible to carve out a cross-section of the expressivity hierarchy with the desired processing complexity. The result is based on the simple observation that the cross-serial dependencies are idealized by the string duplication language (whereas the nested dependencies are idealized by the palindrome language), and that it is trivial to provide a context-free (or regular) language parse for half of the string, followed by a test of equality for the remaining half of the string. This is consistent with findings that cross-serial dependencies are not hard to process, but qualifies the interpretation that Bach et al. give to their results and the implications on the human parsing mechanism. In particular, this suggests that with an additional operation the pushdown stack can be adequate for processing human languages. It also suggests an explanation for the finding that Dutch cross-serial dependencies are easier to process than German nested dependencies. We outline further consequences of our proposal in terms of patterns of disfluencies that are likely to occur in languages that admit cross-serial dependencies and propose a strategy for empirical investigation.

2 Preliminaries
To calibrate our discussion, we quickly review the salient terminology from formal language theory and the current understanding of the import for natural languages.

2.1 Terminology
Let $L_i$ denote the hierarchy of languages generated by the corresponding hierarchy of grammars (according to the usual hierarchy (Hopcroft and Ullman, 1979)). Thus, $L_0$ denotes the class of languages generated by type 0 grammars. They are characterized by unrestricted grammar produc-

---

1Nested constructions are a quintessentially context free phenomenon.
A, B denote nonterminals. Gazdar (1985) provides the most perspicuous notation for the restricted forms that production rules may take in such grammars:

1. \[ A[...] \rightarrow W[...] \]
2. \[ A[...] \rightarrow B[i,...] \]
3. \[ A[i,...] \rightarrow W[i,...] \]

Indexed grammars incorporate a notion of stacking; rules of the form in (2) describe push operations, and those of the form in (3) involve pops. Rules of the form (1) are copy operations. The ellipses indicate that the remainder of the stack is passed on from the LHS to each nonterminal (and only the nonterminals) on the RHS. \( \mathcal{L}2 \) is the class of context free languages generated by grammars whose productions are restricted such that the LHS of each is a single nonterminal symbol, and each RHS is a sequence of terminals and nonterminals. Finally, the regular languages, \( \mathcal{L}3 \) are those produced by regular grammars, characterized by rules that have a single nonterminal symbol on the LHS and on the RHS, either a terminal symbol or a terminal and a single nonterminal.

These classes of languages can be arranged into a hierarchy based on proper containment relations among them: \( \mathcal{L}3 \subseteq \mathcal{L}2 \subseteq \mathcal{L}1.5 \subseteq \mathcal{L}1 \subseteq \mathcal{L}0 \) (\( \mathcal{L}0 \) is the least restrictive, the most expressive). Aho (1968) shows the existence of languages that are a proper subset of the indexed languages and a proper superset of the context free. Joshi et al. (1989) conjecture that there is actually a convergence in expressive power among the ‘mildly context sensitive’ (MCS) languages, but other work points out exceptions (Savitch, 1989; Vogel and Erjavec, 1994). Since the reduplication languages (Savitch, 1989) are central to the point of this paper we define them—the languages homomorphic to the set of strings \( \{ww|w \in \{a,b\}^*\} \). The string duplication languages are not context free, although they are closely related to the string reversal languages \( \{ww^R|w \in \{a,b\}^*\} \), where the \( R \) indicates the reversal operator which are context free. The two languages induce different dependency relationships which is best described as nesting in the context free case and cross-serial in the indexed case:

An important property of the each of the language classes is that it is closed under both intersection with regular languages (e.g., the intersection of a context free language and a regular language is no more expressive than a context free language) and homomorphism (e.g., an order preserving map of each symbol in a language to a single element (possibly a string) of a context free language implies that the first language is also context free). It is convenient to refer to languages with homomorphisms to \( \{ww^R|w \in \{a,b\}^*\} \) and \( \{ww|w \in \{a,b\}^*\} \) as \( ww^R \) and \( ww \), respectively.

Corresponding to expressivity class and the associated model of computation is the complexity of recognition for each class. Table 1 gives an informal ranking of the language classes with their corresponding worst case recognition complexity on the standard model of computation. Thus, given a context free grammar for \( ww^R \) and a string of length \( n \), then in the worst case it will take an amount of time proportional to the cube of the length of the string to determine whether the string is in \( ww^R \) (and identify its structure). While the expressivity hierarchy is useful for differentiating classes of languages in precise terms like worst-case recognition complexity, it is easy to use the hierarchy incorrectly. For instance, it is not valid to conclude that because a language is in a particular language class all subsets of that language are also included that language class (e.g. \( ww^R \) is a proper subset of \( w \), yet \( w \in \mathcal{L}3 \) \( ww^R \in \mathcal{L}2 \)). Also, in most cases the structural descriptions that underline strings of a language are of more interest than the string sets themselves. For this reason it is useful to distinguish weak and strong containment of a grammar in a language class: e.g., a grammar is weakly context free if its stringset is context free; a grammar is strongly context free if its treetset is also context free.

2.2 Applicability to Natural Language

Pullum and Gazdar (1982) survey the arguments up to the time they wrote for the non-context-freeness of natural language. The most interesting were those that considered idealizations of linguistic phenomena in terms of the string duplicating language, \( ww \). In each case they found the argument flawed: the phenomena in question did not yield languages whose stringsets were homomorphic to the duplication language. Bresnan et al. (1982) argue that Dutch is not strongly context free. Shieber (1985) provides a stringset argument about a dialect of Swiss-German, which has a class of verb phrases with cross-serial dependencies (through case marking) between NPs and their Vs, which establishes even the weak-non-context-freeness of natural language because of homomorphism to \( ww \). Manaster-Ramer (1987) re-analyzes an argument considered by Pullum and Gazdar (1982) about Dutch and produces a
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The bracketed material indicates a stack of indices; \( W \) denotes a sequence of elements of terminals and nonterminals; \( A, B \) denote nonterminals.
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2 The bracketed material indicates a stack of indices; \( W \) denotes a sequence of elements of terminals and nonterminals; \( A, B \) denote nonterminals.
Table 1: Models of Grammar and Computation

| Hierarchy Level | Language Type                  | Model of Computation          | Complexity     |
|-----------------|--------------------------------|-------------------------------|----------------|
| 0               | unrestricted phrase structure  | Turing Machine (TM)           | undecidable    |
|                 | grammar (= r.e.)               |                               |                |
| 1               | context sensitive (< recursive)| Linear Bounded Automata (LBA)| PSPACE         |
| 1.5             | indexed                        | Nested Stack Automata (NSA)   | NP-Complete    |
| 1.75            | mildly context sensitive        | Embedded Pushdown Automata (EPDA) |             |
| 2               | context free                   | Pushdown Automata (PDA)       | n^2            |
| 3               | regular                        | Finite State Machines (FSM)   | linear         |
same processing complexity class, since the identity check occurs after the parse and only requires linear time, but we also have structural information about the sentence as a whole. We know the structure of the first half of the string, and the second half of the string but not the structure of the second half (the grammar for \( w \) could be ambiguous), although we can assume that the second \( w \) was licensed by exactly the same tree structure as the first. This method also preserves a relative difference between parsing \( ww \) and \( w w^R \), at least for \( \mathcal{L}^3 \). Since \( w w^R \) can be represented directly within \( \mathcal{L}^2 \) it can be argued that we should not be required to use the metagrammatical method of parsing it, just to keep symmetry with the duplication languages. Interestingly, if \( w \) is in \( \mathcal{L}^2 \) and we use the metagrammatical parsing method, then \( w w^R \) also requires more processing time than \( w w \) for the same reason as the trivial case. Suppose instead that we allow \( w w^R \) to be parsed without using the metagrammatical method. In that case \( w w \) is relatively even easier to process since it costs \( |w|^3 \) to parse with the metagrammatical approach but \( w w^R \) will cost \( 2|w|^3 \) in the direct approach. It might be claimed that just as we argue \( w w \) not to require the worst case complexity for its language class \( (\mathcal{L}^1.5) \), neither need \( w w^R \) for \( \mathcal{L}^2 \); but, the reversal language is a canonical example of a language that makes maximal use of the stack in the PDA. In any case, the metagrammatical method for parsing \( w w \) costs no more than just parsing strings in the characteristic language class of \( w \).

If this were the complete story then we could only recognize languages homomorphic to the duplication languages. Clearly even the Zürich dialect of Swiss-German allows other constructions, all of which we can assume are context free (Pul- lumn and Gazdar, 1982). Essentially we want to be able to write arbitrary \( \mathcal{L}^3 \) or \( \mathcal{L}^2 \) grammars and also be able to parse the string duplication language for whichever \( \mathcal{L}^1 \) we choose. The language defined by such a union is no longer \( \mathcal{L}^1 \), but will not contain arbitrary \( \mathcal{L}^1.5 \) strings, and if \( i = 3 \) then the union will not even contain arbitrary context free strings. However, the situation is more involved than the basic approach since there needs to be a way to indicate where the metagrammatical approach is to be invoked. Add a single feature to the grammar interpreted by the processor as ‘expect a copy’.\(^4\)

\[ A \rightarrow W B_{i=0} Y \]

We allow context free productions of the form shown in (1), where \( A \) and \( B \) are nonterminals and \( W, Y \) are (possibly empty) sequences of terminals and nonterminals, \( B \) possibly occurring among the nonterminals of \( Y \). For an ambiguous CFG, there is no guarantee that multiple instances of a nonterminal will rewrite to through the same sequence of productions to yield the same string.

There are any number of ways that this basic notation can be used in a metagrammatical approach. In the first instance, we take \( c \) to be a signal to the processor to generate an expectation for a duplicate of the terminal sequence that the nonterminal it is attached to gets rewritten to, and that this expectation must be satisfied by the next nonterminal of the same name and in the same local domain.\(^5\) This approach will require that the sequence of terminals rewritten from the first \( B \) in (1) will be duplicated by the terminal sequence rewritten from the first instance of \( B \) (if any) that occurs in \( Y \). The restriction will not hold of subsequent instances of the nonterminal marked for copying in the same local domain nor at different levels in the analysis. A stronger interpretation could require an expectation for the same constituent analysis of the nonterminal as well. Since we do not allow the feature to stack, the string-based method does not yield the full expressive power of indexed languages. The point is just that it’s possible to keep a CF (or regular) grammar, and supplement the processor with a string-duplication operator which can be invoked at the sub-sentence level. This is sufficient to yield languages that more closely resemble the Zürich dialect in having other constructions besides the duplication construction, yet remaining efficiently processable.\(^6\)

We have implemented the interpreter in a chart parser that can be used in either top-down or bottom-up fashion. Edges in the chart are marked with a category (some nonterminal or pre-terminal symbol from the grammar), constituents, substring span and expectations (along with a unique identifier for each edge). This is modified to include a list of constraints, which for the present purposes is presumed to be just duplication checks. An edge with no expectations is inactive (saturated) and one with expectations is active. In the completer step, when active edges combine with adjacent inactive edges whose category satisfies the current expectation of the active, the usual process of creating a new edge with one less expectation is augmented with another: if the current expectation has an associated copy feature, then the new edge is marked with a constraint interpreted by the parser as indicated above — the nonterminal symbol and the string spanned by the inactive edge are noted so

\(^4\)We take a local domain, in tree terms, as a node and the set of nodes that it immediately dominates.

\(^5\)To get closer still to the Zürich dialect, we require that the duplication operator be applied at the level of preterminals, with complementation, to get the pairings of case-marked NPs and Vs.
that the next inactive edge of the same category (if one is expected) will have to span an identical string. Constraints of this form are not passed on after satisfied once, and are not passed out of the local domain. Within the same set of restrictions the implemented constraint could have been 'expect a reversed copy'. This would require computing the string's reverse before annotating the constraint list.

4 Discussion

The context free languages have already been studied from the perspective of minimal addition to incorporate copy languages. Savitch (1989)
does exactly that by presenting the model of computation required for the class of languages defined by augmenting the CFLs with reduplication: a Reduplication PDA (RPDA). An RPDA is just a PDA which has a special type of symbol that can be put onto the stack to make the machine treat the part of the stack above it as if it were a queue. Essentially, this obtains the reversal behavior needed of a stack to process copy languages as well as reversals. Multiple instances of the special symbol can be placed on the stack. Savitch presents a characterization of the languages in terms of string sets and the requisite computational structures. The family that we characterized above in terms of grammars are properly a subset of the languages recognized by RPDA, a restriction of RPDA languages which Savitch (1989) terms simple RPDA languages. The model of computation here is an RPDA in which only one special symbol is allowed on the stack at any one time. We have not proven the equivalence we conjecture between our metagrammatical method and the reduplication context-free grammars (RCFGs) that Savitch introduces as generative of simple RPDA languages. Savitch's (1989) grammars are stated in terms of rule schemata (a finite set) that generate potentially infinite sets of rewrite rules. This is the tradeoff between doing things metagrammatically and directly.

Joshi and Rambow (Joshi, 1990; Rambow and Joshi, 1994) have also considered the performance data associated with processing crossed vs. nested dependencies and present an alternative computation model, the bottom-up embedded PDA (BEPDA), designed for a variant of tree-adjoining grammar (it uses a stack of stacks and a more complex operation for emptying the stack). Rambow and Joshi (1994) use the processing model to demonstrate that it can account for the difference between crossed and nested dependencies in terms of the amount of time associated objects spend in the pushdown store of the BEPDA using a mildly context free language model that captures dependencies directly, rather than metagrammatically. Essentially, their analysis concludes the same: when judging string isomorphisms, it is easier to make the judgment of identically ordered pairs than it is to reversely ordered pairs. Thus, the cross-serial dependencies needn't cost the worst case complexity for parsing indexed or mildly context sensitive languages. Parsing gap languages requires, at worst, the worst case complexity of parsing w in whichever language class w is restricted to. Shieber (1985) pointed out without proof that the nonCF data associated Zirlich dialect is linearly parsable; our task has been to clarify how this follows from the language theory.

4.1 A Caveat

For efficient processing of gap to entail corresponding complexity for natural languages that license cross-serial dependencies hinges crucially on there being efficiently computable homomorphisms between the natural language and the string duplication languages. This is an open question. However, given that empirical work that compares processing of crossed and nested dependencies and concludes that the cross-serial dependencies are preferred to nested ones (Bach et al., 1986), and given our argument that cross-serial dependencies are in theory easier to process, we feel it reasonable to entertain the assumption that something such exists. This does not require us to assume that people actually use context-free grammars and compute homomorphisms in order to understand natural languages, just that the computational model should be at least approximately as efficient as people.

4.2 Implications

Our metagrammatical approach to dealing with cross serial dependencies involves the assumption of an operation for testing string duplication. We hinted earlier that we feel there to be sufficient reason to believe that copy-checking is a basic cognitive function, and although we don't suppose that people have built in production systems and processors isomorphic to our chart parser and base language, we do think that this copy-checking is invoked in the processing of crossed dependencies. Our approach to accounting for the processing complexity that the string duplication languages should take does make empirical predictions and these can be tested. For instance, if it is the case that such a mechanism exists, then patterns of string-copy disfluency should occur with different frequency in languages that license cross-serial dependencies than in those that do not. A string-copy disfluency is just one that involves a repeat of part of the sentence uttered so far:

1. We went to the to the store to buy some flour.

The idea is that speakers of languages with gap homomorphisms have a different pattern of invoking copy-checking than those who speak lan-

7Joshi (1990) gives a similar analysis for EDPAs.
languages that do not admit cross serial dependencies. These differences should be manifest in speech corpora like those that are currently being accumulated (Anderson et al., 1992; Miller, 1995), but which need augmentation by a corpus derived from copy-language dialects. Verifying this would, for example, establish whether the copied strings need to be constituents, and this has a bearing on whether processing models designed for incremental interpretation (Milward, 1992) are the best descriptors of human performance. 8 We do not offer arguments that our metagrammatical approach is the best description of human processing of cross serial dependencies, just that it is another theoretical justification for the difference in processing nested dependencies and efficient processing of crossed dependencies.
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