Bearing Fault Detection in ASD-Powered Induction Machine Using MODWT and Image Edge Detection
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ABSTRACT Today the industry depends on various types of three-phase induction machines, requiring operating at variable speeds to perform more complex processes. Therefore, it is vital to monitor their operation conditions to maintain the optimal efficiency of the processes they perform and avoid significant economic losses. The proposed work presents the design and development of a method for bearing damage detection based on Maximal Overlap Discrete Wavelet Transform and image processing for edge detection. Accuracies achieved with three types of damage exceed 90%. The signals for the test are acquired from seven different operating conditions for each type of damage. Supply comes from a power grid source and an adjustable speed drive. The Maximal Overlap Discrete Wavelet Transform is applied with different filtering levels to the three phases of the stator current, the magnitude of the filtered signals is acquired, a periodic two-dimensional array is generated and further smoothed by a Gaussian filter allowing the observation of patterns at the edges. Finally, the obtained images are scanned with a 2-D mask aiming to detect and count patterns associated to the fault detection process. Statistical analysis is performed over characteristic signatures obtained from the current magnitude of the three phases at different classes of damage and several mechanical load conditions.

INDEX TERMS Bearing fault detection (BFD), edge detection (ED), induction machine (IM), maximal overlap discrete wavelet transform.

I. INTRODUCTION
An induction machine (IM) takes advantage of electromagnetism to convert electrical energy into mechanical energy in order to provide mechanical work [1]. Consequently, the invention of IM has generated increased demand in diverse industrial processes or applications such as drinking water supply, wastewater treatment plants, purification plants, water desalination plants [2], cooling, heating, building elevators, underground electric transport, electric trains, and electric cars, among others. These processes or applications require mostly asynchronous IM due to its robustness, standardization, and their ease of maintenance. However, the unexpected interruption of some processes or applications has generated significant economic losses, so it has been considered vital to create models and monitor the current state of IM [3]. This motivates the scientific community to develop different detection methods. IM failures can occur because of internal or external causes. Among the internal causes are bearing damage, broken bars and loss of insulation in the windings, etc. [4], while external causes are due to sequence failures, phase loss or unbalance, undervoltage or overvoltage, harmonic distortion, among others [5]–[7]. Approximately 53% of IM failures are caused by bearing failures [4], [8]. The unexpected failures can lead to significant economic losses; therefore, it is essential to study the Bearing Failure (BF) that allows the development of new timely detection techniques.
In the relevant literature, several investigations have been made to address various methodologies and techniques for IM damage detection using digital signal processing; among them are recent works addressing rotor broken bar detection [9]–[11], damaged bearing detection [12]–[15], stator winding insulation fault detection [16]–[18], and multiple fault detection [19]–[22]. Many of these works have implemented several digital processing techniques, for example, the use of the Maximum Overlap Discrete Wavelet Transform (MODWT) [11], [23], and Motor Current Signature Analysis (MCSA) [10] for rotor broken bar detection, the use of the Stockwell transformer [13], [14], DWT [24], and statistical analysis [12] for damaged bearing detection, as well as the use of spectral resolution analysis for multiple fault detection [21], [25], and more. As a result, it can be concluded that the subject has already been meticulously researched, reporting accuracies ranging from 85 % to 100 % in damaged bearing detection [12], [26], [27]; however, many of these works are only adapted to specific failure conditions, but not to real faults, and the algorithms currently employed are specialized in finding failures under specific operating conditions, so it is necessary to subject any developed method to various operating and failure conditions in order to evaluate its accuracy correctly.

Other creative works that analyze the vibration signal, using techniques such as analysis for Squared Envelope Based Spectral Kurtosis (SESK) [28]. Up to now, the vibration-based bearing fault diagnostic is widely used [13], [24], [29]–[32], recent research has been found that takes advantage of the benefits of the MODWT for the detection of damage in gearboxes or bearings mainly by vibration signals, because the MODWT is suitable for the decomposition of the complete cycle signal of bearings and gears. The authors who use the MODWT or some of its variants as the MODWT emphasize that one of the main advantages is that it does not use subsampling, which gives a higher resolution of the signal [33]–[35]. Nevertheless, very few MODWT-based works have been found for current signals when the motor is powered by adjustable speed drive (ASD) or other electronic drive equipment [23].

This work presents a method to detect localized and distributed damage in the front bearing of a three-phase asynchronous induction machine by using MODWT in combination with some linear transformations, filtered texture image processing, and statistical classifiers for stator current analysis. As a result, the type of localized and distributed damage in the front bearing of the induction machine is detected and discerned in power grid source (PGS) or ASD applications. The methodology is based on analyzing the torque variation using the current magnitude of the three phases. The obtained results show accuracies greater than 90% for all cases.

II. THEORETICAL BACKGROUND

Localized bearing damage is generally associated with a frequency band that is observed as a vibration frequency or in the frequency components that modulate the stator current. Various models have been presented to represent this based on their structure. The mechanical frequency $f_m$ caused by the passage of the ball, which produces a vibration generated by the damage at a single point located in the various zones of the bearing, can be determined by (1), while the current frequency in the sidebands corresponding to the damage is obtained from (2) [36].

$$f_o = \frac{N_b}{2}f_s \left(1 - \frac{R_b}{R_c} \cos \beta \right)$$

$$f_i = \frac{N_b}{2}f_s \left(1 + \frac{R_b}{R_c} \cos \beta \right)$$

$$f_b = \frac{R_c}{2R_b}f_s \left(1 - \frac{R_b}{R_c} \cos \beta \right)^2$$

$$f_c = \frac{1}{2}f_s \left(1 - \frac{R_b}{R_c} \cos \beta \right)$$

$$f_{bf} = | f_s \pm kf_m |$$

where $N_b$ is the number of balls in the bearing, $R_b$ is the radius of the ball, $f_s$ is the rotation frequency, $R_c$ is the pitch radius, $\beta$ is the contact angle between the ball and the ball bearing races (see Fig. 1), $f_i$, $f_b$, $f_o$, and $f_c$ are the mechanical frequencies due to the inner raceway fault, the ball fault, the outer raceway fault, and the cage effect respectively, $k$ is a natural number, $f_s$ is the electrical frequency at which the motor is powered, $f_{bf}$ is the frequency observed as the sidebands of the BF in the current signal. The absolute value is used in (2) because negative frequencies are not considered.

A. MAXIMAL OVERLAP DISCRETE WAVELET TRANSFORM (MODWT)

This transformation enables multi-resolution analysis (MRA) similar to DWT. One of the main advantages of MODWT over DWT are: the use of vectors of the same length as the original signal $x(n)$ to represent decomposition levels [11], thanks to its lack of downsampling, more information is retained and the acquired signals are smoothed out for higher levels of transformation, and the use of MODWT to create an MRA makes the choice of wavelet filter less critical, so easier to process filters such as Haar with only two points can be chosen. However, its main disadvantage is the amount of memory resources it requires compared to DWT.

Figure 2 shows the construction process of a MODWT as well as the corresponding filters. Take special attention to the fact that due to upsampling, for a Daubechies wavelet it is...
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III. METHODOLOGY

A. DATA ACQUISITION

Figure 3 shows the block diagram used for bearing damage detection by MODWT. A DAS acquisition stage is also required, which is carried out employing hardware and consists of an analog conditioning stage, a digital conversion, and acquisition stage, which is responsible for sending the signals to a Personal Computer (PC). As can be seen in the block diagram, the current signals are studied in two modes, the current acquired from the stator and the current squared from the stator can be studied; only in the latter case must the signal be considered as doubling its frequency.

The fixed sampling length and full-cycle acquisition procedure allow a fixed data acquisition analysis. This procedure aims to set a fixed acquisition of 614.4 cycles per sample as shown in (3). This is obtained with a fixed 65535 data length (Data\textsubscript{len}), and a normalized data rate acquisition (Data\textsubscript{rate}) (6400 data/s). As a result, the adjustable sampling rate (f\textsubscript{sample}), for any IM operational frequency (f\textsubscript{s}), is calculated in (4). The f\textsubscript{sample} is used in the data acquisition system as sampling rate configuration.

\[ \text{Cycle}_{\text{sample}} = \frac{\text{Data}_{\text{len}}}{60 \text{Hz}} = 614.4 \text{(cycles/sample)} \]  

(3)

\[ f_{\text{sample}} = \frac{\text{Data}_{\text{rate}}}{60 \text{Hz} f_s} \]  

(4)

B. SIGNAL TREATMENT

When analyzing the MCSA, five sets three-phase signals will be generated whose magnitude is determined by (5). This magnitude is used to form a bidimensional array in which some bands that repeat periodically can be seen.

The array must be built so that the total number of pixels of width corresponds to the exact cycles of the signal. Later a little noise and spurious components are eliminated using a Gaussian filter in 2D. The filtered signal is binarized, where if desired, a small hysteresis to eliminate unwanted noise can be included. Once the signal is binarized, it is possible to obtain fine edges of one-pixel width using the Laplacian. These edges are analyzed by a set of masks that determine the number of matching patterns in the two-dimensional array, which allows obtaining a characteristic distribution function for each type of case utilizing the calibration with known signals.

The signals are classified by a detection stage that identifies the test signals according to their similarity to the calibrated probability distribution, whose typical behavior is a log-normal, using hypothesis tests with \( \alpha = 0.1\% \), giving an idea of the low overlap between the categories to be tested. This is done for both the original signal and the four MODWT decomposition levels. The results of all decomposition levels and the original signal must be classified in the same category to which they are assigned. Priority is given to healthy classification, so if it falls into an overlap region between healthy and damaged, it will be classified as healthy as a priority, provided that all levels have also been classified in the same way, so it is possible for a damaged bearing to be classified as healthy if all levels were classified as such, but not vice versa.

\[ l_r = ||\vec{i}_{rate}|| = \sqrt{\frac{2i_a^2 + i_b^2 + i_c^2}{3}} \]  

(5)

To obtain good results with the proposed methodology, it is necessary to eliminate the DC-Offset components and normalize the phase currents in amplitude. This is possible if the signals are subtracted from their mean and divided by their standard deviation.

If the three current phases are squared or multiplied by themselves, a three-phase set of signals is produced that oscillates at 120 Hz, whose phase balance is considered ideal. The above steps can be performed for both the current and square current of the motor. It should be noted are that when the current is squared, it tends to change its amplitude and also adds a DC-offset value which is recommended to be eliminated in order to appreciate better the variations in the magnitude of the \( \vec{i}_{\text{rate}} \) motor’s square current vector. The block diagram in Fig. 3 shows that both MCSA and MSCSA can be used.

C. SELECTION OF LEVELS 4 TO 7 OF THE MODWT

The wavelet levels of the signal are extracted by the matlab function modwt, which generates a multi-resolution array containing the detail coefficients \( D^1, D^2, D^3, \cdots, D^7 \), of which in this case only \( D^4, D^5, D^6, \) and \( D^7 \) are of interest. Figures 4 and 5 show the information content of the levels of interest, where the signal elongation between levels 4 and 7 is greatest. The Haar-type Wavelet transform has been used. In addition, in the first levels of the transformation, this
type of filter eliminates much of the high-frequency noise introduced by the switching of the frequency converter.

**D. IMAGE PROCESSING**

The signal acquired by the motor current magnitude has a periodic behavior, so if exact cycles are repeated in each line of a two-dimensional array, a stripe pattern will be observed (see Fig. 6). Since the signal is sampled at 6,400 samples per second, one cycle of the signal at 60 Hz cannot be represented with a whole number of samples, but three cycles require 320 exact samples, which defines the number of pixels wide used in the two-dimensional array. Therefore, the height is defined as 100 pixels so that the 2D array is made up of a total of 32,000 pixels, which defines the number of pixels wide used in the two-dimensional array. In Fig. 6, it is clear that the behavior is less rough as the transformation level increases, so each transformation level contributes different patterns; however, the binormal components (axial) only contribute unwanted noise.

Figure 6 shows six two-dimensional arrays, the first 4 in the upper part correspond to the 2D array for each level of MODWT decomposition ($D^4, D^5, D^6,$ and $D^7$). The last two in the lower part corresponding to the original signal, where one is the magnitude of the vector measured from the center of the path formed by the current vector and measures the normal variations to the circular path (radial variations $i_r$). While the figure on the right at the bottom shows the binormal variations (axial variations $i_γ$), it is usually made up of only undesirable noise.

Figure 7 shows the relief of magnitude variations for level 6 of the transformation and the original signal. It can be noticed that when the signal is concatenated with itself, a periodic pattern is formed, in which it is possible to appreciate that there is too much noise, producing a very rough surface. In Fig. 6, it is clear that the behavior is less rough as the transformation level increases, so each transformation level contributes different patterns; however, the binormal components (axial) only contribute unwanted noise.
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FIGURE 6. Two-dimensional arrangements corresponding to the detail coefficients for the transformation levels 4, 5, 6, 7 and current magnitude of the original signal and its binormal variation, as indicated in the header of each image.

FIGURE 7. Reliefs of the two-dimensional arrays generated from the current vector, the level of DC offset has been eliminated. (a) Magnitude variation of $D_6$. (b) Magnitude variation of the original signal.

E. GAUSSIAN FILTER

The 2D arrays were filtered by a Gaussian function to reduce noise. The Gaussian filter is defined by the following equation:

$$G(p, k) = \frac{1}{2\pi \sigma_p \sigma_k} e^{-\frac{1}{2} \left( \frac{(p-p_0)^2}{\sigma_p} + \frac{(k-k_0)^2}{\sigma_k} \right)}$$

where $\sigma_p$ and $\sigma_k$ are the standard deviations in the two directions that define the bell’s opening in the horizontal and vertical directions respectively, $p_0$ and $k_0$ indicate the location of the pixel that corresponds to the bell’s maximum. In this case the values were chosen: $p_0 = 50$, $k_0 = 160$, $\sigma_p = 200$ and $\sigma_k = 1800$.

FIGURE 8. Reliefs of the two-dimensional arrays once filtered. (a) Magnitude variation of $D_6$. (b) Magnitude variation of the original signal.

F. BINARIZATION WITH THRESHOLD AND HYSTERESIS

As shown in Fig. 7 and Fig. 8 the DC component has been removed, allowing the threshold to be zero. Since the plots have a reasonably smooth behavior, the hysteresis value for the threshold can be minimal or zero compared to the oscillation amplitude of the observed surfaces. Perhaps the hysteresis could be more useful in the case of Fig. 8.b, which corresponds to the magnitude variation of the original signal.

The threshold allows everything above the set threshold value to become one, while everything below is zero. The hysteresis level reduces the generation of islands or points near the transition region that could be considered as unwanted noise. Fig. 9 shows the 2D pattern before binarization and Fig. 10 shows the binarized pattern in image format.

Once the image has been binarized using Laplacian, it is possible to obtain a fine edge one pixel wide. By analyzing these fine edges, it is possible to determine the condition of the bearing. Figure 11 shows the behavior of the edges obtained from the 2D arrays.
FIGURE 9. Filtered unbiased two-dimensional arrays corresponding to the detail coefficients for the transformation levels 4, 5, 6, 7 and current magnitude of the original signal and its binormal variation, as indicated in the header of each image.

FIGURE 10. Two-dimensional arrangements in values 0 and 1 corresponding to the detail coefficients for the transformation levels 4, 5, 6, 7 and current magnitude of the original signal and its binormal variation, as indicated in the header of each image.

FIGURE 11. Detection of edges in arrays corresponding to the detail coefficients for the transformation levels 4, 5, 6, 7 and current magnitude of the original signal and its binormal variation, as indicated in the header of each image.

FIGURE 12. Basic principle for sweeping and comparison of the mask with the two-dimensional arrangement containing edges.

G. IDENTIFYING PATTERNS WITH MASKS

The edge behavior analysis is performed by scanning a 9-pixel combinatorial square mask containing a central horizontal strip of pixels of value 1 (see Fig. 12), while the other pixels are zero, by scanning the two-dimensional matrix for patterns identical to it, leaving a 2-pixel margin at the boundaries (as there may be unwanted distortion at the matrix margin). As the mask scans the array, the number of patterns matching the mask is counted as a cumulative sum. Figure 12 shows the basic principle of using the mask. The sweep is first done horizontally; each time it stops, it compares the bits in the region against the mask being tested. If all the bits are the same, the counter increases; otherwise, it continues to traverse the array.

Other 9-pixel masks were also studied in which the pattern is not horizontal, and even 15-pixel rectangular masks were tested, but the mask with the most relevant results are obtained is the one with the horizontal edge; however, it is left to future research to test different combinations of masks simultaneously.

In the graphs of Fig. 11 it is observed that each of the figures contains different number of horizontal patterns, these horizontal patterns are counted for each bearing condition behaving as a fingerprint for each case, the detector uses the number count of horizontal patterns observed and thus by means of the log-normal probability distributions classifies the type of damage.

The number of patterns matching the mask corresponds typically to some damage condition so that if the experiment is repeated, a log-normal probability distribution is produced. This was determined by observing the shape of the acquired
data asymmetric distribution, and the accuracy was tested using normal and log-normal distributions, with the accuracy in all cases being exceeded by the log-normal distribution (see Table 2).

Figure 13 shows the counting behavior of one of the masks tested for a specific batch of 50 healthy case signals. In this case, to illustratively highlight the log-normal behavior, a mask with a diagonal band of negative slope was used, and a wavelet filtered signal was also used, which presents mostly horizontal patterns, so the pattern count was not higher than 42 patterns. Hypothesis tests were performed to 3 types of distributions: Normal, Log-Normal and Gamma, which determined that the best fit was the Log-Normal distribution. In addition to the same tests performed in Table 1, there were also performed with Normal distribution, noting a slight decrease in the accuracy achieved. As we can observe, the normal distribution does not present an adequate accuracy value for fault type classification, however it is worth noting that the accuracy achieved for only damage condition detection exceeded the accuracy of the log-normal distribution.

As we can observe, the normal distribution does not present an adequate accuracy value for fault type classification, however it is worth noting that the accuracy achieved for only damage condition detection slightly exceeded the accuracy of the log-normal distribution only by a few tenths (see Table 1). As a result, it was decided to choose the log-normal distribution instead of the normal one, leaving as future work the study with the normal distribution.

In Figure 13 the vertical axis corresponds to the probability, while the horizontal axis is the count of matching patterns in each test. The characteristic probability distribution is established for a relatively high acceptance region since the value of $\alpha = 0.1\%$. On the other hand, the use of a log-normal probability distribution allows a better fit to the rejection regions (distribution tails) in an asymmetric way, which increases the accuracy and avoids unnecessary overlaps. Finally, once the sum of the patterns found has been accumulated, it must be compared with the limits established for the case of healthy bearing and damaged bearing, thus classifying the set of signals tested. In order to assign a healthy category to a bearing, all the accumulators, for each level of wavelet and the original signal, must be classified simultaneously in that category, which makes the test more rigorous. Furthermore, using the MODWT allows a search for faults under different resolutions.

### IV. EXPERIMENTAL SETUP

#### A. TEST BENCH SETTINGS

For this work, the experimental tests are carried out through a three-phase IM WEG 00118ET3EM143TW, 1HP, 1800RPM, 220VAC@60Hz, and 2.98A. The IM nominal current is used as the maximum value of the load applied. The load is mechanically generated; this sets the loaded condition when the rotor is attached with the belt, consuming 60% of the IM nominal current. One healthy bearing and three different damaged bearings are used for bearing 6204 (see Figure 14). The first damage presented is the outer raceway with a hole of 1.58 mm diameter (HOLE) (Figure 14.a). Next, the bearing BALL damage (BALL) is obtained by a drilling tool with a diameter of 1.58mm (Figure 14.b). Finally, Distributed Damage Case (DDC) is presented employing a corroded bearing (Figure 14.c). Each damaged bearing is placed on the front cover of an IM set. The power source is configured under seven conditions. The first one is the power grid source (PGS); the rest are obtained from an adjustable speed drive (ASD) configured at 2.5kHz switching frequency, the lowest frequency available, which allows a high ripple order; the operational frequency is set to 60Hz, 50Hz, 40Hz, 30Hz, 20Hz, and 10Hz. The three-phase current data are measured by a digital acquisition system (DAS) and FPGA set. The DAS subsystem is comprised of: three ACS758LCB-050B current sensors, a hardware signal conditioning stage is implemented using the OP177, and the ADS7841P is used as an analog to digital converter stage for the three-phase currents. The digital data are sent to an FPGA Xilinx family on a Digilent Genesis-2 board through serial port interface (SPI) protocol. The FPGA stores the acquired data using the ($f_{samp}$) configuration shown in (4). In order to enable/disable the PGS or the ASD, the FPGA also sends the RUN/STOP command to an

| $\alpha$ | GEN | S.P | DSTR | FAULT |
|---------|-----|-----|------|-------|
| 0.5%    | 82.32% | 82.19% | 84% | 95.75% |
| 0.4%    | 83.93% | 84.14% | 85.36% | 96.25% |
| 0.3%    | 87.89% | 88.95% | 87.21% | 95.64% |
| 0.2%    | 87.25% | 88.19% | 88.86% | 96.82% |
| 0.15%   | 90.39% | 92.71% | 87.86% | 95.21% |
| 0.1%    | 88.39% | 90.19% | 88.36% | 95.43% |
| 0.05%   | 89%  | 91.95% | 87.5% | 94.57% |

$\alpha$ optimal 0.15% for classification
$\alpha$ optimal 0.2% for fault detection
In order to analyze the accuracy of the test and to study its ability to distinguish between the different classes of damage at mechanical load conditions, confusion matrices were performed. The best results to distinguish between classes are obtained using the log-normal distribution reaching an overall accuracy of 91.18% for a value of \( \alpha = 0.1 \). However, it should be kept in mind that if it is a matter of distinguishing the damaged case from the healthy case, the appropriate value of \( \alpha \) is 0.3 reaching an overall accuracy of 96.36% (this accuracy is based on classifying the damage for 50 healthy and 150 damaged cases of three types according to the generated confusion matrices), see Table 2. The method was tested to distinguish between various bearing conditions to evaluate the test.

Table 3 shows the performance of the test with and without load, the results without load are quite promising. However, it is observed that when the IM is subjected to load it costs the method to achieve a good accuracy for the DDC (84.14%), also the methodology presents problems to distinguish various classes of damage (GEN 88.5%), but the accuracy is high for detecting damage at a single point (HOLE 92.48%). In addition to these disadvantages with a \( \alpha = 0.1 \) a high accuracy is achieved to discern between a healthy and a damaged case (FAULT 92.6%), this is good since what is sought is to detect the damage condition and not what type of damage the bearing has.

Tables 5 and 6 also use \( \alpha = 0.1 \), in them the accuracy of the method to classify between the different types of damage is obtained, however with the data presented the other accuracies presented in Table 3 can be obtained, the accuracies in Table 5 are good most of the different feed conditions either PGS or ASD. For the loaded case (Table 6) there is a decrease in accuracy for the 60 Hz PGS because the DDC is classified as a healthy bearing 30% of the attempts, likewise for the 30 Hz ASD the DDC is classified as healthy 18% of the attempts, for the 20 Hz ASD 44% of the attempts and...
for the 10 Hz ASD 50% of the attempts. However, for 60, 50 and 40 Hz ASD the DDC is not classified as healthy any of the occasions, these data show that it is more complex but not impossible to detect DDC than point damage caused in the laboratory.
In order to subject the method to a more rigorous analysis, a value of \( \alpha = 0.3 \) was used to classify healthy and damaged bearing signals, using a set of 100 signals of which, 50 were with damage and 50 without damage, also different power supply sources were used, obtaining the results in Tables 7 and 8. Tests again reveal that accuracy decreases when load is applied to MI.

When performing experiments with MSCSA the opposite becomes evident, the accuracy without load decreases and the accuracy with load increases, see Tables 9 and 10, it is important to note that the signal frequency doubles as the signal is squared and regions of the signal that were previously ignored with MCSA are analyzed.

On the other hand, note in Tables 7 to 10 that the accuracy at 50 Hz decreases because there were amplitude oscillation problems with the ASD output at that specific frequency, affecting the quality of the database at that specific frequency.

### TABLE 7. Summary of all unloaded test for MCSA.

| Operation | HOLE | BALL | DDC |
|-----------|------|------|-----|
| 60 Hz PGS | 99.9% ± 0.01% | 99.9% ± 0.01% | 99.5% ± 0.53% |
| 60 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.01% | 99.5% ± 0.53% |
| 50 Hz ASD | 76.6% ± 9.83% | 85.6% ± 6.31% | 81.8% ± 7.73% |
| 40 Hz ASD | 98.8% ± 3.12% | 97.9% ± 3.78% | 97.4% ± 3.24% |
| 30 Hz ASD | 99.5% ± 0.53% | 99.9% ± 0.32% | 99.9% ± 0.01% |
| 20 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.01% | 99.9% ± 0.01% |
| 10 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.01% | 99.9% ± 0.01% |

Global Accuracy = 96.92% Standard Deviation = 1.71%

### TABLE 8. Summary of all loaded test for MCSA.

| Operation | HOLE | BALL | DDC |
|-----------|------|------|-----|
| 60 Hz PGS | 98.8% ± 1.23% | 99.4% ± 0.7% | 99.3% ± 0.67% |
| 60 Hz ASD | 97.2% ± 5.07% | 96.6% ± 8.66% | 98.3% ± 2.63% |
| 50 Hz ASD | 65.7% ± 7.97% | 71.9% ± 14.36% | 76.8% ± 24.13% |
| 40 Hz ASD | 97.7% ± 4.64% | 99.7% ± 0.48% | 94% ± 11.63% |
| 30 Hz ASD | 89.5% ± 17.93% | 85.7% ± 16.55% | 89.7% ± 13.98% |
| 20 Hz ASD | 99.7% ± 0.48% | 99.7% ± 0.48% | 99% ± 1.05% |
| 10 Hz ASD | 96.4% ± 3.75% | 87.8% ± 6.73% | 98.9% ± 1.6% |

Global Accuracy = 92.43% Standard Deviation = 6.89%

### TABLE 9. Summary of all unloaded test for MSCSA.

| Operation | HOLE | BALL | DDC |
|-----------|------|------|-----|
| 60 Hz PGS | 88.1% ± 2.85% | 91.3% ± 2.91% | 92.7% ± 3.37% |
| 60 Hz ASD | 88.7% ± 5.76% | 92.1% ± 5.24% | 93.5% ± 3.41% |
| 50 Hz ASD | 66.5% ± 14.21% | 66.5% ± 13.88% | 67.1% ± 12.2% |
| 40 Hz ASD | 90.01% ± 10.89% | 88.9% ± 9.84% | 91.4% ± 11.35% |
| 30 Hz ASD | 99.3% ± 0.48% | 99.9% ± 0.01% | 99.9% ± 0.01% |
| 20 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.53% | 99.9% ± 0.01% |
| 10 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.01% | 99.9% ± 0.01% |

Global Accuracy = 97.22% Standard Deviation = 4.61%

### TABLE 10. Summary of all loaded test for MSCSA.

| Operation | HOLE | BALL | DDC |
|-----------|------|------|-----|
| 60 Hz PGS | 98.2% ± 0.48% | 99.6% ± 0.52% | 99.3% ± 0.95% |
| 60 Hz ASD | 99.9% ± 0.32% | 99.9% ± 0.32% | 99.2% ± 1.32% |
| 50 Hz ASD | 67.4% ± 3.6% | 91.2% ± 4.83% | 86.9% ± 3% |
| 40 Hz ASD | 99.9% ± 0.01% | 99.9% ± 0.01% | 97.4% ± 3.41% |
| 30 Hz ASD | 99.4% ± 0.52% | 99.9% ± 0.32% | 80.2% ± 3.71% |
| 20 Hz ASD | 99.8% ± 0.42% | 99.6% ± 0.52% | 99.4% ± 1.07% |
| 10 Hz ASD | 94% ± 1.76% | 96.8% ± 1.18% | 99.7% ± 0.67% |

Global Accuracy = 95.67% Standard Deviation = 1.38%

### TABLE 11. Theoretical computational complexity of the methodology utilized.

| Methodology | \( \frac{1}{m} \) | \( \frac{1}{m} \) | \( \frac{1}{m} \) | \( \frac{1}{m} \) | \( \frac{1}{m} \) |
|-------------|----------------|----------------|----------------|----------------|----------------|
| MODWT       | 10240m \( \rightarrow \) M | 10240m \( \rightarrow \) M | 256m \( \rightarrow \) M | 5mm \( \rightarrow \) M | 5mm \( \rightarrow \) M |
| FFT 2D Filter | 8mm \( \rightarrow \) M | 256m \( \rightarrow \) M | 5mm \( \rightarrow \) M | 8mm \( \rightarrow \) M | 10mm \( \rightarrow \) M |
| Luminance   | 32mm \( \rightarrow \) M | 32mm \( \rightarrow \) M | 32mm \( \rightarrow \) M | 32mm \( \rightarrow \) M | 32mm \( \rightarrow \) M |

### TABLE 12. Comparison between fault Detection Methods.

| No | Methodology | No. operations |
|----|-------------|----------------|
| 1  | Kolmogorov Smirnov test | \( \sim 10^4 \) |
| 2  | Kuiper test | \( \sim 10^4 \) |
| 3  | Perason Chi-squared test | \( \sim 10^4 \) |
| 4  | Sub-Nyquest Strategy With Reduced Data Length | \( \sim 10^4 \) |
| 5  | Proposed | \( \sim 10^8 \) |
| 6  | Estimation of Signal Parameters via Rotational Invariance Techniques | \( \sim 10^{11} \) |
| 7  | MODWT and a Lightweight 1D CNN | \( \geq 10^{12} \) |

Table 8 shows the values of accuracy reached for tests performed with mechanical load, and here it is possible to notice that at 50 Hz specifically, the accuracy decreases when the IM is fed from an ASD, the accuracy at 30Hz decreases slightly, and for the rest of the cases it is presented in a value that exceeds 94 % (except for the BALL damage at 10 Hz). Thus, the MCSA methodology achieves an overall value of 92.43 % with the mechanical load.

Table 10 shows the values of accuracy achieved for MSCSA tests performed with a load. It can be seen that, especially at 60 Hz, the accuracy increases when the IM is fed from an ASD, unlike MCSA, in the case of 50 Hz, the accuracy decreases only for the case of HOLE damage, the accuracy does not decay at 30 Hz as with MCSA, the MSCSA methodology reaches overall values of 95.67 %. If the 50 Hz tests that presented problems were discarded, the accuracy for would be 97.74%.

### VI. CONCLUSION

The experimental results confirm the success of the proposed methodology implemented; they can be competitive compared with the state of the art results. In this work, current signals are used as input to the algorithms. As a result, MSCSA shows better accuracy results than MCSA.
Furthermore, combining both methodologies according to the loading condition is recommended to ensure satisfactory accuracy results under general operating conditions. Furthermore, the ability to discern between different types of bearing damage shows the potential of the test to diagnose different types of damage according to their distribution, e.g., bearing damage, bar damage, short-circuit damage, among others. Furthermore, using simple statistical techniques by pattern counting shows the advantages of the presented methodology in BFD. Finally, the proposed algorithm has the flexible ability to work together with other BFD methodologies, such as using artificial neural networks to identify patterns in the two-dimensional arrays, facilitating the possibility of achieving accuracy improvements in future work.

**APPENDIX A**

**COMPUTATIONAL COMPLEXITY**

Table 11 shows the computational cost of this methodology, which is high compared to others as a consequence of the wavelet transforms of 5 seconds of signal. In addition, it is required to obtain the magnitude from the three phases of current to five sets of signals that come from the original signal and the four levels of wavelet transform.

Also, quite a lot of resources are consumed in the processing of the two-dimensional arrays through the FFT 2D, filtering, binarization and the Laplacian, once the masks are analyzed very simple binary operations of type X-OR and AND that manipulate the counter are performed, then the detector only uses comparison operations to classify based on the calibration parameters.

Table 12 shows the comparison between different methods according to their computational complexity. As can be seen, the computational cost is not low but neither is it as excessive as the computational cost used by Deep Learning methods in [23]. In [43] there is also an analysis of computational costs prior to 2017 and it is worth noting the work published in [1] manages to reduce the computational cost by an order of magnitude with respect to the work published in [43].

**APPENDIX B**

**LINK BETWEEN THE FAULT TYPE AND THE STUDIED EDGE PATTERNS**

Figure 7 is a 3D representation of two of the texture signals shown in figure 6, these when processed by the Gaussian filter change to a smoother texture shown in figure 8 and 9. Figure 10 is a two dimensional array with binary data: 0 (blue) and 1 (Yellow), these serve to detect 1 pixel wide edges presented in Fig 11 which is here where it is relevant to observe the various bearing conditions.

Fig. 15 shows the edge arrays obtained for each particular damage condition for a loaded IM, it can be clearly seen that the BALL and DDC are most easily distinguished by their patterns at the L4 and L5 wavelet levels, while the L6 level helps to distinguish the HOLE damage.

However, this is visible to the naked eye in the patterns, but the use of a mask to scan and quantify the patterns and compare them with a probability distribution uses each of the levels L4 to L6 as well as the original signal to determine the condition of the bearing or the type of damage that is present.
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