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I. INTRODUCTION

Fractional calculus is the calculus of differentiation and integration of non-integer orders [1, 2]. During last three decades, fractional calculus has gained much attention due to its demonstrated applications in various fields of science and engineering, such as anomalous diffusion [3], fractional dynamical systems [4–6], fractional quantum mechanics [7], fractional statistics and thermodynamics [8], to name a few.

Fractional vector calculus (FVC) is important in describing processes in fractal media, fractional hydrodynamics [9, 10], and CTRW [11]. Fractional vector calculus is discussed in the spherical coordinate framework. A variation of the spherical coordinate framework the radius is naturally bounded to the positive half, we need define both the right and the left functions. The situation will become even more complicated when we deal with high dimensions. In this letter we will define FVC in spherical coordinate framework. Since in the spherical coordinate framework the radius is naturally bounded to the positive half, we need just one fractional derivative.

Using this frame, we will discuss the Laplacian equation [11] with fractional radius derivative in 3-d space and the heat conduct equation [11] in 2-d space with cylindrical symmetry. As a result, the corresponding special functions will be generalized. Finally, we will generalize hypergeometric functions [12–14].

II. FRACTIONAL CALCULUS

To start, let’s briefly recall some basic facts in fractional calculus [1, 2]. There are many ways to define fractional integral and fractional derivative. In this letter we will use Riemann-Liouville fractional integral and Caputo fractional derivative.

Let \( f(x) \) be a function defined on the right side of \( a \). Let \( \alpha \) be a positive real. The Riemann-Liouville fractional integral is defined by

\[
I^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-\xi)^{\alpha-1} f(\xi) \, d\xi. \tag{1}
\]

The integral has a memory kernel.

Let \( A \equiv [\alpha] + 1 \). The Caputo fractional derivative is defined by

\[
D^\alpha f(x) = I^{\alpha-A} \frac{d^A}{dx^A} f(x) = \frac{1}{\Gamma(A-\alpha)} \int_a^x (x-\xi)^{A-\alpha-1} \frac{d^A}{d\xi^A} f(\xi) \, d\xi. \tag{2}
\]

They have the following properties:

\[
D^\alpha(x-a)^\beta = 0, \quad \beta \in \{0, 1, ..., [\alpha]\}; \quad (3)
\]

\[
D^\alpha (x-a)^\beta = \frac{\Gamma(\beta+1)}{\Gamma(\beta-\alpha+1)} (x-a)^{\beta-\alpha}, \quad \beta \text{ otherwise}; \quad (4)
\]

\[
I^\alpha (x-a)^\beta = \frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)} (x-a)^{\beta+\alpha}. \tag{5}
\]

These properties are just fractional generalizations of

\[
\frac{d^n}{dx^n} x^m = \frac{m!}{(m-n)!} x^{m-n}, \quad n \in \mathbb{N}, \quad m \neq 0, \quad (6)
\]

\[
\int_0^x dx \ x^m = \frac{m!}{(m+1)!} x^{m+1}. \tag{7}
\]

For a ‘good’ function, one can define its fractional Taylor series

\[
f(x) = \sum_{m=0}^{\infty} (D^\alpha)^m f(x)|_{x=a} \cdot [(I^\alpha)^m \cdot 1]. \tag{8}
\]

 Explicitly,

\[
(I^\alpha)^m \cdot 1 = \frac{1}{\Gamma(m\alpha+1)} (x-a)^{m\alpha}. \tag{9}
\]
A. Spherical coordinates

The spherical coordinates of 3-dimension space is a triplet \((r, \theta, \phi)\). In one-order calculus, the gradient of a scale function \(u(r, \theta, \phi)\) is

\[
\text{Grad } u = \left( e_r \frac{\partial}{\partial r} + e_{\theta} \frac{1}{r} \frac{\partial}{\partial \theta} + e_{\phi} \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \right) u. \tag{10}
\]

We generalize this definition to fractional calculus as

\[
\text{Grad}^{\alpha} u = \left( e_r D_r^{\alpha} + e_{\theta} \frac{\Gamma(\alpha + 1)}{r^\alpha} \frac{\partial}{\partial \theta} + e_{\phi} \frac{\Gamma(\alpha + 1)}{r^\alpha \sin^\alpha \theta} \frac{\partial}{\partial \phi} \right) u, \tag{11}
\]

where \(D_r^{\alpha} u = \frac{1}{\Gamma(A-\alpha)} \int_0^r (r - \rho)^{A-\alpha-1} d^\alpha \rho u(\rho, \theta, \phi) d\rho\). For anisotropic space, \(\alpha\) is a function of \(\theta\) and \(\phi\). For isotropic space, \(\alpha\) is a constant and independent of \(\theta\) and \(\phi\). We will just consider the isotropic case.

By this definition, the real space metric is changed to an effective metric. This can be easily seen from Fig. [1]. The radius \(|OA|\) now is \(|I_A \cdot 1| = \frac{1}{\Gamma(\alpha+1)} r_A^{\alpha}\); the arc length \(\tilde{N} A = \frac{1}{\Gamma(\alpha+1)} r_A\) and the arc length \(\tilde{L} A^t = \frac{1}{\Gamma(\alpha+1)} r_A^{\alpha} \sin^\alpha \theta A \). This kind of metric is non-additive since \(|OB| \neq |OA| + |AB|\) even when \(O, A\) and \(B\) are on the same straight line. This is due to the non-locality of the fractional operations.

### III. FRACTIONAL VECTOR CALCULUS

As has been aforementioned, fractional derivative is defined only on the right or the left half of the real line, which gives complications in defining an effective FVC with Cartesian coordinates. So it may be more feasible to do FVC with spherical coordinates.

---

By the above generalization, the divergence of a vector function \(A = (A_r, A_{\theta}, A_{\phi})\) is

\[
\text{div}^{\alpha} A = \frac{1}{r^{2\alpha} \sin^\alpha \theta} D_r^{\alpha} (r^{2\alpha} \sin^\alpha \theta A_r) + \frac{\Gamma(\alpha + 1)}{r^{2\alpha} \sin^\alpha \theta} \frac{\partial}{\partial \theta} (r^{2\alpha} \sin^\alpha \theta A_{\theta}) + \frac{\Gamma(\alpha + 1)}{r^{2\alpha} \sin^\alpha \theta} \frac{\partial}{\partial \phi} (r^{2\alpha} A_{\phi}). \tag{12}
\]

The Laplacian of a scale function \(u(r, \theta, \phi)\) will be

\[
\triangle^{\alpha} u \equiv \text{div}^{\alpha} \text{Grad}^{\alpha} u
= \frac{1}{r^{2\alpha}} D_r^{\alpha} (r^{2\alpha} D_r^{\alpha} u) + \frac{\Gamma(\alpha + 1)}{r^{2\alpha} \sin^\alpha \theta} \frac{\partial}{\partial \theta} (\sin^\alpha \theta \frac{\partial}{\partial \theta} u) + \frac{\Gamma(\alpha + 1)}{r^{2\alpha} \sin^2 \theta} \frac{\partial^2}{\partial \phi^2} u. \tag{13}
\]

The rotor operator can be defined as well. Since in this letter we do not deal with the rotor, its definition will not be given.

B. Polar coordinates

Likewise, the fractional gradient operator of two dimensions in polar coordinates can be defined as

\[
\text{Grad}^{\alpha} u = \left( e_r D_r^{\alpha} + e_{\theta} \frac{\Gamma(\alpha + 1)}{r^\alpha} \frac{\partial}{\partial \theta} \right) u. \tag{14}
\]

The divergence is

\[
\text{div}^{\alpha} A = \frac{1}{r^\alpha} D_r^{\alpha} (r^\alpha A_r) + \frac{\Gamma(\alpha + 1)}{r^\alpha} \frac{\partial}{\partial \theta} A_{\theta}. \tag{15}
\]

The Laplacian of a scale function \(u(r, \theta)\) is

\[
\triangle^{\alpha} u \equiv \text{div}^{\alpha} \text{Grad}^{\alpha} u
= \frac{1}{r^\alpha} D_r^{\alpha} (r^\alpha D_r^{\alpha} u) + \frac{\Gamma(\alpha + 1)}{r^{2\alpha}} \frac{\partial^2}{\partial \theta^2} u. \tag{16}
\]
IV. FRACTIONAL SPHERICAL EQUATION AND FRACTIONAL CYLINDRICAL EQUATION

In this section, we consider the Laplacian equation with the 3-d Laplacian operator defined above and the fractional heat conduct equation in a 2-d space with cylindrical symmetry.

\[ \Delta^\alpha u = \frac{1}{r^{2\alpha}} D_r^\alpha (r^{2\alpha} D_r^\alpha u) + \frac{\Gamma^2(\alpha + 1)}{r^{2\alpha} \sin^2 \theta} \frac{\partial}{\partial \theta} (\sin^\alpha \theta \frac{\partial}{\partial \theta} u) + \frac{\Gamma^2(\alpha + 1)}{r^{2\alpha} \sin^2 \theta} \frac{\partial^2}{\partial \phi^2} u = 0. \]  

(17)

This equation can be solved by separation of variables. Let \( u = R(r) \Theta(\theta) \Phi(\phi) \) and substitute, the result is

\[ \frac{1}{\Theta \sin^\alpha \theta} \frac{d}{d\theta} \left( \sin^\alpha \theta \frac{d\Theta}{d\theta} \right) + \frac{1}{\Phi \sin^{2\alpha} \theta} \frac{d^2 \Phi}{d\phi^2} = -\lambda, \]  

(18)

\[ \frac{1}{R} D_r^n (r^{2\alpha} D_r^n R) = \lambda \Gamma^2(\alpha + 1). \]  

(19)

The second equation can be solved by fractional series expansion. Let \( R = \sum_{m=\infty}^{\infty} c_m r^m \), and substitute, the result is that the nonzero components are the ones with \( m \) satisfying

\[ \frac{\Gamma(m\alpha + \alpha + 1)}{\Gamma(m\alpha - \alpha + 1)} = \lambda \Gamma^2(\alpha + 1). \]  

(20)

Otherwise, \( c_m = 0 \).

The first equation is a variation of the ordinary spherical harmonic equation. By further decomposition, it turns to

\[ \frac{d^2 \Phi}{d\phi^2} + m^2 \Phi = 0, \quad (m = 0, 1, 2, 3, \ldots) \]  

(21)

\[ \sin^\alpha \theta \frac{d}{d\theta} \left( \sin^\alpha \theta \frac{d\Theta}{d\theta} \right) = m^2 - \lambda \sin^{2\alpha} \theta. \]  

(22)

The first equation is simple. The second equation can be transformed by changing variables \( x = \cos \theta \) and \( p(x) = \Theta(\theta) \) to

\[ (1 - x^2) \frac{d^2 p}{dx^2} - (1 + \alpha)x \frac{dp}{dx} + \left[ \lambda - \frac{m^2}{(1 - x^2)^\alpha} \right] p = 0. \]  

(23)

This is a variation of the ordinary associated Legendre equation [11, 12]. By setting \( \alpha = 1 \), we recover the ordinary associated Legendre equation.

When \( m = 0 \) it is the Legendre equation. Make the ansatz \( p(x) = \sum_{n=0}^{\infty} c_n x^n \) and substitute, we find that the terms with even powers of \( x \) and the terms with odd powers of \( x \) are independent, so we can write \( p(x) = \)

A. Fractional Laplacian equation

With the Laplacian operator defined above, the Laplacian equation becomes

\[ \partial_\alpha u = \frac{1}{r^{2\alpha}} D_r^\alpha (r^{2\alpha} D_r^\alpha u) + \frac{\Gamma^2(\alpha + 1)}{r^{2\alpha} \sin^2 \theta} \frac{\partial}{\partial \theta} (\sin^\alpha \theta \frac{\partial}{\partial \theta} u) + \frac{\Gamma^2(\alpha + 1)}{r^{2\alpha} \sin^2 \theta} \frac{\partial^2}{\partial \phi^2} u = 0. \]

(24)

B. Fractional cylindrical equation

The heat conduct equation in 2-d space is

\[ \frac{\partial u}{\partial t} = a^2 \Delta_2 u. \]

(25)
Here $\Delta_2$ is the two dimensional Laplacian operator. Using the fractional cylindrical Laplacian operator defined above, this equation becomes

$$\frac{\partial u}{\partial t} = \frac{1}{r^\alpha} D_r^\alpha (r^\alpha D_r^\alpha u) + \frac{\Gamma^2(\alpha + 1)}{r^{2\alpha}} \frac{\partial^2}{\partial \theta^2} u. $$ \hfill (26)

By separation of variables $u(t, r, \theta) = R(r)\Theta(\theta)T(t)$, it can be decomposed to

$$T' + r^2k^2T = 0, $$ \hfill (27)

$$\frac{\partial^2 \Theta}{\partial \theta^2} + \nu^2 \Theta = 0, $$ \hfill (28)

$$\frac{1}{\Gamma^2(\alpha + 1)} r^\alpha D_r^\alpha (r^\alpha D_r^\alpha R) + k^2 \frac{1}{\Gamma^2(\alpha + 1)} R - \nu^2 R = 0. $$ \hfill (29)

The first two equations are simple. The third equation is a fractional generalization of the Bessel equation \[11, 12\]. It can be solved by fractional series expansion. Since Bessel equation is singular at $r = 0$. We must use such ansatz: $R = r^\rho \sum_{m=0}^\infty c_m r^{\alpha m}$. Substitute it into the above equation, we get

$$c_0 \left[ \frac{1}{\Gamma(\alpha \rho - \alpha + 1)} \right]^2 - \nu^2 \Gamma^2(\alpha + 1) = 0, $$ \hfill (30)

$$c_1 \left[ \frac{1}{\Gamma(\alpha \rho + \alpha + 1)} \right]^2 - \nu^2 \Gamma^2(\alpha + 1) = 0, $$ \hfill (31)

$$c_m \left[ \frac{1}{\Gamma(\alpha \rho + \alpha m + 1)} \right]^2 - \nu^2 \Gamma^2(\alpha + 1) + c_{m-2}k^2 = 0. $$ \hfill (32)

To have a starting term, $c_0 \neq 0$, so

$$\left[ \frac{1}{\Gamma(\alpha \rho - \alpha + 1)} \right]^2 - \nu^2 \Gamma^2(\alpha + 1) = 0, $$ \hfill (33)

and $c_1 = 0$.

By the recursive relation, a solution is implied

$$R_\rho(r) = r^\rho \sum_{n=0}^\infty (-1)^n d_n k^{2n} r^{\alpha - 2n}, $$ \hfill (34)

where $d_0 = 1$,

$$d_n = d_{n-1} \frac{1}{\Gamma(\alpha \rho + \alpha - 2n + 1)} \left[ \frac{\Gamma(\alpha \rho + \alpha - 2n + 1)}{\Gamma(\alpha \rho + \alpha - 2n - 1)} \right]^2 - \nu^2 \Gamma^2(\alpha + 1) \right]. $$ \hfill (35)

and $\rho$ satisfies Eq. (33).

Eq. (33) in one-order calculus ($\alpha = 1$) is simply $\rho = \pm \nu$. We meshed in Fig. 4 the surface defined by the equation (33). After solving the equation with $\nu = 3$ for $\rho$ when $\alpha$ varies, we plotted in Fig. 5 $R_\rho(r)$ belonging to different values of $\alpha$. 

FIG. 3: Legendre odd function. Notice the direct of the curves.

FIG. 4: Parameters of fractional Bessel function. $\nu$ as a function of $\alpha$ and $\rho$.

FIG. 5: Fractional Bessel function. The fractional index $\alpha$ shows up in the exponentials of the fractional Bessel series; a small difference from 1 changes the profile largely. For a big $\alpha$, $\rho$ is small, so the change is suppressed.
Thus we get a solution of the above differential equation,

\[ y(z) = \sum_{k=0}^{\infty} \frac{(a)_k^\alpha}{(c)_k^\alpha} \frac{1}{\Gamma(k\alpha + 1)} z^{\alpha-k}. \quad (40) \]

Here \((a)_k^\alpha\) is defined as

\[ (a)_0^\alpha = 1, \quad (a)_1^\alpha = a, \]
\[ (a)_k^\alpha = (a)_{k-1}^\alpha \left( \frac{a}{\Gamma(\alpha + 1)} \right)^k, \]

\[ k \geq 2. \quad (41) \]

This can be seen as a fractional generalization of the rising factorial

\[ (a)_k = a(a+1)...(a+k-1). \quad (42) \]

And the series \((40)\) can be seen as a fractional generalization the confluent hypergeometric function. If \(\alpha = 1\), it is exactly the confluent hypergeometric function. Profiles of this series \((40)\) with different values of \(\alpha\) are displayed in Fig. 6.

For the fractional Gauss hypergeometric function, consider the following series

\[ y(z) = \sum_{k=0}^{\infty} \frac{(a)_k^\alpha (b)_k^\beta}{(c)_k^\gamma} \frac{1}{\Gamma(k\alpha + 1)} z^{\alpha-k}, \quad (43) \]

which reduces to the Gauss hypergeometric series when \(\alpha = 1\).

The ratio of successive coefficients is

\[ \frac{c_{k+1} \cdot \Gamma(k\alpha + \alpha + 1)}{c_k \cdot \Gamma(k\alpha + 1)} = \frac{a + \Gamma(k\alpha + 1)}{c + \Gamma(k\alpha + 1)}, \quad (44) \]

or

\[ c_{k+1} \cdot \Gamma(k\alpha + \alpha + 1) \]
\[ c_k \cdot \Gamma(k\alpha + 1) \]
\[ = c_k \cdot ab + c_k \cdot (a + b) \frac{\Gamma(k\alpha + 1)}{\Gamma(k\alpha - \alpha + 1)} + c_k \cdot \frac{\Gamma(k\alpha + 1)}{\Gamma(k\alpha - \alpha + 1)} \frac{\Gamma(k\alpha + 1)}{\Gamma(k\alpha - \alpha + 1)}. \quad (45) \]

Since

\[ y(z) = \sum_{k=0}^{\infty} c_k z^{\alpha-k}, \quad (46) \]
the equation (45) can be translated to a fractional differential equation

\[
ab \cdot y(z) + (a + b)z^\alpha D^\alpha y(z) + z^\alpha D^\alpha [z^\alpha D^\alpha y(z)] = c \cdot D^\alpha y(z) + z^\alpha (D^\alpha)^2 y(z). \tag{48}
\]

When \(\alpha = 1\), this equation reduces to the ordinary Gauss hypergeometric equation. We draw curves of some example functions in Fig. 7.

VI. SUMMARY

In this letter, we defined fractional vector calculus in the spherical coordinate framework. We discussed Laplacian equation and heat conduct equation in this kind of framework. Some special functions are generalized.

The geometry induced by fractional operations is non-addictive and nonlocal. This kind of geometry is not Riemannian; since fractional calculus has found applications in many areas of science and engineering, it is the effective geometry of such physics processes. It will be meaningful to investigate further this kind of geometry.

For a complete fractional vector calculus, fractional vector integral is indispensable. But in this letter we restrained ourselves from this direction. It will be interesting to discuss fractional vector integral in our framework and generalize Green’s, Stokes’ and Gauss’s theorem.

Special functions show up in different areas of physics and engineering. A fractional generalization of these functions may find applications in similar situations with anomalous tailing behaviors and/or nonlocal properties.
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