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Abstract—Heterogeneous big data poses many challenges in machine learning. Its enormous scale, high dimensionality, and inherent uncertainty make almost every aspect of machine learning difficult, from providing enough processing power to maintaining model accuracy to protecting privacy. However, perhaps the most imposing problem is that big data is often interspersed with sensitive personal data. Hence, we propose a privacy-preserving hierarchical fuzzy neural network (PP-HFNN) to address these technical challenges while also alleviating privacy concerns. The network is trained with a two-stage optimization algorithm, and the parameters at low levels of the hierarchy are learned with a scheme based on the well-known alternating direction method of multipliers, which does not reveal local data to other agents. Coordination at high levels of the hierarchy is handled by the alternating optimization method, which converges very quickly. The entire training procedure is scalable, fast and does not suffer from gradient vanishing problems like the methods based on back-propagation. Comprehensive simulations conducted on both regression and classification tasks demonstrate the effectiveness of the proposed model. Our code is available online.
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I. INTRODUCTION

Big data and its benefits have become a ubiquitous part of research in many areas, including social networks, the Internet of Things, commerce, astronomy, biology, medicine, and more [1], [2]. However, with increasing regularity, the gains being made seem to come at the threat of violations to the privacy and security of our personal data [3]. This issue is attracting serious attention in both society and the research community, especially post the Facebook data privacy scandal [4]. In addition to privacy concerns, heterogeneous big data and its inherent uncertainty, enormous scales and high dimensionality are posing even more challenges to traditional machine learning methods — for instance, the extraordinary amounts of computing power needed to process big data and the negative effects uncertainty can have on a model’s accuracy and performance [5], [6]. We need novel and efficient machine learning techniques to cope with all these challenges.

Usually, data heterogeneity stems from the nature of the information to be captured and/or the methods used to generate or acquire the data, and it can exist at either the sample, the feature level or both. Traditional data processing methods, such as data cleaning, data integration, dimension reduction and data normalization, may need to be applied in combination to ensure they effectively reduce data disparity [7]. In addition to heterogeneity, uncertainty is another problematic characteristic of heterogeneous big data. Loosely defined as “how well the data speaks to the question of interest with respect to the model” [8], uncertainty over whether the available data will meet the demands of the task begins at the collection stage. Neither sensors nor humans are immune to measurement errors; qualitative data, such as social media accounts, are often subjective in nature; and the data collected may not be relevant or might be incomplete. Currently, a powerful and effective solution for dealing with uncertainty is to build the model through a fuzzy neural network (FNN), which involves fuzzy rules and fuzzy inference systems [9], [10], to make optimal use of the given data [11], [12]. FNNs deal with data uncertainty through ‘fuzzification’ operations and architectures based on if-then rules. However, in a standard fuzzy system, the number of fuzzy rules increases exponentially with the number of system variables [13]–[15]. This limits the feasibility of applying standard FNNs to heterogeneous big data. In an attempt to overcome the rule explosion problem, Raju, as far back as 1991, proposed the first hierarchical fuzzy system [13]. It consisted of a number of low-dimensional fuzzy systems connected in a hierarchical structure such that the total number of rules increased linearly with the number of input variables. In the years since then, hierarchical fuzzy systems have been studied in depth [15]–[18] and applied to many practical problems, such as price negotiation [19], video de-interlacing [20], linguistic attribute hierarchy [21], weapon target assignment [22], cloud resources demand prediction [23], and more. However, there is very little literature on using hierarchical fuzzy neural network (HFNN) to address the uncertainty, privacy concerns and computational overhead associated with big data.

As one of the most salient problems in data science, privacy-preserving machine learning is attracting attention [24]–[27]. Generally, there are two types of privacy-preserving machine learning methods; one relies on perturbation and randomization, the other on segmenting the data. Perturba-
tion/randomization methods alter the data before releasing or sharing them \[25\], which offers some limited privacy protection at the sacrifice of some performance. Methods based on segmentation typically distribute the data among multiple agents. Neighboring agents cooperate with each other to learn global results but without revealing their individual data to others \[25\]. Distributed machine learning algorithms have emerged out of these multi-agent data sharing scenarios as a solution to preserving privacy \[29]–\[33\]. Distributed algorithms are well suited to big data environments given there are limits on the amount of data a single agent or a centralized algorithm can feasibly handle. To harness the communications overhead and storage capacity needed to process information at the big data scale, the data needs to be distributed throughout a network of interconnected agents \[34\].

This work brings the advantages of both hierarchical and distributed architectures to an FNN to tackle the privacy, uncertainty and feasibility constraints associated with heterogeneous big data. HFNNs are specifically designed to extract features from heterogeneous data and to reduce the number of fuzzy rules without compromising performance, which helps to overcome the potential exponential rule explosion. The system variables of the heterogeneous data are divided into several independent subsets, each of which only consists of homogeneous data that is then associated with an FNN at the lower levels of the hierarchy. The outputs of the low-level FNNs are coordinated at the higher levels of the hierarchy. For the purposes of this paper, we selected the alternating optimization (AO) method for high-level coordination. This is a widely-used method that sequentially optimizes the objective function over one variable while fixing the other \[35]–\[37\]. Compared to gradient-based algorithms, AO has several merits: (i) At each iteration, AO divides a difficult problem into much easier sub-problems, which usually have a closed-form solution; (ii) AO is easy to implement as there is no need to tune the optimization parameters, like the learning rate or step sizes; and (iii) it converges very quickly in practice and does not suffer from the vanishing gradient problem associated with gradient-based learning methods. Further, each low-level FNN operates in a distributed computation framework to combat the challenges raised by numerous data samples as well as to alleviate privacy concerns. More specifically, a distributed clustering method, built on the well-known alternating direction method of multipliers (ADMM), locates the parameters in the antecedent layer of each low-level FNN. ADMM has proven to be an efficient solution for distributed computation problems \[38]–\[39\]. We explored many algorithms designed for HFNNs but, to our best knowledge, an HFNN method with privacy preservation for heterogeneous big data has not yet been theorized or developed. Therefore, the contributions of this paper are three-fold:

- We propose a new privacy-preserving HFNN model (PP-HFNN) to address some of the inherent issues with combining big heterogeneous data with machine learning tasks: massive scales, heterogeneity, uncertainty, and privacy concerns.
- Privacy is preserved by using a distributed clustering method to identify the parameters in the antecedent layer of each low-level FNN. This approach is also good at handling massive amounts of data.
- We have also developed a two-stage optimization algorithm to train the HFNN. Parameter learning for the low-level FNNs is based on the well-known ADMM, while coordination at the higher levels of the hierarchy relies on the AO method. The algorithm is scalable, fast, and does not suffer gradient vanishing problems, as is the case with methods based on back-propagation.

The remainder of the paper is organized as follows. In Section II, we discuss relevant works on heterogeneous data, hierarchical fuzzy neural networks and distributed machine learning algorithms. Section III is devoted to the PP-HFNN modeling. In Section IV, we present the two-stage optimization algorithm, which consists of a distributed clustering method for the low-level FNNs and an AO method for high-level coordination. The results of a comprehensive simulation for both regression and classification tasks are presented and discussed in Section V to confirm the effectiveness of the proposed privacy-preserving HFNN model, and Section VI concludes the paper.

II. RELATED WORK

This work is the first to combine privacy preservation with an HFNN designed for heterogeneous big data and a distributed computing environment. Therefore, in this literature review, we briefly cover relevant work in the three critical elements of PP-HFNN: heterogeneous data, HFNNs and distributed machine learning algorithms.

A. Heterogeneous data

As a way to resolve conflicts in heterogeneous data merged from a variety of sources, Li et al. proposed an optimization framework to minimize the overall deviation between ground truths and the observations provided \[40\]. Zhang et al.’s solution combined principal component analysis (PCA) to reduce the number of dimensions with correlation analysis to investigate the interactive relations between features \[41\]. However, important information can be lost with this strategy, as PCA and correlation analysis do not consider nonlinear representative and interactive relations between features. A method based on support vector machine (SVM) was developed by Lewis et al. to infer functional gene annotations from heterogeneous data comprising protein sequences and structures \[42\]. Chen et al. developed a stacked denoising autoencoder to learn feature representations from hierarchical human mobility data. With this approach, they were able to predict the risk of traffic accidents \[43\]. Zuo et al. \[44\] proposed a fuzzy heterogeneous method to address domain adaptation with heterogeneous data spaces. However, none of the above methods \[40]–\[44\] are a suitable solution to the uncertainty, scale issues and the privacy concerns associated with big data environments.
B. Hierarchical fuzzy neural networks

Over the past decade, a range of hierarchical structures of FNN have been studied for their benefits to different applications [45]–[48]. A hierarchical singleton-type recurrent FNN was proposed in [45] for noisy speech recognition, consisting of two singleton-type recurrent FNNs: one responsible for noise filtering and the other for recognition. Mohammadzadeh et al. [46] proposed a hierarchical interval Type-2 FNN designed to synchronize uncertain chaotic systems. Searching for a supervised framework more resilient to noisy inputs than the classical non-fuzzy neural network, Kraleža et al. [47] proposed a fuzzy graph neural network based on a combination of fuzzy logic and a recursive neural network for graph-matching tasks. Deng et al. [48] developed a hierarchical network structure by fusing a conventional FNN and a deep neural network. Benefiting from fuzzy logic, this method is able to increase classification accuracy with data that contains a high level of uncertainty. However, these hierarchical FNNs [45]–[48] cannot handle heterogeneous big data effectively or efficiently, and some still suffer from the curse of dimensionality concerning fuzzy rules. Unlike these approaches, our PP-HFNN framework is designed to extract features from heterogeneous data and reduce the number of fuzzy rules without compromising performance.

C. Distributed machine learning algorithms

Distributed machine learning algorithms have been widely investigated [29]–[33]. For instance, Forero et al. [29] developed a consensus-based distributed SVM for a multi-agent network, where the training data is distributed across different agents but data exchange among agents is prohibited. Qin et al. [30] proposed a distributed K-means algorithm and a distributed fuzzy c-means model for wireless sensor networks based on distributed consensus strategies. A distributed extreme learning machine with kernels based on MapReduce was proposed by Zhao et al. [51], designed for very fast learning speeds. Ye et al. [32] developed a decentralized multi-task extreme learning machine based on a hybrid Jacobian and Gauss-Seidel proximal multi-block ADMM method. A decentralized training algorithm for Echo State Networks was developed by Scardapane et al. [33] directed toward distributed big data applications. But, although these distributed machine learning algorithms [29]–[33] can reduce computational requirements and alleviate potential privacy concerns, they may not be effective strategies for dealing with data uncertainty and heterogeneity.

In the last few years, several distributed algorithms for FNN have been proposed [49]–[51]. Fierimonte et al. presented a decentralized algorithm for a random-weight FNN, where the parameters in the antecedent layer are randomly selected instead of being estimated [49]. Subsequent work saw an online implementation of the same FNN structure in [50]. However, a random method of identifying parameters may result in very large deviations of accuracy during the learning process. In addition, this approach suffers from the curse of dimensionality because the number of fuzzy rules increases exponentially as the input space increases. Moreover, the distributed algorithms are only applied to the consequent layers of the FNN. To retrieve the parameters of the antecedent layer, all the data must first be processed by a central agent. A further issue is that this method does not provide any level of privacy protection, and the FNNs proposed can neither handle the scale of big data nor any heterogeneity issues. Recently, a consensus learning method for distributed FNN was proposed in [51], where a distributed clustering method and a distributed parameter learning method were respectively developed to locate the parameters in the antecedent and consequent layers of an FNN. Yet, again, none of the above distributed algorithms for FNN [49]–[51] can address the issue of data heterogeneity in big data environments.

III. Model Formulation of the PP-HFNN for Heterogeneous Big Data

Heterogeneous big data is inherently characterized by its enormous scale, heterogeneity and uncertainty and is often interspersed with sensitive personal data. HFNN, which takes advantage of the hierarchical structure and fuzzy if-then rules, is effective for tackling the challenges of data heterogeneity and uncertainty. But the issues of enormous scale and data privacy fall into the domain of distributed privacy-preserving algorithms. As shown in Fig. 1, these challenges motivated our PP-HFNN model as a promising solution.

PP-HFNN consists of a two-level hierarchical structure. The lower level contains multiple FNNs, and the outputs of these FNNs are in the higher level. During the data
processing stage, heterogeneous big data is segmented at both the feature level and the sample level. In the feature-level segmentation, the heterogeneous features are assigned to multiple subsets by a feature splitter to ensure that each subset only contains homogeneous features. Further, each low-level FNN is responsible for only one subset. The samples in the sample-level segmentation for each low-level FNN are further randomly assigned to multiple agents. A distributed computation framework is then applied to these agents in each low-level FNN to preserve data privacy and to deal with the enormous amounts of data samples. The above data processing and PP-HFNN structure is shown in Fig. 2.

Suppose $D := \{(X_i, Y_i) | X_i \in \mathbb{R}^{|F|}, Y_i \in \mathbb{R}, i \in \mathcal{N}\}$ denote the set of heterogeneous data, where $\mathcal{F}$ and $\mathcal{N}$ represents the set of features and samples, respectively, and $| \cdot |$ is the cardinality operator. As shown in Fig. 2, the data is first processed by a feature splitter where the full set of heterogeneous features is transformed into multiple independent subsets of homogeneous features and assigned to a low-level FNN. Let $\mathcal{F}_b, b \in \{1, 2, ..., B\}$ denote the subset of homogeneous features associated with the $b$-th low-level FNN. Then, in each low-level FNN, the training data is further segmented by a sample distributor. $\mathcal{N}_{b,l}$ denotes the subset of training data assigned to the $l$-th agent ($l \in \{1, 2, ..., L\}$) of the $b$-th low-level FNN. Accordingly, the sample vectors is collected in $X_{i,b,l}$, $\forall i \in \mathcal{N}_{b,l}$ with $x_{i,j}^{b,l}$ denoting its $j$-th component.

Next, let us briefly recall the structure of the low-level FNNs, which follows the first-order of the Takagi-Sugeno method for fuzzy inference systems and has a layer-by-layer network structure [52]. Now, suppose the output of the $l$-th agent of the $b$-th low-level FNN is $z_{b,l}^l$, then the $k^l_b$-th fuzzy rule can be expressed as

**Rule $k^l_b$:** IF $x_{i,1}^{b,l}$ is $A_{r,1}^{b,l}$, ..., and $x_{i,j}^{b,l} |_{\mathcal{F}_b}$ is $A_{r,j}^{b,l}$
Then $z_{r_b}^l = w_{k,0}^{b,l} + \sum_{j=1}^{|\mathcal{F}_b|} w_{k,j}^{b,l} x_{r_b,j}^{b,l}$,

where $A_{r,j}^{b,l}$ is a Gaussian fuzzy set of the $j$-th input of rule $k^l_b$, and $w_{k,j}^{b,l}$ is the corresponding weight of the consequence. The membership function of $A_{r,j}^{b,l}$ can be written as

$$\varphi_{k,j}(x_{i,j}^{b,l}) = \exp \left( - \frac{(x_{i,j}^{b,l} - m_{k,j}^{b,l})^2}{\sigma_{k,j}^{b,l}} \right)^2 \tag{1}$$

where $m_{k,j}^{b,l}$ and $\sigma_{k,j}^{b,l}$ are respectively the center and width of the corresponding fuzzy set. Generally, each low-level FNN is composed of four feed-forward layers, as shown on the right-hand side of Fig. 2.

Layer 1 is the antecedent layer: its inputs are $x_{i,j}^{b,l}$, and its outputs are derived through the fuzzification process outlined in (1).

Layer 2 is the rule layer: each node in this layer represents a fuzzy rule, which uses the AND operation to match the outputs of the antecedent layer as follows:

$$\phi_k(X_i^{b,l}) = \prod_{j=1}^{|\mathcal{F}_b|} \varphi_{k,j}(x_{i,j}^{b,l}), \tag{2}$$

where $\phi_k(X_i^{b,l})$ is the firing strength of fuzzy rule $k^l_b$, and then normalized by

$$\bar{\phi}_k(X_i^{b,l}) = \frac{\phi_k(X_i^{b,l})}{\sum_{k=1}^{K^l_b} \phi_k(X_i^{b,l})}. \tag{3}$$

where $K^l_b$ is the total number of fuzzy rules in the $l$-th agent of the $b$-th low-level FNN.

Layer 3 is the consequent layer: each node here performs a defuzzification process for each fuzzy rule $r^l_b$, using a weighted average operation as follows:

$$\psi_k(X_i^{b,l}) = \bar{\phi}_k(X_i^{b,l}) (w_{k,0}^{b,l} + \sum_{j=1}^{|\mathcal{F}_b|} w_{k,j}^{b,l} x_{r^l_j}^{b,l}), \tag{4}$$
Layer 4 is the output layer: the overall output of the $l$-th agent of the $b$-th low-level FNN is derived by summing the outputs of the fuzzy rules in Layer 3 as follows:

$$z_{i}^{b,l} = \sum_{k=1}^{K_{b}} \psi_{k}^{b,l}(x_{i}^{b,l}).$$

Eq. (5) is equivalent to the following matrix form:

$$H_{k}^{b,l} = \begin{bmatrix}
\bar{\phi}_{k}(X_{1}^{b,l}) & \bar{\phi}_{k}(X_{1}^{b,l})x_{1,1}^{b,l} & \cdots & \bar{\phi}_{k}(X_{1}^{b,l})x_{1,m_{1}}^{b,l} \\
\bar{\phi}_{k}(X_{2}^{b,l}) & \bar{\phi}_{k}(X_{2}^{b,l})x_{2,1}^{b,l} & \cdots & \bar{\phi}_{k}(X_{2}^{b,l})x_{2,m_{1}}^{b,l} \\
\vdots & \vdots & \ddots & \vdots \\
\bar{\phi}_{k}(X_{|\mathcal{N}|}^{b,l}) & \bar{\phi}_{k}(X_{|\mathcal{N}|}^{b,l})x_{|\mathcal{N}|,1}^{b,l} & \cdots & \bar{\phi}_{k}(X_{|\mathcal{N}|}^{b,l})x_{|\mathcal{N}|,m_{1}}^{b,l}
\end{bmatrix}.$$

The output vector is

$$Z^{b,l} := [z_{1}^{b,l}, \ldots, z_{|\mathcal{N}|}^{b,l}]^T \in \mathbb{R}^{|\mathcal{N}|}.$$ 

And the weight vector is

$$w^{b,l} := [w_{1,0}^{b,l}, \ldots, w_{1,|\mathcal{X}_{1}|^{b,l}}, \ldots, w_{K_{b},0}^{b,l}, \ldots, w_{K_{b},|\mathcal{X}_{1}|^{b,l}}]^T.$$ 

Eq. (5) is equivalent to the following matrix form:

$$Z^{b,l} = H^{b,l}w^{b,l}. \quad (6)$$

It is worth noting that $H_{k}^{b,l}$ is dependent on the centers and widths of each rule’s fuzzy sets, i.e., $m_{k}^{b,l}$ and $\sigma_{k}^{b,l}$ as well as the data input $X_{i}^{b,l}$.

The outputs of the low-level FNNs are coordinated by a fully-connected layer in the high level of the hierarchy. For each agent $l$,

$$Y^{l} = \sum_{b=1}^{B} Z^{b,l}v^{b,l}, \quad (7)$$

where $Y^{l} := [Y_{1}^{l}, \ldots, Y_{|\mathcal{N}|}^{l}]$, $v^{b,l}$ is the coordination weight of the hierarchy, and $B$ is the number of subsets in terms of homogeneous features. Let $Z^{l}$ represent the collection of outputs from each low-level FNN of the $l$-th agent, i.e.,

$$Z^{l} := [Z_{1}^{l}, \ldots, Z_{|\mathcal{N}|}^{l}] \in \mathbb{R}^{|\mathcal{N}| \times B}.$$ 

Eq. (8) is equivalent to the following matrix form:

$$y^{l} = Z^{l}v^{l},$$

where

$$v^{l} := [v_{1}^{l}, \ldots, v_{B}^{l}]^T \in \mathbb{R}^{B}.$$ 

**Define**

$$m^{l} := [m_{1}^{l}, \ldots, m_{B}^{l}];$$

$$\sigma^{l} := [\sigma_{1}^{l}, \ldots, \sigma_{B}^{l}];$$

$$H^{l} := [H_{1}^{l}, \ldots, H_{B}^{l}] \in \mathbb{R}^{|\mathcal{N}| \times n_{H}}.$$
where $w^l := \text{diag}(w^{1,l}, \cdots, w^{B,l}) \in \mathbb{R}^{n_H \times B}$, where $n_H = \sum_{b=1}^{B} k^b(|F_b| + 1)$, and $\text{diag}(\cdot)$ represents a diagonal operation on the matrix. The training procedure for PP-HFNN is to solve the following optimization problem:

$$\min_{w^l, \sigma^l, w^1, v^1} \frac{1}{2} \sum_{l=1}^{L} (||Y^l - H^l w^l v^l||^2 + \frac{\lambda}{2} ||w^l||^2 + \frac{\mu}{2} ||v^l||^2),$$

(9)

where $L$ is the number of agents, $\lambda$ and $\mu > 0$ are factors to trade-off the training error and regularization. Selecting an appropriate value for $\lambda$ and $\mu > 0$ can make the solution much more stable and generalizable \[53\]. The difficulty of the optimization problem (9) stem from three issues. One is the nonconvex nature of the Gaussian membership function in optimization problem (9). To address this first difficulty, the key issue is to identify the parameters of the centers $m^l$ and the widths $\sigma^l$ of each rule’s fuzzy sets in the antecedent layer of each FNN. The second difficulty is the distributed computing scheme for the low-level FNNs, which is needed to manage the scale of the data and preserve privacy. The last difficulty is the coordination in the high levels of the hierarchy, where the matrix product between $w^l$ and $v^l$ is nonconvex. Fortunately, it is convex after fixing either $w^l$ or $v^l$, i.e., it becomes bi-convex.

### IV. TWO-STAGE OPTIMIZATION ALGORITHM TO TRAIN THE PP-HFNN

An intuitive way to solve the nonconvex optimization \[9\] is by using a back-propagation method \[54\]. However, back-propagation methods often suffer from slow training speeds and gradient vanishing problems. In addition, distributed computation is not easily implemented with back-propagation. Hence, it is not an optimal choice for heterogeneous big data environments. A more suitable option is an algorithm that is fast to converge with a massive number of samples and is easy to roll out across a distributed computation framework.

As discussed above, the first difficulty with the optimization problem (9) is to identify the parameters of the antecedent layer of each FNN. A simple idea is to group the input data into multiple clusters and use one rule for each cluster \[55\]. Here, we use the popular K-means algorithm \[56\] to identify the parameters of the antecedent layer. The K-means algorithm is one of the most efficient clustering algorithms. To tackle the second difficulty of the optimization problem (9), we developed a distributed K-means method, inspired by \[57\]. As for the coordination in high level coordination of the hierarchy, the AO method is used since it is well-suited to the bi-convex optimization problems and converges very quickly in practice.

#### A. Distributed K-means method for the low-level of FNN

To introduce the distributed K-means algorithm, let us first recall the centralized K-mean algorithm. The goal of this algorithm is to assemble the input data into multiple clusters $C_b$, each of which has its own center. The centralized K-means algorithm for the $b$-th low-level FNN of the hierarchy can be defined as

$$m^b_k = \arg \min_{m^b_k} \frac{1}{2} \sum_{l=1}^{K_b} \sum_{x^l_i \in C^b_k} ||X^b_i - m^b_k||^2$$

(10)

where $m^b_k$ is the $k$-th center in the antecedent layer of the $b$-th low-level FNN, and $K_b$ represents the number of corresponding clusters, which is equal to the number of rules. Starting from an initial set of $K$ centers, i.e. $\{m^b_k(0), \cdots, m^b_k(0)\}$, the K-means algorithm alternates between an assignment step and an update step as follows.

- Assign each observation $X^b_i$ to the cluster $C^b_k(t)$, whose center is closest to $X^b_i$.
- Update the center of each cluster by

$$m^b_k(t) = \frac{1}{|C^b_k(t)|} \sum_{x^l_i \in C^b_k(t)} X^b_i.$$

Once the center of each fuzzy set is obtained by the above procedure, the corresponding standard variance $\sigma^b_{k,j}$ can be calculated as follows:

$$\sigma^b_{k,j} = \sqrt{\frac{1}{|C^b_k(t)|} \sum_{i=1}^{|C^b_k(t)|} (x^b_{i,j} - m^b_{k,j})^2}.$$

(11)

It is clear that such a centralized K-means algorithm does not preserve privacy at all, but the distributed K-means algorithm does. As shown in Fig. 3, the data is processed locally by multiple agents. While some limited information is exchanged between agents, none of it is data. The distributed K-means is built on ADMM, which is an efficient solution for distributed computation. A recent study proves the convergence of ADMM for a variety of nonconvex and possibly nonsmooth functions given some sufficient conditions \[39\]. Following our previous work \[51\], the distributed K-means algorithm solves the following optimization problem:

$$\min_{m^b_k} \frac{1}{2} \sum_{l=1}^{L} \sum_{b=1}^{B} \sum_{x^l_i \in C^b_k} ||X^b_i - m^b_k||^2$$

(12a)

s.t. $m^b_k = r^b_k$, \ $l = 1, 2, \cdots, L$ \ (12b)

where $m^b_k \in \mathbb{R}^b_k$, $l = 1, 2, \cdots, L$ is the corresponding global center. The global standard variance of the antecedent layer of the low-level FNNs is expressed as

$$\sigma^b_k = \sqrt{\frac{1}{|A|} \sum_{l=1}^{L} |C^b_k(t)||\sigma^b_{k,l}|^2}.$$

(13)

where $\sigma^b_k$ denotes the $k$-th global standard variance of the $k$-th low-level layer, and $\sigma^b_{k,l}$ is the local standard variance of the $l$-th agent.
The following augmented Lagrangian is constructed for (12):

\[
L(m_{k}^{b,l}, r_{k}^{h,l}, \beta_{k}^{h,l}) = \frac{1}{2} \sum_{l=1}^{L} \sum_{k=1}^{K} \sum_{c_{k}^{l}} ||X_{i}^{b,l} - m_{k}^{b,l}||^2 \\
+ \sum_{l=1}^{L} \sum_{k=1}^{K} \beta_{k}^{h,lT}(m_{k}^{b,l} - r_{k}^{h,l}) \\
+ \frac{1}{2\rho} \sum_{l=1}^{L} \sum_{k=1}^{K} ||m_{k}^{b,l} - r_{k}^{h,l}||^2
\]

where \(\beta_{k}^{h,l}\) is the Lagrange multiplier, and \(\rho\) is a positive penalty parameter. The variables are then updated iteratively with the following procedure based on the ADMM:

\[
m_{k}^{b,l}(t+1) = \arg\min_{m} L(m_{k}^{b,l}, r_{k}^{h,l}(t), \beta_{k}^{h,l}(t)),
\]

\[
r_{k}^{h,l}(t+1) = \arg\min_{r} L(m_{k}^{b,l}(t+1), r_{k}^{h,l}, \beta_{k}^{h,l}(t))!
\]

\[
\beta_{k}^{h,l}(t+1) = \beta_{k}^{h,l}(t) + \rho \sum_{l=1}^{L} \sum_{k=1}^{K} (m_{k}^{b,l}(t+1) - r_{k}^{h,l}(t)),
\]

where \(t\) is the number of iterations. It is worth noting that the distributed K-means algorithm is applied to each low-level FNN and the centers \(m_{k}^{b,l}\) can be updated in parallel by different agents. Additionally, there is a closed-form solution for (16) as follows:

\[
r_{k}^{h,l}(t+1) = \frac{1}{L\rho} \sum_{l=1}^{L} (\beta_{k}^{h,l}(t) + \rho m_{k}^{b,l}(t+1))
\]

Convergence depends on the following two criteria:

\[
||m_{k}^{b,l}(t) - r_{k}^{h,l}(t)||^2 \leq \epsilon_1,
\]

\[
||\beta_{k}^{h,l}(t+1) - \beta_{k}^{h,l}(t)||^2 \leq \epsilon_2.
\]

**B. Alternating optimization for the high-level of HFNN**

In the second stage, the AO method is used to obtain the parameters \(w\) and \(v\) in high levels of the hierarchy. Since the raw data is only processed in the first stage, it is not necessary to use distributed computation for the high-level coordination from a privacy-preserving perspective. Therefore, the optimization problem (9) can be simplified to:

\[
\min_{w,v} \frac{1}{2} ||Y - Hwv||^2 + \lambda / 2 ||w||^2 + \mu / 2 ||v||^2,
\]

which does not incorporate the agents. Obviously, (21) is a bi-convex optimization problem. After fixing either \(w\) or \(v\), it becomes convex. As mentioned, the AO method is a good choice for this bi-convex optimization problem. The process is as follows:

Update \(w\) with fixed \(v(t)\): Let \(\hat{w}\) be the collection of \(\{w^1, \cdots, w^B\}\) in vector form. By introducing a matrix \(H_w(t) := [v^1(t)H^1, \cdots, v^B(t)H^B]\), the weight \(\hat{w}\) can be calculated by solving the following optimization problem:

\[
\hat{w} = \arg\min_{w} \frac{1}{2} ||Y - H_w(t)\hat{w}||^2 + \lambda / 2 ||\hat{w}||^2,
\]

which is a standard least-squares optimization problem. Its closed-form solution can be by setting its partial derivative to 0, i.e.,

\[
\hat{w}(t) = (H_w^T H_w + \lambda I)^{-1} H_w^T Y.
\]

Update \(v\) with fix \(w(t)\): The hidden output vector \(Z(t)\) of the low-level FNNs is generated after \(w(t)\) is updated. Then the weight \(v(t)\) can be updated by

\[
v = \arg\min_{v} \frac{1}{2} ||Y - Z(t)v||^2 + \mu / 2 ||v||^2,
\]

Similarly, (24) can be solved through:

\[
v(t) = (Z(t)^T Z(t) + \mu I)^{-1} Z(t)^T Y.
\]

A summary of the two-stage PP-HFNN optimization algorithm is provided in Algorithm 1.
The EEEG-DD dataset contains EEG signals from 11 subjects using 6 channels, which are transformed into 4 bands of frequency data for each channel. Each subject is required to complete two different tasks several times. The signals recorded each time a subject completes one task is called a trial, and each trial is divided into 17 segments. Further, each subject has a different number of trials, ranging from 96 to 183. Thus each segment has 24 features (6 channels divided into 4 bands).

The HRSS dataset consists of 6544 records of signal data in two categories captured by 6 sensors equipped to 6 belts of a high storage system. The system generates four datasets according to different belt moving conditions. The features collected by each sensor include transport distance, power, and belt voltage. Therefore, each sample contains 18 features collected by each sensor include transport distance, power, and belt voltage. Therefore, each sample contains 18 features.

The EEEG-DD dataset contains EEG signals from 11 subjects using 6 channels, which are transformed into 4 bands of frequency data for each channel. Each subject is required to complete two different tasks several times. The signals recorded each time a subject completes one task is called a trial, and each trial is divided into 17 segments. Further, each subject has a different number of trials, ranging from 96 to 183. Thus each segment has 24 features (6 channels divided into 4 bands).

The EC dataset contains time series data of Ethylene and CO readings in the air under dynamic gas mixtures. It contains 4,208,261 samples with 16 features recorded by 16 chemical sensors of 4 different types.

The details of these three datasets are summarized in Table I, where the second, third and fourth column provides the number of features, the low-level FNNs and the samples, respectively.

| Dataset | Feature | Branch | Sample | Parameter Setting |
|---------|---------|--------|--------|-------------------|
| HRSS    | 18      | 6      | 6544   | 5                 |
| EEEG-DD | 24      | 6      | -      | 5                 |
| EC      | 16      | 4      | 4,208,261 | 200  |

To make the simulation more realistic, we conducted both classification and regression tasks. We used the HRSS and EEEG-DD datasets for the classification task and the EC dataset with a very large number of samples for the regression task. All classification and regression experiments were conducted on a laptop Intel i7 with a 4.0 GHz processor and 16 GB of memory. As listed in Table I, all the parameters mentioned in the above algorithms were selected by searching the spaces of $[10^{-5}, 10^{-4}, \ldots, 10^{5}]$.

A. Artificial dataset

The artificial dataset we built to investigate the impact of noise and outliers on PP-HFNN’s performance was generated as follows. The data input $X$ consisted of two branches of features to stimulate heterogeneous data, i.e., $X = [X^{(1)}T, X^{(2)}T]^T$, where $X^{(1)} = [x_1^{(1)}, x_2^{(1)}, x_3^{(1)}]^T$ and $X^{(2)} = [x_1^{(2)}, x_2^{(2)}, x_3^{(2)}]^T$. The corresponding output $Y$ was given by:

$$Y = 0.3 \sum_{i=1}^{3} (\cos(x_i^{(1)}))^2 + 0.7 \sum_{i=1}^{3} (\cos(x_i^{(2)})),$$

The feature inputs $X^{(1)}$ were generated from a Gaussian distribution with a mean of $[1, 5, 9]$ and a standard deviation of $[0.1, 0.2, 0.3]$, while $X^{(2)}$ was generated from a Gaussian distribution with a mean of $[3, 7, 2]$ and a standard deviation of $[0.2, 0.4, 0.1]$. We generated a total of 50,000 samples. Three different levels of noise, 5%, 10% and 15%, and three different numbers of outliers, 1%, 5% and 10%, were then added to the feature inputs $X$. Noise for the feature inputs was generated from a Gaussian distribution $N(0, I R^2)$, where $R = \max(X) - \min(X)$. Similarly, the outliers were generated from a Gaussian distribution $N(R, (0.1 R)^2)$. The data in each low-level branch of PP-HFNN were separated and allocated to five different agents, and 10 fuzzy rules were used. PP-HFNN’s performance on the artificial dataset with different levels of noise and outliers is shown in Fig. It is clear that it is quite robust to noise and outliers at various levels.
**B. Classification tasks**

As mentioned, we evaluated PP-HFNN’s classification performance on the HRSS and EEG-DD datasets. Mean average precision (mAP) was the assessment metric, and we compared the results to SVM with different kernel functions. In addition, we also compared PP-HFNN’s with a standard non-hierarchical FNN, and an HFNN with a hierarchical structure but not implemented in a distributed scheme. With the HRSS dataset, we randomly segmented the samples into five subsets, each of which was assigned to an agent. Each generated subset was then further split into six subsets according to the feature sources and subjected to five-fold cross-validation.

The features in the EEG-DD dataset relate to the different channels and bands of the signals and, thus, are heterogeneous. However, samples from the same trial are not independent and, therefore, the training data and the test data should not be from the same trial. Also, the EEG-DD dataset is complex with 11 subjects, hundreds of trials, and each trial separated into 17 segments. We adopted the leave-one-out cross-validation method for each subject of the EEG-DD dataset. The mAP value reported is the averaged accuracy of all the subjects. Likewise, with the HRSS dataset, we assigned each subject’s data to five agents and report the performance over all subjects in terms of mAP.

**TABLE II**  
SIMULATION RESULTS OF THE CLASSIFICATION TASKS

| Dataset | Algorithm | AO | Performance |
|---------|-----------|----|-------------|
|         |           |    | Train (%)/Test (%)/time (s) |
|         |           |    | 1%           | 5%   | 10%  | 15%  | 1%           | 5%   | 10%  |
| HRSS    | SVM(linear) | -  | 78.23/0.62/2.83 | 78.10/0.60/1.97 | 78.06/4.55/1.21 | 78.10/0.60/1.97 | 78.06/4.55/1.21 | 78.10/0.60/1.97 | 78.06/4.55/1.21 |
|         | SVM(rbf)   | -  | 79.04/0.42/3.19 | 78.92/0.89/0.0036 | 78.92/0.89/0.0036 | 78.92/0.89/0.0036 | 78.92/0.89/0.0036 | 78.92/0.89/0.0036 | 78.92/0.89/0.0036 |
|         | RF         | -  | 79.08/0.52/4.11 | 78.97/1.21/4.11 | 78.97/1.21/4.11 | 78.97/1.21/4.11 | 78.97/1.21/4.11 | 78.97/1.21/4.11 | 78.97/1.21/4.11 |
|         | FNN        | -  | 79.80/0.54/9.15 | 76.11/0.88/9.15 | 76.11/0.88/9.15 | 76.11/0.88/9.15 | 76.11/0.88/9.15 | 76.11/0.88/9.15 | 76.11/0.88/9.15 |
|         | HFNN       | 15 | 81.15/0.59/9.15 | 80.96/1.04/9.15 | 80.96/1.04/9.15 | 80.96/1.04/9.15 | 80.96/1.04/9.15 | 80.96/1.04/9.15 | 80.96/1.04/9.15 |
|         | PP-HFNN    | 15 | 80.26/0.57/9.15 | 80.30/0.37/9.15 | 80.30/0.37/9.15 | 80.30/0.37/9.15 | 80.30/0.37/9.15 | 80.30/0.37/9.15 | 80.30/0.37/9.15 |
| EEG-DD  | SVM(linear) | -  | 83.80/2.51/24.1 | 76.20/2.41/24.1 | 76.20/2.41/24.1 | 76.20/2.41/24.1 | 76.20/2.41/24.1 | 76.20/2.41/24.1 | 76.20/2.41/24.1 |
|         | SVM(rbf)   | -  | 87.21/3.37/0.0014 | 78.96/5.55/0.31 | 78.96/5.55/0.31 | 78.96/5.55/0.31 | 78.96/5.55/0.31 | 78.96/5.55/0.31 | 78.96/5.55/0.31 |
|         | RF         | -  | 87.55/3.26/1.21 | 81.03/2.20/1.21 | 81.03/2.20/1.21 | 81.03/2.20/1.21 | 81.03/2.20/1.21 | 81.03/2.20/1.21 | 81.03/2.20/1.21 |
|         | FNN        | 20 | 87.08/2.04/12.21 | 84.94/3.82/12.21 | 84.94/3.82/12.21 | 84.94/3.82/12.21 | 84.94/3.82/12.21 | 84.94/3.82/12.21 | 84.94/3.82/12.21 |
|         | HFNN       | 20 | 87.02/4.70/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 |
|         | PP-HFNN    | 20 | 87.02/4.70/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 | 84.98/4.02/22.22 |

The results for this classification task are provided in Table II. The number of iterations of the AO algorithm is given in the third column. The training and testing accuracy and corresponding standard variance values are provided in the fourth and fifth columns, respectively. HFNN and PP-HFNN show a better mAP than the other algorithms, which proves that HFNNs can deal with heterogeneous data relatively well. The comparisons between centralized and distributed clustering show that HFNN performed better with a distributed architecture on the EEG-DD dataset, but slightly worse with the HRSS dataset. Overall, however, the results show that a low-level FNN with distributed clustering works better than using a central agent. SVM is a powerful binary classification algorithm but, according to the results in Table II, PP-HFNN has the potential to be better. As Table II shows, PP-HFNN returned a higher mAP than SVM on the EEG DD dataset, which has more heterogeneity than HRSS. From this, we conclude that PP- HFNN is a better option than SVM for highly heterogeneous datasets. In addition, we applied the well-known t-test to evaluate the statistical significance between PP-HFNN and the other methods. The p-values of the t-tests are given in Column 6 of Table II. All p-values were less than 0.05, which indicates that the performance improvements brought by PP-HFNN are statistically significant.

**C. Regression tasks**

To assess PP-HFNN’s performance with regression tasks, we compared it to linear regression, Lasso regression, Ridge regression, polynomial regression and support vector regression (SVR) with the EC dataset and five-fold cross-validation. The degree of polynomial regression ranged from 2 to 5. The evaluation metric was mean square error (MSE), calculated by

\[
\text{MSE} = \frac{1}{N\sigma_Y} \sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2, \quad (28)
\]

The results are listed in Table III. As shown, HFNN performed better than all the other regression methods, which indicates that a hierarchical structure is more effective for processing heterogeneous data than a non-hierarchical structure. Also, we observed that using a distributed method took almost half the time of the centralized method, which is a significant improvement in time and efficiency. Notably, SVR could not cope with high volumes of data and failed to produce any output. We conducted a t-test for this experiment, too. Again, all p-values were less than 0.05.
Fig. 5. Performance of different parameter settings on the HRSS dataset, with each low-level FNN has 4 rules. Results of using HFNN on the (1) training data and (2) test data, and the results of using PP-HFNN on the (1) training data and (2) test data.

TABLE III
SIMULATION RESULTS OF THE REGRESSION TASKS

| Output | Algorithm | AO | Performance | Train | Test | Test(s) |
|--------|-----------|----|-------------|-------|------|---------|
| CO     | Linear    |    |             | 0.1146/0.0007 | 0.1146/0.0017 | 0.0000 | 11     |
|        | Ridge     |    |             | 0.1176/0.0049 | 0.1199/0.0174 | 0.0016 | 49     |
|        | Polynomial|    |             | 0.1034/0.0007 | 0.1039/0.0073 | 0.0026 | 2357   |
|        | RF        |    |             | 0.0999/0.0043 | 0.1011/0.0085 | 0.0038 | 1851   |
|        | HHN      | 50 | 0.0827/0.0014 | 0.0861/0.0067 | -      | 3431   |
|        | PP-HFNN   | 50 | 0.0770/0.0058 | 0.0808/0.0099 | -      | 3431   |
| Ethylene| Linear    |    |             | 0.1146/0.0003 | 0.1146/0.0111 | 0.0000 | 11     |
|        | Ridge     |    |             | 0.1061/0.0062 | 0.1074/0.0124 | 0.0012 | 49     |
|        | Polynomial|    |             | 0.1017/0.0003 | 0.1023/0.0191 | 0.0024 | 2357   |
|        | RF        |    |             | 0.0999/0.0059 | 0.1011/0.0204 | 0.0029 | 1851   |
|        | HHN      | 50 | 0.0724/0.0036 | 0.0762/0.0058 | -      | 3431   |
|        | PP-HFNN   | 50 | 0.0738/0.0064 | 0.0768/0.0084 | -      | 3431   |

(see column 6 Table III), confirming statistical significance of the performance improvements brought by PP-HFNN.

D. Results analysis

It can be seen from Tables II and III that PP-HFNN reached higher accuracy with both the classification and regression tasks than the other tested methods. We believe there are three reasons for this: 1) its hierarchical structure, which extracts data features from heterogeneous big data and also reduces the number of fuzzy rules; 2) the distributed K-means algorithm, which is efficient with large-scale data sets and also protects data privacy; and 3) the alternating optimization algorithm, which converges very quickly and does not suffer from the vanishing gradient problem associated with gradient-based learning methods.

We also investigated the trade-off between privacy-preservation and performance by increasing the number of agents from 2 to 10 for the HRSS dataset. The results, presented in Fig. 5, show that the mAP value for PP-HFNN initially increases and then drops as the number of agents increases. In addition, PP-HFNN’s performance on the testing data was even better than its centralized counterpart HFNN with less than six agents. Note that the difference between PP-HFNN and HFNN is that PP-HFNN employs a distributed K-means algorithm, while HFNN uses a centralized K-means algorithm to locate the parameters in the antecedent layer. Here, the distributed K-means algorithm can be regarded as a distributed representation learning process, which, in some cases, can outperform its centralized counterpart. However, since the number of training samples allocated to each agent
The accuracy of PP-HFNN dropped with greater data privacy concerns. We presented a two-stage optimization algorithm to preserve HFNN to address some of the challenges with heterogeneous big data, and especially those surrounding privacy protection. Additionally, the distributed K-means algorithm has very good performance, especially with heterogeneous big data at massive scales. Coordination at high levels of the hierarchy is conducted with the AO method, which converges very quickly. The entire training procedure is scalable and does not suffer from slow training speeds or gradient vanishing problems, unlike the methods based on back-propagation. Comprehensive simulations on both regression and classification tasks show that this PP-HFNN outperforms all the tested baseline methods in terms of accuracy and, further, the difference in training time widens as the size of the dataset grows. We are currently exploring a semi-supervised learning method based on the PP-HFNN framework to address scenarios where the training data consists of both labeled and unlabeled samples.

VI. CONCLUSION

The last few decades have witnessed a big data boom in many areas, such as social networks, the Internet of Things, commerce, astronomy, biology, medicine, etc. However, heterogeneous big data poses a range of challenges to machine learning given its enormous scale and dimensionality and its inherent uncertainty. In this paper, we proposed a privacy-preserving HFNN to address some of the challenges with heterogeneous big data, and especially those surrounding privacy concerns. We presented a two-stage optimization algorithm to train the HFNN. The parameters at low levels of the hierarchy are trained by a distributed K-means algorithm, which does not reveal local data among agents and, thus, is privacy-preserving. Additionally, the distributed K-means algorithm has very good performance, especially with heterogeneous big data at massive scales. Coordination at high levels of the hierarchy is conducted with the AO method, which converges very quickly. The entire training procedure is scalable and does not suffer from slow training speeds or gradient vanishing problems, unlike the methods based on back-propagation. Comprehensive simulations on both regression and classification tasks show that this PP-HFNN outperforms all the tested baseline methods in terms of accuracy and, further, the difference in training time widens as the size of the dataset grows. We are currently exploring a semi-supervised learning method based on the PP-HFNN framework to address scenarios where the training data consists of both labeled and unlabeled samples.
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