Learning unbiased registration and joint segmentation: evaluation on longitudinal diffusion MRI
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ABSTRACT

Analysis of longitudinal changes in imaging studies often involves both segmentation of structures of interest and registration of multiple timeframes. The accuracy of such analysis could benefit from a tailored framework that jointly optimizes both tasks to fully exploit the information available in the longitudinal data. Most learning-based registration algorithms, including joint optimization approaches, currently suffer from bias due to selection of a fixed reference frame and only support pairwise transformations. We here propose an analytical framework based on an unbiased learning strategy for group-wise registration that simultaneously registers images to the mean space of a group to obtain consistent segmentations. We evaluate the proposed method on longitudinal analysis of a white matter tract in a brain MRI dataset with 2-3 time-points for 3249 individuals, i.e., 8045 images in total. The reproducibility of the method is evaluated on test-retest data from 97 individuals. The results confirm that the implicit reference image is an average of the input image. In addition, the proposed framework leads to consistent segmentations and significantly lower processing bias than that of a pair-wise fixed-reference approach. This processing bias is even smaller than those obtained when translating segmentations by only one voxel, which can be attributed to subtle numerical instabilities and interpolation. Therefore, we postulate that the proposed mean-space learning strategy could be widely applied to learning-based registration tasks. In addition, this group-wise framework introduces a novel way for learning-based longitudinal studies by direct construction of an unbiased within-subject template and allowing reliable and efficient analysis of spatio-temporal imaging biomarkers.

1. PURPOSE

The increasing availability of longitudinal imaging data is expanding our ability to characterize progressive anatomical changes, ranging from normal changes in the life span, to response along disease trajectories or therapeutic actions. Accurate analysis of longitudinal imaging changes could certainly benefit from a tailored analytical framework for data processing. Specifically, such frameworks are designed to combine structure segmentation and nonlinear registration to obtain within-subject anatomical consistency, to avoid processing bias during registration, and to make use of conditional correlations between segmentation and registration in longitudinal data by jointly optimizing the parameters. To date most existing frameworks have focused on parts of the above mentioned challenges, for instance,\textsuperscript{1–3} showed improved performances using joint optimization but the registration may be biased as fixed reference-frames were used. We here extend these approaches by enabling unbiased alignment among a given group of images, and thereby providing an analytical framework that can be used in longitudinal imaging studies for reliable quantification of biomarkers and efficient modeling of a within-subject template.

A common strategy in image registration is to choose a fixed reference, to which the rest of images can be pair-wise registered. This approach however introduces a bias towards the selected reference, e.g., interpolation asymmetry.\textsuperscript{4} In longitudinal studies, the baseline time-point usually serves as the fixed reference, therefore only the follow-up images are smoothed and the baseline image is consistently used for initialization. While a possible solution is to consider all combinations of paired deformations, for instance, to compose them into a mean deformation\textsuperscript{5–7} or to search for a median image,\textsuperscript{4,8,9} this results in a dramatic growth of computational
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complexity. An efficient strategy to eliminate the need and the bias of reference selection is to use an implicit reference image that has the mean anatomy of the group. In classical registration algorithms, the mean strategy has been widely applied.\textsuperscript{10–12} For learning-based registration, however, the fixed strategy is still the current paradigm. A recently-proposed relevant idea is to learn an implicit mean-space atlas using a loss term that penalizes the moving average of paired deformations to enforce geometric centrality.\textsuperscript{13} The use of a loss term however requires to explicitly set the weight for the penalty and thus to specify to what extent the constraint is satisfied.\textsuperscript{11}

In this work, we propose a novel unbiased group-wise strategy for learning-based registration that (1) forces the implicit reference in the mean-space of the input images using a constraint on the velocity field, and (2) estimates simultaneously all invertible deformations between the inputs and the implicit reference. Also, by joint optimization with a segmentation network, the proposed framework (3) leads to perfectly consistent segmentation estimates.

2. NEW AND BREAKTHROUGH WORKS TO BE PRESENTED

The main novelty and contributions of the presented work are as follows:

- The idea of learning unbiased group-wise registration is novel and elegant compared to the existing pairwise strategies. To the best of our knowledge, this work is the first to use constraint optimization for learning a mean space in group-wise registration. This has impact beyond the presented application, as mean-space learning strategy can be widely applied to learning-based registration tasks.

- This framework introduces a novel way for learning-based longitudinal studies. Pairwise registration usually uses the baseline visit as fixed reference, suffering from an interpolation asymmetry bias.\textsuperscript{4} Instead, our method directly constructs an unbiased within-subject template, allowing reliable and efficient analysis of imaging biomarkers.

3. METHODS

3.1 Learning-based unbiased registration

Given a set of \(n\) images \(\mathcal{I} = \{I_1, \ldots, I_n\}\), each described by intensity values \(I_i(x)\) at spatial coordinate \(x \in X_i\), \(i = 1 \ldots n\), the group-wise registration aims to simultaneously estimate a set of transformations \(\tau = \{\tau_1, \ldots, \tau_n\}\) that warp the images \(\mathcal{I}\) to a common reference space \(\mathcal{X}\), such that \(I_i(\tau_i) \approx I_j(\tau_j)\) \(\forall i \neq j\).

To achieve invertibility, we adopt diffeomorphic transformations\textsuperscript{14} for \(\tau\). Specifically, we estimate a set of stationary velocity fields (SVF): \(\mathcal{V} = \{v_i\}_{i=1}^n\), pointing from \(\mathcal{X}\) to \(\mathcal{X}\). The transformations \(\tau\) and their inverse transformations \(\tau^{-1} = \{\tau^{-1}_i\}_{i=1}^n\) can be subsequently estimated with the integration of the velocity field \(\mathcal{V}\) and the negative velocity filed \(-\mathcal{V}\) over unit time.\textsuperscript{14–16} In this setting, the transformation aligning any two images within the group \(\{\tau_{i \rightarrow j}\}\) is also available by the composition of \(\tau_j\) and \(\tau^{-1}_i\), i.e., \(X_i \approx \tau_j(\tau^{-1}_i(X_j))\).

To estimate the transformation between any image pair, learning-based registration algorithms use a shared high-dimensional mapping function \(\mathcal{G}_\mathcal{V}\), that is, \(\mathcal{T}_{i \rightarrow j} = \mathcal{G}_\mathcal{V}(I_i, I_j)\). We here extend the formulation of \(\mathcal{G}_\mathcal{V}\) from pair-wise estimation to simultaneous estimation of a set of transformations \(\tau\), i.e.,

\[
\tau \leftarrow \mathcal{V} \leftarrow \mathcal{G}_\mathcal{V}(\mathcal{I}).
\]

(1)

For the purpose of unbiased registration, the method takes into account three constraints during the optimization. First, for monomodal imaging data, intensities at corresponding spatial locations are expected to be similar among images. We therefore use an intensity-based dissimilarity metric, i.e., mean squared error, as part of the registration component of the loss function \(\mathcal{L}_{\text{reg}}\) following the approach of:\textsuperscript{12}

\[
\mathcal{L}_{\text{reg}}(\mathcal{I}, \tau) = \frac{1}{n} \sum_{i=1}^{n} (\bar{I} - I_i(\tau_i))^2;
\]

(2)
where \( \mathcal{I} \) can be considered as an implicit reference image: 
\[
\mathcal{I} = \frac{1}{n} \sum_{i=1}^{n} I_i(\mathcal{T}_i).
\]

Second, to force the reference image \( \mathcal{I} \) in the geometric center of the group, we propose a constrained optimization inspired by classical registration algorithms.\(^{10-12} \) For this, we subtract the average velocity field from each of the estimated velocity fields, resulting in the sum of the velocity fields to be zero \( \forall x \in X \). In the reminder of the paper this procedure is referred to as a constraint projection layer, which is formulated as 
\[
\hat{v}_i = v_i - \frac{1}{n} \sum_{i=1}^{n} v_i \implies \sum_{i=1}^{n} \hat{v}_i = 0.
\]

Third, to encourage smoothness of the estimated velocity fields, a diffusion regularization term \( \mathcal{L}_{\text{def}} \) is included in the loss function:
\[
\mathcal{L}_{\text{def}}(\mathcal{V}) = \frac{1}{n} \sum_{i=1}^{n} \|
abla v_i \|_2^2.
\]

To summarize, the loss function of unbiased registration is composed of an intensity dissimilarity term (Eqs. (2)) and a regularization term (Eqs. (4)), while subject to the constraint of geometric centrality (Eqs. (3)).

### 3.2 Joint optimization framework
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Figure 1. Overview of the method. \( \mathcal{G}_\Phi \) and \( \mathcal{F}_\Theta \) denote the registration and segmentation network, respectively. The loss function consists of \( \mathcal{L}_{\text{seg}} \), \( \mathcal{L}_{\text{reg}} \) and \( \mathcal{L}_{\text{def}} \) terms.

In this work, we integrate the proposed unbiased registration with a segmentation task in a single analytical framework. Input images are aligned to the mean-space to be jointly segmented, making use of information from all images and ensuring spatial correspondence of the segmented structure across images. The overview of the proposed joint framework is presented in Figure. 1.

In short, the image set \( \{I_1, ..., I_n\} \) in native space are first aligned to an implicit mean-space of the group with \( \mathcal{G}_\Phi \). The aligned images \( \{I_1(\mathcal{T}_1), ..., I_n(\mathcal{T}_n)\} \) are then concatenated for the segmentation of \( S \), where \( S \)
can be viewed as the segmentation of the implicit reference image $\overline{I}$. We assume that the structure of interest to be segmented has normal appearance. The segmentation task is implemented in a learning-based manner using a mapping function $F_{\Theta}$, i.e.,

$$\overline{S} = F_{\Theta}(I_1(\mathcal{T}_1), ..., I_n(\mathcal{T}_n)).$$

(5)

To optimize the parameters $\Theta$ of $F_{\Theta}$, we warp the obtained segmentation $\overline{S}$ back to the image native space to minimize the classification error ($L_{seg}$) between the warped segmentations $\{\overline{S}(\mathcal{T}^{-1}_i), ..., \overline{S}(\mathcal{T}^{-1}_n)\}$ and the segmentation labels $\mathcal{S} = \{S_1, ..., S_n\}$. This ensures spatial correspondence of segmentations across images and also optimizes the inverse transformations. The classification error is measured with a metric based on the weighted inner product ($w = 3$), which is formulated as:

$$L_{seg}(\mathcal{S}, \overline{S}, \tau) = -\frac{1}{n} \sum_{i=1}^{n} \left(wS_i \times \overline{S}(\mathcal{T}_i^{-1}) + (1 - S_i) \times (1 - \overline{S}(\mathcal{T}_i^{-1}))\right)$$

(6)

Combining Eqs. (2), (4) and (6), the loss function of the joint optimization framework $L$ is defined as:

$$L = L_{reg} + \lambda_1 L_{def} + \lambda_2 L_{seg},$$

(7)

and optimized for $\Psi$ and $\Theta$ over all the $K$ sets of training samples $\{(I^k, S^k)\}_{k=1}^{K}$, i.e.,

$$\hat{\Psi}, \hat{\Theta} \leftarrow \arg\min_{\Psi, \Theta} \sum_{k=1}^{K} L_{reg}(I^k, G_{\Psi}(I^k)) + \lambda_1 (G_{\Psi}(I^k)) + \lambda_2 L_{seg}(S^k, F_{\Theta}(I^k), G_{\Psi}(I^k)).$$

(8)

We propose a generic framework where the architecture of the registration and segmentation components can be adapted based on specific applications. For the particular network architecture used in this study, we encoded $G_{\Psi}$ and $F_{\Theta}$ sequentially with modified U-Net architectures. The convolution layers produce a set of $k$ feature maps by individually warping the input with $k$ kernels. Here, we used $k = [16, 32, 64, 128, 256, 128, 64, 32, 16]$ for both $G_{\Psi}$ and $F_{\Theta}$. Each convolution layer was of kernel size $(3, 3, 3)$, followed by a leaky ReLu layer ($a = 0.2$) for non-linearity. Resamplings were performed using max-pooling and linear up-sampling layers. The last layers of $G_{\Psi}$ were convolution layers with 3 kernels that yielded stationary velocity fields $v$, $v \in \mathbb{R}^{3 \times 3}$, then followed by the computation layers of constraint projection, velocity integration, and spatial transformation. The last layer of $F_{\Theta}$ was an softmax function. For performance evaluation, the obtained probabilistic segmentation maps were binarized with a threshold of $P > 0.5$.

4. EXPERIMENTS AND RESULTS

4.1 Dataset and preprocessing

We applied the proposed method on 8045 diffusion-weighted MRI (DWI) scans of 3249 individuals from the Rotterdam Study. Data from a set of 97 normal individuals who were scanned twice within a month was used for evaluations of reproducibility of the method, in which no changes in brain microstructure are expected. The scans from remaining individuals, in which changes in brain microstructure are expected owing to aging, can be combined into a set of 6043 paired-scans (two time-points, $n = 2$) and an overlapping set of 1440 grouped-scans (three time-points, $n = 3$). We split the set of paired-scans into 5175 : 200 : 668 for training, validation, and test; the split of the grouped-scans is 1240 : 100 : 100. The data split was based on the participants, i.e., we made sure that scans from the same participant ended up in either training, validation, test, or reproducibility dataset.

DWI was acquired at 1.5 Tesla with 25 diffusion-weighted volumes (b-value of 1000 s/mm²) and 3 non-weighted volumes. Each volume has $211 \times 210 \times 123$ voxels, of which the size is $1mm^3$. DWI preprocessing included correction of motion and eddy currents, estimation of diffusion tensors, and computation of fractional anisotropy (FA) and mean diffusivity (MD). FA image, a scalar map measuring anisotropy degree of diffusion, was used as the input of the method. For each DWI in the dataset, reference segmentation of white matter tracts were available using the approach of that based on probabilistic tractography and atlas information. In the present work, we focused on the segmentation of forceps minor (FMI) tract and utilized the reference segmentations as labels for model training and performance evaluation.
4.2 Experiments and evaluation metrics

4.2.1 Reference methods

We compare the proposed mean-space joint framework ([Mean]) with a pair-wise framework\(^2\) that uses fixed-reference registration ([Fixed]). The [Fixed] method registers a moving image to a target image \(\mathcal{L}_\text{reg}^F\), encourages deformation smoothness \(\mathcal{L}_\text{def}^F\), and segments the moving image \(\mathcal{L}_\text{seg}^F\). In contrast to [Mean], where segmentation consistency is forced by a constraint, [Fixed] explicitly optimizes consistency in the loss function with a metric of spatial correspondence between the target segmentation label and the warped moving segmentation prediction \(\mathcal{L}_\text{cons}^F\). The loss function for [Fixed] is formulated as:

\[
\mathcal{L}^F = \mathcal{L}_\text{seg}^F + \alpha \mathcal{L}_\text{reg}^F + \beta \mathcal{L}_\text{def}^F + \gamma \mathcal{L}_\text{cons}^F.
\]

To evaluate the sole value of the mean-space strategy, we used the same network configurations and loss metrics for [Mean] and [Fixed] framework, and adapted the [Fixed] for SVF-based deformation instead of the displacement-based deformation used in the literature.\(^2\)

To study the variability of evaluation metrics due to small processing errors, two additional reference methods are compared to apply morphology operations to the binary segmentations predicted by [Mean]: (1) the [Dilation] method dilates the segmentations by one voxel, (2) the [Translation] method translates the segmentations by one voxel along the axis perpendicular to the axial plane.

4.2.2 Evaluations

We applied the [Mean] framework and the reference methods to analyze the paired-scans and grouped-scans. Paired samples t-tests were used to statistically assess the difference of performance between approaches. First, using the paired test set, segmentation accuracy of the methods was compared as quantified by the Dice coefficient with the segmentation labels.

Second, using the reproducibility dataset, we evaluated processing bias of the methods in producing semantic segmentations and imaging biomarkers when time-points were passed in reversed order. Specifically, we computed the Cohen’s kappa coefficient \(\kappa\)\(^23\) as voxel-wise agreement between segmentations, and measured the percent of variation \(\epsilon\)% between estimation and reversed estimation of tract-specific measures (FA and volume). For volume \(V\) measurement, \(\epsilon = [V'' - V']/[0.5 \times (V'' + V')] \times 100\%\), where \(V'\) indicates the measured volume at a certain time-point, and \(V''\) the measured volume with reverse inputs. Therefore, for [Fixed], \(V'\) was obtained by direct segmentation and \(V''\) was obtained by propagation of the segmentation from the other time-point. This therefore indicates the bias in longitudinal processing when for instance the analysis of follow-up images is informed by the baseline.\(^4\) For [Dilation], \(V'\) was the result of [Mean] and \(V''\) was the result of [Dilation].

Third, we evaluated the geometric centrality of the proposed [Mean] framework by visualizing the implicit reference image and the velocity fields. The norm of the average velocity fields \(||\vec{v}||^2\) was measured over the grouped test set.

Fourth, using the same dataset we compared the consistency of segmentation between [Mean] and [Fixed] methods. In the proposed [Mean] framework, input images were automatically aligned to the mean-space for joint segmentation, in which segmentations can be directly compared and designed to be consistent. For the [Fixed] framework, we utilized the same transformations by [Mean] to align its results to the mean-space for overlap evaluation (Dice). To reduce detrimental effects of resampling the [Fixed] results, we performed linear interpolation on probabilistic results, then binarized them and computed the Dice coefficient.

4.2.3 Implementation

Experiments were performed on an NVIDIA 1080Ti GPU and an AMD 1920X CPU. Models were implemented using Keras-2.2.0 with a Tensorflow-1.4.0 backend, and trained using the Adam optimizer with a learning rate of \(1e^{-4}\). The order of input images was previously randomized for this study. In the experiments with paired inputs, models were trained bidirectionally (i.e., \(5175 \times 2 = 10350\) and \(3720 \times 2 = 7440\) transformations per epoch). For grouped inputs, we randomly shuffled image order in each training batch (size = 2) for the group-wise [Mean] method. The pair-wise [Fixed] method was trained on all possible scan pairs within the training dataset of grouped-scans, i.e., \(1240 \times 3 = 3720\) pairs.
The hyperparameters in the loss function were experimentally tuned based on the performance on the validation dataset. Specifically, for [Mean] algorithm, we used $\lambda_1 = 0.01$, and increased the $\lambda_2$ from 0.1 to 0.5 by 0.01 per epoch. For the [Fixed] method, hyperparameters were set to $\alpha = 10$, $\beta = 0.1$ and $\gamma = 1$. The training procedure was stopped until the validation loss tended to increase. The parameters with the best validation performance was selected for evaluation of the algorithms.

### 4.3 Results

The proposed mean-space joint framework ([Mean]) led to a significantly better spatial correspondence of segmentation ($\kappa = 89.30\%$) than the fixed-reference framework ([Fixed], $\kappa = 83.21\%$) (Table 1). Typically, a $\kappa > 60\%$ indicates “substantial” agreement, and a $\kappa > 80\%$ indicates “almost perfect” agreement.\(^{21}\) This suggests that the spatial segmentation obtained by proposed framework is highly reliable regardless of order of input images, and the remaining small bias is even smaller than translation of one voxel which can easily happen due to subtle numerical instabilities and interpolation. This reliability is also corroborated by the subtle variation in determined imaging biomarkers. The percent variation of tract-specific volume, FA and MD measures (0.01%, 0.04% and −0.01%) all had non-significant difference from zero. The segmentation accuracy of the proposed [Mean] framework did not improve over the [Fixed] method. Since the [Mean] framework aims at reducing variability in cross-sectional segmentations, it was indeed expected that overlap with the segmentation label\(^{22}\) at each time-point can decrease.

The bottom row of Fig. 2 shows that adding three velocity fields gave a total deformation of zero at each corresponding location ($||v||_2^2 = 2.98 \times e^{-16}$), indicating that the reference space was indeed exactly at the center of the deformations. Visual inspection of the warped FA images and their median image in the mean-space showed plausible average anatomy among the inputs. The segmented FMI tract appeared correct at all points of the deformations. Visual inspection of the warped FA images and their median image in the mean-space showed plausible average anatomy among the inputs. The segmented FMI tract appeared correct at all points of the deformations. We presented a learning-based analytical framework for unbiased group-wise registration and consistent segmentation. In evaluations on a large-scale dataset, we showed that the proposed method was able to simultaneously align images in the mean-space of the group, and to produce highly reliable spatial segmentations and imaging biomarkers. It therefore can be used as a fully automated and integrated pipeline to support longitudinal imaging studies on large datasets. To our knowledge, this work advances the stage-of-the-art by the first time using constraint optimization for learning mean-space registration. We expect the proposed mean-space learning strategy can be widely applied to registration tasks.

| Method         | Processing bias | Accuracy |
|----------------|-----------------|----------|
|                | $\epsilon(\%)$ in volume | $\epsilon(\%)$ in FA | $\epsilon(\%)$ in MD | $\kappa(\%)$ | Dice (%) |
| [Dilation]     | 53.01 ± 2.84    | −8.63 ± 1.08 | 1.41 ± 0.69    | 73.15 ± 1.41 | 55.35 ± 5.68 |
| [Translation]  | −              | 0.45 ± 0.53  | −0.04 ± 0.63   | 84.77 ± 1.49 | 61.68 ± 7.53 |
| [Fixed]        | 0.70* ± 4.03    | −0.07* ± 1.03 | −0.04* ± 0.67  | 83.21 ± 3.54 | 65.16 ± 7.57 |
| [Mean]         | 0.13* ± 2.33    | 0.04* ± 0.67 | −0.01* ± 0.45  | 89.30 ± 2.34 | 64.46 ± 7.51 |

### 5. DISCUSSION AND CONCLUSION

We presented a learning-based analytical framework for unbiased group-wise registration and consistent segmentation. In evaluations on a large-scale dataset, we showed that the proposed method was able to simultaneously align images in the mean-space of the group, and to produce highly reliable spatial segmentations and imaging biomarkers. It therefore can be used as a fully automated and integrated pipeline to support longitudinal imaging studies on large datasets. To our knowledge, this work advances the stage-of-the-art by the first time using constraint optimization for learning mean-space registration. We expect the proposed mean-space learning strategy can be widely applied to registration tasks.

This work focuses on longitudinal imaging studies of normal individuals, in which the number of acquired time-points is within a small range. For this, we assume that training models for a specific number of visits is acceptable. While for registration of a large number of images, the method is not yet applicable. Our experiments
highlight the need for further research in developing evaluation criteria for segmentation accuracy and reliability. We used the standard Dice measure for each scan, but this measurement does not capture all the nuances of the resulting segmentation such as the consistency within-subject.

For future extension of the method, we plan to analyze the influence of the weight between loss terms and to adapt the method to analyze brain diseases with large and progressive changes, which may benefit from the proposed joint framework.
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