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Abstract—Digital human animation relies on high-quality 3D models of the human face—rigs. A face rig must be accurate and, at the same time, fast to compute. One of the most common rigging models is the blendshape model. We propose a novel algorithm for solving the nonconvex inverse rig problem in facial animation. Our approach is model-based, but in contrast with previous model-based approaches, we use a quadratic instead of the linear approximation to the higher order rig model. This increases the accuracy of the solution by 8% (0.26 mm) on average and, confirmed by the empirical results, increases the sparsity of the resulting parameter vector—an important feature for interpretability by animation artists. The proposed solution is based on a Levenberg-Marquardt (LM) algorithm, applied to a nonconvex constrained problem with sparsity regularization. In order to reduce the complexity of the iterations, a paradigm of Majorization Minimization (MM) is further invoked, which leads to an easy to solve problem that is separable in the parameters at each algorithm iteration. The algorithm is evaluated on a number of animation datasets, proprietary and open-source, and the results indicate the superiority of our method compared to the standard approach based on the linear rig approximation. Although our algorithm targets the specific problem, it might have additional signal processing applications.

Index Terms—Blendshape animation, inverse rig problem, Levenberg-Marquardt algorithm, Majorization-Minimization, non-linear least squares.

I. INTRODUCTION

Modern facial animation demands ever more realistic and complex characters to satisfy user needs and avoid the uncanny valley effect [1]. The underlying functions of the animation models include high-level non-linear terms, increasing the complexity of the animation task. Manually animating such a model is expensive in terms of both time and effort, hence the automated solutions are constantly being developed [2]–[6]. One promising direction is to apply machine learning, e.g., neural networks [7], [8], but to train a good model, one needs a large amount of training data, which is still expensive to obtain. For this reason, we focus on developing a model-based optimization method for solving the inverse rig problem.
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![Fig. 1: Face meshes in the top of the figure represent blendshapes $b_1, \ldots, b_m$ of a character, the bars below are activation weights $w_1, \ldots, w_m$, corresponding to each of the blendshapes and the estimated face mesh $\hat{b}$ is obtained by applying a rig function $f(w)$.](image)

The functions used in the facial animation are blendshape rigs [13]. Traditionally, blendshape functions are linear $f(w) = Bw$ [14], and the inverse rig problem might be posed as

$$\text{minimize} \| Bw - \hat{b} \|^2$$

where $w \in \mathbb{R}^m$ is a vector of parameters, or controller weights, $B \in \mathbb{R}^{m \times m}$ is a blendshape matrix, whose columns are blendshape vectors $b_1, \ldots, b_m \in \mathbb{R}^m$, and $\hat{b} \in \mathbb{R}^m$ is a given face mesh as depicted in Figure 1. For this simple case (with possible constraints or regularization terms) solutions already exist [6], [15], but modern blendshape models are increasingly complex and non-linear. Hence, more complex solutions are needed in order to keep a high-level accuracy of the solution. State-of-the-art blendshape models add several layers of corrections in order to increase the expressivity of a character and make local deformations more realistic. This yields rig functions that are typically third or fourth-order polynomials (see Section III).
A. Contributions

In this paper, we propose a novel algorithm for solving the inverse rig problem for facial animation. We approach this problem by approximating a complex blendshape rig with a second-order polynomial form\(^1\) and construct an iterative procedure with constraints on the range of the parameters. Our model is employing the Levenberg-Marquardt algorithm\(^2\),\(^3\),\(^4\) in the light of the Majorization Minimization framework\(^5\),\(^6\),\(^7\),\(^8\),\(^9\),\(^10\),\(^11\) and produces an accurate and sparse solution. The proposed method is designed such that the major computational step is parallelizable component-wise with respect to the components of the vector of controller weights, and hence is amenable to complex models and real-time animation.

At each iteration we solve a scalar quartic equation per component, that offers a fast to compute solution. Instead of using all the corrective levels of the rig, as in\(^12\), we approximate the rig with a second-order model since this is a complexity level that allows us to model the inverse rig solution efficiently, and yet it is considerably more accurate than the linear approximation (see Section \(\text{III}\)). We estimate the inverse rig solution through the following constrained problem:

$$
\min_{0 \leq w \leq 1} \| f(w) - b \|^2 + \lambda 1^T w
$$

where \( \lambda \geq 0 \) is a regularization parameter. Besides the choice of a rig function, the objective function (2) differs from (1) in the regularization term that forces a solution to be sparse — which is important in animation because sparser vectors are more likely to produce semantically correct activations, and are easier to manually adjust (if needed).

The proposed algorithm is based on the application of the Levenberg-Marquardt (LM) algorithm\(^13\),\(^22\) for minimizing a constrained problem (2). LM is viewed as a trust region algorithm\(^23\) which aligns well with the structure of our problem (tight box constraints), and together with its good convergence properties\(^24\),\(^25\) it imposes as a natural choice for solving the inverse rig. However, an LM iterate is still complex (even under the quadratic approximation of the rig), hence we devise an upper bound to the objective that is easier to minimize, and apply the Majorization Minimization (MM)\(^18\),\(^19\),\(^20\),\(^21\) to solve the problem. The upper bound consists of a set of simple and component-wise independent equations. Experiments indicate that our algorithm leads to a more accurate solution than the standard linear approximation while keeping the estimated vector sparse. Linear model has shorter computational time, but we build on top of linear solution and achieve the convergence in only a few additional iterations.

Next we provide a more detailed literature review to help us contrast our contributions with respect to existing work. We organize the literature review in three different categories. Subsection I-B1 overviews the field of facial animation, and more concretely, contrasts our work with respect to other inverse rig solutions. Subsections I-B2 and I-B3 respectively review LM and MM methods that are the key technical ingredients that we need in order to develop the proposed inverse rig method.

B. Literature Review

1) Facial Animation: There is no original reference paper for the blendshape model, but a thorough introduction can be found in\(^2\),\(^3\),\(^13\),\(^26\). The main components of a model are a neutral face mesh, a blendshape basis (local deformations of a neutral face), and a set of controllers corresponding to the meshes from the basis. Creation of the blendshape basis is discussed in\(^3\),\(^13\),\(^27\),\(^28\).

The next stage in the pipeline is adjusting activation weights to produce a desired animation—this is called the inverse rig problem and represents the main bottleneck in production due to the time involved. This is also the main focus of our paper, where we want to develop a solution that reduces execution time and complexity in solving inverse rig while working with accurate models. Automated solutions for certain linear forms of the rig are proposed in\(^2\),\(^6\). In order to enhance the fidelity of expression, additional corrective blendshapes are introduced, as explained in\(^12\), yielding a nonconvex problem—as studied in\(^8\),\(^29\). One generalization of inverse rig learning is the problem of direct manipulation that considers an interface allowing a user to drag vertices of the face directly in order to produce the desired expression\(^26\).

A possible approach towards a distributed inverse rig solvers is via using a face segmentation or clustering. It allows different regions of the face to get observed and processed independently or in parallel. Early works consider a simple split of the face into upper and lower sets of markers\(^2\). Later, these models are sought to be automatic\(^4\),\(^29\) or semi-automatic\(^30\),\(^31\). All these works use either topological positions of vertices in the face or their correlation over animation sequence, neglecting the underlying blendshape model. Clustering based on the underlying deformation model has been considered in\(^33\),\(^34\) where a goal of the former was to add a secondary motion to an animated character, and the latter proposes a segmentation for solving the inverse rig locally in a distributed fashion. However, in this paper we do not investigate further application of face clusters in solving our objective.

In summary, the approaches to solving the inverse rig problem can be divided into data-based and model-based. Data-based solutions are popular due to their ability to provide accurate solutions even for complex rig functions\(^7\),\(^8\),\(^28\). However, the data acquisition is too expensive, which is why in this paper we consider a model-based approach. In this case, the literature examines only the linear rigs\(^2\),\(^3\),\(^6\),\(^35\), yielding convex optimization problems. We propose using a quadratic rig, that yields a non-convex objective, but (as confirmed in our experiments) leads to a more accurate and sparser solution.

2) Levenberg-Marquardt Algorithm: The Levenberg-Marquardt (LM)\(^15\),\(^22\),\(^24\) algorithm was originally proposed as a solution to non-linear least squares problems\(^16\),\(^17\). It blends two well known algorithms, Gradient

\(^1\)Blendshape models are traditionally linear, but in modern animation several levels of correction might be added on top of a linear model, leading to more accurate local representation of the face. Second-order approximation means that we consider only the first level of the correction (see Section \(\text{III-A}\)).
Descent (GD) \cite{15, 22, 56} and Gauss-Newton (GN) \cite{15, 22, 37}, in order to exploit the benefits of both — strong convergence properties of GD and a local quadratic convergence rate of GN \cite{38-44}. The objective function of LM may be equivalently presented as a constrained optimization problem, which further gave rise to Trust Region algorithms \cite{45-47}. A modern LM is viewed as Gauss-Newton using a trust region approach \cite{23}.

Due to its favorable convergence properties, LM became a popular algorithm for solving optimization problems. Intuitive explanations of the algorithm and its variants are given in \cite{24, 25}. There is a long line of research that provides specific applications and implementations of LM, especially in the framework of Neural Networks \cite{48-54}. Nonconvex problems arise often in signal processing \cite{55-59}, and recently a number of papers have proposed problem-specific adaptations of LM for solving them \cite{60-63}. To the best of our knowledge, LM has not been applied in the facial animation literature. In this paper we develop a model for solving the inverse rig in animation, based on LM, that efficiently solves a constrained non-linear least squares problem with sparsity regularization and box constraints.

3) **Majorization Minimization (MM)** \cite{18-21} is a generalization of the expectation maximization algorithm \cite{64, 65}. The idea of the algorithm is to iteratively substitute the original objective function with surrogate functions that are easier to minimize and bound the original objective from above, while touching the objective in the previous iterate. Depending on the problem at hand, different assumptions on the majorizer are often made, e.g., the function being continuously differentiable, convex, Lipschitz smooth, etc. \cite{66-71} in order to guarantee the convergence. Reference \cite{20} offers a good tutorial that covers different types of problems solved via MM, with extensive literature review, while \cite{72} provides a number of example applications in signal processing, communications, and machine learning.

As mentioned in \cite{72}, it is desirable for a surrogate function to be separable in variables, convex and smooth. In this paper, we use a majorization function with a closed-form solution that is separable in components. The powerful MM technique and a judicious formulation of tight upper bounds allowed us to derive an efficient LM-type method for solving the specific non-linear least squares constrained problem relevant to inverse rig as explained above.

### C. Notation

We denote by $\mathbb{R}$ the set of real numbers and by $\mathbb{R}^m$ the real Euclidean space of dimension $m$. Scalars, vectors and matrices are denoted by lowercase (a), bold lowercase (a) and bold uppercase (A) letter respectively. We use subscripts to denote elements of vectors and rows/columns of matrices: $a_i$ is the $i^{th}$ element of a vector $a$, $A_{ij}$ is $i^{th}$ row of a matrix $A$, $A_{i \cdot}$ is $i^{th}$ column of a matrix $A$ and $A_{\cdot j}$ is the element of a matrix $A$ in the row $i$ and column $j$. The symbol $\mathbf{0}$ (\textbf{1}) represents vector with all elements equal to 0 (1). In case of vectors, the inequality operators ($<, \leq, \geq, >$) are considered to be element-wise. $\| \cdot \|$ represents the $l_2$ norm and $\| \cdot \|_\infty$ represents the $l_\infty$ norm. Functions are represented using standard notation, either by Latin or Greek letters, but always with their argument indicated, e.g.: $f(x)$, $\phi(x)$, $F(x)$, $\Phi(x)$. When we discuss iterative procedures we use notation ($t$) to represent a specific iteration as subscript, e.g., $a_{(t)}$ is the iterate at $t$-th iteration. Operator $\dagger$ represents the pseudoinverse, i.e. $A^\dagger = (A^T A)^{-1} A^T$. The mapping $P_{[a, b]}(x) : \mathbb{R} \to [a, b]$ is the projection of a scalar variable $x$ onto the interval $[a, b]$. The largest singular value of a matrix $A$ is denoted as $\sigma_{\max}(A)$, and the largest and the smallest eigenvalues of $A$ are $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ respectively.

This paper is organized as follows. Section II covers the theoretical concepts needed for formulating the inverse rig problem and describing the proposed algorithm. Section III formulates the problem and gives a derivation of the proposed algorithm. Section IV shows the results of the numerical experiments performed on several animation datasets, and finally Section V concludes the paper with a discussion.

### II. Preliminaries

Section II-A explains rig-based modeling in facial animation and defines the inverse rig problem. Section II-B covers background on the Levenberg-Marquardt (LM) algorithm and how it is applied for solving the inverse rig, and Section II-B describes the Majorization Minimization approach and how it is used further to simplify the iterates of LM in the proposed algorithm.

#### A. Rig Function and Inverse Rig

A rig function in animation is a mapping $f(w) : \mathbb{R}^m \to \mathbb{R}^n$ that takes a set of $m$ controller parameter values $w$ and deforms a character mesh $b \in \mathbb{R}^n$ in space, according to the space of motion defined via controllers. A particular class of rig functions that are of interest to us are blendshape-based rigs \cite{13}. In its simplest form, the blendshape rig represents an affine transformation of the parameters and, hence, it is easy to understand and apply. In this section we present the main principles of blendshape animation for a human face.

Consider a 3D face model in the neutral position, i.e., no muscle activations or any visible expression, as depicted in Figure 2. It consists of $n$ vertices $v_1, \ldots, v_n \in \mathbb{R}^3$ on the surface mesh. We unravel $x, y, z$ coordinates of each vertex $v_i$ and stack them into a single vector $b_0 \in \mathbb{R}^{3n}$ such that $b_0 = [v_{i,1}, v_{i,2}, v_{i,3}, \ldots, v_{n,1}, v_{n,2}, v_{n,3}]^T$ (see Figure 2). Additionally, we have a set of $m$ topologically identical copies of the neutral face (none of the vertices or edges can be added or removed, we only allowed to move them in space), but each with a local deformation. These meshes are called blendshapes, and each of them represents an atomic facial deformation, and combining them produces more complex expressions (and it spans the space of possible deformations). Each of these meshes is vectorized in the same manner as a neutral mesh, and we obtain $m$ vectors $b_1, \ldots, b_m \in \mathbb{R}^{3n}$. A blendshape matrix $B \in \mathbb{R}^{3n \times m}$ is then formed as a matrix whose columns are blendshape vectors $B := [b_1, \ldots, b_m]$. This procedure is illustrated in Figure 2.
In the linear blendshape model, any feasible facial expression can be obtained as
\[ f(w) = b_0 + Bw \]
where \( w = [w_1, \ldots, w_m]^T \) is a vector of activation weights for each blendshape. The mapping \( f(w) : \mathbb{R}^m \rightarrow \mathbb{R}^{3n} \), from parameters \( w \) into a mesh space, is called a rig.

In modern animation, we work with hundreds of blendshapes in the basis and thousands of face vertices. Due to this high dimensionality, artifacts in the face mesh are common. It happens that a pair of blendshapes \( b_i \) and \( b_j \), when activated simultaneously, produces a local deformation that is different from what the artist expected. In that case, the artist sculpts a new mesh \( \hat{b} \), that is the desired output for this pair, and extracts the difference between the obtained and desired meshes as a corrective blendshape \( b^{(i,j)} \):
\[ b^{(i,j)} = \hat{b} - (b_i + b_j). \]

Now, whenever the blendshapes \( b_i \) and \( b_j \) are activated simultaneously, the corrective blendshape \( b^{(i,j)} \) is activated as well, by a coefficient that is equal to the product of the two coefficients:
\[ f(w_i, w_j) = b_0 + w_i b_j + w_j b_j + w_i w_j b^{(i,j)}. \]

Using the same reasoning, we can have the higher order corrective terms as well — \( b^{(i,j,k)} \) for triplets of controllers (corresponding to products of weights \( w_i w_j w_k \)), \( b^{(i,j,k,l)} \) for set of four, and so on.²

²Multiplying the corrective blendshapes by the products of the individual weights \( w_i \)'s that correspond to the corrective blendshape has been empirically shown itself to lead to semantically accurate models while at the same time not extending the dimensionality of the weight vector \( w \) to be designed.

Even tough the creation of the blendshape base is a work intensive task, once we have all the blendshapes, the rig function is simple and straightforward to use. There is a more complex and common problem that is called an inverse rig problem, and solving it is our main objective in this paper. The inverse rig considers a reference mesh \( \hat{b} \in \mathbb{R}^{3n} \) that is conventionally obtained as a 3D scan of an actor, and the task is to find an optimal estimate of the controller vector \( w \) so that \( f(\hat{w}) \approx \hat{b} \). The problem is often stated as a least squares minimization:
\[ \min_w \| f(w) - \hat{b} \|^2 \]
with possible constraints on the structure or sparsity of \( w \).

### B. Levenberg-Marquardt Algorithm

The Levenberg-Marquardt (LM) algorithm is a well known iterative algorithm that interpolates between gradient descent (GD) and Gauss-Newton (GN) method, overcoming the downsides of both. The primary problem that LM tries to solve is the least squares curve fitting. If there is a set of \( n \) empirical pairs \( (x_i, y_i) \) and a model curve is \( f(x_i, w) \), where \( w \in \mathbb{R}^m \) are model parameters to be estimated, the residuals are defined as \( s(x_i, y_i, w) := f(x_i, w) - y_i \). The corresponding optimization problem is
\[ \min_w S(w) := \sum_{i=1}^{n} s(x_i, y_i, w)^2. \]

When minimizing (3) via gradient descent, the iteration step, for iteration \( t \), is
\[ w_{(t+1)} = w_{(t)} - \alpha \nabla S(w_{(t)}) \]
where \( \alpha > 0 \) is a step size and \( \nabla S(w) : \mathbb{R}^m \rightarrow \mathbb{R}^m \) is a gradient of the cost function. This update makes small steps in the regions of a low gradient, so the algorithm’s convergence is very slow. Another problem is that GD follows an oscillatory path along narrow valleys, additionally increasing the number of iterations needed for the convergence. GN uses curvature information, so it improves in this respect and exhibits a quadratic convergence rate in the vicinity of the solution. The iteration step for GN is
\[ w_{(t+1)} = w_{(t)} - (\nabla^2 S(w_{(t)}))^{-1} \nabla S(w_{(t)}) \]
where \( \nabla^2 S(w) : \mathbb{R}^m \rightarrow \mathbb{R}^{m \times m} \) is a Hessian of the cost function (or an approximation to the Hessian).

Unfortunately, this method is susceptible to initialization, and in general, does not give a convergence guarantee. The problem with GN is that it can produce arbitrary large increments, which makes the algorithm diverge in some cases, even in the convex setting. To overcome this, the LM algorithm includes a damping parameter \( \lambda > 0 \) that prevents too large steps:
\[ w_{(t+1)} = w_{(t)} - (\nabla^2 S(w_{(t)}) + \lambda I)^{-1} \nabla S(w_{(t)}) \]
LM iteration (6) is a blend of GD and GN iterations, in the sense that small values of \( \lambda \) produce a GN-like step, while very large values of \( \lambda \) will make the first term inside of the brackets (6) negligible so that the update resembles that of...
GD. Parameter $\lambda$ is updated over iterations — if the objective is decreased sufficiently, $\lambda$ is reduced, but if the objective increases, $\lambda$ gets increased as well. This leads to an algorithm that is robust w.r.t. initial point, and yet it has a quadratic convergence rate in the vicinity of a solution [42–44].

LM can equivalently be presented in a framework of a trust-region optimization [46, 47], and this is the formulation that we also use in derivation of the proposed algorithm for solving the inverse rig (see ahead Algorithm 1). In this perspective, objective function in (3) is (usually) approximated by a Taylor expansion around $w(t)$:

$$\hat{S}(w(t) + v) \approx S(w(t)) + \nabla S(w(t))^T v + \frac{1}{2} v^T \nabla^2 S(w(t)) v,$$

and we look for an increment vector $v \in \mathbb{R}^m$, constrained by the radius $\Delta (\|v\| < \Delta$ for $i = 1, ..., m)$, that minimizes this approximation. The update rule (6) is restated as

$$\hat{v} \in \underset{\|v\|_\infty < \Delta}{\text{argmin}} S(w(t)) + \nabla S(w(t))^T v + \frac{1}{2} v^T \nabla^2 S(w(t)) v,$$

$$w(t+1) = w(t) + \hat{v}.$$  (7)

This is the formulation of LM that we use to construct the algorithm proposed in this paper. The main difference in this respect is the bound over an increment vector $v$. In all our models we have a constraint on the parameters $0 \leq w \leq 1$, hence we do not use a ball of radius $\Delta$ to limit the increment $v$, but rather we demand that $0 \leq w(t)+v \leq 1$ at each iteration $t$ (see ahead Section III-B (23)).

C. Majorization Minimization

The Majorization Minimization (MM) algorithm is a robust iterative procedure for numerical optimization. Instead of minimizing the original objective function, which might be too complex, it takes a more straightforward surrogate function and minimizes it instead. Consider that the original optimization problem is

$$\text{minimize } S(w)$$  (8)

with a function $S(w)$ that cannot be minimized efficiently. The idea of MM is that, at each iteration $t$, we construct an upper bound (or a surrogate) function $\Theta(w|w(t))$. Here, $w$ is the argument of the function, and $w(t)$ in $\Theta(\cdot|w(t))$ designates that one surrogate function $\Theta(\cdot|w(t))$ is associated to each iterate $w(t)$, for any $t$, where the surrogate functions for different $t$’s may be mutually different. This function is a majorizer of the original function at point $w(t)$, which means that it is above the original function at any point, and that the two are equal at $w = w(t)$:

$$\Theta(w|w(t)) \geq S(w) \text{ for any } w$$

$$\Theta(w(t)|w(t)) = S(w(t)).$$  (9)

The majorizer is often (but not exclusively) constructed based on the Jensen’s inequality, Cauchy–Schwarz inequality, or Taylor’s expansion of the objective $S(w)$. Depending on the application, a different strategy might be considered — in our algorithm we use the Cauchy–Schwarz inequality multiple times to derive a surrogate. Irrespective of the derivation, a surrogate is sought to be simple and easy to minimize, preferably offering a closed-form solution. Once this upper bound is defined, an update rule of the MM algorithm at iteration $t$ is

$$w(t+1) \in \text{argmin}_w \Theta(w|w(t)).$$  (10)

From (9) it is easy to see that this procedure decreases the objective monotonically:

$$S(w(t)) = \Theta(w(t)|w(t)) \geq \Theta(w(t+1)|w(t)) \geq S(w(t+1)).$$

In the algorithm proposed here (see ahead Algorithm 1), we derive a surrogate function (upon an LM iterate) that is separable in components and offers a closed-form solution. The bound produced with this choice is tight, and the experiments show a steady decrease in the objective.

III. Problem Formulation

Recall that the inverse rig problem assumes that there is a target mesh $b \in \mathbb{R}^{3n}$ (e.g. a 3D scan of a face) and the task is to estimate an optimal vector of controller activation weights $\hat{w} \in \mathbb{R}^m$ so that the target mesh is well approximated by the rig function $f(\hat{w})$. The entries of the vector are constrained to $0 \leq \hat{w}_i \leq 1$ for $i = 1, ..., m$ by the construction of a blendshape model (and the software Autodesk Maya will not accept values outside of this range). It is further desirable that the estimated vector $\hat{w}$ is sparse. There are two principal reasons for this. First, since the solution is not unique, a sparser solution is more likely to represent semantically correct activations vector. This is further going to influence the smoothness of the animation when the model transitions over the frames. Second, animators often need to understand and adjust already estimated controllers, which is increasingly harder when a large number of controllers is activated.

In order to account for the modeling requirements above, we formulate the inverse rig problem as

$$\text{minimize } \|f(\hat{w}) - b\|^2 + \lambda \|T \hat{w}\|^2$$  (11)

where $\lambda \geq 0$ is a regularization parameter. In our datasets the rig function has 3 levels of correction, so it is a fourth-order polynomial w.r.t. the weight vector:

$$f(\hat{w}) = B \hat{w} + \sum_{i,j} w_i w_j b_{i,j} + \sum_{i,j,k} w_i w_j w_k b_{i,j,k} + \sum_{i,j,k,l} w_i w_j w_k w_l b_{i,j,k,l}$$  (12)

where $B \in \mathbb{R}^{3n \times m}$ is a blendshape matrix, $P, T, Q$ are sets of tuples of size two, three and four respectively, containing controllers that need a corrective term and $b_{i,j}, b_{i,j,k}, b_{i,j,k,l} \in \mathbb{R}^{3n}$ are corrective blendshapes for each level of correction and specified tuple of controllers.

A. Approximation of the rig function

The rig function (12) is a fourth-order polynomial, and this makes our objective function (11) hard to work with. One
possibility would be to train a machine learning model that considers a rig to be a black box. However, this demands a lot of data, and data acquisition is a costly and time-consuming task. We prefer a model-based approach; hence the alternative is approximating the rig function with a simpler form.

A simple approximation can be provided by removing higher order corrective terms from the full rig function. The original rig in (12) is quartic. A quadratic approximation is

\[ f(w) \approx Bw + \sum_{i,j \in P} w_i w_j b^{(i,j)} \]  

(13)

The simplest approximation is a linear one

\[ f(w) \approx Bw. \]  

(14)

We can see the error of each level approximation of the rig, over one of our datasets (DS 1, see Section IV-A) in Figure 3. Linear approximation produces significantly larger error compared to higher-order rig functions, while quadratic is quite comparable with cubic and quartic except in the frames where the error produces sudden peaks.

To solve our optimization problem (11), we can work with the complexity level of linear and quadratic rig functions if linear approximation was able to produce good estimates in inverse rig fitting, it would be a better choice due to its simplicity. In that case, we have a convex quadratic objective with box constraints:

\[ \min_{0 \leq w \leq 1} \|Bw - \hat{b}\|^2 + \lambda \|\mathbf{T}^T w\| \]  

(15)

that can be solved efficiently. In our experiments we will use a Python library CVXPY to solve this problem. Due to its simplicity, a linear approximation (14) is still used in the industry, and also corresponds to all model-based inverse rig solutions in the literature [2], [3], [5], [6], but we need to work with a more accurate quadratic approximation.

The following section introduces the solution for solving the objective under a quadratic approximation (13), which is our proposed algorithm.

B. Proposed Algorithm

The optimization problem (11) under the quadratic rig approximation becomes

\[ \min_{0 \leq w \leq 1} \|Bw + \sum_{j,k \in P} w_j w_k b^{(j,k)} - \hat{b}\|^2 + \lambda \|\mathbf{T}^T w\| \]  

(16)

We approach this problem in a manner of LM, where at each iteration we have a vector of controllers’ weights \( w \in \mathbb{R}^m \) and need to solve for an optimal increment vector \( v \in \mathbb{R}^m \).

Even under the quadratic approximation of the rig function, the objective function of LM iteration is fairly complex, hence we simplify the objective by applying MM. That is, to solve (16), we propose an LM-MM based method that is presented in Algorithm 1. We first explain the algorithm derivation and then detail each step of the algorithm.

The objective (16) consists of the data fidelity term \( \|f(w) - \hat{b}\|^2 \) and the regularization term \( \lambda \|\mathbf{T}^T w\| \). If we write down the fidelity term as a sum, and consider each element \( i \) of the sum separately, we can introduce a simpler notation. Namely, we introduce a symmetric (and sparse) matrix \( D^{(i)} \in \mathbb{R}^{m \times m} \) for each face coordinate \( i \). Nonzero entries of the matrix are extracted from the corrective blendshapes \( D^{(i)}_{jk} = D^{(i)}_{kj} = \frac{1}{2} b^{(i,j,k)} \).

With this we can represent the fidelity term in a canonical quadratic form:

\[ \sum_{i=1}^n (B_i w + \sum_{j,k \in P} w_j w_k b^{(i,j,k)} - \hat{b}_i)^2 = \sum_{i=1}^n (B_i w + w^T D^{(i)} w - \hat{b}_i)^2 \]  

(17)

Introduce function \( \phi_i(w) : \mathbb{R}^m \to \mathbb{R} \) as:

\[ \phi_i(w) := (B_i w + w^T D^{(i)} w - \hat{b}_i)^2 \]  

(18)

When we add the increment vector \( v \) on top of the current
weight vector \( \mathbf{w} \) it yields:
\[
\phi_i(\mathbf{w} + \mathbf{v}) = (g_i + \mathbf{h}_i \mathbf{v} + \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v})^2 \\
= g_i^2 + 2g_i h_i v_i + 2g_i v^T \mathbf{D}^{(i)} \mathbf{v} + (\mathbf{h}_i \mathbf{v} + \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v})^2
\]
where \( g_i := \mathbf{B}_i \mathbf{w} + w^T \mathbf{D}^{(i)} \mathbf{v} - \hat{b}_i \), and \( \mathbf{h}_i := \mathbf{B}_i + 2w^T \mathbf{D}^{(i)} \) are introduced to simplify the notation. The fidelity term from \( \| \mathbf{v} \|_2 \) is a sum of functions \( \phi_i(\mathbf{w}) \), hence in order to bound the objective, we will derive an upper bound \( \psi_i(\mathbf{v}; \mathbf{w}) \geq \phi_i(\mathbf{w} + \mathbf{v}) \) for each element of the sum (see Section II-C; (9)). Functions \( \psi_i(\mathbf{v}; \mathbf{w}) \) depend only on \( \mathbf{v} \), while \( \mathbf{w} \) is considered fixed, so we will drop it in the equations. Let us first separate \( \phi_i(\mathbf{w}) \) into \( x_i := 2g_i \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v} \) and \( y_i := (\mathbf{h}_i \mathbf{v} + \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v})^2 \), and bound each term separately. Bound on \( x_i \) depends on the sign of \( g_i \), so if we define a function
\[
\lambda_M(\mathbf{D}^{(i)}), g_i) := \begin{cases} 
\lambda_{\text{min}}(\mathbf{D}^{(i)}) & \text{if } g_i < 0 \\
\lambda_{\text{max}}(\mathbf{D}^{(i)}) & \text{if } g_i \geq 0 
\end{cases}
\]
we can write the bound as
\[
2g_i \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v} \leq 2g_i \lambda_M(\mathbf{D}^{(i)}, g_i) \| \mathbf{v} \|_2^2.
\]
The bound on \( y_i \) is obtained by applying the Cauchy-Schwarz inequality multiple times:
\[
(\mathbf{h}_i \mathbf{v} + \mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v})^2 \leq 2(\mathbf{h}_i \mathbf{v})^2 + 2(\mathbf{v}^T \mathbf{D}^{(i)} \mathbf{v})^2 \\
\leq 2\| \mathbf{h}_i \|_2^2 \| \mathbf{v} \|_2^2 + 2\| \mathbf{v} \|_4^4 (\mathbf{D}^{(i)})^2 \\
\leq 2\| \mathbf{h}_i \|_2^2 \| \mathbf{v} \|_2^2 + 2m\sigma^2_{\text{max}}(\mathbf{D}^{(i)}) \sum_{j=1}^m v_j^4
\]
(20)
The bound function \( \psi_i(\mathbf{v}) \) for a coordinate \( i \) is then:
\[
\psi_i(\mathbf{v}) := g_i^2 + 2g_i \sum_{j=1}^m h_{ij} v_j + \\
2(g_i \lambda_M(\mathbf{D}^{(i)}, g_i) + \| \mathbf{h}_i \|_2^2) \sum_{j=1}^m v_j^2 + 2m\sigma^2_{\text{max}}(\mathbf{D}^{(i)}) \sum_{j=1}^m v_j^4
\]
(21)
and the bound for the complete fidelity term is the sum of coordinate-wise bounds:
\[
\psi(\mathbf{v}) = \sum_{i=1}^n \psi_i(\mathbf{v}).
\]
(22)
The problem to be solved at each MM iteration \( t \), with \( \mathbf{w} = \mathbf{w}(t) \), is then:
\[
\min_{\mathbf{v}} \psi(\mathbf{v}; \mathbf{w}) + \lambda \mathbf{1}^T \mathbf{w} = \mathbf{v} \quad \text{s.t. } 0 \leq \mathbf{w} + \mathbf{v} \leq 1
\]
(23)
Finally, observe that this problem can be solved for each controller \( j = 1, ..., m \) separately, where the per-component problem has a quartic one-dimensional form with the cubic coefficient equal to zero:
\[
\min_{v_j} p + q v_j + r v_j^2 + s v_j^4 \\
\text{s.t. } 0 \leq w_j + v_j \leq 1
\]
(24)
and the coefficients \( p, q, r, s \) are:
\[
p := \sum_{i=1}^n g_i^2 + \lambda \mathbf{1}^T \mathbf{w} = \| \mathbf{B}_i \mathbf{w} + \sum_{i=1}^n w^T \mathbf{D}^{(i)} \mathbf{w} - \hat{b}_i \|_2^2 + \lambda \mathbf{1}^T \mathbf{w} \\
q := 2\sum_{i=1}^m g_i h_{ij} + \lambda \\
= 2(\mathbf{B}_i \mathbf{w} + \sum_{i=1}^n w^T \mathbf{D}^{(i)} \mathbf{w} - \hat{b}_i)^T \mathbf{B}_{ij} + 2w^T \mathbf{D}^{(i)} \mathbf{w} + \lambda \\
r := 2\sum_{i=1}^n (g_i \lambda_M(\mathbf{D}^{(i)}, g_i) + \| \mathbf{h}_i \|_2^2) \\
= 2\sum_{i=1}^n ((\mathbf{B}_i \mathbf{w} + w^T \mathbf{D}^{(i)} \mathbf{w} - \hat{b}_i) \lambda_M(\mathbf{D}^{(i)}, g_i, \mathbf{B}_i \mathbf{w} + w^T \mathbf{D}^{(i)} \mathbf{w} - \hat{b}_i) \\
+ \| \mathbf{B}_i + 2w^T \mathbf{D}^{(i)} \|_2^2) \\
s := 2m \sum_{i=1}^n \sigma^2_{\text{max}}(\mathbf{D}^{(i)}).
\]
(25)

Notice that the coefficient \( q \) depends on a coordinate \( j \), so it has to be computed for each controller separately, while \( p, r, \) and \( s \) are computed only once per iteration. We can find the extreme values of the polynomial using the roots of the cubic derivative and check if they are within the feasible interval, and also compare with the polynomial values at the borders, to get the constrained minimizer of problem (24).

Summarizing, our solver of (16) generates an iterate sequence \( \mathbf{w}(t) \) as follows. At each iteration \( t \), we seek for an increment \( \mathbf{v} \) such that the next iterate is set to \( \mathbf{w}(t+1) = \mathbf{w}(t) + \mathbf{v} \). The increment \( \mathbf{v} \) is sought via an MM method by solving (23). The solution of (23) is in turn obtained by solving problems (24) component-wise. The pseudocode for solving the inverse rig under a proposed upper bound is presented in Algorithm [4]. Notice that in one of the steps of the algorithm we compute eigen and singular values of matrices \( \mathbf{D}^{(i)} \). This computation is needed only once per character, and we can reuse the computed values for each following frame that is to be fitted. The algorithm terminates either if it reaches a specified maximal number of iterations \( T \) or if the cost for iterate \( \mathbf{w}(t) \):
\[
g(\mathbf{w}(t)) = \| f(\mathbf{w}(t)) - \hat{b} \|_2^2 + \lambda \mathbf{1}^T \mathbf{w}(t)
\]
(26)
does not change between two consecutive iterations more than a specified tolerance \( \epsilon > 0 \). The algorithm can be initialized in principle by any \( \mathbf{w} \in [0, 1]^m \). To obtain faster convergence, we use the initialization schemes detailed in Section IV-A.

By the standard MM theory [18]–[21] and construction of Algorithm [1] the estimate sequence \( \mathbf{w}(t) \) is feasible to problem (16) at all iterations \( t \), and moreover the sequence of values of the objective in (16) evaluated at \( \mathbf{w}(t) \) is non-increasing. As demonstrated numerically in Section IV-B Algorithm [1] produces accurate and sparse solutions of the inverse rig problem.

IV. RESULTS

In this section we show and discuss numerical results over several animation datasets. Section IV-A first introduces the
Algorithm 1

Require: $\lambda > 0$, $\epsilon > 0$, $b \in \mathbb{R}^{3n}$, $B \in \mathbb{R}^{3n \times m}$, $D^{(i)} \in \mathbb{R}^{m \times m}$ for $i = 1, \ldots, 3n$, $w(0) \in [0, 1]^m$, $T \in \mathbb{N}$.

Ensure: $w$ - an approximate minimizer of the problem (16).

Compute singular and eigen values $\lambda_{\text{min}}(D^{(i)})$, $\lambda_{\text{max}}(D^{(i)})$, $\sigma_{\text{max}}(D^{(i)})$ for $i = 1, \ldots, 3n$.

for $t = 1, \ldots, T$ do
  Compute $g(w(t))$ using (26)
  Check convergence:
    if $|g(w(t-1))| < \epsilon$ then
      return $w$
  end if
  Compute coefficients $p$, $r$, and $s$ using (25):
  $p = \sum_{i=1}^{3n} g_i^2 + \lambda^T w$
  $r = 2 \sum_{i=1}^{3n} (g_i \lambda_M(D^{(i)}, g_i) + \|h_i\|^2)$
  $s = 2m \sum_{i=1}^{3n} \sigma_{\text{max}}^2(D^{(i)})$
  for $j = 1, \ldots, m$ do
    Compute $q = q_j$ using (25):
    $q = 2 \sum_{j=1}^{m} g_i h_{ij} + \lambda$
    Solve for the optimal increment $\hat{v}_j$:
    $\hat{v}_j = \text{argmin}_v p + qv + rv^2 + sv^4$
    s.t. $-w_j(t) \leq v \leq 1 - w_j(t)$
  end for
  Update the iterate $w(t)$:
  $w(t+1) = w(t) + \hat{v}$
end for
return $w$

data used for evaluation as well as the experimental setup. Section [IV.B] then shows the obtained numerical results over each of the datasets.

A. Experimental Setup

Five animation datasets were used here to evaluate the proposed algorithm. The first two datasets — DS 1 and DS 2 are proprietary animations, provided to us by the 3Lateral Studio\(^\text{3}\) for the purposes of the paper. We collected additional three datasets (DS 3 — DS 5) that are publicly available so that the reader has the possibility of recreating the experiments. These latter sets are created using the MetaHumans software\(^\text{4}\) in combination with RAVDESS emotional speech performance\(^\text{74}\). MetaHumans Creator provides many free characters for animation, and it allows an non-expert to animate any of them by connecting it to a captured video of the facial performance. We used 3 RAVDESS actor — MetaHumans character pairs: Actor 1 — Omar, Actor 18 — Danielle and Actor 21 — Myles (These pairs are depicted in Figure 4).

To facilitate reproducibility, we created an online directory (https://zenodo.org/record/5329677#.YSvQ9I4zaCo) that contains datasets DS 3—DS 5 i.e., extracted meshes, weights, and a blendshape basis in forms of numpy arrays. It also contains 7\(^\text{https://www.3lateral.com/}\) and 8\(^\text{https://www.unrealengine.com/en-US/digital-humans}\) the scripts with the proposed algorithm are not present in the directory at the moment, and will be added upon acceptance of the paper.

Fig. 4: In the upper row of a figure we see three RAVDESS actors, and in the bottom row, three MetaHumans characters, animated with the corresponding actor.

Python scripts used to extract data and run Algorithm 1 over the animation and also a CVXPY-based solver of the linear model (15)\(^\text{8}\).

In this section, we compare the performance of Algorithm 1, which uses a quadratic approximation of the rig, and a standard model that considers a linear approximation and solves eq. (15). For the latter we use the Python library CVXPY\(^\text{8}\) that solves (constrained) convex problems.

We next describe the initialization of Algorithm 1. As mentioned earlier, we look for a sparse solution, so a zero vector $w(0) = 0$ is a good choice (we refer to this choice as the zero initialization). Another approach is using an approximate guess of the solution. As discussed in [6], in the case of a linear rig function ($f(w) = Bw$) without any constraints, a least-squares solution is $w = B^\dagger b$ where $b$ is a given mesh. As this is a fairly easy value to obtain (pseudoinverse is performed only once per character and then reused for different frames in animation), we consider it as another choice of the initial point. However, we have to respect the constraints of our model, so we project this vector to be within 0-1 range, hence the initial point in this case is $w(0) = P_{[0,1]}(B^\dagger b)$ (we refer to this choice as the pseudoinverse initialization). Finally, as we expect (and it will show to be true) that a linear model obtained via CVXPY is not as accurate, but it is faster to compute, we can use this linear solution as yet another initialization strategy. That is, we refer to a solution of (15) as the linear initialization. Note that, as (16) is a nonconvex problem, the final solution obtained may depend on the adopted initialization.

We compare the proposed Algorithm 1 with a numerical solver (see Section [II-A] for details) of the linear rig-based formulation (15). The latter is a solid representative of state of the art for model-based inverse rig solutions [2], [3], [5]. that always utilize the inverse rig approximation.

Dimensions differ over the datasets, but the order of magnitude is similar. Number of vertices for DS 1 and DS 2 is $n = 55863$, and for the other datasets it is $n = 6012$. Number
of controllers \( m \) ranges between 62 and 147, while the number of frames used in the experiments \( N \) takes values from 142 to 204. A more detailed description of our data can be found at [https://zenodo.org/record/5329677#.YSvQ9I4zaCo](https://zenodo.org/record/5329677#.YSvQ9I4zaCo).

**B. Numerical Results**

The output of the inverse rig problem is a vector of weights \( \hat{w} \), and once we have it, the animation software\footnote{https://www.autodesk.com/products/maya/overview} uses a rig function \( f(\hat{w}) \) to give the resulting face mesh. The principal interest of the mesh error, which this estimate is accompanied by a root mean squared error (RMSE) between this estimate and a given mesh \( b \):

\[
\frac{\|f(\hat{w}) - b\|}{n}.
\]

This we call a fidelity measure of the solution. Here we do not use the function approximations but a “true” rig function with all the corrective terms — this will give a fair comparison between methods that use linear \((14)\) and quadratic \((13)\) approximation.

As mentioned earlier in the paper, we are also interested in a sparsity measure. For this, we use cardinality of the estimated vector \( w \). Finally, we also include the number of iterations each algorithm takes to solve the problem.

Let us at the moment consider only the first dataset \( DS\ 1 \). In the objective \((11)\) there is a parameter \( \lambda \geq 0 \) for enforcing regularization (sparsity). We run experiments with a range of values \( \lambda \in \{0, 2.5, 5, 7.5, 10, 20, 50, 100, 500\} \) to observe the performances of algorithms. Figure 5 shows a trade-off curve between cardinality and fidelity. A curve for linear model approximation is always above the others, indicating, as expected, inferior performances compared to the quadratic model. For the quadratic case, we see that the performances of three initializations are similar, exhibiting mutual differences that are smaller compared to their gains w.r.t. linear model-based solution in \((15)\), with linear initialization exhibiting slightly higher error. For all four curves, the elbow pattern appears for values of \( \lambda \in \{10, 20\} \), indicating that this is the regularization term that leads to the best trade-off between the accuracy and the sparsity of the solution. An important difference between different initializations is the number of iterations needed for convergence, shown in Figure 6. Each bar represents the average number of iterations over the frames and is accompanied by lines that indicate lower and upper quartile, and \( x \)-axis corresponds to the regularization parameter \( \lambda \). The number of iterations is a good indicator of the execution time for the algorithm, which is confirmed by the similarity of Figures 6 and 7. In Figure 7, green bar is stacked on top of a blue one, to have more realistic representation of the execution time, since the linear initialization should also account for the time needed to obtain a solution of the linear approach \((15)\). Except in the case with \( \lambda = 0 \) (no regularization term), the pseudoinverse initialization approach is far slower than the other two. Since it produces results similar to the zero initialization, we will dismiss it as a more demanding alternative. On the other hand, linear initialization leads to fast convergence, often demanding just a few iterations in addition to a fast-to-compute initial vector.

In Figure 8, we present the estimated meshes corresponding to the frames with the highest fidelity error. Visual inspection tells us that the most apparent misalignment with the target is in the mouth region. The improvements of the quadratic model are not easy to spot here (pay attention to the cheeks and the lower lip). Still, the cardinality is vastly reduced and even considerably lower compared to the original frames.

For datasets \( DS\ 2 \) — \( DS\ 5 \) we exclude the pseudoinverse initialization, and the results are presented in Figures 9 and 10. The behavior of trade-off curves and iteration numbers in all the
Fig. 8: Mesh details corresponding to four frames with the highest (average) mesh error for DS1 and $\lambda = 10$. The upper row shows the original (ground-truth) meshes; the middle row represents the estimated meshes using the linear rig approximation; the bottom row depicts the results of our model. In the right-most column of the figure, we show the average cardinality of the frames.

Cases is similar to those of DS1. Interestingly, in all of these datasets, the elbow pattern for a linear model appears to be for $\lambda = 50$ (higher than for the DS1), while the shape of the curves corresponding to the quadratic approximation does not change as much. DS3 — DS5 have a larger number of vertices, and hence also demand more iterations compared to DS2. Still, for DS2 the difference between the number of iterations in two initialization approaches is even more significant, where linear initialization finds a solution almost immediately. Based on this, and the fact that the trade-off curve for linear initialization is always below the other two, we might conclude that this approach — combining the convex inverse rig solution [15] with Algorithm [1] — is the winning solution.

V. CONCLUSION

In this paper we proposed a novel, fast, sparse, and accurate algorithm for solving the inverse rig problem in facial blendshape animation. The algorithm is model-based, i.e., it takes into account the (approximate) rig function as opposed to the data-based approaches that demand huge amounts of data for training. In contrast with other proposed model-based solutions, we consider a quadratic instead of the linear rig function approximation. This increases the complexity of the problem, but also increases the accuracy of the solution. Capitalizing on LM method, MM, and sparsity-promoting regularization, we develop an efficient solver for the corresponding nonconvex constrained least squares problem. The proposed method makes the major computational step therein

– minimizing a MM-like surrogate function at each iteration
– decoupled across components of the vector of controller weights $w$ and is hence amenable for parallelization.

We carried out extensive experiments on a number of open and proprietary animated characters data sets. The results show that our algorithm exhibits not only the higher data fidelity of the predicted meshes compared to a standard linear model, but also the predicted vector of weights has considerably fewer activated components, which is a desirable trait of the solution. At the same time, the proposed method incurs a small computational overhead with respect to the linear rig-based solution.
Fig. 11: DS 4. Upper row: Trade-off between Mesh Error and Cardinality of the estimated solution. Bottom row: Number of iterations to convergence, for varying values of $\lambda$.

Fig. 12: DS 5. Upper row: Trade-off between Mesh Error and Cardinality of the estimated solution. Bottom row: Number of iterations to convergence, for varying values of $\lambda$. 
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