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Rethinking Educational Assessment from the Perspective of Design Thinking

William Fisher

1.0 Introduction

Building productive connections between theory and practice remains an ongoing challenge in education. Design-based research emerged in the 1990s (Brown, 1992; Collins, 1992) as a means of addressing problems of how to situate the results of systematic investigations of learning outcomes in their naturalistic contexts (Barab, 1999; Barab & Squire, 2004). The complexity of the problems encountered has led to the emergence of a number of methodological variations and shifts in perspective (Akkerman et al., 2013; Design-Based Research Collective, 2003). These specializations, despite the shared intention of fostering more intensive collaborative engagements, have unfortunately exacerbated the problem, disconnecting research from practice to an even greater extent than was previously the case (Penuel et al., 2020).

That said, values relating to collaboration, problem solving, and research shared by these approaches point toward a potentially productive but as yet unexplored path toward more satisfying fulfilments of the need for interrelated research and practice. This suggestion is also supported from complementary directions by (a) design-based research focused on boundary-crossing alliances of collaborators (Akkerman et al., 2013, Akkerman & Bruining, 2016; Kali et al., 2018; Roth & McGinn, 1998; Zitter et al., 2012), and (b) model-based research focused on defining, testing, estimating, calibrating, and reporting multilevel measurements of progress in learning (Black, Wilson, & Yao, 2011; Scalise, Douskey, & Stacy, 2018). Maps of measured constructs functioning as boundary objects (Bowker et al., 2016; Fisher & Wilson, 2015; Star & Griesemer, 1989) offer important opportunities for improving the developmental, horizontal, and vertical coherence of learning outcome communications across research and practice. This body of research recognizes the importance of the interplay between global abstract idealizations and locally situated sociocultural practices (Squire, MaKinster, Barnett, Luehmann, & Barab, 2003; Zuiker & Whitaker, 2014), but has not yet formatively integrated assessment and instruction in ways that systematically separate and balance these abstract and concrete levels of complexity. This raises the possibility that systematically methodical integrations of boundary crossings in participatory research designs would leverage the simultaneously abstract and concrete nature of boundary objects to facilitate infrastructure development. This would seem preferable to continuing to allow researchers’ and practitioners’ subjective perspectives and definitions to dominate the relations of locally customized specifics and generalized standards.
We propose using a Design Thinking (DT) (Miller, 2015; Spinelli & Nixon, 2015) approach to adaptively engage with these problems in terms of the concepts and practices of developmentally, horizontally, and vertically coherent assessment (Gorin & Mislevy, 2013; Wilson, 2004; National Research Council, 2006) and the levels of complexity characterizing natural language use essential in the design of information infrastructures (Bateson, 1972; Bélanger, Cefaratti, Carte, & Markham, 2014; Bowker, 2016; Star & Ruhleder, 1996). The goal of the work is to contextualize feedback tools within each level of complexity to effect qualitatively substantive, meaningful, and quantitatively rigorous integrated assessment and instruction. Another way of stating this goal is as a meta-design problem of supporting collaboration by means of shared tools externalizing locally situated cognition in distributed ecosystem environments (Akkerman et al., 2007; Fischer, Giaccardi, Eden, Sugimoto, & Ye, 2005; Fisher & Stenner, 2018; Morrison & Fisher, 2018, 2019, 2020). Yet another way, following the work of Latour (1987, 1998, 2004, 2005) and others, focuses on the circulation of inscriptions throughout networks of actors stabilized by means of adherence to standards implemented at obligatory passage points (Fisher & Wilson, 2015; Roth & McGinn, 1998). The critique of such networks is, of course, inherently itself also constituted as a network. The infrastructuring processes proposed here, then, follow through on that critique to apply the lessons learned in ways that do not render invisible the lives, work, and voices of those whose learning outcomes are inscribed and circulated. Instead, we attend to the coherence of learning outcome measures over time and space, and to their multiple levels of semiotic complexity, with the aim of individualizing actionable information in concrete local circumstances that are not disconnected from the larger social context.

Design Thinking is a creativity process combining elements of engineering, empathy, and art for the development of practical solutions to pervasively “wicked” problems. Originating at Stanford University, DT advocates suggest it may replace the traditional liberal arts curriculum in higher education (Miller, 2015). DT may work to reorganize artificial, vertical bureaucracies and siloes into the lateral relationships of more horizontal ecosystems. Others suggest that DT will blossom across universities at systems levels, as liberal arts and professional education are integrated (Spinelli & Nixon, 2015). Yet unnoticed, however, are commonalities between DT’s focus on enhanced communications and information flows, and similar efforts focused on (a) more coherent co-ordinations of learning outcome measurement and management (Gorin & Mislevy, 2013; Wilson, 2004; National Research Council, 2006), and (b) multilevel conceptions of information infrastructures (Bateson, 1972; Bélanger et al., 2014; Bowker, 2016; Fischer et al., 2005; Star & Ruhleder, 1996). These commonalities remain unnoticed and unleveraged even in those rare instances in which educational assessments are viewed from a DT perspective (Benson & Dresdow, 2014).

In this paper, we propose the use DT for the development of an educational measurement information infrastructure that connects the various coherence levels for formative and summative assessments
with each of three levels of complexity occurring in everyday language. In particular, we provide new prototypes for developmentally, horizontally, and vertically coherent information and discuss how that information can be scaled and embedded in a multilevel assessment information framework for various stakeholders.

In this context, the five components of DT inform new approaches to educational assessment’s needed for developmental coherence, horizontal coherence, and vertical coherence. Measuring and managing individual students’ growth and progress in learning requires developmental coherence that support formative processes by relating what has been learned to objectives and also to what comes next, instructionally. Measuring and managing classroom- and school-level outcomes requires horizontal coherence and lateral expansions of the community: the comparability of learning progressions and outcomes across students, classrooms, and schools facilitates new conversations deepening, broadening, and intensifying collective efforts. Measuring and managing the accountability of the education system requires vertical coherence of classroom and high-stakes summative assessments at regional, national, and international levels. Figure 1 illustrates the relationships between these three forms of coherence.

Figure 1: Developmental, horizontal, and vertical coherence (Fisher, Oon, & Benson, 2018)
Note. TP = Time Point.

Problems of coherence in educational measurement cannot be solved by tests with common items administered repeatedly over time and across classrooms and schools (Wilson, 2004; Moss, 2004). The three domains of coherence share a common focus on educational processes and outcomes, which suggests a realistic potential for improved alignments of information on students’ learning progressions, designated learning outcomes, and the management and policy needs of individual students, classrooms, schools, districts, etc. Education as a systematic ecological institution is based on the conceptual and practical application of curricula to routinely observed patterns of physical, cognitive, and moral development (Dawson, 2002, 2004), even though
the information applied and produced is represented incoherently across and within all of these contexts.

Successfully addressing problems of coherence in information infrastructures requires attention to the multilevel nature of meaning and its variation across local, midrange, and broader contexts. Philosophers have long noted the ironies and paradoxes of how words change their meaning across levels of complexity (Palmgren, 2018; Russell, 1908; Whitehead & Russell, 1910, 1912, 1913; Wittgenstein, 1922; Whorf, 1956; Bateson, 1972; Beckner, Holland, Ke, Larsen-Freeman, & Schoenemann, 2009). For example, referring to something in the world, like a cat or a tree, is very different from referring metalinguistically to the words 'cat' or 'tree,' and this, in turn, is qualitatively distinct from referring metacommunicatively to a statement containing a reference to a cat or a tree.

Three essential points are worth noting. The first is that everyday commonly used words are distributed throughout communities as the media enabling shared forms of social life. Coherent expressions (standardized words referring to real things in the world relative to a determined concept) describing learning outcomes must also be distributed in this way for shared participation to be realized. Second, these coherent expressions come into being via social processes not directed by any individual or group. The constructs of learning outcomes measured in formative and summative assessments must also cohere by means of collective processes. Third, the abstract metalinguistic and metacommunicative standards of orthography, grammar, semantics, syntax, dictionary definitions, etc. are not rigidly imposed in a mechanical, cookie-cutter kind of way, but instead serve as malleable media used in the moment to negotiate shared meanings. Similarly learning outcomes should not be mechanical, cookie-cutter statements but adaptable measurable descriptions of student knowledge, attitudes, or skills developing as a result of a learning activity or set of activities.

Though it has a long history, this latter point bears emphasis. Plato noted in *The Republic* (522c-527c, especially 523c) that "The experiences that do not provoke thought are those that do not at the same time issue in a contradictory perception" (also see Gadamer, 1989, p. 120). We tend to notice salient differences, but differences are inherently relational; things worth remarking on appear only in contrast with something else. Variation in unique local circumstances can be meaningfully experienced only against the background of a contextualizing invariance (Marton & Pang, 2013, p. 39). In his study of beauty and growth in nature, art, and architecture, Cook (1914/1979, p. 400) similarly argued that "Clearly it will be unprofitable to emphasize the value of variations unless we also suggest some standard by which those variations can be measured." Cook was also sensitive to the way measurement standards in science function to take advantage of the routine predictability of many kinds of events, foreshadowing Kuhn's (1961, p. 180; 1977, p. 205) point that the function of measurement in science is to reveal anomalies. Finally, Rasch (1960, p. 124) also says that "Once a law has been established within a certain field then the law itself may serve as a tool for deciding whether or not added stimuli
and/or objects belong to the original group." This paper's argument and the prototypes presented are expansions on this theme, following the models and reporting formats pioneered by Wright (Wright, Mead, & Ludlow, 1980; Wright & Stone, 1979, 1999; Wright & Masters, 1982; Mead, 2009; Chien et al., 2018; Masters, Lokan, & Adams, 1994; Holster & Lake, 2016).

Taking the emphasis on this matter still further, the process of effecting the transition to contextualized boundary crossings can be described as systematizing the inclusion of subjective perspectives and the comparisons of them with each other and with objectively reproducible evidence (Wright, 1958; Fisher, 2017). Penuel et al. (2020), for instance, recount researchers' participation in negotiations concerned with identifying differences and similarities across four design-based approaches. The researchers' subjective analysis of common themes was aligned and resulted in the clarification of shared principles. This process entailed a mediation of objective distance and subjective empathy, neither of which defines well-articulated science, and both are needed to engage in a "joint epistemic project addressing the historically changing and mutually conditioning relation of 'inside' and 'outside' knowledge" (Galison, 2008, p. 293). To be useful, subjectivity and objectivity together must "maximize the occasion for the phenomenon at hand to raise its own questions against the original intentions of the investigator – including of course the generous 'empathic' intentions" (Latour, 2004, p. 219). In the manner exemplified by Penuel et al., (2020), instead of trying to identify subjectivity as factor to be removed, we instead put individual and collective biases on the table to see whether the phenomenon asserts itself against them as different.

This capacity of maximizing opportunities for phenomena to assert their own properties independent of the investigator's intentions defines a matter of central concern in the design of educational assessments and measurements. Traditional test scores protect researchers' subjective biases by not allowing the phenomenon to raise its own questions. The voices of those participating in the research are then, in effect, silenced (Roth & McGinn, 1998). Measured quantities, in contrast, are explicitly oriented toward framing the contexts in which anomalous observations can reveal themselves for further examination. Test scores, as opposed to measured quantities, indiscriminately lump diverse performances into a single homogenized numeric representation. Test scores thereby protect researchers' subjective biases from risks by not compelling them to question their assumptions. Traditional test scoring methods fallaciously treating counts or percentages correct as measures accept as a methodological necessity the fact that these numbers mean different things depending on which questions were asked and answered. This dependency is not, however, a necessary limitation of quantitative methods in psychology, and has been understood as such since the work of Thurstone in the 1920s (Andrich, 1978b; Andrich & Marais, 2019, pp. 224–225).

Coherent meaningfulness that does not silence but celebrates the voices of those whose learning outcomes are measured requires close
attention to the relational processes by which words and concepts come to represent things in the world (Overton, 2015). Like other complex ecosystems (Beckner et al. 2009), communication networks involve micro-level processes within individuals that are distinguished from meso-level processes between individuals, which in turn are distinct from macro-level group processes. Issues stemming from these varying levels of complexity affect the efficiency and effectiveness of efforts aiming to improve the developmental, horizontal, and vertical coherence in educational measurement information infrastructures. Design thinking provides a novel route to solving the complex problem of contextualization, integration, and interconnectivity of these three coherences.

Previous approaches to the problem of coherence in education (Fullan & Quinn, 2015; Fortus & Krajcik, 2012; McQuillan, Welch, & Barnatt, 2012) failed to recognize the important roles that creating and sustaining shared meanings play in each of the three forms of coherence as they emerge within each of the three levels of complexity. Though a clear emphasis on communication and collaboration points toward the need for attending to information infrastructures (Fullan & Quinn, 2015, p. 5), considerations of what coherence means for education generally have not taken up issues related either to assessment (Gorin & Mislevy, 2013; Wilson, 2004; National Research Council, 2006) or to the levels of complexity that must be addressed meta-systematically as distinct but related spheres of activity (Bateson, 1972; Bélanger et al., 2014; Bowker, 2016; Fischer et al., 2005; Star & Ruhleder, 1996). Education researchers addressing complexity (Mason, 2008; Crick, Barr, & Pedder, 2017) often fail to attend to assessment coherence, or the details of how variation in complexity can be measured and managed in practical terms.

DT attends not just to the technical feasibility of engineering solutions but also to the desirability end users may associate with particular features and to the viability of producing those solutions. The complexity of the problem of educational coherence follows from the seemingly insurmountable difficulties encountered in trying to establish meaningful comparisons using different assessments with separate formative or summative purposes administered to different students in widely separated locations and times. Decades of research and practice, however, support the feasibility of a variety of technical solutions, such as adaptively administered item banks (Barney & Fisher, 2016; Wright & Bell, 1984), theory-driven and automatic item generation (Dawson, 2002, 2004; Embretson, 2010; Stenner, Fisher, Stone, & Burdick, 2013; Fischer, 1973; Fisher & Stenner, 2016), metrological traceability (Fisher & Stenner, 2016; Pendrill, 2014, 2019; Mari & Wilson, 2014; Mari, Wilson, & Maul, 2020), instrument equating (Masters, 1985), multifaceted (Linacre, Engelhard, Tatum, & Myford, 1994), multilevel (Beretvas & Kamata, 2007), and multidimensional (Briggs & Wilson, 2003) methods and models able to place multiple approaches to assessment item formats (multiple choice, open response, judged performance, etc.) on the same scale (Öztürk-Gübes & Kelecioglu, 2016). All of these solutions integrate qualitative and quantitative methods
and data in meaningful unit definitions with known uncertainties, and data consistency indexes (Fisher 2004; Fisher & Cavanagh 2016).

A model for viable, feasible, and desirable solutions to assessment coherence can be discerned in the history of the last 20 years of developments in public health and clinical medicine. In these fields, new interdisciplinary relationships based on practical applications of distinctions between micro, meso, and macro levels of complexity have advanced the state of the art in epidemiology (Susser & Susser, 1996; Bizouarn, 2016). An analogous ecosystems approach to the coherence of educational assessments starts with the intention to situate learning in its appropriate environmental context, following the parallel pattern also set over the last 20 years in design-based research (Akkerman & Bruining, 2016; Barab, 1999; Barab & Squire, 2004; Kali et al., 2018; Penuel et al., 2020). Close attention must be paid to the emergence of meaningful assessment information in individual student response data (the micro level), the aggregation of this data into composite scales that retain their identities across students and assessments (the meso level), and the mapping of these composite constructs (the macro level). Coherent communications integrating formative and summative concerns across the boundaries of research and practice are feasible, viable, and desirable only to the extent these levels of complexity are integrated into information infrastructures in ways that allow each of them to retain their characteristic properties in relation to each respective sector of end users.

Empathy with end users determines the desirability and utility of design solutions. Economically viable and technically feasible solutions lacking sensitivity to the individual micro level of complexity have long histories of failure (Star & Ruhleder, 1996; Moss, 2004; Scott, 1998; Vonderau, 2018). End users’ opinions and input need not be taken literally, however. Henry Ford is reputed, perhaps apocryphally, to have said he would have tried to develop faster horses if he had listened strictly to what people expected in the way of better ways of getting around. The same kind of situation can be observed in the context of most game-changing major technical innovations. For example, the public was not clamoring – or even aware of the possibility – for electricity, automobiles, the telegraph, telephone, television, faxes, computers, the Internet or smartphones. The question then arises as to whether new educational assessment technologies might meet unstated but urgent needs in a way students and educators will find desirable, even though they are not seeking or expecting them.

2.0 Illustrative DT integrative process

DT is often described as interconnected applications of empathy, problem definition, ideation, prototyping, and testing to yield innovative solutions that take into account the needs of end users. While the steps are often presented in a linear fashion, one can engage DT in any order, with variation in emphasis across the five steps, both within and across iterations. The education example described here moves through a DT sequence solely for the purpose of orienting the reader to different aspects of DT integrated as a process.
2.1 Empathy

In educational cultures that prioritize high-stakes exams, assessment often does not simultaneously serve its formative and summative purposes (Ladd, 2017). Grades in this context become the focal interest, at the expense of learning. Summative assessment scores are assumed to document performance levels for both individuals and groups. Opportunities for classroom implementations of formative assessments capable of informing individualized instruction are often overlooked due to the inordinate focus on the total score/grade. In serving summative purposes, grades are expected to provide valid measures of learning and performance, and are not intended as a tool for judging personal worth. Summative assessments nonetheless still impact students' self-images in formative ways (Boaler, Wiliam, & Brown, 2000; Pilcher, 1994). In principle, low grades are supposed to provide information on areas in need of improvement and attention. Parents and teachers tend to use grades, however, as a means of rewarding and punishing students for their learning and performance (Pilcher, 1994) rather than identifying areas of need and helping students to improve their learning.

Another problem with grades is that the total correct score does not provide a clear indication of how much learning has occurred, but is rather an ordinal and assessment-dependent indicator of performance that artificially ranks students in an undefined unit of usually unstated ranges of uncertainty. As forerunner agents in assessment, teachers are often criticized, blamed, or rewarded based on student and class test scores, despite their lack of access to instructionally relevant formative information (Ladd, 2017; Wilson, 2004, 2018). This can have intended and unintended consequences for the teacher, school, and the students. Teachers often lack the knowledge, technology, and authority to formatively measure and manage learning outcomes, as these resources may be externally controlled. Though researchers have tested a plethora of relevant and often useful methods, many teachers do not know how to document the performances of students relative to learning progressions, and do not know where and how to obtain the information needed to address learning gaps with respect to the learning objectives.

Current assessment frameworks lack the information infrastructures needed to support teachers in these tasks. Researchers have repeatedly demonstrated the objective reproducibility of dozens of measured constructs, from reading comprehension (He & Kingsbury, 2016; Stenner et al., 2013) to mathematics (Fischer, 1973) and writing abilities (Engelhard, 1992) to socio-emotional outcomes (Crowder et al., 2019) and moral and cognitive development (Dawson, 2002, 2004). The capacity to connect formative classroom assessments with high-stakes accountability exams (Wilson, 2004, 2018) has been investigated ever since Wright (1977, p. 108; Wright & Bell, 1984) and his student, Choppin (1968, 1976), suggested how this could be done. Persistent misconceptions and unexamined assumptions about tests, assessments, and educational measurement have had enduring negative
impacts on students, teachers, educational outcomes, and the culture at large because of the ways they limit capacities to envision new possibilities designed to better meet end-user needs. In these ways, education's information infrastructures fail to take into account the needs of learners, parents and the teacher end users and lack empathy.

As a consequence of these limitations, teachers are overburdened with repetitive tasks that follow largely from the need to micro-manage the details of individual student’s learning, and the assessment of that learning. Students and teachers alike find it difficult to know what lessons and pedagogies are most appropriate to the needs of individual learners.

The information on educational processes and outcomes that is available in principle from assessments far exceeds the information made available to, and actually used by, teachers. Low quality information, such as total correct scores and overall grades, offer few resources for matching readers' abilities to texts' difficulties, for instance, and makes virtually impossible more complex tasks like plotting student learning progressions, making meaningful comparisons over time, and setting achievable quality improvement and accountability goals. To a large degree, teachers are being held accountable for managing outcomes they cannot effectively analyze, visualize, and compare day after day, either within their own classes, or across classrooms. Viable solutions to effective uses of assessments for deeper understanding and improved student learning must “empathize” with frontline teachers charged with the internally contradictory tasks of fostering student learning while functioning in an accountability environment that systematically undercuts opportunities for learning.

2.2 Define

The challenge in empathizing with teachers concerns the incoherence of the available learning outcome management information systems and the expectations placed on both teachers and students. Though progress has been made in recent years with respect to the increased emphasis on accountability for classroom assessments (Wilson, 2017), infrastructure supporting the management of coherent information remains underdeveloped. What might a coherent education management information system look like? Developmentally, horizontally, and vertically coherent assessments are needed with respect to addressing individual students' learning progressions, comparisons over time and across classrooms, and long-term accountability goals. To be coherent in these ways, measures must be interpretable as evidence of progress in learning. What is needed are processes that allow teachers to easily extract information on student learning, to apply that information to individual and class learning, and to evaluate and refine learning outcomes within and across systems of instruction. Teachers' practical skills, knowledge, and understanding of the roles of assessment (realized and possible) must be cultivated and nurtured at the same time that overall continuity and navigability of assessment processes are supported.
How do developmental, vertical, and horizontal forms of coherence fit into the larger context and goals of education? Education optimally provides students with experiences that enable them to successfully address real-life problems and create value for themselves and others. A good curriculum enables knowledge building and samples problems and lessons that represent discipline content and concepts through real-life examples.

Schools are expected to nourish students who can meet designated learning outcomes independent of the particular students in attendance. This expectation is, broadly and generally speaking, borne out when considering the full range of variation across the span of formal education. Schools, curricula, textbooks, assessments, pedagogies, etc., are all created in terms relevant to the population level of metacommunicative complexity. The unstated and poorly tested, but widely adopted, assumption is that the student learning potential is governed by the interplay of student abilities and the difficulties of the materials to be learned. This can be expressed at the metalinguistic level of complexity as an assertion that the probability of student success is a function of the difference between ability and difficulty (Rasch, 1960; Bond & Fox, 2015; Wilson, 2005; Andrich, 1988; Fisher & Wright, 1994; Wright, 1999). This expression of a model for meso-level instrument calibration and measurement articulates the pre-existing macro-level theory of variation and sets the stage for contextualized, instructionally relevant micro-level individual reports of response data.

In this context, how might we formulate the problem of coherent assessment information infrastructures? One pathway is to brainstorm “possibly impossible” solutions for trial and error applications. Are there current and past situations in science and engineering where DT has been applied in situations that involve similar kinds of mutual, interdependent relations? For instance, might the theoretical and empirical convergence of psychometrics and metrology (Mari & Wilson, 2014; Pendrill & Fisher, 2015; Wilson & Fisher, 2016; Wilson & Fisher, 2018) provide a basis for an effective model of the problem of coherence in educational assessments? Metrology has a long history of addressing comparisons via common languages distributed throughout distributed ecosystems that emerge from within locally situated forms of knowledge (Latour, 1998; Berg & Timmermans, 2000; Golinski, 2012; O’Connell, 1993; Fisher & Wilson, 2015).

It is important here to acknowledge and respond to those (Moss, 2004) who anticipate coherent assessments to be yet another in a long line of well-intended but harmful impositions of homogenous uniformity that aid bureaucratic management but stifle creativity, meaning, and innovation (Scott, 1998). The practical question is how to use language as a model: how to let things/objects come into words, to inscribe meanings, in ways that enable them to be locally situated and concrete at the same time that they are abstract and ideal (Star & Griesemer,
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 Might not psychometric metrology also yield ecological conceptualizations and organization, with overlapping formative and summative assessment niches nurturing teachers' locally situated knowledge at the same time that they facilitate navigable continuity over time and space (Fisher, Oon, & Benson, 2018; Fisher & Stenner, 2018; Fisher & Wilson, 2015)? In other words, how might boundary objects spanning multiple levels of complexity in research and practice domains be constituted via a simultaneous combination of formal mathematical theory, abstract instrument standards, and concrete data?

A formal theoretical model of measurement relating concrete individual student abilities and item difficulties with the aim of calibrating an abstract unit quantity takes the form

\[
\ln\left(\frac{P_{nij}}{P_{nij-1}}\right) = B_n - D_{ij} \quad (1)
\]

This equation asserts that the log-odds (the natural logarithm of the response probability in one partial credit score category divided by the probability of being in the previous score category) of success for student \(n\) on item \(i\) at partial credit score \(j\) is equal to the difference between the estimate \(B\) of student \(n\)'s ability and the difficulty estimate \(D\) of item \(i\) at rating \(j\) (Andrich, 1978a, 2010; Andrich & Styles, 2011; Masters, 1982; Bond & Fox, 2015).

A group- and meso-level construct emerges from within the micro-level individual responses as a self-organized pattern (Fisher, 2017a). The fit of data to a model of this kind requires statistically sufficient invariances (Andersen, 1977; Andrich, 2010) in the order and positions of student abilities on a scale relative to the questions asked, and vice versa. These invariances have been found to be repeatedly reproducible and theoretically explained for different constructs, and across decades and many millions of students (He & Kingsbury, 2016; Fisher & Stenner, 2016; Williamson, 2018), thus supporting the pre-calibration and adaptive administration of item banks and cognitive models (Barney & Fisher, 2016; Embretson, 2010; Wright & Bell, 1984).

Documenting individual student learning in this way leads to the identifications of patterns in that learning, such that we learn about learning at a higher order level of complexity. Repeated observations of reproducible patterns across students and assessments leads to the development of theories of learning capable of explaining meso-level variation from a macro level. When these levels are distinguished in practical terms, they can each be encapsulated in portable technologies that embody the available relevant information in different forms for developmentally, horizontally, and vertically coherent applications in instruction, quality improvement, and accountability. The invariant and reproducible scales calibrated from theory and data provide the basis for a new coherent multilevel language of learning outcomes. This new language differs from existing test scores in that the number words used are not tied to a single collection of assessment questions devised by individuals or groups. Instead, by modelling constructs that retain their properties across samples of students and assessment
items, the door is opened to a wider world of applications and the cre-
ation of a language relationally capable of referring in principle to any
student encountering any question. One way of describing this process
(Ihde, 1991, pp. 132–135) is in terms of a model of something real in
the world embodied in a portable and readable technology exported
back into the world via distributed networks of metrologically tracea-
ble instruments. This is the point at which technical solutions are pro-
posed as prototypes.

2.4 Prototype

Prototyping is the process in which possibly impossible solutions are
proposed and developed. Developmental coherence deals with the
problem of students knowing what they know, what to study, and the
metacognitive issues of knowing and seeing their own learning pro-
gression, including special strengths and weaknesses in need of atten-
tion. In addition, students, teachers, and parents want to know where
individuals stand relative to the class as a whole. Teachers need a
means of mapping individual learning within the context of the class
as a whole both to be better equipped to assist individual students and
to be able to adjust pedagogies to meet the needs of the class. Each
class, while similar to prior classes, is unique due to student composi-
tion, external factors, and the human nature of the teaching-learning
endeavor.

One way of approaching this uniqueness coherently is to map individ-
ual student responses in terms of learning progressions using common
metrics to measure student performance relevant to the desired
learning outcomes. It is in this context that the capacity to identify var-
iations in the context of an overall invariance, taking up the previously
mentioned theme of anomalies, shows its value. Figure 2 shows a pro-
totype form produced from standard educational measurement data
analysis software (Andrich, Sheridan, & Luo, 2017; Linacre, 2020; Wu,
Adams, & Wilson, 2015). Individual and class performances on a sum-
mative assessment are illustrated in terms of estimates based on the
probabilistic model described above.

In the Figure 2 self-scoring form, the range of measurements for which
incorrect responses are expected are scored 0 and are colored red. The
range of measurements where correct responses are expected and are
scored dichotomously (in two categories) are the 1s in the pink back-
ground. The fully correct responses scored in three categories accept-
ing partial credit are shown as 2s in a green background. As the
measures increase on the horizontal scale, the probability of a correct
answer increases. The learning progression is mapped by the vertically
increasing item difficulties.
Figure 2: Prototype individual student self-scoring form for implementing developmental coherence (see text for a description of the figure’s components, and how the form is filled out and interpreted).

The Figure 2 prototype for a self-scoring form provides information for the analysis of instructional value by mapping the learning progression in a developmentally coherent way. The measurements depicted in the figure are an instantiation of a boundary object. The formal mathematical model and construct theory have been used to design and calibrate an instrument measuring an abstract unit quantity on the basis of the evidence provided by concrete data.

The form in Figure 2 is filled out for an individual student by marking the score on each item that was obtained. Incorrect responses are recorded by circling the 0 in the item’s horizontal row; correct responses, by circling the 1 for dichotomous items or the 2 for partial credit items. For these latter, partially correct responses are scored 1 by circling the middle option. No data ever fit a model perfectly, and so we do not expect the pattern of responses to conform exactly to the modeled expectations. However, given the overall fit of the data to the model, for a student with a measure of 600, for instance, we would expect the pattern of scores to be dominated by 1s at the bottom, up to about item 111, and by 0s at the top, starting from item 103. Further details on Figure 2 are given below.

Augmented with supplemental information on item content and a construct map illustrating the relevant learning progressions (Alonzo & Steedle, 2009; Black et al., 2011; Ketterlin-Geller et al., 2019; Wilson, 2005, 2009; di Uccio et al., 2020), the Figure 2 prototype informs the student and teacher as to what has been accomplished relative to the desired outcome, what comes next on the learning progression, what special weaknesses may need to be rectified, and what special strengths can be leveraged (Black & William, 1998, 2009). Items incorporating partial credit assignments, such as 107 and 108 in Figure 2,
may offer added value by alerting the student and teacher to the presence of misconceptions (Andrich & Styles, 2011; Masters, 1982; Wind et al., 2019). Each student’s pattern of responses may be unique without compromising fit of the data to the measurement model or the explanatory power of the predictive construct theory.

The information needed for horizontal and vertical coherence levels is of a different but related nature. Student performance data is needed but not at the level necessary for individual learning progresses. For horizontal coherence, teachers need information that identifies what is working pedagogically: what needs improvement, elimination, or replacement? Figure 3 illustrates a prototype form that provides information necessary for horizontal coherence. It allows for tracking at the student level, showing meaningful comparisons with other teachers’ results and visualization on individual and class learning progressions. Reports of this kind can also be produced from the outputs of available psychometric software.

| Week One | F | A | M | P | Y | D | L | ZQ | CER | N | W | H | J | K |
|----------|---|---|---|---|---|---|---|---|-----|---|---|---|---|---|---|
| Week Three | F | G | A | M | P | Y | D | L | ZQ | CER | N | W | H | J | K |
| Week Five | F | G | A | M | P | Y | D | L | ZQ | CER | N | W | H | J | K |
| Week Seven | F | A | P | M | Q | Y | D | L | ZQ | CER | N | W | H | J | K |

**Figure 3: Prototype comparison report for horizontal coherence across classrooms. Individual classrooms (student-teacher combinations) are represented by the same letters across weeks. By plotting the classroom performance (measurement scale) over time (week 1 to 9) one can discern the class’s learning progression.**

Figure 4 illustrates a prototype for multilevel comparisons that allow vertical coherence across the hierarchy of accountability demands from the student to the institution, enabling information extraction and utilization from the micro to macro level extending to statewide, national, and international levels. Details of these and additional illustrations of coherent educational assessment information are discussed in the next section of this paper.
Testing

Prototypes are tools for testing the proposed models, and for optimizing, refining, and possibly rejecting the results of empathizing, defining, and ideating. The DT approach is unique in that it seeks end user-centric innovations that have the potential to move the field forward in new and sometimes unforeseen ways. As such, the possibly impossible DT solution may fail to yield new information, which will drive reiteration of some or all of the other parts of the process to explore new developments and approaches. To test the prototype coherence tools proposed here, teachers will evaluate the strengths, weaknesses, opportunities, and limitations of prototypes in the context of their teaching practice. They will work with test data, students, and other teachers to assess the value of the prototypes relative to pre-existing methods and other tools they have previously used. The results from these tests will provide information necessary for refinement, optimization, and scalability of the prototype as testing is expanded to include additional classes, teachers, schools, and educational systems.

Developmental, horizontal and vertical coherence prototypes

Figure 2 shows the expected score on each item for a student responding to questions from a science assessment. The items (99-111) are listed on the right of the table in difficulty order, with the easiest item at the bottom. The items have been drawn from a pre-calibrated bank of hundreds or thousands of items. This bank measures a single unidimensional construct (intended learning outcome) that has been mapped conceptually in terms of the progression in learning that makes it possible for students to apply their knowledge to problems of greater difficulty. The construct map will be made available as a supplementary resource for teachers’ use in interpreting the measures shown in these prototypes.

Figure 4: Prototype student comparison report for horizontal coherence within a classroom. Individual students are represented by the same letters across weeks. By plotting the classroom performance (measurement scale) over time (week 1 to 9) one can discern the student’s learning progression.
The 360-760 scale is shown horizontally, with the count of correct responses (0-15) shown just below it, and the uncertainty (standard error) indicating the 95% confidence ranges. The positions of the students on the scale are shown across the bottom in the three rows of numbers labelled Student Measure Distribution. These numbers are read vertically, such that the following:

```
  1 3  2
745
```

indicates 37, 4, and 125 students with measures at the respective horizontal positions. This vertical arrangement indicates how many students have measurements in a particular column at that horizontal point on the quantitative continuum, which is illustrated via the vertical hash marks on the 360-760 continuum. In Figure 2, the Mean (the M at about 570), first standard deviation (the S on the left at 480, and the other S on the right at 660), and second standard deviation (the T on the left at about 390, and the other T on the right at about 750) are indicated in the row of letters beneath the Student Measure Distribution. Finally, the percentile rankings of the student measurements are indicated in the bottom row of numbers; note the nonlinear nature of the percentile distribution along the horizontal axis.

To connect the measurements with expected performances, imagine a vertical line connecting the number 600 on the 360-760 scale at the bottom of Figure 2 with the 600 at the top of the table. Pick an item from those listed on the right (99-111) and read across the table until your line of sight intercepts the vertical line between the top and bottom 600s. That point of interception indicates the expected score on that item for a student with a performance measure of 600. The expected score (0, 1, 2) is the one to the left of the intercept, because the probability of a correct response increases the further to the right a measure is relative to an item. For example, a student with a measurement of 600 would be expected to get a score of 1 or 2 (item 107) for items 99, 101, 104, 107, and 111 and a score of 0 for items 103, 106, 102,108, 105,109, and 100. The colons between the scores show where transitions between scores are most likely to take place.

Reading up the page from the easiest to the hardest item along the vertical line indicates an expected score for each item. The highest probabilities of success are associated with items at the bottom of the scale and the lowest probabilities with items at the top. The digits in each row moving to the right as you read up the page represent the scores for each item. Items at the top of the page have scores further to the right since being to the right is associated with greater difficulty and higher measures, where higher measures mean greater ability, and greater ability is a capacity to succeed in relation to greater difficulties.

Figure 2 is then a snapshot of a moment in an individual student’s developmental trajectory. The self-scoring form shows the student’s actual responses in the context of the learning progression. Special strengths are revealed as unexpected correct answers, and special weaknesses are shown as unexpected incorrect answers. Instead of
concealing anomalous exceptions within a score assumed to always mean the same thing, the recording of students’ concrete responses in the context of the abstract scale of measurement gives voice to unique individuals. Reporting the contextualized response data empowers students and teachers with instructionally actionable information that is otherwise unavailable.

The items are relatively on target, meaning they are of a difficulty level appropriate to the individual student and the class. The distribution of student measures at the bottom of Figure 2 is encompassed within the same range as the items’ difficulties. That is, reading up from the bottom of Figure 2, only students with the lowest measures (furthest to the left) have little chance of answering any items correctly, and few students are located so far to the right that they are likely to succeed on all items. Targeting is substantively useful in instruction because it is only when students have some questions that they can answer correctly, and others they cannot, that we are able to state in concrete terms just what we expect them to be able to do, and what instructional intervention may be most likely to build on what they know.

That is, a test on which someone scores zero tells us only that all of the items were too difficult for that student; we have no idea how much too difficult. Conversely, a test on which a student scores the maximum possible says only that the questions asked were too easy, and we do not know how much too easy.

Additional information on learning objectives, or on vertically coherent proficiency standards or SAT equivalents, could also be added to Figure 2.

Figure 3 shows the same scale as Figure 2, but now with classroom-level uncertainty and percentile information. The same construct map and other supplementary information guides interpretation here. The difference in Figure 3 is that, instead of one student’s individual scored responses, average classroom measures are plotted over time. The same group of classrooms are plotted in two rows for each of several weeks (One, Three, Five, Seven, and Nine). Each classroom has the same letter designation in each week. Uncertainties are smaller in Figure 3 because of the larger sample sizes associated with the classroom-level focus. Mean model fit statistics could possibly be reported here so as to flag situations in which some classrooms or schools are consistently inconsistent, with students exhibiting repeated patterns of special strengths or weaknesses. This figure coherently combines developmental and horizontal information to make status and change visible and actionable across classrooms.

Figure 4 shows the same scale as the prior figures, but illustrating within-classroom student-level uncertainty and percentile information over time. The same construct map and other supplementary information again guides interpretation here. The difference between Figures 3 and 4 is that, instead of average classroom measures plotted over time, Figure 4 shows individual student measures within a classroom over time. The same group of students are plotted in two rows
for each of several weeks (One, Three, Five, Seven, and Nine). This figure coherently combines developmental and horizontal information to make status and change visible and actionable across students within a classroom.

Figure 5: Prototype multilevel comparison report for vertical coherence (see text for a description of the figure’s components).

Figure 5 again repeats the same scale as the prior figures, but now illustrates district-, school-, classroom-, and student-level information in a common frame of reference, alongside proficiency standards and other accountability metrics (TIMSS, PISA, and SAT equivalents expressed in the shared common metric, etc.) in a single snapshot taken at a particular time. This figure coherently combines horizontal and vertical information to make status and change visible and actionable across students within a classroom.
Figure 6: Prototype individual student progress multilevel comparison report for vertical coherence (see text for a description of the figure’s components).

Figure 6 again repeats the same scale as the prior figures in the context of what might come to be a learning-oriented replacement for report cards, grades, and test scores. An individual student’s measures in one subject are plotted over the course of a semester in association with the district-wide measure distribution and percentiles in a single end-of-semester snapshot. This figure coherently combines horizontal and vertical information to make status and change visible and actionable for a single student.

4.0 Discussion: Information infrastructures for developmental, horizontal, and vertical coherence

The components of an information infrastructure that coordinates developmental, horizontal, and vertical forms of coherence is illustrated in Figure 1. The prototypes presented in Figures 2-6 represent various segments within the x-, y-, and z-axes of Figure 1. This spatial organization assists in ensuring that each kind of coherence is coordinated with the other two. Within the developmental and horizontal axes, for instance, comparison on learning outcomes can be made across classes either at a given time point or longitudinally, across time points. Similarly, developmentally coherent comparisons of learning outcomes can be made across time points for individual students, within a class of students, or across classes of students. A time point can be taken as a collection of learning evidences over a period of instruction. With this infrastructure, information about learning can be coherently and systematically coordinated across contexts and aspects.
Figure 7 illustrates an example of how learning outcomes can be documented developmentally and horizontally. Selecting a two-dimensional space within Figure 1, individual student scores from a series of tests administered at different times (after different periods of instruction) pertaining to a common set of learning objectives can be scaled and compared, providing developmental coherence. Similarly, the learning outcomes can also be scaled and compared across classrooms, providing horizontal coherence.

Each of the three levels of complexity are accessible from within each form of coherence. Denotative information on individual students' correct and incorrect responses (Figure 2), for instance, is consolidated as metalinguistic information on measured performance in classroom-level documentation and comparisons. Metacommunicative justifications for instructional decisions, course placements, graduation, admissions, etc. will be supported not only by theoretical models capable of explaining variation, but also by the repeated instructional value obtained from the denotative facts of students' individual responses to questions, and by the capacity to calibrate an instrument from repeated experimental tests across varying samples of students and items of the hypothesis that a metalinguistic quantitative unit can be identified.

**Figure 7: Horizontal coherence in relation to developmental coherence (see text for a description of the figure’s components).**

Figure 7 shows four formative assessments conducted at four different time points (TP1-TP4) in a semester covering content areas under four topics: (a) Energy transformation and transfer, (b) Forces and motion, (c) Light and sound, and (d) Physical states and changes in matter. The x under the student ID shows the relative understanding level of the student for each topic ranging from low/novice to high/expert levels (for illustrative purposes we have shown data for two students, 278 and 4131). Information at this level is contextualised based on learning theory, from which metacommunicative justifications are provided by explanatory models and demonstrated predictive theory.
On ‘Force and motion’, for example, learning outcomes are interpreted based on a metacommunicative account of various levels of understanding (Alonzo & Steedle, 2009, p. 39; cf. di Uccio et al., 2020; Wilson, 2009; Wind et al., 2019):

Level 0: No evidence or way off-track

Level 1: Student understands forces as a push or pull, but believes that only living or supernatural things can cause forces.

Level 2: Student recognizes that forces can be caused by nonliving things; however, student may believe that forces reside within moving objects.

Level 3: Student recognizes that forces are not contained within moving objects; however, student believes that motion implies a force in the direction of motion and that non-motion implies no force.

Level 4: Student understands that an object is stationary either because there are no forces acting on it or because there is no net force acting on it. However, student may have misconceptions related to a belief that the applied force is proportional to an object’s speed or motion (rather than its acceleration). Student can use phrases such as “equal and opposite reaction” to justify the existence of no net forces but may not understand this as an interaction.

Level 5: Student understands that the net force applied to an object is proportional to its resulting acceleration (change in speed or direction), and that this force may not be in the direction of motion. Student understands forces as an interaction between two objects.

For other concepts the expected level of cognitive understanding based on the intended learning outcomes may include few or lower expectations. These abstract conceptualizations of understandings about force and motion provide information on where a student stands relative to intended learning outcomes. This construct map (Wilson, 2005, 2009) illustrates progress in learning over time (developmental coherence) and across classrooms (horizontal coherence). In addition, construct maps set up information sources for teachers to use in formulating useful and timely feedback for students. This improved coherence in documenting learning enhances classroom feedback and shifts the focus away from grades to more authentically serve the purposes of both formative assessment (to facilitate learning) and summative assessment (to provide information on where students stand relative to learning outcomes), at individual, class, and curriculum levels.

5.0 Conclusion

This application of Design Thinking began by empathizing with students and teachers as to the disempowered positions in which they are placed by assessments exclusively focused on summative and accountability applications. Seeing assessment from their point of view led to the identification of the possibly insoluble problems of coher-
ence and complexity. Study and consideration of these problems focused attention on distinctions between developmental, horizontal, and vertical forms of coherence (Wilson, 2004; National Research Council, 2006), and between denotative, metalinguistic, and metacommunicative levels of complexity (Bateson, 1972; Star & Ruhleder, 1996).

Examples of prototypes addressing each form of coherence at each level of complexity illustrate practical means by which the dissonant conflict of competing demands on students and teachers might be resolved. By not treating ordinal test scores as though they are measured quantities, we open up rarely explored possibilities for reporting assessment responses in authentic contexts that give them otherwise inaccessible meaning. The prototypes suggest the viability of an experimental learning science focused on the evidence of trial and error assays mediated by instruments calibrated to unit quantity standards explained by predictive theory.

Testing of these prototypes is proceeding in conjunction with development of a computerized network providing access to item banks, assessment assembly and administration, response scoring and analysis, and reporting, extending previously described systems of this kind (Wilson & Scalise, 2015; Wilson & Sloane, 2000; Fisher & Wilson, 2015, 2020; Torres Irribarra, Freund, Fisher, & Wilson, 2015).

Resolving problems of coherence in ways sensitive to meaningfulness and to locally situated forms of knowledge demands close attention to varying levels of complexity in language. Historically, information infrastructures bureaucratically impose homogeneous uniformities from the top down and are insensitive to (a) the relational structures through which words acquire general meanings, and (b) the creative improvisations of practitioners adapting to the demands of the lived moment (Scott, 1998). These insensitivities render classroom communities more fragmented and less effective in achieving the desired learning outcomes than they otherwise might be (Ladd, 2017).

An alternative approach to the design of information infrastructures begins from the bottom up as a model of individual response processes informing variations on invariant relationships that can be meaningfully mapped on a number line (Andrich, 1978a; Andrich & Marais, 2019; Andrich, 2010; Bond & Fox, 2015; Fisher & Wright, 1994; Wilson, 2004; 2005, 2009; Wright, 1999). The discontinuous transformation of discrete responses into a continuous scale contextualizes and characterizes denotative statements of concrete fact in metalinguistic statements expressing those facts in an abstract language meaningful at a general level. This generality provides a basis for an experimental learning science in which researchers' and practitioners' subjective impressions, biases, and hunches can be tested not only against each other but against objectively reproducible learning progressions and measuring instruments. The complexity of the boundary object as simultaneously concrete, abstract, and formal means that the testing of subjective biases is not reduced to a solely quantitative method or model. Meaningful exceptions can provide insights into how learning processes can assert themselves as active agents in their
A learning science incorporating the multilevel complexity of boundary objects may take as a primary goal the infrastructuring of new simultaneously concrete, abstract, and formal standards for research and practice (Fisher & Wilson, 2015). These standards could be defined via experimental tests as exhibiting the stability needed to serve as multilevel media for scaffolded cognition and externalized remembering.

Managing the discontinuities between concrete factual data and abstract collective response patterns, and between a third formal level and those two concrete and abstract levels, is the point of individual-level measurement models positing invariant relationships between inferentially separable parameters (Andersen, 1977; Andrich, 2010). Explanatory models (DeBoeck & Wilson, 2004; Embretson, 2010; Fischer, 1973; Stenner et al., 2013) predicting item calibrations take matters to a formal level of complexity sustaining metacommunicative statements about statements. When this bottom up process is completed, coherent but nonlinear relationships between the three levels of complexity can be discerned and used to guide curriculum and pedagogy in meaningful ways. Instead of framing research results and accountability standards in terms of concepts and representations wrongly assumed to always mean the same thing across levels of complexity, they can be framed so as to respect and leverage the opportunities for communicating and improving learning outcomes afforded within each of those levels. As systems supporting coherent information of this kind are put in place, it is reasonable to expect new levels of trust to emerge among teachers, students, parents, researchers, administrators, and the public as they experience repeatedly demonstrated, reliable associations between learning processes and outcomes.
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