Unidirectional information flow and positive divisibility are nonequivalent notions of quantum Markovianity for noninvertible dynamics
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Abstract
We construct a dynamical map which is not positive divisible and does not present information backflow either (as measured by trace norm quantifiers). It is formulated for a qutrit system undergoing noninvertible dynamics. This provides an evidence that the two definitions of quantum Markovianity based on absence of information backflow and positive divisibility are nonequivalent for general noninvertible dynamical maps.
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1 Introduction
The study of memory effects in open quantum systems represents a very active area of research with important implications for quantum science and technology [1–5]. However, as a difference with the commutative classical case, the noncommutative algebra of observables associated to a quantum system makes nontrivial the formulation of a Markovian condition. Despite the first rigorous definitions of quantum Markovian systems were suggested in the 1980’s [6, 7], the notion was subject to a debate during years and there is still no a unique widely accepted criterion. Two of the most influential definitions are the ones based on absence of information backflow (as measured in terms of trace norm contractivity) [8], on the one hand, and on complete positive (CP) divisibility [9], on the other. More than years ago, Chrusciński, Kossakowski and Rivas studied the differences between these two notions of Markovianity [10].

In particular, it was stated that for invertible dynamical maps, both conditions are equivalent in a generalized sense: when the unidirectional information flow condition is formulated for generally biased discrimination problems and in the presence of extra systems acting as witness of the open system evolution. This equivalence was sharpened in [11], by assuming only unbiased discrimination problems at the expense of using extra systems with larger dimension than in [10].

The problem of the equivalence between unidirectional information flow and CP-divisibility has been also studied for general noninvertible dynamics, albeit the situation is considerably more intricate in such a case, and only partial results are known [11–13]. Noninvertible dynamics are typical of open quantum systems subjected to measurements, or when they are in contact with an environment made up of a finite number of degrees of freedom (see e.g. [14–16] and references therein). Nevertheless, as fas as we know, there is no counterexample in the literature preventing from a general equivalence between unidirectional information flow and positive divisibility. The goal of the present work is to fill that gap.

The counterexample we present here is inspired by a note by Matsumoto [17] focused on the failure of the Alberti-Uhlmann condition [18] for quantum systems with dimension larger than 2 (see also [19]). It is interesting to point the key role played by the continuity condition on dynamical maps in these equivalence problems, as relaxing continuity allows for a universal equivalence between CP-divisibility and unidirectional backflow of information in a generalized sense [20]. Before explaining the counterexample we shall comment on the previous results in order to pose the problem in correct terms and fix our notation.
2 Results on the equivalence between unidirectional information flow and positive divisibility

We shall consider a quantum system with an associated $d$-dimensional Hilbert space $\mathcal{H}$, and we denote by $\mathcal{B}(\mathcal{H})$ the algebra of hermitian operators on $\mathcal{H}$. In what follows, we shall restrict our attention to finite dimensional Hilbert spaces $d < \infty$.

**Definition 1 (Dynamical Map).** We shall say that a one-parameter family of completely positive and trace preserving (CPTP) maps $\{\Lambda_t\}_{t \geq 0}$ on $\mathcal{B}(\mathcal{H})$ forms a dynamical map if the correspondence $t \mapsto \Lambda_t$ is continuous and $\Lambda_0 = 1$.

According to Breuer, Laine and Piilo (BPL) [8], quantum Markovianity is identified with the lack of information backflow as quantified by

$$
\frac{d}{dt}\|\Lambda_t(\rho_1) - \Lambda_t(\rho_2)\|_1 \leq 0, \tag{1}
$$

for all pairs $\rho_{1,2}$ of density matrices in $\mathcal{B}(\mathcal{H})$. Here, trace distance is used, which is the metric induced by the trace norm $\|X\|_1 := \text{Tr}|X| = \text{Tr}\sqrt{X^\dagger X}$ for $X \in \mathcal{B}(\mathcal{H})$. Throughout the paper, we shall assume right derivatives in case of nonequivalent left and right limits in expressions like (1):

$$
\frac{d}{dt}f(t) := \lim_{\epsilon \downarrow 0} \frac{f(t + \epsilon) - f(t)}{\epsilon}. \tag{2}
$$

On the other hand, Rivas, Huelga and Plenio (RHP) [9] suggested that a dynamical map $\{\Lambda_t\}_{t \geq 0}$ should be called Markovian if and only if it is CP-divisible, i.e. it admits the decomposition

$$
\Lambda_t = \Lambda_{t,s}\Lambda_s, \quad t > s > 0, \tag{3}
$$

with $\Lambda_{t,s}$ another CPTP map. If $\Lambda_{t,s}$ is not completely positive but just positive, the dynamics is called P-divisible. Thus CP-divisible maps are P-divisible but the opposite is not true.

The BLP approach is connected to the one-shot discrimination problem. Namely, the quantity $\frac{1}{2} - \frac{1}{4}\|\rho_1 - \rho_2\|_1$ is the minimum average error probability of when trying to discriminate, by performing one single measurement, whether the quantum system was prepared in the state $\rho_1$ or in $\rho_2$ with equal prior probabilities $p_1 = p_2 = 1/2$. Therefore, if (1) is violated for some $t$, the transitory increment in the trace distance between $\Lambda_t(\rho_1)$ and $\Lambda_t(\rho_2)$ can be identified as a backflow of information from environment to the system. Otherwise, the flow of information is always unidirectional from system to environment, leading to a degradation in the capability to discriminate between $\rho_1$ and $\rho_2$. Following the same reasoning, one can extend the approach to account for information backflow in generally biased discrimination problems, where the prior probabilities for preparing $\rho_1$ or $\rho_2$ are different $p_1 \neq p_2$. In such a case, the minimum average error probability becomes $\frac{1}{2} - \frac{1}{4}\|p_1\rho_1 - p_2\rho_2\|_1$ [21][22]. Thus, a generalized BLP condition for quantum Markovianity reads

$$
\frac{d}{dt}\|\Lambda_t(p_1\rho_1 - p_2\rho_2)\|_1 \leq 0, \tag{4}
$$

for any probabilities $p_{1,2}$, $p_1 + p_2 = 1$ and density matrices $\rho_{1,2} \in \mathcal{B}(\mathcal{H})$. This is equivalent to monotonic contractivity of $\Lambda_t$ in $\mathcal{B}(\mathcal{H})$,

$$
\frac{d}{dt}\|\Lambda_t(X)\|_1 \leq 0, \quad X \in \mathcal{B}(\mathcal{H}). \tag{5}
$$

This condition can be connected to the divisibility approach. In particular, Chruściński, Kossakowski and Rivas, showed the following result.

**Theorem 1 ([10]).** If $\{\Lambda_t\}_{t \geq 0}$ is an invertible dynamical map, i.e. $\Lambda_t^{-1}$ exists for $t \geq 0$, then the condition (5) is equivalent to P-divisibility of $\{\Lambda_t\}_{t \geq 0}$, and, in addition, $\{\Lambda_t\}_{t \geq 0}$ is CP-divisible if and only if

$$
\frac{d}{dt}\|\Lambda_t \otimes I(X)\|_1 \leq 0, \quad X \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}). \tag{6}
$$

There are other notable ways to establish the equivalence between CP-divisible and monotonic contractivity for invertible dynamical maps:
Theorem 2 (11). If \( \{\Lambda_t\}_{t \geq 0} \) is an invertible dynamical map, i.e. \( \Lambda_t^{-1} \) exists for \( t \geq 0 \), then it is CP-divisible if and only if
\[
\frac{d}{dt}||\Lambda_t \otimes I_{d+1}(\rho_1 - \rho_2)||_1 \leq 0,
\]
for all density matrices \( \rho_{1,2} \in \mathcal{F}(\mathcal{H} \otimes \mathcal{H}') \), with \( d = \dim \mathcal{H} = \dim \mathcal{H}' - 1 \).

This theorem reduces the norm contractivity condition (10) to trace distance contractivity between density matrices as in the initial BLP formulation (11), at the expense of increase the dimension of the second subsystem by one.

Theorem 3 (23). If \( \{\Lambda_t\}_{t \geq 0} \) is an invertible dynamical map, i.e. \( \Lambda_t^{-1} \) exists for \( t \geq 0 \), then it is CP-divisible if and only if
\[
\frac{d}{dt}||\Lambda_t \otimes I(X)||_1 \leq 0, \quad X \in \mathcal{F}(\mathcal{H} \otimes \mathcal{H}').
\]

Note that the condition \( ||\mathcal{E} \otimes \mathcal{E}(X)|| \leq ||X|| \) is not enough for \( \mathcal{E} \) to be CPTP (the transposition is a clear counterexample), so Theorem 3 shows the nontrivial role played by the continuity condition of a dynamical map.

The connection between monotonic norm contractivity and divisibility properties was also formulated for general \( k \)-divisible dynamical maps. Namely, those that admit a decomposition such as (11) with \( \Lambda_{t,s} \) \( k \)-positive. Thus \( k \)-divisible dynamical maps lie in between \( P \)-divisible maps or \( 1 \)-divisible, and CP-divisible maps or \( d \)-divisible.

Theorem 4 (24). If \( \{\Lambda_t\}_{t \geq 0} \) is an invertible dynamical map, i.e. \( \Lambda_t^{-1} \) exists for \( t \geq 0 \), then it is \( k \)-divisible if and only if
\[
\frac{d}{dt}||\Lambda_t \otimes I_k(X)||_1 \leq 0, \quad X \in \mathcal{F}(\mathcal{H} \otimes \mathcal{H}'),
\]
with \( \dim \mathcal{H}' = k \).

The situation for noninvertible dynamical maps is considerably more difficult. However, Theorem 4 admits a generalization for the so-called image nonincreasing dynamical maps.

Theorem 5 (12). If \( \{\Lambda_t\}_{t \geq 0} \) is an image nonincreasing dynamical map, i.e. \( \text{Im}(\Lambda_t) \subseteq \text{Im}(\Lambda_s) \) for \( t \geq s \), then it is \( k \)-divisible if and only if
\[
\frac{d}{dt}||\Lambda_t \otimes I_k(X)||_1 \leq 0, \quad X \in \mathcal{F}(\mathcal{H} \otimes \mathcal{H}'),
\]
with \( \dim \mathcal{H}' = k \).

The proof of this theorem follows the same steps as the one for the CP-divisibility case in [12]. Clearly, invertible dynamical maps are a special instance of image nonincreasing dynamical maps. Other important kinds of image nonincreasing dynamical maps are diagonalizable commutative dynamical maps (here commutative means \( \Lambda_t \Lambda_s = \Lambda_s \Lambda_t \) for all \( t \) and \( s \)) and normal dynamical maps, which satisfy \( \Lambda_t^\dagger \Lambda_t = \Lambda_s^\dagger \Lambda_s \) with \( \Lambda_t^\dagger \) is the Heisenberg picture adjoint \( \text{Tr}[\Lambda_t^\dagger \Lambda_t] = \text{Tr}[\Lambda_s^\dagger \Lambda_s] \), \( X, Y \in \mathcal{F}(\mathcal{H}) \).

The previous theorem can be trivially extended to dynamical maps unitarily equivalent to image nonincreasing ones, as the trace norm is invariant under unitary maps.

Corollary 1. Suppose that \( \{\Lambda_t\}_{t \geq 0} \) is unitarily equivalent to an image nonincreasing dynamical map, i.e. there exists some unitary \( \mathcal{U}_t(X) = U_t X U_t^\dagger \) for \( X \in \mathcal{F}(\mathcal{H}) \) such that \( \{\mathcal{U}_t\} \) is image nonincreasing. Then \( \{\Lambda_t\}_{t \geq 0} \) is \( k \)-divisible if and only if (10) holds.

Beyond image nonincreasing (or unitarily equivalent) dynamical maps the equivalence has been only established for CP-divisibility of qubits.

Theorem 6 (13). A dynamical map \( \{\Lambda_t\}_{t \geq 0} \) on \( \mathcal{F}(\mathcal{H}) \) with \( \dim \mathcal{H} = 2 \) is CP-divisible if and only if
\[
\frac{d}{dt}||\Lambda_t \otimes I(X)||_1 \leq 0, \quad X \in \mathcal{F}(\mathcal{H} \otimes \mathcal{H}).
\]

At this point, it is not known whether the equivalence between some kind of positive divisibility and unidirectional information flow conditions can be extended further than image nonincreasing dynamical maps and/or quantum systems of dimension larger than 2. In the following section we present a partial negative result, by constructing a dynamical map which satisfies condition (5) but it is neither CP-divisible nor P-divisible.
3 Counterexample

Let \{|1\rangle, |2\rangle, |3\rangle\} be an orthonormal basis of the Hilbert space of a qutrit, \(d = 3\). Consider the following CP maps written in terms of this basis:

\[
\mathcal{E}_1(X) = \frac{1}{4} (X + D_1XD_1 + D_2XD_2 + D_3XD_3),
\]
\[
\mathcal{E}_2(X) = K_2XX_2^\dagger,
\]
\[
\mathcal{E}_3(X) = \langle 1|X|1\rangle \rho_A + \langle 2|X|2\rangle \rho_B,
\]
\[
\mathcal{E}_4(X) = 2\langle 1|X|1\rangle\langle 1| + 2\langle 2|X|2\rangle \langle \theta | \theta \rangle, \quad |\theta \rangle := e^{iG\theta}|2\rangle
\]
with

\[
D_1 = \begin{pmatrix} -1 & 1 \\ 1 & 1 \end{pmatrix}, \quad D_2 = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \quad D_3 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad K_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix},
\]
\[
\rho_A = \frac{1}{2} \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \quad \rho_B = \frac{1}{2} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \text{and } G = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Furthermore, consider also the following \(\tau\)-parametrized families of CP maps, with \(\tau \in [0,1]\),

\[
\Gamma^{(1)}_\tau(X) = e^{L_\tau} \mathcal{E},
\]
\[
\Gamma^{(2)}_\tau(X) = e^{-f_1(\tau)X} + [1-e^{-f_1(\tau)}] \mathcal{E}_2(X),
\]
\[
\Gamma^{(3)}_\tau(X) = e^{-f_2(\tau)X} + [1-e^{-f_2(\tau)}] \mathcal{E}_3(X),
\]
\[
\Gamma^{(4)}_\tau(X) = (1 + \tau^2) \left[ \langle 1|X|1\rangle\langle 1| + 2\langle 2|X|2\rangle e^{iG\theta\tau}|2\rangle \langle 2| e^{-iG\theta\tau} \right] + (1 - \tau^2) \langle \langle 1|X|1\rangle + \langle 2|X|2\rangle |3\rangle |3\rangle,
\]

and the \(s\)-dependent GKLS generator \([25]\)

\[
\mathcal{L}_s(X) := \gamma(s)[D_1XD_1 + D_2XD_2 + D_3XD_3 - 3X].
\]

In these definitions, \(f_{1,2}(\tau)\) are derivable and monotonically increasing functions which satisfy

\[
0 = f_{1,2}(0) < f_{1,2}(\tau) < f_{1,2}(1) = \infty,
\]

and \(\gamma(s)\) is a continuous, positive bounded function for \(s \in (0,1)\), but singular at \(s = 1\). It is easy to check that

\[
\lim_{\tau \to 1} \Gamma^{(1)}_\tau = \mathcal{E}_1.
\]

Then, we construct the following family of maps:

\[
\Lambda_t = \begin{cases}
\Gamma^{(1)}_{t/t_1}, & 0 \leq t < t_1, \\
\Gamma^{(2)}_{(t-t_1)/(t_2-t_1)} \mathcal{E}_1, & t_1 \leq t < t_2, \\
\Gamma^{(3)}_{(t-t_2)/(t_3-t_2)} \mathcal{E}_2 \mathcal{E}_1, & t_2 \leq t < t_3, \\
\Gamma^{(4)}_{(t-t_3)/(t_4-t_3)} \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1, & t_3 \leq t \leq t_4.
\end{cases}
\]

The specific values of \(t_1, t_2, t_3\) and \(t_4\) and the form of \(\Lambda_t\) for \(t > t_4\) is irrelevant in what follows.

**Proposition 1.** The family \(\{\Lambda_t\}_{t \in [0,t_4]}\) in (24) is continuous.

**Proof.** We will check continuity in \(t = t_1, t_2, t_3,\) as it clearly holds for the rest of the points. From (19), (23) and (24), we have

\[
\lim_{t \uparrow t_1} \Lambda_t = \lim_{\tau \uparrow 1} \Gamma^{(1)}_\tau = \mathcal{E}_1 = \lim_{t \downarrow t_1} \Lambda_t,
\]

and, as a straightforward consequence of (19), (20) and (23),

\[
\lim_{t \uparrow t_2} \Lambda_t = \lim_{\tau \uparrow 1} \Gamma^{(2)}_\tau \mathcal{E}_1 = \mathcal{E}_2 \mathcal{E}_1 = \lim_{t \downarrow t_2} \Lambda_t.
\]

Furthermore,

\[
\lim_{\tau \downarrow 0} \Gamma^{(4)}_\tau = \Gamma^{(4)}_0 = \langle 1|X|1\rangle\langle 1| + |3\rangle \langle 3| + \langle 2|X|2\rangle\langle 2| + |3\rangle \langle 3|,
\]
and we obtain
\[ \Gamma_0^{(4)}(\rho_A) = \rho_A \quad \text{and} \quad \Gamma_0^{(4)}(\rho_B) = \rho_B. \]

Therefore, \( \Gamma_0^{(4)} \mathcal{E}_3 = \mathcal{E}_3 \), and continuity in \( t_3 \) also holds
\[ \lim_{t \to t_3} \Lambda_t = \lim_{\tau \to t} \Gamma_\tau^{(3)} \mathcal{E}_2 \mathcal{E}_1 = \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1 = \lim_{t \to t_3} \Gamma_\tau^{(4)} \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1 = \lim_{t \to t_3} \Lambda_t. \]

\[ \square \]

**Proposition 2.** The family \( \{ \Lambda_t \}_{t \in [0, t_4]} \) in (25) is trace preserving.

**Proof.** \( \Lambda_t \) is clearly trace preserving for \( 0 \leq t \leq t_1 \), as \( \mathcal{L}_\tau \) in (22) is a (time-dependent) GKSL form. In addition, we just note that \( \Gamma_\tau^{(i+1)} \) is trace preserving on \( \text{Im}(\Lambda_{t_i}) \) for \( i = 1, 2, 3 \), respectively. More specifically, for some arbitrary operator \( X \in \mathcal{B}(\mathcal{H}) \),
\[
X = \begin{pmatrix}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{pmatrix},
\]
we have
\[
\Lambda_{t_1}(X) = \mathcal{E}_1(X) = \begin{pmatrix}
x_{11} & 0 & 0 \\
0 & x_{22} & 0 \\
0 & 0 & x_{33}
\end{pmatrix}.
\]

For \( t_1 \leq t < t_2 \), \( \Lambda_t(X) = \Gamma_{(t-t_1)/(t_2-t_1)}^{(2)} \mathcal{E}_1(X) \), with \( \Gamma_{(t-t_1)/(t_2-t_1)}^{(2)} \) a convex combination of the identity and \( \mathcal{E}_2 \). Since \( \mathcal{E}_2 \) is trace-preserving on \( \text{Im}(\mathcal{E}_1) \), as
\[
\mathcal{E}_2 \mathcal{E}_1(X) = \begin{pmatrix}
x_{11} & 0 & 0 \\
0 & x_{22} + x_{33} & 0 \\
0 & 0 & 0
\end{pmatrix},
\]
it turns out that \( \Lambda_t \) is trace preserving for \( t_1 \leq t < t_2 \) too. In a completely similar fashion one proves trace preservation for \( t_2 \leq t < t_3 \). Finally, we end up with
\[
\Lambda_{t_3}(X) = \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(X) = \frac{1}{2} \begin{pmatrix}
x_{11} & 0 & 0 \\
0 & x_{22} + x_{33} & 0 \\
0 & 0 & x_{11} + x_{22} + x_{33}
\end{pmatrix},
\]
so that using (21) for \( t_3 \leq t \leq t_4 \),
\[
\text{Tr}[\Lambda_t(X)] = \text{Tr}[\Gamma_\tau^{(4)} \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(X)] = 2|1\rangle \langle \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(X)|1\rangle + 2|2\rangle \langle \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(X)|2\rangle = x_{11} + x_{22} + x_{33} = \text{Tr}(X).
\]

\[ \square \]

On the other hand, \( \Lambda_t \) is CP for any \( t \), as it is a composition of CP maps. Thus, we arrive at the following corollary.

**Corollary 2.** The family \( \{ \Lambda_t \}_{t \in [0, t_4]} \) in (24) forms a dynamical map.

**Proposition 3.** The dynamical map in (24) is not \( P \)-divisible.

**Proof.** Indeed, note that
\[
\begin{cases}
\Lambda_{t_4}(|1\rangle\langle 1|) = \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(|1\rangle\langle 1|) = \rho_A, \\
\Lambda_{t_4}(|2\rangle\langle 2|) = \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(|2\rangle\langle 2|) = \rho_B,
\end{cases}
\]
and
\[
\begin{cases}
\Lambda_{t_4}(|1\rangle\langle 1|) = \Gamma_1^{(4)} \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(|1\rangle\langle 1|) = \Gamma_1^{(4)}(\rho_A) = |1\rangle\langle 1|, \\
\Lambda_{t_4}(|2\rangle\langle 2|) = \Gamma_1^{(4)} \mathcal{E}_3 \mathcal{E}_2 \mathcal{E}_1(|2\rangle\langle 2|) = \Gamma_1^{(4)}(\rho_B) = |\theta\rangle\langle \theta|.\n\end{cases}
\]
Therefore, the positive and trace preserving map \( \Lambda_{t,s} \) in (33) for \( t = t_4 \) and \( s = t_3 \) must satisfy
\[
\begin{cases}
\Lambda_{t_4, t_3}(|1\rangle\langle 1|) = |1\rangle\langle 1|, \\
\Lambda_{t_4, t_3}(|\theta\rangle\langle \theta|) = |\theta\rangle\langle \theta|.
\end{cases}
\]

(32)
Since both final states are pure but $\rho_A$ and $\rho_B$ are not, the positivity and trace preserving condition imposes that $\Lambda_{t_4,t_3}$ has to map all rank one projections in the support of $\rho_A$ into $|1\rangle\langle1|$ and all in the support of $\rho_B$ into $|\theta\rangle\langle\theta|$. However, $|3\rangle \langle 3|$ is a rank one projector in the support of both $\rho_A$ and $\rho_B$, hence such a positive a trace preserving map $\Lambda_{t_4,t_3}$ does not exist unless $|1\rangle\langle1| = |\theta\rangle\langle\theta|$, which is not true for $\theta \neq (2n + 1)\pi/2$ with $n \in \mathbb{N}$.

Despite the dynamical map in (34) is not P-divisible (so neither CP-divisible), it presents an unidirectional flow of information for some values of $\theta$.

**Proposition 4.** If $\theta \in [\sqrt{2}, \pi/2]$, the dynamical map $\{\Lambda_t\}_{t \in [0,t_4]}$ in (34) is monotonically contractive
\[
\frac{d}{dt} \|\Lambda_t X\|_1 \leq 0, \quad X \in \mathfrak{H}(\mathcal{H}). \tag{33}
\]

**Proof.** We shall analyze every interval separately:

- For $0 \leq t < t_1$, $\Lambda_t$ is given by an invertible CP-divisible map, as $\gamma(s)$ is taken to be a positive bounded function, so (33) follows [10].

- For $t_1 \leq t < t_2$, using (27) and (19), we find
\[
\|\Lambda_t X\|_1 = |x_{11}| + |x_{22} + \left[ 1 - e^{-f_1(t)} \right] x_{33}| + e^{-f_1(t)}|x_{33}|. \tag{34}
\]

Here, $f_1[(t_2 - t_1)/(t_2 - t_1)]$ has been rewritten as $f_1(t)$, to avoid unnecessarily nasty expressions. Therefore, for some small $\epsilon$,
\[
\|\Lambda_{t+\epsilon} X\|_1 - \|\Lambda_t X\|_1 = \left[ x_{22} + \left[ 1 - e^{-f_1(t+\epsilon)} \right] x_{33} \right] - \left[ x_{22} + \left[ 1 - e^{-f_1(t)} \right] x_{33} \right] + \left[ e^{-f_1(t+\epsilon)} - e^{-f_1(t)} \right] |x_{33}|
\nonumber
\]
\[
= \left[ x_{22} + \left[ 1 - e^{-f_1(t)} \right] - f_1'(t) \epsilon + O(\epsilon^2) \right] x_{33}
\nonumber
\]
\[
- \left[ x_{22} + \left[ 1 - e^{-f_1(t)} \right] x_{33} \right] + \left[ f_1'(t) e^{-f_1(t)} \epsilon + O(\epsilon^2) \right] |x_{33}|
\nonumber
\]
\[
\leq \left[ e^{-f_1(t)} f_1'(t) \epsilon x_{33} \right] - f_1'(t) e^{-f_1(t)} \epsilon |x_{33}| + O(\epsilon^2) = O(\epsilon^2), \tag{35}
\]

where the bound follows from the triangle inequality and we have used that $f_1(t)$ is monotonically increasing (so $f_1'(t) \geq 0$) in the last step. Thus,
\[
\lim_{\epsilon \downarrow 0} \frac{\|\Lambda_{t+\epsilon} X\|_1 - \|\Lambda_t X\|_1}{\epsilon} \leq 0, \tag{36}
\]

and (33) follows.

- For $t_2 \leq t < t_3$, using (28) and (20), we obtain
\[
\|\Lambda_t X\|_1 = \frac{1 + e^{-f_2(t)}}{2} (|x_{11}| + |x_{22} + x_{33}|) + \frac{1 - e^{-f_2(t)}}{2} |x_{11} + x_{22} + x_{33}|, \tag{37}
\]

where we have used again the shortcut notation $f_2(t)$ for $f_2[(t - t_2)/(t_3 - t_2)]$. The condition (33) is now satisfied because
\[
\|\Lambda_{t+\epsilon} X\|_1 - \|\Lambda_t X\|_1 = \frac{e^{-f_2(t+\epsilon)} - e^{-f_2(t)}}{2} (|x_{11}| + |x_{22} + x_{33}| - |x_{11} + x_{22} + x_{33}|)
\nonumber
\]
\[
= \frac{\epsilon f_2'(t) e^{-f_2(t)}}{2} (|x_{11} + x_{22} + x_{33}| - |x_{11}| - |x_{22} + x_{33}|) + O(\epsilon^2) \leq O(\epsilon^2), \tag{38}
\]

as a consequence of $f_2'(t) \geq 0$ and the triangle inequality, similarly as before.

- For $t_3 \leq t \leq t_4$, the situation is more complicated. First of all, since $\text{Im}[\mathcal{E}_2 \mathcal{E}_2 \mathcal{E}_1]$ is spanned by $\rho_A$ and $\rho_B$, we have to prove contractivity just for operators with the form $X = (\rho_A - \lambda \rho_B)$. Indeed, linearity of $\Gamma^{(4)}_t$ leads to
\[
\|\Lambda_t X\|_1 = \|\Gamma^{(4)}_{(t-t_3)/(t_4-t_3)} \mathcal{E}_2 \mathcal{E}_2 \mathcal{E}_1(X)\|_1 = \|\Gamma^{(4)}_{(t-t_3)/(t_4-t_3)} (\lambda_A \rho_A + \lambda_B \rho_B)\|_1 = |\lambda_A| \|\Gamma^{(4)}_{(t-t_3)/(t_4-t_3)} (\rho_A - \lambda B \rho_B)\|_1, \tag{39}
\]

thus (33) is satisfied. This proves Proposition 4.
with $\lambda := -\lambda_B/\lambda_A$. Moreover, since $\tau = (t - t_3)/(t_4 - t_3)$ increases monotonically with $t$, we can focus on proving

$$
\frac{d}{dt} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 \leq 0.
$$

(40)

Now, for $\lambda \leq 0$ the trace norm remains trivially constant as $\Gamma^{(4)}_\tau$ is completely positive and trace preserving on $\text{Im}[\mathcal{E}_3 \mathcal{E}_4 \mathcal{E}_1]$. Namely, $\rho_A - \lambda \rho_B$ is a positive operator which is mapped to another positive operator with the same trace. For $\lambda \geq 0$, a straightforward calculation yields

$$
\| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 = \frac{1}{2} \left[ (1 - \tau^2) |(\lambda - 1)| + (1 + \tau^2) \sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)} \right].
$$

(41)

Differentiation with respect to $\tau$ gives

$$
\frac{d}{d\tau} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 = \tau \left[ 1 - \lambda + \sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)} \right] - \frac{\lambda \theta (1 + \tau^2) \sin(2\theta \tau)}{\sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}}.
$$

(42)

Consider first the case $\lambda \geq 1$ where

$$
\frac{d}{d\tau} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 = \tau \left[ 1 - \lambda + \sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)} \right] - \frac{\lambda \theta (1 + \tau^2) \sin(2\theta \tau)}{\sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}}.
$$

(43)

For a fixed value of $\theta \tau$, the $\lambda$-derivative of the term between square brackets of (43) is

$$
-1 + \frac{\lambda + \cos(2\theta \tau)}{\sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}} = -1 + \sqrt{\frac{[\lambda + \cos(2\theta \tau)]^2}{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}} = -1 + \sqrt{\frac{\cos^2(2\theta \tau) + \lambda^2 + 2\lambda \cos(2\theta \tau)}{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}} \leq 0
$$

and the function is monotonically decreasing with $\lambda$. As a result, the first term of (43) has a maximum for $\lambda = 1$. On the other hand, using also that

$$
\frac{\lambda}{\sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}} \geq \frac{\lambda}{1 + \lambda} \geq \frac{1}{2}.
$$

(44)

the equation (43) can be upper bounded by

$$
\frac{d}{d\tau} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 \leq \tau \sqrt{2 + 2 \cos(2\theta \tau)} - \frac{1 + \tau^2}{2} \frac{\theta}{\sin(2\theta \tau)}.
$$

(45)

Now, for any angle $\alpha \in [0, \pi]$, $\sqrt{1 + \cos \alpha} = \sqrt{2} \cos(\frac{\alpha}{2})$, and then the double-angle formula for the sine allows us to rewrite equation (43) for $\theta \in [0, \pi/2]$ as

$$
\frac{d}{d\tau} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 \leq \cos(\theta \tau) [2\tau - (1 + \tau^2) \theta \sin(\theta \tau)].
$$

(46)

Since $\cos(\theta \tau) \geq 0$ for $\theta \in [0, \pi/2]$, we shall focus on the term between square brackets of (46). The sine of any angle is larger than its 3rd order Taylor expansion, $\sin \alpha \geq 1 - \frac{1}{6} \alpha^3$, so

$$
[2\tau - (1 + \tau^2) \theta \sin(\theta \tau)] \leq 2\tau - (1 + \tau^2) \theta (\theta \tau - \frac{1}{6} \theta^3 \tau^3) = (2 - \theta^2)\tau - (\theta^2 - \frac{1}{6} \theta^4 \tau^3) \leq 2 - (\theta^2)\tau - (\theta^2 - \frac{1}{3} \theta^4 \tau^3),
$$

(47)

where we have used that $\tau^3 \geq \tau^2$ for $\tau \in [0, 1]$ in the last step. It is easily found that this polynomial only has a real root at $\theta = 0$ for $\theta \geq \sqrt{2}$. Since for small $\tau$ this condition clearly makes negative this polynomial, the same sign remains for any $\tau > 0$ as long as $\theta \in [\sqrt{2}, \frac{\pi}{2}]$.

In the case that $0 < \lambda < 1$, Eq. (12) becomes

$$
\frac{d}{d\tau} \| \Gamma^{(4)}_\tau (\rho_A - \lambda \rho_B) \|_1 = \tau \left[ \lambda - 1 + \sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)} \right] - \frac{\lambda \theta (1 + \tau^2) \sin(2\theta \tau)}{\sqrt{1 + \lambda^2 + 2\lambda \cos(2\theta \tau)}} - \frac{\theta (1 + \tau^2) \sin(2\theta \tau)}{\lambda \sqrt{1 + \frac{\lambda^2}{2} + 1 + \frac{2}{\lambda} \cos(2\theta \tau)}}.
$$

(48)

The term between curly brackets is the same as the right hand side of (43) under the change $\lambda \rightarrow 1/\lambda$. Since we have proven that the latter is negative for $\lambda \geq 1$ if $\theta \in [\sqrt{2}, \frac{\pi}{2}]$, the former is also negative for $0 < \lambda < 1$. This proves the negativity of (43) for $\theta \in [\sqrt{2}, \frac{\pi}{2}]$. 7
The interval $\theta \in [\sqrt{2}, \pi/2]$ is in fact tight, as for $\theta > \pi/2$ Eq. (42) becomes positive for $\tau = 1$, and for $\theta < \sqrt{2}$ it becomes positive for $\tau$ close to 0.

It is worth mentioning that this counterexample can be slightly modified to ensure that the dynamical map \{\Lambda_t\}_{t \in [0,t_4]} has continuous time-derivative. To this end, it is enough to take e.g. $\gamma(s) = (1 - s)^{-1}$ and $f_1(\tau) = f_2(\tau) = \tau^2/(1 - \tau)$ to obtain zero time-derivative of \{\Lambda_t\}_{t \in [t_1,t_2,t_3]} (in the rest of the points continuity of the derivative trivially follows). In order to ensure a zero time-derivative in $t_3$ also from the right direction, we can simply take $\Gamma^{(4)}_\tau$ as in (21) but with the change $\tau \rightarrow \tau^\delta$ with $\delta > 1$ in the argument of the exponential term. Following the same steps as in the proof of Proposition 4 we see that this change induces a $\delta-$deformation of Eq. (47). Thus, this remains negative for $\delta$ sufficiently close to (but larger than) 1 provided that $\theta$ is sufficiently far from the left end of $[\sqrt{2}, \pi/2]$.

4 Conclusions

We have constructed a non-P-divisible dynamical map which presents unidirectional information flow as measured by trace norm contractivity. This counterexample closes an open problem regarding the extension of equivalence theorems between two of the most studied Markovianity conditions to noninvertible dynamical maps. Particularly, it prevents from a extension of Theorem 5 for completely arbitrary dynamics. The result is also useful to illustrate the intricate structure of noninvertible dynamical maps. Nevertheless, there are at least two immediate questions which remains unsolved. On the one hand, one can wonder whether or not the image nonincreasing dynamical maps (or their unitarily equivalent) considered in Theorem 5 and Corollary 1 form the larger class of dynamical maps which allow for the equivalence between both Markovinity notions. On the other hand, it is not known whether a counterexample to the result of Theorem 6 for a two-dimensional Hilbert space can be obtained in larger dimensional spaces.
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