A Deep Convolutional Neural Networks Based Approach for Alzheimer’s Disease and Mild Cognitive Impairment Classification Using Brain Images
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ABSTRACT Alzheimer’s disease (AD) is a hazardous neurological disorder of people aged in the early 60s. The main symptoms of AD is significant memory loss. Mild Cognitive Impairment (MCI) is a state of dementia in which a patient exhibits the early symptoms of AD. Since brain is the most impacted region, the disorders can be classified by analyzing factors from brain tissues in different subjects. Machine Learning (ML) is a widely utilised concept that aids in the decision-making process. Deep Convolutional Neural Network (DNN) is a type of ML techniques that uses artificially connected neurons to mimic the human brain. In this work, we have proposed a novel DNN-based model for distinguishing AD and MCI patients from Cognitively Normal individuals. Inspired by the original VGG-19, we have created 19 deep layers in the network. In Back Propagation, deeper models suffer from the problem of vanishing gradient and information loss. As a solution, we borrowed the Dense-Block notion from the original DenseNet architecture, which provides a path of information exchange amongst all the layers. Furthermore, we have implemented depth-wise convolutional procedures to make the model computationally faster. Outcome of the proposed model is compared with some prominent DNN models and observed that, the proposed approach performs most convincingly with an average performance rate of 95.39%.

INDEX TERMS Alzheimer’s disease (AD), mild cognitive impairment (MCI), deep convolutional neural network (DNN), cognitively normal (CN), machine learning (ML), DenseNet, VGG-19.

I. INTRODUCTION Alzheimer’s disease (AD) is one of the deadliest neurological diseases, impairing memory, decision-making, mood control, and other brain functions [1], [2]. In AD, grey cells in the brain that regulates the cognitive and emotional activities, such as the amygdala and hippocampus are significantly impaired [3], [4], [5]. Memory nerve cells are harmed initially, followed by the destruction of further grey cells, rendering the patient incapable of performing even the most basic tasks and suffering from extensive memory loss [6]. Mild Cognitive Impairment (MCI) is a state of schizophrenia in which a patient’s cognitive deterioration is greater than that of a Cognitively Normal (CN) person of the same age [7], [8]. Though MCI patients have difficulties with communication, cognition, and reasoning skills, their problems are not as serious as those of AD. According to a study, most persons with MCI get AD after few years [8]. As a reason, it is imperative to diagnose MCI, and effective neurological therapy may help the patient prevent from developing AD.

Manual diagnostic process of AD is a challenging job. It’s challenging for a psychologist to determine if a patient is
experiencing AD by the cognitive tests, since notable cognitive impairment is typical in normal ageing as well [9]. Furthermore, the entire process takes a long time, and psychiatrists may also need to take the help of neuro-imaging investigation after completing the manual tests. As a result, it is better way to classify AD relying on bio-markers found in neuro cells. Using neuro-imaging and extracting features out of each class, classification of AD can be done quite successfully [10]. Classical imaging modalities sometimes may not produce good findings in distinguishing characteristics from brain scans due to the intricate cell architecture. Hence, we have used the concept of Deep Convolutional Neural Networks or in short Deep Neural Networks (DNN) to classify AD, MCI, and CN subjects.

Artificial Neural Networks (ANN) which is a subclass of ML, creates some interconnected artificially created nerve cells that aids the system in assimilating fresh information out of its surroundings [11], [12]. An effective learning algorithm is applied to assign a precise weight to each of the neurons, and neurons are then begin to function as a set of processing units by sharing information with each other [13]. The network is expected to categorise the unfamiliar data after it has been properly trained. A DNN is a type of ANN in which numerous hidden layers assist the network in efficient training and producing desired results [14]. In the domain of computer vision, DNN is a commonly used technique, specially to deal with complex image processing applications such as MRIs [15], [16].

In this paper, we present a new architecture for the classification of CN, MCI, and AD from brain MR images using a DNN-based model. Our work’s contribution can be summarised as follows:

- By taking VGG-19 as a reference model, we have created a model having 19 deep layers. The main motivation behind taking VGG as a reference model is that, i) VGG is a well-known model with a simple and effective architecture. VGG is a well performing classification model that has comparatively less number of layers than most of the highly performing models, ii) In the “The ImageNet Large Scale Visual Recognition Challenge” (ILSVRC)-2014, VGG won first place for localizing and second place for classifications [17], iii) VGG is a commonly used model in image processing applications (particularly as a medical image analysis framework) [18].
- Deeper models, such as VGG-19, have a number of difficulties, including gradient vanishing, information losses, and increased processing time. To mitigate gradient and information losses (particularly in back propagation), we used the Dense-Block notion from the DenseNet design, which provides a conduit for information sharing across all layers.
- To minimize the computational time required in the network, we have replaced all the convolutional operations by depth-wise convolutional operations. The use of depth-wise convolutions resulted in a significant reduction in computational time.
- We compared the proposed model’s performance to those of other widely used models such as LeNet, AlexNet, VGG-16 & 19, Inception-V3, ResNet152-V2, InceptionResNet, MobileNet-V2, EfficientNet-B7, Xception, NasNet-C, and DenseNet-121. It is observed from the performance evaluations that the proposed model performs better and faster (in terms of training/testing time required per epoch).

The rest of the paper is organised as follows: a) in section 2, we discussed some of the recently published related state of the art, b) in section 3, we discussed the materials and methods used in this work, c) in section 4, we discussed briefly about the proposed architecture, d) in section 5, we discussed and compared the results of different DNN models, e) in section 6, we discussed and concluded the work, and f) in the last section, we have the references.

II. RELATED STUDY: AD CLASSIFICATION USING ARTIFICIAL NEURAL NETWORK

ANN is considered amongst one of the most effective approaches for AD categorization for its ability to learn from prior iterations and improve predictions in subsequent rounds [19]. This section discusses some of the recent publications on AD classifications utilising ANN-based techniques.

Jae Y Choi, et al. presented a new AD classifying method focused on the fusion of numerous DNN by accumulating the generalization Loss [20]. Taking brain MRIs as inputs, the authors proposed to combine several DNN based models together. For the combinations of DNNs, For brain images, several perspectives (axial, sagittal, and coronal) are combined to form assemblages for various DNN. A deep ensemble oriented generalisation loss towards discovering the most optimal weights among the neurons is used, which also aids in connecting and collaborating for the optimal weight searching. The referenced models for constructing the ensemble model are VGG-16, GoogLeNet, and AlexNet. The authors employed ADNI data and attained a 93.84% percent average classification performance rate.

In an article, Jong B Bae, et al. presented a novel ANN-based approach for classifying AD [21]. The training data-set is divided in five batches, each spanning the medial temporal lobe (TL) of thirty coronal slices. Shrinkage of the TL areas in various subject groups is investigated. FreeSurfer toolkit is used to do the pre-processing tasks, such as TL separation. For classifying AD, a CNN architecture based on the Inception-v4 model is constructed. To train the model, more than 100 AD and CN individuals are used. For validating the accuracy of the model, approximately 40 individuals from different categories are used. The average classification performance of the model is approximately 88.5%.

B S Rojas, et al. introduced a CNN-based strategy for classifying AD using DenseNet as a reference model [22].
Initially, the authors have acquired 3D MRIs, but in pre-processing, only 42 most suitable slices are selected for using in the model. DenseNet’s Bottleneck-Compressed concept was used in the model. The M3d-Cam tool is combined with a Guided Gradient weighted Class Activation Mapping (Grad-CAM) technique to improve feature selection strategy. The procedure is known as attention mapping, and it aids in the discovery of undesired elements. The classification performance of the model is approximately 88.66%.

C Lian, et al. developed a network for combined shrinkage localisation and AD classification utilizing brain MRIs [23]. To determine the most discriminatory regions in the brain, a hierarchy CNN (H-CCN) based model is created. The most essential information are retrieved from the detected regions and are utilised in training the model. A voxel-wise anatomy is created for all linearly aligned images to get the approximated positions for extracting the features. An idea of using hybrid loss function is used to improve the outcomes. The average performance rate of the model is around 82.63%.

Y Zhao, et al. developed an CNN-based paradigm for identifying and estimating the development of Alzheimer’s disease [24]. A 3D Multi-information Generative Adversarial Network is used in order to determine brain transformations as people grow older. A DenseNet-based design is implemented for classification tasks, that fundamentally optimises a focal degradation of brain scans to predict Alzheimer's phases. The model takes into account a variety of factors, including age, gender, and so on. The Voxel based morphometry toolkit is used in pre-processing that accomplish skull removal as well as segmentation of MRI scans into 3 sections (Grey Matter, White Matter, and Cerebrospinal fluid). The suggested model is designed to distinguish between distinct phases of dementia, including CN, MCI, Progressive MCI, Stable MCI, and AD. The average performance rate of the model is approximately 86.34%.

A unique framework integrating CNN and ensemble learning has been discussed in the literature for advanced diagnosis of Alzheimer’s disease [25]. Firstly, a variety of CNNs is built for diverse sagittal, coronal, and longitudinal nerve cells training dataset. For classifying, all of the CNNs are integrated into a single net. All of the brain cells have been transformed into space at the Montreal Neurological Institute (MNI). The zones in which majority of the pixels are overlapped are taken as the key bio-markers. There are 2 methods used to the ensemble learning process. For all entities in MNI space, a group of 123 various CNNs is built in step 1. For following procedures, the 5 highest ranked CNNs on every slices inclination are chosen. For the overall categorization, all 3 CNNs then integrated in phase 2. The overall performance of the model is around 75%.

A DNN based framework for AD classification is proposed by DH Chaihtra, et al [26]. The authors have used the transfer learning based on 4 pre-trained DNN models, including DenseNet121, MobileNet, InceptionV3 and Xception. From Kaggle dataset, the authors have acquired data for four different subject groups are, Mild Dementia, Moderate Dementia, Non Dementia, and Very Mild Dementia. After comparing the outcomes from all the 4 models, it is concluded that, DenseNet achieved the highest performance rate of around 91%.

Abol Basher, et al. proposed a unique technique to Alzheimer’s disease categorization based on tissue-wise hippocampus characteristics extracted from brain scans [27]. A dual ensemble Hough CNN is used to choose the optimum slices for localising the hippocampus lobes. All 3D slices are converted to 2D and hippocampus patches are then extracted. The anthropometric detail from 2D slices is obtained using a DiscreteVolumeEstimationCNN (DCNN). Convolutional Layers, Rectified Linear Unit, Batch-Normalization layer, and Hidden Layers are utilised in the Hough CNN. Also in the DCNN, a set of Convolutional layers, Batch normalization layers, and a Relu activation layer is used. The model achieved an average performance of 93%.

A new CNN based AD classification paradigm is presented by Liu et al. [28]. As per the authors claim, they only used a minimal number of MR scans for training and validation and yet got good results. For faster training, Depth-wise Separable Convolution (DwSC) is used in place of normal convolutional layers. The authors applied transfer learning from 2 popular DNN models, AlexNet and GoogLeNet, to achieve better and more precise categorisation. The overall performance of the model is around 92.21%.

Jingwen Sun, et al. presented a new CNN model for dementia categorization [29]. A revised functional 3-D DNN is designed for conducting two tasks simultaneously: hippocampal separation and AD diagnoses using MRI scans. The authors combined the concept of V-Net and DenseNet models, where the lower elements in V-Net are replaced by the bottle neck of DenseNet. Following the acquisition of separated hippocampal areas, the separated data are transmitted to a 3D CNN for categorization of Alzheimer’s disease. Regional hippocampus characteristics and also structural similarity from brain imaging are exploited for individual classification. Furthermore, the authors proposes a new loss estimation method that aided in the production of persuasive findings. The average performance of the model is around 86.2%.

III. MATERIALS AND METHODS
A. DATA AND TOOLS
All data utilised in this study are obtained from the Alzheimer’s Disease Neuroimaging Initiative’s public data sets (ADNI) [30]. The acquired data are in the form of volumetric T1-weighted, Magnetization Prepared Rapid Gradient Echo (MP-RAGE) MRIs. More than 2500 images are collected for three patient groups (CN, MCI, AD). The images are taken from 240 people (CN=80, MCI=80, AD=80), 120 of whom are male and 120 of whom are female.

Python is a popular programming language tool that is often used in clinical computer vision tasks [31]. Python is better than several other tools in terms of implementation.
TABLE 1. Average performance of various skull stripping methods.

| Algorithm                  | Accuracy | Sensitivity |
|----------------------------|----------|-------------|
| Region-growing             | 0.62     | 0.68        |
| Histogram-based            | 0.85     | 0.90        |
| Fuzzy C-means             | 0.53     | 0.77        |
| K-Means                   | 0.64     | 0.75        |
| Region-Splitting & Merging| 0.61     | 0.74        |

FIGURE 1. Example of an input Brain MR image, and it’s skull stripped image.

because of its simple as well as user-friendly features [32]. We used Python 3.0 for implementing all the models. For expanding the training dataset, we utilized data generating methods including rotations, contrast adjustment, inverting, and so on. Detail data distribution is presented in Table 2.

B. PREPROCESSING

Acquired brain MRIs also include some non-brain elements, called skull. Existence of the skull may enhance the dimensionality of data and participation of the skull component can be ignored in AD categorization. As a result, we separated the MRI scans from the skull components. In a previous work, we evaluated several of the most widely used separation approaches & select the most appropriate functioning approach (Histogram Based Thresholding approach) [33]. The average performances of all the implemented segmentation methods are presented in Table 1.

A visual outcome of the segmentation approach is shown in Figure 1.

C. DATA DISTRIBUTION

The structure of brain cells changes with ageing [34], [35]. In a previous research, the cumulative hippocampal anomalies in brains for various patients were evaluated with the help of an experienced physician and a radiologist [36]. Additionally, the average Grey Matter (GM) volume differences in brains for AD, MCI, and healthy controls are investigated in a different study [37]. The ages of the individuals have been used for analyzing the differences in brain patterns are of between 60 to 90 years. If we divide the subjects in various groups such as, CN1 (CN patients aged 60-69 years), CN2 (CN patients aged 70-79 years), CN3 (CN patients aged 80+ years), MCI1 (MCI patients aged 60-69 years), MCI2 (MCI patients aged 70-79 years), MCI3 (MCI patients aged 80+ years), AD1 (AD patients aged 60-69 years), AD2 (AD patients aged 70-79 years), and AD3 (AD patients aged 80+ years), then from the study we can observe the following outcomes:

1. GM volume/size: CN1 > CN2 > CN3, MCI1 > MCI2 > MCI3, AD1 > AD2 > AD3
2. Hippocampus volume/size: CN1 > CN2 > CN3, MCI1 > MCI2 > MCI3, AD1 > AD2 > AD3
3. GM atrophy: CN3 > CN2 > CN1, MCI3 > MCI2 > MCI1, AD3 > AD2 > AD1
4. Hippocampus atrophy: CN3 > CN2 > CN1, MCI3 > MCI2 > MCI1, AD3 > AD2 > AD1

Hence, to analyze the model in more effective way, we have further distributed the data in different sub-classes namely CN1, CN2, CN3, MCI1, MCI2, MCI3, AD1, AD2, and AD3. Table 2 depicts the data organisation.

IV. ARCHITECTURE OF THE PROPOSED DNN MODEL FOR AD CLASSIFICATION

The architecture of the proposed DNN model is presented in Figure 2. Inspired by the original VGG-19 model, in the proposed architecture, we have taken 19 deep layers (Convolution layers: 16, Dense layers: 3). For pooling operations we have used the MaxPooling layers. For information sharing, shortcut bridges are created from output of each pooling layers to the input of all next convolution layers in forward direction. If we divide the whole architecture in different blocks, then each block of the architecture will look like as Figure 3.

In the input layer, brain images of different subject groups are used for training as well as testing the model. As discussed in Table 1, 11700 no.s of training and 4500 no.s of testing and validations images are used.

Next layer in the model is for performing convolutional operations. Convolution layers comprised of a series of characteristic layouts that are used to retrieve crucial image features including boundaries, curves, and so on. Kernels are a series of quadratic arrays of the same parameters. Convolution is the process of rolling and overlaying filters across the whole image pixels. In the suggested model, normal convolution processes are computationally expensive since the model shares information from each output layer to next all the layers in forward direction. To overcome this issue, we have used the Depth_wise_Convolutional (DwC) operations which is a popular method for reducing executing cost and enhancing.
representation effectiveness [38]. For all channels within the frames, DwC utilises separate kernels and a point-wise $1 \times 1$ convolutional procedure is used to integrate all of the outcomes across distinct channels. Equation 1 expresses the DwC mathematically.

$$\hat{D}_{a,c,d} = \sum_{x,y} \hat{P}_{x,y,d} \cdot Q_{a+x-1,c+y-1,d} \quad (1)$$

where, $\hat{P}$ denotes a DwC filter of size $R_P \times R_P \times A$ ($R_P$ denotes the spatial dimension, and $A$ denotes the sum of input-channels). Moreover, $d^{th}$ kernel in $\hat{P}$ is employed in $d^{th}$ channel of $Q$, for producing the $d^{th}$ channel for the filtered feature map $\hat{D}$. Equation 2 can be used to estimate the DwC’s computational load.

$$R_P \times R_P \times A \cdot R_Q \cdot R_Q \quad (2)$$

The regular convolution process has a computation time of $R_P \times R_P \times A \cdot B \cdot R_Q \cdot R_Q$ (B stands for the number of output channels), that is higher than the DwC. The whole cost of DwC, involving point convolution operation, can be written as Equation 3.

$$R_P \times R_P \times A \cdot R_Q \cdot R_Q + A \cdot B \cdot R_Q \cdot R_Q \quad (3)$$

Equations 4 and 5 can be used to represent the total cost drop.

$$\frac{R_P \times R_P \times A \cdot R_Q \cdot R_Q + A \cdot B \cdot R_Q \cdot R_Q}{R_P \times R_P \times A \cdot B \cdot R_Q \cdot R_Q}$$

$$\frac{1}{B} + \frac{1}{R_P^2} \quad (4)$$

$$\frac{\partial \phi(w)}{\partial L_1} = \frac{\partial \phi(w)}{\partial L_j} \cdot \frac{\partial l_j}{\partial L_1}$$

$$\frac{\partial \phi(w)}{\partial L_j} \left(1 + \sum_{m=1}^{j-1} f(x_m, w_m) \right) \quad (11)$$

In Equation 11, $\phi$ is the loss function.

After a series of DwC and pooling layers, we have dense or fully connected layers. All neurons in dense layers are interconnected to one another. For example, ‘$k$’ is a neuron in dense layer, and $l_1, l_2, l_3, \ldots , l_i$ are the input weights from $n_i$ different neurons. Equation 12 can be used to express the outcome of ‘$k$’.

$$k_{out} = \sum_i l_i \times n_i + bias \quad (12)$$

Following computing ‘$k_{out}$’, the cell ‘$k$’ must make a resolution of the dispute. The activating factor $\phi$ utilized in the model determines the response ‘Out’ of ‘$k$’ which may be expressed as Equation 13. Some of the popular activating factors includes the ReLu, Softmax, Sigmoid, etc.

$$Out = \phi(k_{out}) \quad (13)$$

V. EXPERIMENTAL RESULTS AND DISCUSSION

Experimental setup: We used a CPU of i-7 processor with 16 GB RAM, 500 GB SSD storage, 2 GB graphics, and Windows-10 OS to execute the model. Python is a widely utilised tool in computer vision for its client-friendly interface as well as quick execution capabilities [31], [32]. Python 3.0 is used in this study. With a data batch size of 32, the model is trained for a total of 60 epochs.
We have implemented some of the commonly used DNN models (LeNet, AlexNet, VGG-16, VGG-19, Inception V3, ResNet152-V2, InceptionResNet-V1, MobileNet-V2, Efficient-B7, Xception, NASNet-C, and DenseNet-121) for performance comparison with the proposed model. The average performance of some existing DNN models is presented in Table 3.

Table 3 shows the average performance based on several performance measurement criteria such as Accuracy, Precision, Recall, and F1-Score. From Table 3, it can be observed that, DenseNet achieved the highest average performance rate amongst all the compared existing DNN models.

One of the key reasons behind DenseNet-121’s improved performance is the use of DenseBlock, which results in the least information loss over the network [17].

Architecture of the proposed model is shown in Figure 2 and Figure 3. Layer-wise connectivity is presented in Figure 2, whereas a sample block of the model is presented.

The average performance of the proposed model is presented in Table 4. From Table 4, it can be observed that the average performance of the proposed model is approximately 95.39%, which is more than all the implemented existing models. The proposed model outperforms all of the previously discussed state of the art models. From Table 4, it can also be observed that the average time taken per epoch is 125 seconds which is computationally faster than original DenseNet-121 (865 seconds), and VGG-19 (288 seconds).

The ROC (Receiver Operating Characteristic) curve for all the classes are also obtained as shown in Figure 4 to Figure 12.

From Figure 4, it can be observed that, while classifying the classes CN1 vs MCI1, the average ROC score is 0.95. The mean micro & macro average ROC score is 0.905.

As presented in Figure 5, while classifying CN2 vs MCI2 classes, the average ROC score of both the classes is achieved as 0.92, and the mean micro & macro average ROC score is 0.915.

As shown in Figure 6, the proposed method achieved an average ROC score of 0.955 while classifying CN3 vs MCI3.
TABLE 3. Average performance of some existing DNN models for AD classifications.

| Sl. No. | Model     | Average performance | Average training/testing time (per epoch) |
|---------|-----------|---------------------|------------------------------------------|
| 1       | LeNet     | 0.8158              | 73 seconds                               |
| 2       | AlexNet   | 0.7211              | 92 seconds                               |
| 3       | VGG-16    | 0.8124              | 195 seconds                              |
| 4       | VGG-19    | 0.8722              | 288 seconds                              |
| 5       | Inception-V3 | 0.8544           | 225 seconds                              |
| 6       | ResNet152-V2 | 0.8811           | 828 seconds                              |
| 7       | InceptionResNet-V1 | 0.8723       | 1092 seconds                             |
| 8       | MobileNet-V2 | 0.8821           | 525 seconds                              |
| 9       | Efficient-B7 | 0.7632           | 915 seconds                              |
| 10      | Xception  | 0.8831              | 877 seconds                              |
| 11      | NASNet-C  | 0.88                | 862 seconds                              |
| 12      | DenseNet-121 | 0.8985            | 865 seconds                              |

TABLE 4. Performance evaluation table of the proposed model.

| Model | Class       | Accuracy | Precision | Recall | F1 Score | Average performance | Average time required per epoch |
|-------|-------------|----------|-----------|--------|-----------|---------------------|---------------------------------|
|       | CN1 vs MCI1 | 0.97     | 0.96      | 0.95   | 0.95      |                     |                                 |
|       | CN2 vs MCI2 | 0.95     | 0.96      | 0.96   | 0.95      |                     |                                 |
|       | CN3 vs MCI3 | 0.96     | 0.94      | 0.95   | 0.92      |                     |                                 |
|       | MCI1 vs AD1 | 0.93     | 0.94      | 0.95   | 0.95      |                     |                                 |
|       | MCI2 vs AD2 | 0.92     | 0.95      | 0.94   | 0.96      |                     |                                 |
|       | MCI3 vs AD3 | 0.95     | 0.97      | 0.96   | 0.95      |                     |                                 |
|       | CN1 vs AD1 | 0.95     | 0.97      | 0.96   | 0.97      |                     |                                 |
|       | CN2 vs AD2 | 0.97     | 0.96      | 0.95   | 0.98      |                     |                                 |
|       | CN3 vs AD3 | 0.93     | 0.97      | 0.96   | 0.97      |                     |                                 |

The ROC curve of MCI1 vs AD1 is presented in Figure 7. It can be observed from Figure 7 that the average ROC score is achieved as 0.96. For the same classes, the mean micro & macro average ROC score is 0.985.

Figure 8 represented the ROC curve obtained by using the proposed model for MCI2 vs AD2 classes. It is observed from Figure 8 that the average ROC score is 0.91 and the mean micro & macro average ROC score is 0.91.
FIGURE 7. ROC curve for MCI1 vs AD1 classes.

FIGURE 8. ROC curve for MCI2 vs AD2 classes.

FIGURE 9. ROC curve for MCI3 vs AD3 classes.

ROC curve of MCI3 vs AD3 is presented in Figure 9. The average ROC score is found as 0.95 for the proposed model. The mean micro & macro average ROC score is 0.93.

In figure 10, the ROC curve of CN1 vs AD1 is presented. It is observed that, the proposed model achieved average ROC score of 0.985 and the mean micro & macro average ROC score is 0.985.

FIGURE 10. ROC curve for CN1 vs AD1 classes.

FIGURE 11. ROC curve for CN2 vs AD2 classes.

As presented in Figure 11, the average ROC score achieved by the proposed model for CN2 vs AD2 classes is 0.975 and the mean micro & macro average ROC score is 0.975.

In Figure 12, the ROC curve of CN3 vs AD3 classes are presented. It is observed that the average ROC score of the proposed model for CN3 vs AD3 classes is 0.975 and the mean micro & macro average ROC score is 0.97.
Performance of the proposed model is compared with the discussed state-of-arts as presented in Figure 13.

From the performance comparison graph in Figure 13, it is observed that the proposed model has the highest average performance in classifying CN, MCI, and AD as compared to some of the recently published state-of-arts.

VI. CONCLUSION AND FUTURE WORK

A novel DNN-based model for AD classification is proposed in this paper. For classification, three separate dementia phases are considered: CN, MCI, and AD. All essential data for training and testing the model is obtained from the ADNI online public data set. VGG-19 is one of the most effective models for image classification. Hence, the proposed architecture (with 19 deep layers) of the model is designed by taking VGG-19 as a reference model. However, one of the primary issues with deeper models like VGG-19 is gradient vanishing and information loss. To minimize this issue, we adopted the Dense_Block notion from the original DenseNet model and used a forward-direction shortcut bridge connection from each of the output layers to all of the next input layers. However, a model with too many bridge connections may become computationally expensive due to the enormous number of convolutional calculations. The depth_wise convolutional operation is an effective way to get the task done better and faster. As a result, we employed depth_wise convolutions in the model instead of regular convolutional layers. The proposed model’s performance is compared to that of some of the most widely used DNN models, as well as some of the most current state-of-the-art models. Based on all of the performance comparisons, the proposed architecture appears to be the most convincing.

Despite the fact that the proposed model performs admirably, there is still some work may be done in the future. Firstly, this model holds a significant number of features due to too many bridge connections. An appropriate feature minimization method can be utilised in the future to minimize extraneous features from feature maps. GradCam/ScoreCam visualisation can be also added to analyse the model’s performance in future. Secondly, data from several sources can be accumulated in the future to enhance performance evaluations. Furthermore, several more dementia stages, including the early stages of Alzheimer’s disease, such as Progressive MCI, Stable MCI, and so on, can be added as classification classes.
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