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Abstract. The effect of viscosity and of converging flows on the formation of blobs in the slow solar wind is analysed by means of resistive MHD simulations. The regions above coronal streamers where blobs are formed \cite{Sheeley1997} are simulated using a model previously proposed by Einaudi et al. \cite{Einaudi1999}. The result of our investigation is two-fold. First, we demonstrate a new mechanism for enhanced momentum transfer between a forming blob and the fast solar wind surrounding it. The effect is caused by the longer range of the electric field caused by the tearing instability forming the blob. The electric field reaches into the fast solar wind and interacts with it, causing a viscous drag that is global in nature rather than local across fluid layers as it is the case in normal uncharged fluids (like water). Second, the presence of a magnetic cusp at the tip of a coronal helmet streamer causes a converging of the flows on the two sides of the streamer and a direct push of the forming island by the fast solar wind, resulting in a more efficient momentum exchange.

1 Introduction

The understanding of slow solar wind genesis has progressed considerably in the last few years following the observational discovery of plasma inhomogeneities (called blobs) formed and expelled from regions above coronal streamers \cite{Sheeley1997, Wang1998}. The observational evidence has been provided by the Large Angle and Spectroscopic Coronagraph (LASCO) instrument on the Solar and Heliospheric Observatory (SOHO). Approximately 4 blobs per day were observed in a relatively quiet period for the solar corona (year 1997, near solar minimum). After formation the blobs are carried away with the ambient slow solar wind. Generally, the plasma blobs move radially outward with their speed increasing from 0-250 km s\textsuperscript{−1} in the region 2-6 R\textsubscript{⊙} (C2 field of view) to 200-450 km s\textsuperscript{−1} in the region 3.7-30 R\textsubscript{⊙} (outer portion of the C3 field of view).

The fundamental conclusion of the model by Einaudi et al. \cite{Einaudi1999} and in successive refinements is that a blob is formed by the tearing instability and that by virtue of the interaction with the fast solar wind the blob is accelerated and ejected, carrying with it the plasma that forms the slow solar wind. The fundamental question posed by the present work is: “what is the basic physical process for the plasma acceleration”? We consider specifically two possibilities. First, that the momentum transfer causing the blob acceleration is due to viscous drag. Second, that the acceleration is due to the insurgence of the tearing instability and its non-linear effects. The acute reader will not find the suspense spoiled...
by learning that, as usual, Nature turns out not to be black or white. We discover that both mechanisms are present in a interplay mediated by the electric field. Furthermore, the presence of the converging flows at the cusp of the coronal streamer causes a direct momentum transfer by the action of the plasma flowing against the forming island and pushing it upward from the solar surface.

The paper is organised as follows. Section 2 summarises the initial configurations considered distinguishing the 1D initial configuration proposed by [Einaudi et al., 1999] and its 2D extension to include the presence of a magnetic cusp [Lapenta and Knoll, 2005]. Section 3 very briefly provides the methodology for our investigation: the resistive MHD model as implemented in the FLIP3D-MHD code [Brackbill, 1991]. Section 4 and 5 present the nonlinear evolution, respectively, of the case of the initial 1D reversed field and of the 2D configuration with a magnetic cusp. Conclusions are reached in Section 6.

2 Initial Configuration

The region where the blobs are formed and presumably reconnection happens has been localised thanks to the LASCO observations. The blobs are formed between 2-3 Ro (the cusp region) and are accelerated afterwards, reaching terminal speed 250-450 km s⁻¹ at 20-30 Ro. The sonic point where the fast solar wind reaches sonic speeds is estimated at 5-6 Ro, the Alfven point is further outwards. In the region of blob formation the fast wind is slightly subsonic and sub-Alfvenic. In the present paper we consider the region where the plasma blobs and the slow solar wind originate. We consider the region near the cusp where we assume the plasma to be near sonic but sub-Alfvenic.

We consider two types of configurations previously proposed for the regions where blobs are observed to form. The first is 1D and is a simple force-free extension of the Harris equilibrium [Einaudi et al., 2001]. The second is a more complex 2D equilibrium representative of a Helmet streamer [Lapenta and Knoll, 2005]. In both cases, the central current sheet represents the area above the tip of a helmet streamer. A plasma connection happens has been localised thanks to the LASCO images. To model the presence of the fast solar wind emanating from the coronal holes, the initial equilibrium includes the presence of a flow along the field lines. The flow is chosen to be zero along the field lines directly above the streamer tip and to increase rapidly away from it, to reach an asymptotic value corresponding to the fast solar wind. The details of the initial configurations have been presented in previous publications and are summarised below for each of the two cases.

We use Cartesian co-ordinates where y and z are parallel to the Sun’s surface (with z along the meridians and y along the equator) and x is orthogonal to and pointed away from the Sun’s surface.

2.1 1D force-free equilibrium

We use the 1D model proposed by [Einaudi et al., 2001]. The magnetic field is force free (i.e. the pressure, temperature and density are uniform) and is given by

\[B_{0x} = B_0 \tanh((z - z_0)/L)
\]

\[B_{0y} = B_0 \text{sech}((z - z_0)/L)
\]

where L is the length scale of the variation of B. A plasma flow with a wake profile is chosen:

\[u_{0x}(z) = u_0 \text{sech}((z - z_0)/L);
\]

The flow profile is chosen according to the model of [Einaudi et al., 2001] and represents the fast solar wind propagating along the open field lines, while a stationary plasma lays above the helmet streamer. As noted in [Einaudi et al., 2001], the scale-length of variation of the flow shear might differ significantly from the length scale of variation of the magnetic field. However, for simplicity we assume them to be the same. In the present paper we choose the particular case \(u_0/v_A = 2/3\), where the Alfvén speed \(v_A\) is defined with \(B_0\).

Periodic boundary conditions are applied in the x direction and free-slip boundary conditions are applied in z. The boundaries in z allow no outflow of plasma and form effectively a closed plasma channel. A small perturbation is added to the system to stimulate the growth of any instability present. The perturbation is added to the y component of the vector potential as:

\[δA_y = ε \sin(k_x x) \sin(k_z z)
\]

with \(k_x = 2π/L_x\), \(k_z = π/L_z\) and \(ε = B_0/15\).

2.2 2D Helmet-streamer

The second initial configuration is based on a recent work by [Wiegelmann et al., 1998] where a magnetic field configuration with a current sheet typical of a helmet streamer is computed analytically. The equilibrium is rigorously exact only for infinitely stretched helmet streamers, but it can be used even for realistic aspect ratios as a good approximation.

In the co-ordinate system used here, the current is initially directed along y and the initial magnetic field is in the \((x, z)\) plane (see Fig. 1), with x being the direction away from the Sun’s surface.

The initial equilibrium is 2D and is independent of the y co-ordinate. The initial configuration is characterised by the y component of the vector potential:

\[A_y(x, z) = -\frac{2}{c} \log \left\{ \cosh \left[ c \sqrt{\frac{p_0}{2}} (z - z_0) \right] \right\} + \frac{1}{c} \log \frac{p_0}{k}
\]

where \(c\), \(z_0\) and \(k\) are constants and \(p_0(x) = s_1 e^{-s_2 x} + s_3\). The initial magnetic configuration has a current:

\[j = \frac{p_0 c}{\cosh^2 \left( \sqrt{\frac{p_0}{2}} (z - z_0) \right)}
\]
and is held in pressure equilibrium by a pressure profile:

\[ p = \frac{p_0}{\cosh^2 \left( \sqrt{\frac{c}{2c}} (z - z_0) \right)} + p_B \]  

(6)

The separatrices between open and close field lines are positioned symmetrically at equal distances from the centre \( z_0 \):

\[ z_{sep} = \frac{1}{c} \sqrt{\frac{2}{p_0}} \arctanh \left( \sqrt{\frac{p_0 - \zeta}{p_0}} \right) \]  

(7)

where \( \zeta = ke^{-cA} \). In the simulations shown below we choose the parameters as \( k = 1 \), \( s_0 = 1.5 \), \( s_1 = 2 \), \( s_2 = 2 \), \( c = 15 \), \( A_* = 0.173 \) and \( k = 1 \), \( z_0 = 1 \). Following Wiegelmann et al. (2000), a small \((20\%) \) background plasma pressure \( p_B \) is added to simplify the numerical treatment. The initial configuration is assumed to have uniform plasma density and the specific internal energy profile can be derived from eq.(6):

\[ I = \frac{p}{\rho(\gamma - 1)} \]  

(8)

Additionally, we add an initial wake velocity field:

\[ u(z) = \left[ 1 - \text{sech} \left( \frac{|z - z_0| - z_{sep}}{L_v} \right) \right] e^{-\frac{|z - z_0| - z_{sep}}{2L_v}} \]  

(9)

where \( \hat{B} \) is the unit vector in the direction of the magnetic field, where \( L_v \) is the scale-size of variation of the velocity field. The flow is present only outside of the two separatrices, where the field lines are open and is zero inside, where the field lines are closed.

At the bottom boundary \((x = 0)\), the field lines are tied and the flow and the plasma are continuously resupplied with the same value used for the initial condition to simulate the fast wind ejected from the coronal holes. At all other boundaries, open conditions are applied to allow the outflow of plasma.

Unlike the previous case, no initial perturbation is applied since the error in the approximation of infinite stretching typical of the derivations leading to eq. (4) is itself a sufficient initial perturbation.

In the present 2D equilibrium the equilibrium vary along \( z \) and the typical thickness of the layer downstream of the cusp, \( L_v = L_z / 20 \). As in the 1D case, the velocity is assumed to have the same length scale as the magnetic field: \( L_v = L_v \).

3 Simulation approach

The simulations for the present work are conducted with the FLIP3D-MHD code (Brackbill, 1991) based on the viscous-resistive MHD model (Goossens, 2003), comprising a mass continuity equation,

\[ \frac{dp}{dt} + \rho \nabla \cdot u = 0 \]  

(10)

Faraday’s and Ampere’s laws,

\[ \frac{d}{dt} \left( \frac{B}{\rho} \right) = \frac{B}{\rho} \cdot \nabla u - \frac{1}{\rho} \left| \nabla \times J \right| \]  

(11)

\[ \mu_0 J = \nabla \times B \]

Ohm’s law,

\[ E = \eta J - u \times B \]  

(12)

a momentum equation,

\[ \frac{d}{dt} \left( \frac{B^2}{2\mu_0} \right) = -\nabla p + \left( \nabla \cdot BB / \mu_0 \right) + \nabla \lambda \rho \nabla \cdot u - \nabla \cdot \eta \rho \Pi \]  

(13)

and an energy equation,

\[ \rho \frac{dI}{dt} = -p \nabla \cdot u + \lambda \rho (\nabla \cdot u)^2 + \nu \rho (\Pi \cdot \Pi) + \eta (J \cdot J) \]  

(14)

where \( \rho \) is the mass density, \( B \) is the magnetic field intensity, \( J \) is the current density, \( c \) is the speed of light, \( \mu_0 \) is the magnetic permeability of vacuum, \( u \) is the fluid velocity, \( I \) is the specific internal energy, and \( p \) is the fluid pressure. The symmetric rate-of-strain tensor, \( \Pi \), is defined in the usual way (Braginskii, 1965).

\[ \Pi = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right] \]  

(15)

The pressure is given by the equation of state, \( p = (\gamma - 1)\rho I \) with \( \gamma = 5/3 \). The transport coefficients are the kinematic shear viscosity \( \nu \), the kinematic bulk viscosity \( \lambda \), and the resistivity \( \eta \). The solenoidal condition on \( B \),

\[ \nabla \cdot B = 0 \]  

(16)

is imposed throughout the evolution.

The system under investigation is studied in a two-dimensional plane \((x, z)\) using FLIP-MHD, a resistive MHD code described in Brackbill (1991). The system size in each...
direction is labelled $L_x$, $L_z$ and a grid made of $300 \times 600$ Lagrangian markers is used in each direction arrayed initially in a $3 \times 3$ uniform formation in each cell of a $100 \times 200$ grid. The units of the simulations are normalised to the magnetic (and velocity) scale length $L$ and to the Alfvén time $\tau_A = L/v_A$. The Lundquist number (Goedbloed and Poedts 2004) is computed as $S = \mu_0 v_A L/\eta$ and the Reynolds number as: $Re = u_0\rho L/\nu$ (using the initial uniform density and the fast solar wind speed). We consider here for simplicity only shear viscosity ($\lambda = 0$).

4 Non-linear evolution of the 1D initial equilibrium

The initial state is characterised by both a flow shear and a magnetic shear. In principle, a number of instabilities could be present (Biskamp 1997, Bettarini et al. 2006). However, for the choice of parameters considered only two types of instabilities are present.

As shown in previously published results (Einaudi et al. 2001, Lapenta and Knoll 2005), the resistive tearing instability is present and grows at a rate determined by the resistivity of the system. The resistive tearing mode leads to the formation of a magnetic island that mixes outer and inner field lines. In the process, the outer solar wind can transfer its momentum to the inner plasma and produce a net motion of the tearing island. This process is clearly reminiscent of the observed formation of blobs and their subsequent acceleration away from the Sun.

However, a second instability is present. Even in absence of resistive MHD modes, the viscosity is itself capable of altering the initial profile. Indeed, a viscous flow would tend to flatten any flow profile in time by virtue of direct viscous drag alone. The inner layer that is initially motionless would progressively acquire speed (Landau and Lifshitz 1959). In the corona, the viscosity is very low unless anomalous effects become important. However, in any realistically feasible simulation, numerical viscosity has to be present to avoid the formation of small scale structures that cannot be resolved and would lead to numerical instabilities.

One aim of the present work is to elucidate the relative role of this second process relative to the first. The question is: is the slow solar wind acceleration observed in the simulations due to the tearing instability or to the viscous drag? And how does it scale with viscosity and resistivity?

4.1 Formation of the slow solar wind and of plasma blobs

To exemplify the typical evolution observed in the simulations of the 1D initial state, we report the results of a simulation for the particular case with Lundquist number $S = 10^4$ and viscous Reynolds number $Re = 10^4$.

The initial phase of the evolution sees the formation of a magnetic island that perturbs the initial topology of the system and the initial flow profile. Figure 2 shows the velocity away from the Sun in false colour, superimposed on the magnetic filed lines, at four times showing different phases of island formation. The island grows and moves away from its original formation site. Comparing the different times shown in Fig. 2 demonstrates that the island moves along with the flow. Note that in the simulations, the frame of reference is chosen stationary with the plasma flow in the flanks, so the motion of the island seen in the figure is with respect to the fast solar wind.

The flow profile at different times is shown in Fig. 3. The momentum transfer between the flanks and the centre is made evident by the progressive flattening of the profile. The central plasma is progressively accelerated and the speed differential between the centre and the flanks diminishes with time. The temporal evolution of the speed of the central region of the plasma is shown in Fig. 4-a. Two cases are shown, besides the simulation considered above, another with higher viscosity ($Re = 10^5$) but equal resistivity is also reported. The process of acceleration progresses in two steps. After a progressive and continuous phase of acceleration of the initially stagnant plasma, a sudden acceleration develops when the island becomes so big as to feel the effect of the boundary conditions. AS shown below, this last phase is only present in the low resistivity cases and is it due to a transition from a X-point reconnection process to a Y-point reconnection process with a progressively more elongated leg Biskamp (2000) becoming progressively more turbulent and undergoing secondary island formation. These features of the reconnection mechanism are well known and will not be addressed here again, the interested reader is referred to the excellent textbook by Biskamp (2000).

The process of island formation is further shown in Fig. 4-b where for the same two simulations, the reconnected flux is shown. The onset of the faster reconnection phase also is similarly due to the boundary conditions choking the flow which turns inward toward the reconnection site at the x-point formed by the island driving faster reconnection. Again this process is an artefact of the boundary conditions.

Figure 4 shows a comparison of two cases with different viscosity and demonstrates that indeed viscosity has a strong impact on both island formation and slow solar wind acceleration. In the next paragraph this effect is further analysed.

4.2 Role of Viscosity and Resistivity

The behaviour displayed above is in agreement with previously published results (Einaudi et al. 2001, Lapenta and Knoll 2005) and it is reproduced primarily to provide the reader with a summary of the typical evolution. Below we investigate the main point of the present effort, namely what are the causes of the observed behaviour displayed in Fig. 3. Both the tearing instability and viscous stresses can be the cause: to determine which dominates, we change independently viscosity and resistivity. The tearing instability is proportional to resistivity, viscous drag is proportional to viscosity. We need to determine whether the momentum transfer is proportional to viscosity or resistivity.

Figure 5 shows the summary of the different runs conducted varying resistivity and viscosity. Each panel corre-
Fig. 2. Non-linear evolution of the initial force free reversed field equilibrium. Velocity component (false colour) away from the Sun and magnetic field lines (white) are shown at four different times (A: $t/\tau_A = 143$, B: $t/\tau_A = 215$, C: $t/\tau_A = 229$, D: $t/\tau_A = 251$) in a run with $S = 10^4$ and $R_v = 10^3$.

responds to a different resistivity and reports the time evolution of the maximum difference in the averaged profile $\langle u_x(z) \rangle >$, corresponding to the differential between the flank velocity (fast solar wind) and the central plasma (slow solar wind). In each panel several runs are displayed, corresponding to different viscosities in each run.

Two trends are clear. First, for some runs, the same progressive acceleration seen in Fig. 4 above is followed by a disruptive phase when the boundary conditions affirm their presence. In some cases at low $R_v$, the system never reaches this state before the completion of the run. Second, observing the progressive acceleration phase, one unmistakable conclusion emerges: the speed of acceleration (i.e. the slope of the curve in the figures) is hardly affected by the resistivity but scales monotonically and markedly with the viscosity. The conclusion regarding the comparatively lower sensitivity of the acceleration mechanism to resistivity was already discussed in a previous work (Lapenta and Knoll, 2005). Here the focus is on the much more apparent sensitivity to viscosity. As viscosity is increased by two orders of magnitude from a Reynolds number of $R_v = 10^4$ to $R_v = 10^2$, the slope increases markedly: for example, the speed at time of $t/\tau_A = 200$ for the runs with $S = 10^4$ drops by 10% in the $R_v = 10^4$ case and 55% in the $R_v = 10^2$ case. Clearly the mechanism for slow wind acceleration appears to be more linked to the process of viscous drag than to the processes related to resistivity and island formation.

The either/or test just conducted seemingly appears to conclude that the main mechanism in action in the simulations is just simple viscous drag. However, a closer scrutiny reveals that this conclusion based on the overall evolution of the systems still misses one important contribution that the island formation provides. The next subsection reveals this more subtle effect.

4.3 Role of the Electric Field

A key aspect of the evolution of the system considered above rests in the role of the electric field. The initial equilibrium is already characterised by an electrostatic field needed to produce the velocity shear imposed initially. The subsequent
Fig. 3. Evolution of the average velocity profile \( < v_x(z) >_x \) (normalised to the asymptotic speed \( u_0 \)) for two runs starting from the initial force free reversed field equilibrium with the same resistivity \( (S = 10^4) \) but different viscosity (panel A with \( R_v = 10^4 \), panel B \( R_v = 10^5 \)).

The evolution of the tearing mode leads to the growth also of an electromagnetic field.

In the present MHD treatment, the plasma flow is primarily due to the drift motion caused by the presence of electric fields:

\[
\mathbf{v}_{E \times B} = \frac{\mathbf{E} \times \mathbf{B}}{B^2} \tag{17}
\]

Once the electric field is written in terms of the vector and scalar potential, the drift clearly shows the presence of a dual nature:

\[
\mathbf{v}_{E \times B} = -\frac{1}{B^2} (\nabla \varphi \times \mathbf{B} + \frac{\partial \mathbf{A}}{\partial t} \times \mathbf{B}) \tag{18}
\]

The flow can be of two natures: electrostatic and electromagnetic. The initial configuration has only a \( v_x(z) \) component of the flow that is caused by a \( E_z \) component of the electric field: therefore the electric field has zero curl and it is purely electrostatic. The tearing mode is a mode primarily involving the evolution of the out of plane component of the vector potential \( \mathbf{A} \) and it is inductive in nature since it produces an electromagnetic field thanks to the topological variations of \( \mathbf{B} \). However, in presence of out of plane components of the field and of flow shears, there is also an electrostatic potential associate with it (Daughton and Karimabadi, 2005).

The viscous effect alone, instead, does not directly affect the magnetic field and causes electrostatic fields. If we consider the evolution of the initial state under the action of viscosity alone, the full set of equations reduces to just:

\[
\frac{\partial u_x}{\partial t} = -\frac{1}{R_v} \frac{\partial^2 u_x}{\partial z^2} \tag{19}
\]

governing the only remaining variable \( u_x(z) \). Using Ohm’s law:

\[
\nabla \times \mathbf{E} = -\mathbf{V} \nabla \cdot \mathbf{B} + \mathbf{B} \nabla \cdot \mathbf{V} - \mathbf{B} \nabla \mathbf{V} + \mathbf{v} \cdot \nabla \mathbf{B} \tag{20}
\]

where all terms on the right-hand side are zero: the first because of the absence of magnetic mono-poles, the second because the only non-zero component is \( u_x \) which is only a
function of \( z \) (and therefore the divergence of \( u \) is zero), the third because \( u_x \) is constant along field lines, and the last because, similarly, \( B \) does not change along the flow lines. The variation of the velocity field generated by viscous drag causes an electric field with zero curl, i.e. it generates an electrostatic field.

The effect of viscosity alone can be computed easily by solving directly eq. (19). As it is well known (Barenblatt 1996), a linear diffusion equation like eq. (19) admits a self-similar analytical solution of the form:

\[
u_x = u_0 \frac{1}{t^{1/2}} e^{-R_v z^2 / 4t}
\]

that provides a simple scaling law for the time-variation of the differential in the speed of the central initially stagnant plasma and the outer fast solar wind: \( \Delta V_z \propto 1/\sqrt{t} \).

To illustrate the effect of viscosity alone, we have solved the equation for viscous drag (i.e. eq. (19)) numerically starting with the same initial profile considered in the full MHD simulations and for the same ranges of viscosity. Figure 6 shows the evolution in time of the jump in speed between the central plasma (initially at rest) and the outer fast solar wind. The results are from a simple purely viscous simulation that neglects any magnetic field and resistive effect. Five viscosities are shown, from top to bottom: \( R_v = 10^4, R_v = 5 \cdot 10^3, R_v = 10^3, R_v = 5 \cdot 10^2 \) and \( R_v = 10^2 \).

Fig. 5. Evolution of the difference \( \Delta V_z \) (top to bottom: \( R_v = 10^4, R_v = 5 \cdot 10^3, R_v = 10^3, R_v = 5 \cdot 10^2 \) \ and \( R_v = 10^2 \)). Several runs are shown starting from the same initial force free reversed field equilibrium, each panel corresponds to a different resistivity: A) \( S = 10^4 \), B) \( S = 2 \cdot 10^3 \), C) \( S = 10^3 \) and D) \( S = 2 \cdot 10^2 \). In each panel 5 viscosities are shown, corresponding in order from the top curve to the bottom curve to \( R_v = 10^4, R_v = 2 \cdot 10^3, R_v = 10^3, R_v = 2 \cdot 10^2, R_v = 10^2 \). Note that in the legends, the viscosity is reported directly rather than the Reynolds number: in our normalized units they are simply one the reciprocal of the other.

Fig. 6. Evolution of the difference in velocity \( \Delta V_z \) (top to bottom: \( R_v = 10^4, R_v = 5 \cdot 10^3, R_v = 10^3, R_v = 5 \cdot 10^2 \) \ and \( R_v = 10^2 \)).

seems the inverse-square-root power law predicted by the self-similar solution. A quantitative comparison reveals that the evolution with full MHD has a very much increased rate of decay. For example, considering the case \( R_v = 10^3 \), at time \( t/\tau_A = 200 \), the full MHD simulation shows a difference in speed of 0.65, while in the purely viscous case this difference is still 0.87. Clearly, the full MHD evolution provides additional drag forces that transcend the direct viscous drag.

The additional force is coming from the electric field.

Figure 7 shows the vector and scalar potential at time \( t/\tau_A = 76 \), for the same simulation shown in Figs. 2 above. A significant electrostatic field is present form the beginning and it is caused, as noted above, by the need to support the initial sheared velocity field. The history of the electric field energy is shown in Fig. 8. The partial contribution of the electrostatic field is shown as a dashed line. Except for the \( z \) component that includes the initial strong electrostatic field supporting the sheared flow, the electromagnetic component proper of the tearing mode dominates all components. The electric field perturbation is therefore primarily caused by the tearing growth and not by viscous drag.

The tearing instability developing in the centre of the system moves with respect to the plasma in the flanks as shown in Fig. 2. The island remain localised in the centre of the plasma and it comoves with the local plasma speed. The direct viscous drag is small. However the island’s electric field structure extends far beyond it and well into the flanks, as shown in Fig. 7. These fields move with the island speed and have a relative speed with respect to the fast solar wind in the flanks. The expanded range of influence of the island determined by the electric fields allows for an enhanced drag that
no longer happens only across layers touching each other but extends globally as the electric field of the island feels the drag force over the whole domain.

5 Non-linear evolution of the initial 2D helmet streamer equilibrium

The 2D helmet streamer configuration considered is characterised by the presence of a cusp region above the helmet streamer where the field lines from converging towards the cusp at lower altitudes become essentially parallel. In this region the field-aligned speed also changes direction from a converging motion at lower altitudes to a parallel motion above. In the 1D equilibrium considered above, the focus was entirely on the region above the cusp where the flow and filed lines are initially straight and parallel. The 2D equilibrium with cusp, instead, allows us to consider also the motion in the lower part where the flow and the field lines are converging.

Converging motions are particularly relevant to the formation of blobs observed in the LASCO images (Wang et al., 1998): converging motions cause magnetic fluxes to pile up towards the converging point and can drive magnetic reconnection. Magnetic reconnection driven by macroscopic flows becomes enslaved to the flows and its rate no longer depends on the details of the microscopic physics allowing reconnection (Biskamp, 2000; Dorelli and Birn, 2003; Knoll and Chacón, 2002). A previous study showed that in the 2D configuration under consideration the flow towards the cusp produces the conditions for a reconnection process that progresses at the speed dictated by the incoming flux, insensitive to the resistive processes allowing the break up of the frozen-in condition (Lapenta and Knoll, 2005). As illustrated by Lapenta and Knoll (2005), the mechanism allowing the decoupling of resistivity and reconnection rate is the flux pile up: flux piles up in front of the diffusion region to bring the speed of reconnection up to the needed rate (Dorelli and Birn, 2003). Indeed, increasing the magnetic field strength at the inflow side of the diffusion region increases the Alfvén speed and speeds up the whole process of reconnection.

In the present study, we consider, instead, the role of viscosity. As the brief summary of the previous understanding implies, the expected outcome is that in driven reconnection viscosity should be a diminishing factor: as viscosity increases, the flows that drive reconnection become impeded by the viscous drag and see their ability to drive reconnection diminished. Therefore, the expectation is that viscosity is not a needed ingredient in the physics leading to blob formation around the cusp.

To investigate this point, Fig. 9 shows the magnetic surfaces after the formation of a magnetic island above the cusp of the helmet streamer. As can be observed, indeed the process happens regardless of viscosity, and, as expected, the more viscous run shows a diminished speed of formation of the island. At a given same time in the two runs, the island is less developed in the higher viscosity case.

This conclusion is further confirmed by Fig. 10 that shows the evolution of the reconnected flux for the two runs with different viscosity (but equal resistivity) The reconnection process is similar but slightly faster for the lower viscosity run.

However, the fundamental difference of the 2D equilibrium when compared with the 1D equilibrium of the previous section is that also the acceleration of the blob is independent of viscosity. The mechanism allowing the acceleration is no longer the viscous drag exerted by the outer plasma on the forming island (and mediated by the electric field) but rather is directly the converging flow at the cusp.
Figure 9 shows the vertical speed in the same two runs with different viscosity considered above. The flow velocity originating from the open field lines converges and focuses at the cusp in the region right below the forming island. The island finds itself in the same situation of a ball sitting atop a jet in a fountain: it is pushed by the jetting plasma. The converging flow focuses at the cusp and pushes the island upward by direct momentum transfer from the plasma to the island field lines. Viscous drag is no longer needed.

Figure 10 shows the vertical speed in the same two runs with different viscosities ($R_v = 10^3$ and $R_v = 10^4$) but equal resistivity $S = 10^4$.

6 Conclusions

We have investigated the role of viscosity in the physical mechanisms responsible for the formation of blobs in the slow solar wind. We started from two types of models. The first is a initial 1D equilibrium proposed by Einaudi et al. (2001) and designed to capture the field reversal and the flow shear present in the plasma above the helmet streamers in the regions where blobs have been observed to form in the LASCO images [Wang et al., 1998]. The second model is based on a 2D equilibrium that extends the previous case by including the effect of converging flows at the cusp immediately above a helmet streamer [Lapenta and Knoll, 2005]. The role of viscosity is different in the two cases.

In the 1D initial equilibrium, viscosity is shown to provide the basic mechanism for momentum transfer from the slow solar wind to the forming blob. The viscous drag produces a progressive acceleration of the plasma blob. The rate of increase of the slow solar wind speed (acceleration) is proportional to the viscosity in the simulation. However, an unexpected finding is that viscosity is not acting alone in its usual local drag action across layers of flowing plasma. Rather, the coupling between the accelerating island and the fast solar wind in the flanks is mediated by the global electric fields caused by the tearing instability forming the island. A direct numerical comparison of the evolution under pure viscous action and the full MHD evolution including the generation of electromagnetic fields due to the tearing instability proves that the drag action is much increased from simple viscous drag.

In the 2D initial configuration, the momentum transfer action is completely different. The viscous drag is not a determining factor in that it does not provide the mechanism for momentum transfer from the fast wind to the forming island. In the 2D case, the flow merges at the cusp and simply
Fig. 11. Non-linear evolution of the initial 2D helmet streamer equilibrium. False color representation of the vertical speed away from the Sun $u_x$, at time $t/\tau_A = 200$. Two runs are shown with different viscosities (panel A: $R_v = 10^3$ and panel B: $R_v = 10^4$) but equal resistivity $S = 10^4$.

pushes the island by direct momentum transfer acting in the same way a ball is pushed up by jetting water in a fountain. The momentum transfer in this case is coming directly by the action of plasma particles directed toward the magnetic field lines of the island and being deflected by them. Their change in momentum of deflected particles provides a direct accelerating force. Viscosity has no role to play and its effect is just to diminish the flows and to reduce the rate of island formation and its subsequent acceleration.

The results presented are relevant to the Sun where viscosity and resistivity due to direct collisional transport are extremely low. The ability to explain both in the 1D and in the 2D case how momentum transfer is provided by extra effects not directly due to viscosity is crucial. The results obtained here, as all other results obtainable within the range of currently achievable simulation cannot properly use the viscosity and resistivity of the real corona and cannot account self-consistently for anomalous processes. It is therefore crucial to show that the accelerating mechanisms presented here are indeed stronger than purely viscous processes would produce and can sustain the scaling to realistic coronal parameters.

We remind the reader that we conducted the research here on a Cartesian geometry where the melon seed effect caused by the expanding geometry around the Sun is not considered (Rappazzo et al., 2005): the results of the present work need to be integrated by considering that additional effect. Future work will consider how the conclusions reached here are modified by additional geometric effects.
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