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Abstract

This work presents an explicit-implicit procedure to compute a model predictive control (MPC) law with guarantees on recursive feasibility and asymptotic stability. The approach combines an offline-trained fully-connected neural network with an online primal active set solver. The neural network provides a control input initialization while the primal active set method ensures recursive feasibility and asymptotic stability. The neural network is trained with a primal-dual loss function, aiming to generate control sequences that are primal feasible and meet a desired level of suboptimality. Since the neural network alone does not guarantee constraint satisfaction, its output is used to warm start the primal active set method online. We demonstrate that this approach scales to large problems with thousands of optimization variables, which are challenging for current approaches. Our method achieves a $2 \times$ reduction in online inference time compared to the best method in a benchmark suite of different solver and initialization strategies.

Key words: Fully Connected Neural Network; Primal Active Set Method; Model Predictive Control; Receding Horizon Control.

1 Introduction

Model predictive control (MPC) is a dynamic optimization technique widely used in industrial process applications, such as oil refineries and chemical plants [22]. Recently, MPC has found mainstream use in robotics for controlling ground [23], aerial [4, 30], humanoid [8], and other autonomous robots due to its versatility, robustness, and safety guarantees. The transition from the process industry to robotics brings additional challenges since the available computation time is reduced from hours to milliseconds.

MPC techniques can be categorized into \textit{implicit} and \textit{explicit}. Implicit MPC focuses on online computation of an open-loop control sequence, optimizing the system performance at its current state. For example, Wang and Boyd [29] exploit the structure of the quadratic program (QP) associated with the MPC problem to design efficient interior point methods. Vichik and Borelli [28] experiment with a different computation scheme and demonstrate that analog circuits can solve QPs in microseconds through the use of custom hardware. Rather than solving an optimization problem online, explicit methods manage the computational load by pre-computing a control law $u = \mu(x)$ offline, as a function of all feasible states $x$, where $\mu$ is known to be piecewise affine on polytopes determined by the system constraints [3, Ch. 11]. Computing an optimal explicit control law can become computationally intractable in large problems because the number of polytopic regions may grow exponentially (worst case) with the number of constraints. Even determining which region contains the current system state online can require nontrivial processing power or memory storage [19]. One approach to address the computational challenges of explicit MPC control is to construct an approximate sub-optimal controller. Jones and Morari [16] use a double-description method to build piecewise-affine approximations of the value function and use barycentric functions on the polytopic regions to obtain an associated control law.
The authors prove recursive feasibility and asymptotic stability of the suboptimal controller. Despite various approximation techniques, explicit MPC has not been demonstrated to scale to the same problem sizes as those handled by implicit MPC methods.

This paper investigates the use of a Rectified Linear Unit (ReLU) fully connected neural network to approximate the piecewise affine explicit MPC control law. There have been several recent works using neural networks for MPC design. Chen et al. [6] use a neural network with an orthogonal projection operation to approximate the optimal control law. Hertneck et al. [14] use a neural network in a robust MPC framework to provide statistical guarantees of feasibility and stability. Zhang et al. [33] use a neural network to approximate the primal and dual variables, and provide statistical guarantees as well as certificates of suboptimality. Our work extends these approaches by providing deterministic guarantees on recursive feasibility and asymptotic stability through correctives steps generated by an online QP solver. Moreover, we demonstrate for the first time that neural-network-based approximations of MPC control laws scale to large problems with thousands of optimization variables.

A few closely related works combine the strengths of machine learning for scalability with the analytical tractability of QP problems in an explicit-implicit MPC approach. Zeilinger et al. [32] compute a piecewise affine explicit MPC control law, combine it with an active set method, and provide criteria to terminate the active set method early while still obtaining guarantees on recursive feasibility and asymptotic stability. Klauco et al. [18] use classification trees and nearest neighbors to warm start an active set method and solve to the optimal solution. These approaches differ from our method because they do not utilize a neural network as the control policy approximator. In addition, they do not demonstrate nor address the challenges in scaling to large systems, specifically related to efficient generation of train data sets in high dimensions.

Generating large data sets of initial feasible states, optimal inputs, primal, and dual variables for high-dimensional systems to approximate an MPC controller has not been studied widely in the literature. Yet, a large data set is critical for accurate learning-based control law approximations, especially for high-dimensional systems. A naïve rejection sampling approach to generate feasible initial states has rapidly diminishing probability of success as the number of constraints and dimensions grow. Existing works use gridding [18, 26] or random sampling [14, 33] methods that do not scale to high dimensions, or rely on reinforcement and imitation learning techniques that perform closed-loop simulations leading to weaknesses discussed in [24]. We propose an algorithm to efficiently generate large data sets in high dimensions using geometric random walks.

In summary, the goal of this work is to develop a neural-network approximation of an MPC control law that scales to large systems, performs faster than implicit methods online, and provides guarantees on recursive feasibility and asymptotic stability. Our contributions include:

- a primal-dual loss function that incorporates state and input constraints to train a deep ReLU network approximation of an explicit MPC control law (Sec. 3);
- an online approach that corrects the network output using a primal active set solver to guarantee recursive feasibility and asymptotic stability (Sec. 4);
- a geometric random walk algorithm for generating feasible sample data sets efficiently, necessary for training control law approximations for large systems (Sec. 5);
- a 2x reduction in online inference time against the best benchmark method on a system with thousands of optimization variables. (Sec. 6).

\[ J(u_{0:N-1}|x(t)) = x_k^T P x_N + \sum_{k=0}^{N-1} (x_k^T Q x_k + u_k^T R u_k) \]

subject to state and input constraints,

\[ x(t+1) = Ax(t) + Bu(t), \]

\[ x(t) \in \mathcal{X} := \{ x \in \mathbb{R}^n | A x \leq b_x \} \quad \forall \ t \geq 0, \]

\[ u(t) \in \mathcal{U} := \{ u \in \mathbb{R}^m | A u \leq b_u \} \quad \forall \ t \geq 0. \]

Assuming that the pair \((A, B)\) is stabilizable [3, Ch. 7], we are interested in obtaining a receding horizon controller (RHC) [3, Ch. 12]. At each time \(t\), we solve a constrained finite-time optimal control problem [3, Ch. 7],

\[ \min_{u_0:N-1} J(u_{0:N-1}|x(t)) = x_k^T P x_N + \sum_{k=0}^{N-1} (x_k^T Q x_k + u_k^T R u_k) \]

subject to state and input constraints,

\[ x(t) \in \mathcal{X} := \{ x \in \mathbb{R}^n | A x \leq b_x \} \quad \forall \ t \geq 0, \]

\[ u(t) \in \mathcal{U} := \{ u \in \mathbb{R}^m | A u \leq b_u \} \quad \forall \ t \geq 0. \]

2 Preliminaries

Consider a discrete-time linear time-invariant system,

\[ x(t+1) = Ax(t) + Bu(t), \]
with the following definitions

\[ z = [x_1^T \ldots x_N^T u_1^T \ldots u_{N-1}^T] \in \mathbb{R}^{N(n+m)} \]

\[ H = \text{diag}(I_{N-1} \otimes Q, P, I_N \otimes R) \in \mathbb{R}^{N(n+m) \times N(n+m)} \]

\[ G_{eq} = [I_{N-1} - L_N \otimes A_z, -I_N \otimes B] \in \mathbb{R}^{N \times N(n+m)} \]

\[ E_{eq} = [e_1 \otimes A \in \mathbb{R}^{N \times n \times n}] \]

\[ G_{in} = \text{diag}(0_n, I_{N-1} \otimes A_z, A_f, I_N \otimes A_u) \]

\[ E_{in} = [-e_1 \otimes A \in \mathbb{R}^{N \times n \times n}] \]

\[ w_{in} = [1_N \otimes b_x, b_f, 1_N \otimes b_u] \in \mathbb{R}^{Nc_x + c_f + nc_u} \]

where \( L_N \) is the matrix of size \( N \times N \) with ones on the first subdiagonal and zeros elsewhere, \( e_i \) is the \( i \)-th standard basis vector, \( I_N \) is the vector of all ones of size \( N \), \( c_z, c_f, c_u \) denote the number of constraints specified by the rows of \( A_z, A_f, A_u \); \( \otimes \) denotes vertical concatenation, and \( \otimes \) denotes the Kronecker product. When the parameter \( x \) is fixed, (4) is a quadratic program (QP) and the solution is a vector \( z \).

A common choice for the terminal cost matrix \( P \) is the solution \( P_{\infty} \) to the algebraic Riccati equation [3, Ch. 8]:

\[ P_{\infty} = A^T P_{\infty} A + Q - A^T P_{\infty} B (B^T P_{\infty} B + R)^{-1} B^T P_{\infty} A. \]  (6)

A common choice for \( \lambda_f \) is the maximal positively invariant set, \( \mathcal{O}_{LQR}^{\infty} \), of the linear quadratic regulator (LQR), which is computable via reachability analysis [3, Ch.11] using standard toolboxes [13]. Note that \( \mathcal{O}_{LQR}^{\infty} \) is easily computable even for large systems, and is different from the maximal control invariant set, \( \mathcal{C}_{\infty} \), used in [6], which is very challenging to compute for large systems.

### 2.2 Feasibility and Duality

For a given state \( x \), (4) is a strictly convex QP because if \( Q, P \) are positive definite then \( H \) is positive definite too. While this assumption can be relaxed to allow positive semi-definite matrices, it simplifies the development of our approach for approximating the solution of (4), which is unique in this case. Let \( X_0 \subseteq X \) be the set of parameters \( x \) for which (4) is feasible [3, Defn. 6.3]. Given \( x \in X_0 \) and an associated primal feasible \( z \), the suboptimality level of \( z \) is:

\[ \sigma(z|x) := J(z|x) - J(z^*|x) \geq 0, \]  (7)

where \( z^* \) is the unique minimizer of (4). We introduce dual variables \((\nu, \lambda)\) [5, Ch.5], and define the Lagrangian associated with (4) as:

\[
\mathcal{L}(z, \nu, \lambda|\theta) := z^T H z + x^T Q x + \nu^T (G_{eq} z - E_{eq} x) + \lambda^T (G_{in} z - w_{in} - E_{in} x). \]  (8)

The Lagrangian dual of a minimization QP is a maximization QP over \((\nu, \lambda)\) with objective function

\[ d(\nu, \lambda|x) := \inf_z \mathcal{L}(z, \nu, \lambda|\theta). \]

The dual variables \((\nu, \lambda)\) are dual feasible if \( \lambda \geq 0 \). For a given parameter \( x \), any primal feasible \( z \), any dual feasible \((\nu, \lambda)\), and optimal primal-dual variables \((z^*, \nu^*, \lambda^*)\), strong duality holds because Slater’s conditions are satisfied [5, Ch.5]:

\[
d(\nu, \lambda|x) \leq d(\nu^*, \lambda^*|x) = \mathcal{L}(z^*, \nu^*, \lambda^*|x) = J(z^*|x) \leq J(z|x). \]  (9)

The feasible duality gap associated with \( x, z, \nu, \lambda \) is

\[
\eta(z, \nu, \lambda|x) := J(z|x) - d(\nu, \lambda|x) \geq \sigma(z|x) \geq 0, \]  (10)

which is an upper bound on the suboptimality level \( \sigma(z|x) \) for any feasible \((z, \nu, \lambda)\) due to (9).

### 2.3 Receding Horizon Control

Alternatively, (4) can be viewed as a multiparametric quadratic program (mp-QP) over functions that map \( x \) to primal variables \( z \) [3, Ch. 6].

**Definition 1.** A planner is a function \( \pi : X_0 \rightarrow \mathbb{R}^{N(n+m)} \) that maps a parameter \( x \) to a decision variable \( z \). A planner \( \pi \) is primal feasible if \( z = \pi(x) \) is a primal feasible variable \( \forall x \in X_0 \) in (4). It is optimal, if \( z = \pi(x) \) is the optimal solution \( \forall x \in X_0 \).

**Definition 2.** The receding horizon controller (RHC) corresponding to a planner \( \pi \) is a function \( \mu : X_0 \rightarrow \mathbb{R}^m \) that returns the first control input in \( z = \pi(x), \) i.e., \( u_0 = \mu(x) \).

Recursive feasibility and asymptotic stability [3, Ch.12] are two properties that should be guaranteed for an RHC. Primal feasibility is a property of a planner \( \pi \) and the open-loop optimization problem, while recursive feasibility is a property of an RHC \( \mu \) and the corresponding closed loop system \( x(t + 1) = Ax(t) + Bu(t) \) for \( t \geq 0 \). In general, primal feasibility of the open-loop optimization problem does not imply recursive feasibility of the corresponding closed-loop controller. Recursive feasibility of a control law is a necessary, but not sufficient, condition for asymptotic stability.

### 3 Explicit Control Policy Approximation

The first step of our approach is offline training of a deep neural network \( \hat{\pi}(x|\theta) \) with parameters \( \theta \) that provides a candidate solution \( z \) for the QP in (4). We choose to approximate the entire primal prediction over the planning horizon instead of the control law \( \mu \). Although this choice requires approximating \( N(n+m) \) variables instead of only \( m \), the additional predicted variables may be used to obtain the desired guarantees through an online primal active set solver in Sec. 4.
Definition 3. A deep neural network (DNN) $\hat{\pi}(x|\theta)$ with $L$ layers is a composition of $L$ affine functions: $\lambda_l(x) := \theta_l^0 x + \theta_l^1$, each except the last one followed by a nonlinear activation function $h$, so that: $\hat{\pi}(x|\theta) = \lambda_L \circ h \circ \lambda_{L-1} \circ \cdots \circ h \circ \lambda_1(x)$. The DNN parameters are $\theta := \{ (\theta_l^0, \theta_l^1) \}_{l=1}^L$. Each layer $l$ has width defined by the number of rows of $\theta_l^0$ and $\theta_l^1$.

The activation function $h$ is fixed (not optimized) and typically chosen as a sigmoid, hyperbolic tangent, or ReLU [12, Ch.6]. As noted in [6], a ReLU activation and typically chosen as a sigmoid, hypertangent, or ReLU.

Definition 4. \( \pi \) be a planner for the finite-horizon deterministic optimal control problem in (3) with \( b_x, b_u, b_f > 0 \). Assume that the terminal constraint set \( X_f \) is control Lyapunov function [3, Rmk 12.3] over \( X_f \). If for all \( x \in X_0 \), \( z = \pi(x) \) is primal feasible and there exists a function \( \gamma(x) \) such that:

$$0 \leq \sigma(\pi(x)|x) \leq \gamma(x) \leq x^\top Qx,$$

then the RHC \( \mu \) corresponding to \( \pi \) is recursively feasible and asymptotically stable with domain of attraction \( X_0 \) for system (1) subject to constraints (2).

Proof. Recursive feasibility of \( \mu \) follows from [3, Thm. 12.1], while asymptotic stability follows from [3, Thm. 13.1].

4.1 Obtaining a Suboptimality Certificate

Given \( z = \hat{\pi}(x|\theta) \), primal feasibility can be checked using the constraints in (4). Sec. 4.2 details how to obtain primal feasibility given a primal infeasible initialization. Once \( z \) is primal feasible, we obtain dual feasible variables \( (\nu, \lambda) \) and define \( \gamma(x) \) as the feasible duality gap \( \eta(z, \nu, \lambda|x) \) in (10). This guarantees that \( \sigma(z|x) \leq \eta(z, \nu, \lambda|x) \) and we can directly check whether \( \eta(z, \nu, \lambda|x) \leq x^\top Qx \) to satisfy (11).

We use the KKT optimality conditions to derive \( (\nu, \lambda) \). First, we determine which constraints in (4) are active at \( z \). All \( N \) equality constraints \( G_{eq} z = E_{eq} x \) are active by definition. Let \( \mathcal{A} \) be the set of inequality constraints \( i \) such that \( e_i^\top G_{in} z = e_i^\top w_{in} + e_i^\top E_{in} x \). Due to complementary slackness, dual variables corresponding to inactive constraints should be set to 0. The remaining dual variables \( (\nu, \lambda_{\mathcal{A}}) \) must satisfy the KKT conditions for an equality constrained QP:

$$2H G_{eq}^\top G_{eq} \begin{bmatrix} \nu \\ \lambda_{\mathcal{A}} \end{bmatrix} + \begin{bmatrix} 0 \\ E_{eq} x \end{bmatrix} = \begin{bmatrix} E_{eq} x \\ w_{\mathcal{A}} + E_{\mathcal{A}} x \end{bmatrix},$$

4. Primal Active Set Method for Guarantees

The trained neural network \( \hat{\pi}(x|\theta) \) is a planner that maps states \( x \) to primal predictions \( z \). It can be implemented as an RHC \( \mu \) by applying the first control input \( u_0 \) from \( z = \hat{\pi}(x(t)|\theta) \) at each encountered state \( x(t) \) over time. Thm. 4 summarizes the conditions that ensure recursive feasibility and asymptotic stability of \( \mu \).
where $G_A$, $w_A$, and $E_A$ contain the rows of $G_{in}$, $w_{in}$, and $E_{in}$ corresponding to $A$. The dual variables can be expressed directly in terms of $z$:

$$
\begin{bmatrix}
G_{eq}H_{eq}^{-1}G_{eq}^T & G_{eq}H_{eq}^{-1}G_{eq}^T
G_{eq}H_{eq}^{-1}G_{eq}^T & G_{eq}H_{eq}^{-1}G_{eq}^T
\end{bmatrix}
\begin{bmatrix}
\nu
\lambda
\end{bmatrix}
= -2 \begin{bmatrix}
G_{eq}
G_{eq}
\end{bmatrix}
z. \tag{13}
$$

Finally, we can ensure that $\lambda_A$ are dual feasible by applying an element-wise max $\{\lambda_A, 0\}$. Given a primal feasible $z$, this always yields dual feasible $\nu, \lambda$ and we can obtain $\eta(z, \nu, \lambda(x)) = J(z|x) - d(\nu, \lambda(x))$. The dual objective $d(\nu, \lambda(x))$ can be computed efficiently by pre-computing $\frac{1}{2}H^{-1} [G_{eq}; G_{in}]^T$ offline.

### 4.2 Ensuring Feasibility and Bounded Suboptimality with an Online Primal Active Set Solver

The procedure in Sec. 4.1 only checks whether the neural network output $z = \tilde{\pi}(x|\theta)$ is primal feasible and satisfies the suboptimality certificate in (10) but does not provide an approach to modify $z$ in case any of the two requirements is violated. We use a primal active-set QP solver [31, Ch. 16] online to ensure satisfaction of both conditions. Primal active-set QP methods can be accelerated via warm start from a good initialization point, such as the neural network output $z$.

A primal active-set method employs two phases. In *Phase I*, a linear feasibility program is solved to ensure that $\pi$ is primal feasible. Starting from this primal feasible point, *Phase II* updates the primal solution and the active constraints $A$ and solves a sequence of equality-constrained QPs. Phase II maintains primal feasibility throughout the iterations and, hence, can be terminated early, as soon as the suboptimality certificate in (11) is achieved, rather than continuing until optimality. We check the duality gap at intermediate iterates using the approach described in Sec. 4.1 and terminate Phase II as soon as the suboptimality certificate is obtained. Compared to other QP solvers, our approach accelerates online computation by reducing the initial iterations using good initializations from the neural network. It also reduces the final iterations using the early termination condition in (11). Interior-point methods are difficult to warm start [15], while non-primal active-set methods do not guarantee primal feasibility of intermediate iterates and cannot be terminated early [9]. In general, however, the neural network output can be used to accelerate any QP solver which benefits from a good but potentially infeasible initialization point.

Alg. 1 presents our final explicit-implicit planner $\pi$. It is guaranteed to terminate since primal active-set QP methods reach an optimal solution in finite time for strictly convex QPs [31, Ch. 16] and the associated RHC $\mu$ is guaranteed to be recursively feasible and asymptotically stable by Thm. 4.

### Algorithm 1 Explicit-Implicit Planner

**Input:** initial state $x$, NN parameters $\theta$, primal active-set QP solver $\alpha$

1: **procedure** EXPLICITIMPILCITPLANNER($x, \theta, \alpha$)  
2: Obtain neural network prediction $z = \tilde{\pi}(x|\theta)$  
3: if $z$ is not primal feasible then  
   ▷ Sec. 4.1  
4: Perform Phase I (feasibility) of $\alpha$  
5: while not CERTIFYSUBOPTIMALITY($x, z$) do
6: Update $z$ via one Phase II iteration of $\alpha$  
7: return $z$  
8: **procedure** CERTIFYSUBOPTIMALITY($x, z$)  
9: Obtain dual feasible variables $\nu, \lambda$ ▷ Sec. 4.1  
10: if $\eta(z, \nu, \lambda(x)) \leq x^T Q x$ then return True ▷ Eqn. (10)  
11: else return False

### 5 Scaling to Large Systems

The efficiency of Alg. 1 online depends on the neural network $\tilde{\pi}(x|\theta)$ accurately approximating an optimal planner $\pi^*(x)$ for the mp-QP in (4). If $\tilde{\pi}(x|\theta)$ approximates $\pi^*(x)$ perfectly, Alg. 1 does not need to perform any computations online. However, if $\tilde{\pi}(x|\theta)$ is a poor approximation of $\pi^*(x)$, Alg. 1 may need to perform many Phase I and Phase II iterations. Providing a large train set $D = \{x_i, z_i^*, \nu_i^*, \lambda_i^*\}_i$ is important for good neural network performance and generalization. This data set is generated offline using a QP solver to obtain optimal solutions $(z_i^*, \nu_i^*, \lambda_i^*)$ for initial states $x_i$ that render (4) feasible. The main challenge is that the set $X_0$ of initial states that make (4) feasible cannot be described explicitly, e.g., via halfspace or vertex representation. This makes sampling $x_i$ from $X_0$ challenging, especially for high-dimensional systems with long planning horizons.

The set $X_0$ can only be described by a membership oracle [27], i.e., for a given $x \in X$, a QP solver can report whether (4) is feasible, i.e., $x \in X_0$ or not. Unfortunately, a simple approach, such as rejection sampling, which generates samples $x_i$ uniformly from $X$ and only keeps those that are feasible according to the QP solver, cannot be used because the probability of sampling feasible $x_i$ decreases quickly with the system dimension and the number of constraints in $X, U,$ and $X_f$.

Instead of independent sampling from $X$, we propose a geometric random walk technique which generates new samples based on previous successful samples from $X_0$. The proposed approach starts with one feasible sample $x_0 \in X_0$, e.g., chosen as the system equilibrium state. We pick a random line $l$ at the current feasible point and iteratively take small steps along the chord $l \cap X_0$. At each potential point $x_i$ along $l$, we check whether the QP in (4) with parameter $x_i$ is feasible. If yes, the algorithm moves to $x_i$ and proceeds along $l$, otherwise, it stays at $x_{i-1}$ and picks a new random direction. To select random directions, we generate a set of goal states $x_g \in X$ using a Sobol sequence [25]. Alg. 2 summarizes the proposed
Algorithm 2 Data Set Generation

Input: number of goal points $N_{trn}$, $N_{bf}$, $N_{tst}$ for the train set, buffer set, and test set; step size $d > 0$; polyhedron $X$; primal active-set QP solver $\alpha$

1: procedure GenerateData($N_{trn}$, $N_{bf}$, $N_{tst}$, $d$, $X$, $\alpha$)
2: Let $s_0 = (x_0, z_0, \nu_0, \lambda_0, a_0)$ be an initial seed with optimal primal, dual, and auxiliary solver variables
3: Let $G_{trn} \cup G_{bf} \cup G_{tst} \subset X$ be a set of $N_{trn} + N_{bf} + N_{tst}$ points of a Sobol sequence in $X$
4: $S_{trn}, D_{trn} = \text{RandomWalk}(G_{trn}, \{s_0\}, d, \alpha)$
5: $S_{bf} , D_{bf} = \text{RandomWalk}(G_{bf}, S_{trn}, d, \alpha)$
6: $S_{tst}, D_{tst} = \text{RandomWalk}(G_{tst}, S_{bf}, S_{tst}, d, \alpha)$
7: return $D_{trn}, D_{tst}$
8: procedure RandomWalk($G, S, d, \alpha$)
9: $D = \emptyset$
10: for $x \in G$ do
11: Sample seed tuple $s \in S$
12: $\mathcal{D}' =$ LineSolve($s$, $x$, $d$, $\alpha$)
13: $D = D \cup \mathcal{D}'$
14: Place last seed from $\mathcal{D}'$ in $S$
15: return $S, D$
16: procedure LineSolve($s_0, x_i, d, \alpha$)
17: Let $x$ be the first element of $s_0 = (x_0, z_0, \nu_0, \lambda_0, a_0)$
18: $n = ||x_i - x||$, $x_0 = (x_0 - \lambda_i)/n$
19: for $i = 1 \ldots \lceil n/d \rceil$ do
20: $x_i = x + idx_0$
21: Let $QP(x_i)$ be problem (4) with parameter $x_i$
22: if $\text{success}$ then $D = D \cup x_i$
23: else break
24: return $D$

approach for data set generation. It generates one large data set and then splits it into a train set, buffer set, and test set. Due to the sequential nature of the data set generation, the buffer set is needed to ensure that the train and test sets do not contain overlapping seed and goal points. Fig. 1 illustrates the behavior of Alg. 2 for a double integrator system described in Sec. 6.1.

6 Evaluation

We demonstrate the proposed approach on four systems of increasing complexity. The experiments highlight the challenges that arise when scaling to high-dimensional systems. We use MPT3 [13] to compute the terminal cost and constraints in (3), Tensorflow [1] to train and evaluate the neural network planner $\hat{\pi}(x|\theta)$, and the primal active-set QP solver SQOPT [11] to implement the Phase I and Phase II iterations in Alg. 1. The neural network models were trained using dual Xeon E5-2683 v4 CPUs with 32 cores for data generation and two NVIDIA Titan X Pascal GPUs for training. The online inference speed evaluation was performed on an i7-7700K CPU with 4 cores and NVIDIA GeForce GTX 1080 Ti GPU.

The networks were trained with the Lagrangian loss function $\ell(\theta)$ using the Adam optimizer [17] for 100 epochs. The network architectures and training parameters are listed in Fig. 2. The network depths were chosen using techniques described in [6] and the widths were chosen by trial and error. Other methods to choose network architectures are described in [21]. Given the large sizes of the train data sets (see Fig. 4), 100 epochs is sufficient to reach convergence. Depending on the system, we take 2.5 – 10% samples from the train set as a held-out validation set. The validation set is only used to evaluate the training loss to avoid over- or under-fitting and is not used to update the neural network weights.

6.1 System Descriptions

The dimensions of the four problem settings are summarized in Fig. 3. We choose the terminal region $X_f$ to be $O_{\infty}^{LQR}$, and the terminal cost $x_N^T P_\infty x_N$, defined in (6).

System 1 (Double Integator). A mass under force in-
The high dimensional oscillating masses system is a scaled-up version of Sys. 3. The matrix $A_c$ is the extension of (14) to 36 dimensions obtained by replacing the 6-dimensional submatrices with 18-dimensional counterparts. The input matrix is $B_c = [0 \mid I_3 \otimes F]$. The cost and constraint terms are chosen similarly as for Sys. 3.

### 6.2 Data Generation

As discussed in Sec. 5, $X_0$ cannot be sampled directly. Without an efficient data set generation strategy, obtaining large data sets is practically impossible. For example, a naive rejection-sampling approach yields feasible samples 98.6% of the time for Sys. 1, 16.7% for Sys. 2, 1.1% for Sys. 3, and 0.4% for Sys. 4. Generating a data set of 1 million feasible states for Sys. 4 using rejection sampling will take 2.5 years. In contrast, the geometric random walk approach in Alg. 2 generated a data set of 1.7 million feasible states in 5.2 hours. Fig. 4 shows the data set sizes used for the different systems and the computation time for data generation using Alg. 2.

### 6.3 Open-loop Metrics

On the test set, we compare our method (magenta) in Fig. 5 to various baseline methods. The baselines are the 6 combinations between 2 initialization methods – NN Warm start and Cold start – and 3 termination criteria – terminating after primal feasibility (p.f.), primal feasibility and suboptimality (p.f. + sub.), and optimality. Sub. is achieved at the time when the duality gap $\eta(z, \nu, \lambda|x)$ defined in (10) is less than $x^T Q x$ according to Thm. 4. The main benchmark is Cold start and solving to optimality (olive). Fig. 5 displays the results on the four systems according to various initialization and termination criteria. We evaluate speedup by reporting the number of required iterations and evaluate performance by reporting the suboptimality levels. For Sys. 4, compared to the benchmark Cold optimal control law, our method (NN p.f. + sub.) reduces required iterations by 58×. The results demonstrate that early termination is especially synergistic when paired with NN Warm starts, as it reduces the required iterations by 14.4× versus only 1.3× when paired with Cold starts.

Our method additionally performs well in terms of the suboptimality level. We define open loop sub. (%) as $\sigma_{ol} := J(x^*) - J(x)$ on $\{x^*\}$. On Sys. 4, it has an average $\sigma_{ol}$ of 4.9% when only the p.f. criterion is met, and 3.5% when both p.f. + sub. criteria are met. This is in contrast to the Cold start method, where $\sigma_{ol}$ is high (192.9%) when only the p.f. criterion is met, and obtaining both p.f. + sub. criteria is necessary to obtain a reasonable suboptimality (6.3%). This discrepancy demonstrates that the neural network $\hat{\pi}$ alone is obtaining a good guess of the optimal solution, and the online iterations serve mostly to satisfy the p.f. criterion. For the low dimensional Sys.
additional computation time to reach near optimal solutions before obtaining the required termination certificates. This difference indicates the effectiveness of pairing early termination criteria with NN warm starts, as Hot starts need to bear trajectory matches the optimal one with \( \sigma < \) when NN and Hot are terminated with faster to slower relative to Hot starts captured at the fixed duality gap threshold \( p.f. + sub. \). The results show that relative to Hot starts, the NN Warm starts quickly reach the conditions specified in Thm. 4 (represented by \( p.f. + sub. \)). The baseline methods can only be initialized from a Cold start. On Sys. 4, our method achieves a \( 58 \times \) reduction in required iterations compared to the baseline. Our methods achieve better suboptimality metric \( \sigma_{ol} \) compared to Cold starts due to the higher-quality NN initialization.

Fig. 4. Overview of the data set sizes and offline data generation, train, and test time statistics.

| Sys. | # Total (Seed) examples in thousands | Train | Buffer | Test | Data Gen. | Network Train | Test |
|------|------------------------------------|-------|--------|------|------------|--------------|------|
| 1    | 15 (2)                             | 1.5 secs | 100 secs | 1.0 ms |
| 2    | 863 (200)                          | 3.0 mins | 1.4 hrs | 3.1 ms |
| 3    | 174 (20)                           | 1.0 mins | 0.4 hrs | 3.3 ms |
| 4    | 1,754 (400)                        | 5.2 hrs | 20 hrs | 38.8 ms |

Fig. 5. Open-loop metrics: average and worst case number of iterations and suboptimality. Our method is displayed in magenta, and the baseline method is displayed in olive. The evaluations are performed on independent states in the test set, and the baselines methods can only be initialized from a Cold start. On Sys. 4, our method achieves a \( 58 \times \) reduction in required iterations compared to the baseline. Our methods achieve better suboptimality metric \( \sigma_{ol} \) compared to Cold starts due to the higher-quality NN initialization.

| Sys. | Neural Network Warm Start | Cold Start |
|------|----------------------------|------------|
|      | Absolute Iterations       |            |
|      | Average (Worst)            |            |
| 1    | 1.0 (5)                   | 1.1 (2)    |
| 2    | 8.2 (44)                  | 32.5 (97)  |
| 3    | 5.3 (123)                 | 224.6 (408)|
| 4    | 17.4 (291)                | 1074.4 (2089)|

Open Loop Sub. (%) \( \sigma_{ol} \) Average (Worst)

| Sys. | 1277.6 (41277.3) | 201.3 (583.4) |
|------|-----------------|---------------|
| 2    | 1.2 (29.3)      | 19.7 (151.8)  |
| 3    | 3.1 (16.9)      | 98.3 (423.4)  |
| 4    | 4.9 (26.4)      | 192.9 (686.6) |

Fig. 6. Closed-loop metrics (Sys. 4): Average and worst case time required to implement the RHC for Warm starts, Hot starts, and Cold starts. The closed-loop trajectory suboptimality metric \( \sigma_{cl} \) (defined after (15)) is different from the open-loop suboptimality metric \( \sigma_{ol} \). The former is a cumulative measure computed along the entire closed-loop trajectory, while the latter is an instantaneous measure at a given state \( x \). The CVXPY benchmarks are state-of-the-art QP solvers that provide a baseline for the online inference speed of the active set methods. The results show that relative to Hot starts, the NN Warm starts quickly reach the conditions specified in Thm. 4 (represented by \( p.f. + sub. \)). The NN Warm starts then switch from faster to slower relative to Hot starts captured at the fixed duality gap threshold \( |\sigma(x) - y(x, \nu, \lambda(x))| < 0.1 \). The NN methods proceed slowly to the precise thresholds needed for optimality. Practically, these latter iterations are unnecessary, because when NN and Hot are terminated with \( \eta < 0.1 \), the resulting primal variables are essentially optimal, and the closed-loop trajectory matches the optimal one with \( \sigma_{ol} = 0.0 \). While NN \( p.f. + sub. \) does have a higher \( \sigma_{ol} \) compared to Hot \( p.f. + sub. \), this difference indicates the effectiveness of pairing early termination criteria with NN warm starts, as Hot starts need to bear additional computation time to reach near optimal solutions before obtaining the required termination certificates.
1, $\sigma_{cl}$ of both the NN Warm start and Cold start methods for the p.f. criteria is high because the optimal cost is very small ($\sim 0$).

### 6.4 Closed-loop Metrics

We compare the closed-loop performance of our method to various benchmarks on Sys. 4 in Fig. 6. While a Cold start is unavoidable at the initial state $x(0)$, we benchmark against Hot start initialization techniques [10] that exploit solutions of previously solved states for the subsequent states $x(t)$. The first benchmark is the SQOPT solver [11] using Hot starts. The other benchmarks include state-of-the-art interior-point QP solvers, ECOS, Gurobi, and Mosek, from CVXPY [7]. For the SQOPT method, we evaluate 3 termination criteria: ours ($p.f. + sub.$), a fixed duality gap threshold $\eta(x, \nu, \lambda(x) < 0.1$, and optimal. The CVXPY methods cannot be terminated early, and warm/hot starts are less effective.

We evaluate on trajectories generated from 128 initial states $x(0)$ randomly sampled from the test set. At each subsequent state $x(t)$, we apply the first control $u(t)$ obtained from each method. We repeatedly execute this closed-loop controller until the system reaches a state $x(t) \in X_f$, at which point each method switches to an optimal LQR controller [3, Ch. 8]. Inference speed is evaluated on states $x(t) \notin X_f$, and these states will vary across each method. Optimality performance is evaluated on the entire infinite-horizon trajectory:

$$J_{cl} = \sum_{t=0}^{\infty} x^T(t)Qx(t) + u^T(t)Ru(t),$$  \hspace{1cm} (15)$$

where the trajectory suboptimality is $\sigma_{cl} = \frac{J_{cl} - J_{cl}^*}{J_{cl}^*}$. For methods that terminate early, rather than performing the suboptimality check at every iteration, it is more efficient to perform the check periodically. In our implementation with SQOPT, API restrictions require the suboptimality checks to be performed externally to the solver, and as a result, we periodically terminate the solver to check the intermediate iterates. We utilize the SQOPT API optimality tolerance parameter, which evaluates the size of the reduced gradients [11, pg. 39] to prematurely terminate the solver and then perform the suboptimality check with the procedure described in Sec. 4.1 at each resulting iterate. If we are unable to obtain a sub. certificate, we reduce the optimality tolerance parameter by 2 and repeat from the current SQOPT solver state. For consistency, we apply the same termination strategy across all evaluated methods.

The closed-loop experiments with Hot starts (Fig. 6) exhibit similar patterns to the open-loop experiments with Cold starts (Fig. 5). On average, across the entire trajectories, our method achieves a $2 \times$ speedup compared to Hot p.f. + sub., and a $3.6 \times$ speedup compared to Hot optimal. Similar to the open loop experiments, the closed loop experiments also demonstrate that early termination is especially synergistic with NN Warm starts compared to Hot starts. Versus optimal, early termination reduces inference time by $12.9 \times$ for NN compared to $2.2 \times$ for Hot. Further analysis suggests that early termination works well with NN because NN initialized methods reach approximate thresholds quickly, and then slowly reach the precise thresholds required for optimality. While, NN p.f. + sub. is $2 \times$ faster than Hot p.f. + sub., it becomes $1.8 \times$ slower when solved to optimality. To demonstrate this switch, Fig. 6 evaluates each initialization method with a fixed duality gap threshold $\eta < 0.1$ which shows that the NN Warm start inference time is only $1.1 \times$ slower than Hot. Importantly, when terminating with $\eta < 0.1$, the trajectories have effectively 0 suboptimality, demonstrating that improving from an approximate threshold to a precise optimality threshold has little benefit.

The $\sigma_{cl}$ metrics in Fig. 6 further highlight synergies between NN Warm starts and early termination. NN $p.f. + sub.$ has $\sigma_{cl}$ of 8.8% compared to 0.6% for Hot $p.f. + sub.$ While this may initially seem like a drawback for the NN methods, it actually demonstrates that early termination is not as effective in reducing online inference time for Hot starts, as satisfying the termination criteria requires near optimal solutions. The motivation of these methods is fast online inference speed with guarantees of feasibility and stability, not in achieving optimality.

### 7 Conclusion

We presented a hybrid explicit-implicit MPC procedure that combines an offline trained neural network with an online primal active set solver. We proposed a primal-dual loss function based on the Lagrangian to train the neural network. Using the primal variable predictions, we derived an algorithm to provide certificates of primal feasibility and suboptimality, the criteria necessary to guarantee recursive feasibility and asymptotic stability. Finally, we demonstrated how warm start and early termination can combine the primal active set solver with the neural network to accelerate inference times. The key challenge of function approximation in high dimensional mp-QPs is choosing good training points in a convex set defined by a membership oracle. We introduced a geometric random walk algorithm that can efficiently generate a data set for large problems. Our results indicate the importance of addressing this data generation problem to obtain a scalable solution. The combination of these ideas yields a RHC with guarantees on recursive feasibility and asymptotic stability, while achieving a $2 \times$ speedup versus the best benchmark method on a system with thousands of optimization variables.
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