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Abstract
This work introduces a non-intrusive model reduction approach for learning reduced models from partially observed state trajectories of high-dimensional dynamical systems. The proposed approach compensates for the loss of information due to the partially observed states by constructing non-Markovian reduced models that make future-state predictions based on a history of reduced states, in contrast to traditional Markovian reduced models that rely on the current reduced state alone to predict the next state. The core contributions of this work are a data sampling scheme to sample partially observed states from high-dimensional dynamical systems and a formulation of a regression problem to fit the non-Markovian reduced terms to the sampled states. Under certain conditions, the proposed approach recovers from data the very same non-Markovian terms that one obtains with intrusive methods that require the governing equations and discrete operators of the high-dimensional dynamical system. Numerical results demonstrate that the proposed approach leads to non-Markovian reduced models that are predictive far beyond the training regime. Additionally, in the numerical experiments, the proposed approach learns non-Markovian reduced models from trajectories with only 20% observed state components that are about as accurate as traditional Markovian reduced models fitted to trajectories with 99% observed components.
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1 Introduction

There is an increasing interest in methods to learn reduced models of high-dimensional dynamical systems from data. Such non-intrusive—scientific-machine-learning—model reduction approaches are applicable even if little is known about the governing equations and instead mostly data are available. This differs from traditional intrusive model reduction that is typically a rather manual process, requiring extensive expertise and full knowledge of the high-dimensional governing equations and their discretizations [7,19,21,38,40]. This work proposes a non-intrusive model reduction method to learn reduced models from partially observed state trajectories, rather than fully observed states, of high-dimensional systems. To compensate for the information lost due to the partially observed states, the proposed reduced models make future-state predictions based on a time history of the reduced states and thus describe non-Markovian dynamics [12,17,49]. Notice that many traditional reduced models from non-/intrusive model reduction are Markovian and thus make future-state predictions based on the current reduced state alone [7,19,21,38,40]. The two core contributions of this work are a data sampling scheme and a formulation of a regression problem to learn the non-Markovian terms of the proposed reduced models from partially observed state trajectories. Under certain conditions, in particular if the high-dimensional system dynamics are linear, the proposed data sampling scheme together with the proposed regression problem guarantees recovery of the very same non-Markovian reduced models that one would obtain with intrusive projection-based methods; note that the latter require the high-dimensional system operators in either assembled form or implicitly via methods that provide the action of the high-dimensional operators on vectors, in contrast to the proposed approach. If the high-dimensional system dynamics have nonlinear state dependencies, then the proposed non-Markovian reduced models are approximations of the models obtained with intrusive methods.

There is a growing body of literature on learning reduced models from data. If frequency-response or impulse-response measurements are available, then widely used approaches for learning dynamical-system models include the Loewner approach [1,2,5,18,23,27,30], vector fitting [16,20], and eigensystem realization [24,25]. With respect to learning from time-domain state trajectories, dynamic mode decomposition (DMD) [26,39,44,45,52,59] has been widely adopted which fits linear dynamical systems in the $L_2$ norm. Tools from sparse regression and compressive sensing have been applied in [9,42,43] to extract sparse representations of governing equations from data. These methods focus on learning the high-dimensional dynamical system while our objective is to learn reduced models that reduce the computational costs of many-query applications. One approach that explicitly targets reduced models is operator inference [36], which learns reduced models of nonlinear dynamical systems from projected state trajectories; see also [6,31,34,35,51]. Together with the re-projection data sampling scheme, which alternates between querying the full system and performing projection, operator inference guarantees recovery of the very same reduced models that would be obtained with intrusive model reduction for nonlinear polynomial systems [34]. There are also a posteriori error estimators available for models learned with operator inference from data of high-dimensional linear dynamical systems [53]. The work on Lift and Learn introduced in [37] proposes a non-intrusive model reduction approach that is applicable to dynamical systems with nonlinear terms beyond polynomials.

This work builds on operator inference to learn non-Markovian reduced models from partially observed states. The re-projection scheme [34] is extended to generate data for learning non-Markovian operators. There are other methods for learning non-Markovian
models from data. Closest to our work is the use of time-delay coordinates in \cite{10,14} to
generalize DMD to non-Markovian models if under-resolved and incomplete dynamics are
observed; however, our focus is on learning polynomial systems rather than DMD models and
to recover the same non-Markovian dynamics that one would obtain with intrusive projection
approaches in certain situations. There are also model reduction methods for fitting reduced
models with delay to data sampled from high-dimensional dynamical systems that include
a time delay term \cite{4,46,47}. In contrast, the high-dimensional systems that we consider
do not necessarily have time-delay terms but rather we introduce non-Markovian (time-
delay) terms in our reduced models to compensate for partial state information. Widely used
non-Markovian models in nonlinear system identification \cite{8} and time series analysis \cite{48}
are based on the nonlinear autoregressive moving average model with exogenous inputs
(NARMAX) and its linear counterparts such as the autoregressive moving average model
(ARMA) and the autoregressive moving average model with exogenous inputs (ARMAX).
Hidden Markov models \cite{61} seek to quantify the uncertainty on the unobserved Markovian
states given measurements on observed states which are non-Markovian. Non-Markovian
dynamics also play an important role in molecular dynamics simulations \cite{50,55,56}.

Another area of model reduction and data-fit modeling where non-Markovian models have
been investigated is in the fluids and reduced modeling community. There, closure modeling
aims to capture the discrepancy in the low-dimensional approximation due to truncation; see
for example large eddy simulation \cite{41} and closure models for reduced systems obtained via
proper orthogonal decomposition \cite{58}. More recently, data-driven closure for reduced models
\cite{29,32,33,54,57,60} have been proposed, many of which are based on time-delay coordinates
and the Mori-Zwanzig formalism. Even though we build on similar mathematical concepts
(e.g., Mori-Zwanzig formalism), our goal of learning models from data and compensating
for partial observations requires distinctive techniques. First, we only have data available
and are in the non-intrusive setting, which is different from, e.g., \cite{33,54,57} that operate in
intrusive settings where the full systems and/or their discretizations are available to construct
closure models. Second, we derive non-Markovian models explicitly to compensate for the
limited information due to the partially observed state trajectories and collect data and learn
the non-Markovian terms accordingly, rather than being motivated by physics and closing
reduced models for compensating basis truncation.

This manuscript is organized as follows. Section 2 discusses preliminaries on intrusive
model reduction for nonlinear polynomial systems and reviews non-intrusive model reduc-
tion based on operator inference and re-projection \cite{34,36}. A formulation of the problem is
presented and an example is discussed that highlights the challenges of constructing reduced
models from partially observed states. Section 3 introduces the proposed approach to learn
the non-Markovian terms from data. The proposed reduced models describe the dynamics of
the observed states and are learned via a novel extended re-projection algorithm and linear
regression that can be implemeted with off-the-shelf linear algebra packages. The numeri-
cal experiments in Sect. 4 show that the proposed non-intrusive approach and the resulting
non-Markovian reduced models achieve approximations which are orders of magnitude more
accurate than models obtained by directly applying operator inference to partially observed
state trajectories.
2 Preliminaries

We summarize fundamental concepts of intrusive model reduction in Sect. 2.1. Section 2.2 then discusses non-intrusive model reduction from data via operator inference and re-projection. Section 2.3 formulates the problem of learning reduced models from partially observed states.

2.1 Intrusive (traditional) Model Reduction

Let $\mu \in \mathcal{D} \subseteq \mathbb{R}^d$ be a parameter in the parameter domain $\mathcal{D}$ and consider the full model that is a dynamical system with nonlinear polynomial terms up to degree $\ell \in \mathbb{N}$

$$
x_{k+1}(\mu) = f(x_k(\mu), u_k(\mu)) = \sum_{j=1}^{\ell} A_j(\mu)x_j^k(\mu) + B(\mu)u_k(\mu), \quad k = 0, \ldots, K - 1,
$$

$$
y_{k+1}(\mu) = C(\mu)x_{k+1}(\mu),
$$

where $k \in \mathbb{N}$ is the time step, $x_k(\mu) \in \mathbb{R}^N$ is the state, $u_k(\mu) \in \mathbb{R}^p$ is the input, $y_{k+1}(\mu) \in \mathbb{R}^r$ is the output, $B(\mu) \in \mathbb{R}^{N \times p}$, $C(\mu) \in \mathbb{R}^{s \times N}$, $A_j(\mu) \in \mathbb{R}^{N \times N}$ are the system matrices with $N_j = \binom{N+j-1}{j}$ for $j = 1, \ldots, \ell$ and $K \in \mathbb{N}$ with $K \geq 1$. The nonlinear terms in (1) depend on vectors $x_j^k(\mu) \in \mathbb{R}^{N_j}$ for $j \geq 2$ which are defined by retaining only the components of the Kronecker product

$$
\left( x_1(\mu) \otimes \cdots \otimes x_k(\mu) \right)
$$

whose factors are unique up to permutation [36].

To obtain a reduced model with state dimension $n \ll N$ from (1), a projection-based approach via the proper orthogonal decomposition (POD) is performed as follows. For the parameter values $\mu_1, \ldots, \mu_m \in \mathcal{D}$ with their corresponding state trajectories $X(\mu_i) = [x_0(\mu_i), \ldots, x_{K-1}(\mu_i)] \in \mathbb{R}^{N \times K}$ for $i = 1, \ldots, m$, the first $n$ left singular vectors of $[X(\mu_1), \ldots, X(\mu_m)] \in \mathbb{R}^{N \times mK}$ are computed to form the reduced basis matrix $V_x = [v_1, \ldots, v_n] \in \mathbb{R}^{N \times n}$. A solution to (1) is sought in the subspace $\mathcal{V}_x$ spanned by the columns of $V_x$ to obtain the approximation $V_x\tilde{x}_k(\mu)$ of $x_k(\mu)$ where $\tilde{x}_k \in \mathbb{R}^n$ is the state of the reduced model.

Applying Galerkin projection onto $\mathcal{V}_x$, the reduced model is

$$
\tilde{x}_{k+1}(\mu) = \sum_{j=1}^{\ell} \tilde{A}_j(\mu)\tilde{x}_j^k(\mu) + \tilde{B}(\mu)u_k(\mu), \quad k = 0, \ldots, K - 1,
$$

$$
\tilde{y}_{k+1}(\mu) = \tilde{C}(\mu)\tilde{x}_{k+1}(\mu),
$$

for $\mu \in \{\mu_1, \ldots, \mu_m\}$ where $\tilde{B}(\mu) = V_x^T B(\mu) \in \mathbb{R}^{n \times p}$, $\tilde{C}(\mu) = C(\mu)V_x \in \mathbb{R}^{s \times n}$, $\tilde{A}_1(\mu) = V_x^T A_1(\mu)V_x \in \mathbb{R}^{n \times n}$. The reduced operators $\tilde{A}_j(\mu) \in \mathbb{R}^{n \times n_j}$ with $n_j = \binom{n+j-1}{j}$ for $j \geq 2$ can be derived in a similar manner; see, e.g., [34]. The process of constructing the reduced operators via matrix-matrix multiplications of the basis matrix $V_x$ and the full model operators is intrusive in the sense that the full model operators are required either in assembled form or implicitly through a routine that provides the action of the full model operators on a vector. To derive the reduced model for parameters $\mu \in \mathcal{D} \setminus \{\mu_1, \ldots, \mu_m\}$, the operators of the system (2) for $\mu \in \{\mu_1, \ldots, \mu_m\}$ are interpolated element-wise [15].
Discrete time systems of the form (1) arise from numerical schemes for solving systems of differential equations with nonlinear polynomial terms. See [34] for examples on the application of explicit methods such as forward Euler, Runge-Kutta, and Adams-Bashforth to derive systems of the form (1). Implicit methods such as backward Euler can also be applied to systems of linear differential equations to yield (1) with \( \ell = 1 \). If nonlinear polynomials are present, an implicit-explicit (IMEX) scheme [3] can be utilized in which the linear term is discretized implicitly while the nonlinear term is discretized explicitly to obtain full systems of the form (1) that we consider here.

### 2.2 Non-intrusive Model Reduction with Operator Inference and Re-projection

Operator inference [36] is a non-intrusive model reduction approach that learns operators of a low-dimensional dynamical-system model from data without requiring the full-model operators (1) in assembled or implicit form. Together with the data sampling via re-projection [34], operator inference can exactly recover the reduced operators \( \tilde{A}_1(\mu), \ldots, \tilde{A}_\ell(\mu), \tilde{B}(\mu), \tilde{C}(\mu) \).

In data sampling with re-projection, for each \( \mu \in \{ \mu_1, \ldots, \mu_m \} \), the full system (1) is queried at an initial condition \( x_0(\mu) \in \mathcal{V}_X \) and inputs \( u_0(\mu), \ldots, u_{K-1}(\mu) \) for a single time step followed by a projection step to derive the re-projected trajectories \( \tilde{x}_0(\mu), \ldots, \tilde{x}_K(\mu) \in \mathbb{R}^n \); see Algorithm 1. Let \( \tilde{X}^j(\mu) = [\tilde{x}_0^j(\mu), \ldots, \tilde{x}_{K-1}^j(\mu)] \in \mathbb{R}^{n_j \times K} \) for \( j = 1, \ldots, \ell \), \( W(\mu) = [\tilde{x}_1(\mu), \ldots, \tilde{x}_K(\mu)] \in \mathbb{R}^{n \times K} \), and \( U(\mu) = [u_0(\mu), \ldots, u_{K-1}(\mu)] \in \mathbb{R}^{p \times K} \). For each \( \mu \in \{ \mu_1, \ldots, \mu_m \} \), the least squares problem

\[
\min_{\hat{O}(\mu)} \| D(\mu)^T \hat{O}(\mu)^T - W(\mu)^T \|_F^2
\]

with the data matrix

\[
D(\mu) = \begin{bmatrix}
\tilde{X}^1(\mu) \\
\vdots \\
\tilde{X}^\ell(\mu) \\
U(\mu)
\end{bmatrix} \in \mathbb{R}^{(\sum_{j=1}^{\ell} n_j + p) \times K}
\]

is then solved for

\[
\hat{O}(\mu) = \begin{bmatrix}
\tilde{A}_1(\mu) & \ldots & \tilde{A}_{\ell}(\mu) & \tilde{B}(\mu)
\end{bmatrix} \in \mathbb{R}^{n \times (\sum_{j=1}^{\ell} n_j + p)}.
\]

Under mild conditions on \( D(\mu) \), it was shown in [34] that the unique optimal solution to (3) is attained at \( \hat{A}_j(\mu) = \tilde{A}_j(\mu) \) for \( j = 1, \ldots, \ell \) and \( \hat{B}(\mu) = \tilde{B}(\mu) \) which are exactly the reduced operators from intrusive model reduction as discussed in Sect. 2.1.

We remark that operator inference introduced in [36] is originally formulated for continuous time dynamical systems and requires solving a least squares problem similar to (3) given
Fig. 1  The goal of this work is to learn reduced models from observations $z_k(\mu) = P_o x_k(\mu)$ which represent a few components of the full-model states $x_k(\mu)$

time derivatives of the state variables. The re-projection sampling scheme is formulated for discrete time dynamical systems in [34] and thus we work with the discrete formulation of the full system (1) as well.

2.3 Problem Formulation

Consider now the situation where only partially observed state trajectories $Z(\mu)$ are available, rather than fully observed state trajectories $X(\mu)$ of the full model. Formally, define $P_o \in \{0, 1\}^{r \times N}$ the selection matrix whose $r$ rows are a subset of the rows of the $N \times N$ identity matrix. We consider the setting in which the system (1) can be simulated at various initial conditions and inputs to generate observation trajectories $Z(\mu) = [z_0(\mu), \ldots, z_K(\mu)]$ and outputs $y_0(\mu), \ldots, y_K(\mu)$ that are related to the (unobserved) state trajectories $X(\mu)$ of the full model (1) via

$$z_k(\mu) = P_o x_k(\mu), \quad k = 0, \ldots, K,$$

see Fig. 1. Implicit and explicit availability of the matrix $P_o$ is not required in the following.

The aim is now to derive a low-dimensional model with operator inference that can predict the observations (4) of the full model at new parameter values in $D$ and new inputs. Directly applying operator inference and re-projection (Sect. 2.2) to trajectories of observations $Z(\mu)$ can lead to models that poorly approximate the dynamics of the full model. To see this, consider a POD basis matrix $V$ with $n$ columns derived from the snapshot matrix of observations $Z = [Z(\mu_1), \ldots, Z(\mu_m)]$. Then, the projection from the fully observed, high-dimensional state $x_k(\mu)$ to the reduced observation $\tilde{z}_k(\mu) \in \mathbb{R}^n$, $n < r$, is given by $(P_o^T V)(P_o^T V)^T$. If a reduced model of the form (2) is learned from trajectories of observations, then the reduced states are in the subspace spanned by columns of $P_o$; however, in contrast to, e.g., the POD basis $V_x$ of the fully observed states, the columns of $P_o^T$ are canonical unit vectors that form a basis of a subspace that typically offers an inadequate approximation quality of the full model states.

As an illustration, consider the nonlinear polynomial full model of degree $\ell = 3$ stemming from the spatio-temporal discretization of the parameter-independent Chafee–Infante equation; details of this numerical experiment are presented in Sect. 4.3. First, consider a reduced model constructed with operator inference and re-projection as discussed in Sect. 2.2 when all components of the states can be observed. Figure 2a shows that with $n = 10$ dimensions, the reduced model output approximates the full model output well. In contrast, learning a reduced model with the non-intrusive model reduction process described in Sect. 2.2 with observations that contain only 60% of the components of the full model states, rather than
Fig. 2 Chafee–Infante: The left panel shows that a reduced model learned with operator inference and re-projection (Sect. 2.2) from fully observed state trajectories approximates well the output of the full model. However, applying operator inference when only 60% of the state components (observations) are available, rather than all state components, leads to a reduced model that fails to predict the output of the full model in this example, as shown in the right panel.

all components, leads to the results in Fig. 2b. The reduced model trajectories plotted for the output are computed using a test input; cf. Sect. 4.3 for details. The model learned from the partially observed states provides a poor approximation of the output of the full model.

3 Learning Non-Markovian Reduced Models with Operator Inference

To compensate for the loss of information of learning from partially observed state trajectories, we learn non-Markovian terms that take into account the history (memory) of reduced states at previous time steps to correct reduced models; cf. Mori-Zwanzig formalism \cite{11,13,28} and neural-network architectures in machine learning such as the long short-term memory network (LSTM) \cite{22}. This is in stark contrast to traditional, Markovian reduced models of the form (2) where the reduced state at the current time step only depends on a single reduced state at the previous time step.

Sections 3.1 and 3.2 propose a parametrization of reduced models with non-Markovian terms for linear and nonlinear polynomial full models. A computational procedure to learn the reduced model operators of the non-Markovian terms is introduced in Sect. 3.3, which discusses an extension of the re-projection algorithm as well as two modes in which operator inference can be applied.

For ease of notation, we drop the parametric dependence on the states, inputs, and operators because the non-Markovian terms described below are learned for each $\mu \in \{\mu_1, \ldots, \mu_m\}$ separately, analogous to the Markovian operators as discussed in Sect. 2.1.

3.1 Reduced Systems for Partially Observed States with Linear Full Dynamics

We first address the setting in which the full model (1) is linear in the state variables. We have available observation trajectories $Z = [z_0, \ldots, z_K]$ that contain selected components of the state trajectory $X = [x_0, \ldots, x_K]$ as defined in (4). Let $V \in \mathbb{R}^{r \times n}$ be the reduced basis matrix obtained via POD from snapshots of observations and $\mathcal{V}$ be the subspace spanned by its columns; cf. Sect. 2.3. The goal is to derive a model that describes exactly the dynamics
of the projected observations \( \tilde{z}_k = V^T z_k \in \mathbb{R}^n \) and the output \( y_k = C x_k \). Note that the projected observations \( \tilde{z}_k \) are obtained by first projecting the state \( x_k \) according to \( P_o \) and then projecting the observation \( z_k \) onto the space spanned by the columns of \( V \). The output can also be viewed as a projection from \( \mathbb{R}^N \) to \( \mathbb{R}^s \) if the output dimension \( s \) satisfies \( s < N \).

### 3.1.1 Dynamics of the Projected Observations

Define \( P_o^\perp \in \mathbb{R}^{(N-r) \times N} \) to be the matrix that extracts the components of \( x_k \) which are missing from \( z_k \). If \( 0_{m \times n} \) is an \( m \times n \) matrix of zeros, \( P_o^\perp \) satisfies the relationship \( P_o (P_o^\perp)^T = 0_{r \times N-r} \) such that the columns of \( P_o \) and \( P_o^\perp \) are orthonormal. We can therefore represent \( x_k \) as a direct sum via

\[
x_k = P_o^T z_k + (P_o^\perp)^T z_k^\perp, \quad k = 0, \ldots, K,
\]

for \( z_k^\perp \in \mathbb{R}^{N-r} \). In addition, denote by \( V^\perp \in \mathbb{R}^{r \times (r-n)} \) the matrix whose columns form an orthonormal basis for the orthogonal complement of \( V \). If \( \tilde{z}_k \in \mathbb{R}^{r-n} \), \( z_k \) can also be expressed as a direct sum

\[
z_k = V \tilde{z}_k + V^\perp \tilde{z}_k^\perp, \quad k = 0, \ldots, K.
\]

Substituting (6) into (5), \( x_k \) thus admits the direct sum decomposition

\[
x_k = Q \tilde{z}_k + Q^\perp w_k, \quad k = 0, \ldots, K,
\]

where \( Q = P_o^T V \in \mathbb{R}^{N \times n} \), \( Q^\perp = [P_o^T V^\perp (P_o^\perp)^T] \in \mathbb{R}^{N \times (N-n)} \), and \( w_k = [\tilde{z}_k^T (z_k^\perp)^T]^T \). It can be verified that the columns of the matrices \( Q, Q^\perp \) are orthonormal and that \( Q^T Q^\perp = 0_{n \times N-n} \).

A system of equations of the time evolution of the projected states \( \tilde{z}_k \) and the orthogonal complement \( w_k \) can be obtained by substituting (7) into (1) and pre-multiplying the resulting expression by \( Q^T \) or \( (Q^\perp)^T \), thereby giving the system

\[
\begin{align*}
\tilde{z}_{k+1} &= Q^T A_1 Q \tilde{z}_k + Q^T A_1 \tilde{Q}^\perp w_k + Q^T B u_k, \quad k = 0, \ldots, K - 1, \\
w_{k+1} &= (Q^\perp)^T A_1 Q \tilde{z}_k + (Q^\perp)^T A_1 \tilde{Q}^\perp w_k + (Q^\perp)^T B u_k, \quad k = 0, \ldots, K - 1.
\end{align*}
\]

To extract a dynamical system in terms of \( \tilde{z}_k \) only, we choose the initial condition \( x_0 \) such that \( w_0 = (Q^\perp)^T x_0 = 0_{N-n} \). We view \( \tilde{z}_k \) as a constant in (9), solve for \( w_k \) as

\[
w_k = \sum_{l=0}^{k-1} ((Q^\perp)^T A_1 \tilde{Q}^\perp)^{k-l-1} ((Q^\perp)^T A_1 \tilde{Q}^\perp + (Q^\perp)^T B u_l),
\]

and combine (10) with (8) to deduce

\[
\begin{align*}
\tilde{z}_{k+1} &= \tilde{A}_1 \tilde{z}_k + \tilde{B} u_k + \sum_{l=0}^{k-1} (E_{k-l} \tilde{z}_l + F_{k-l} u_l), \quad k = 0, \ldots, K - 1, \\
\end{align*}
\]

where \( \tilde{A}_1 = Q^T A_1 Q \) and \( \tilde{B} = Q^T B \) are the operators for the Markovian term while the operators

\[
\begin{align*}
E_{k-l} &= Q^T A_1 \tilde{Q}^\perp ((Q^\perp)^T A_1 \tilde{Q}^\perp)^{k-l-1} (Q^\perp)^T A_1 Q \in \mathbb{R}^{n \times n}, \\
F_{k-l} &= Q^T A_1 \tilde{Q}^\perp ((Q^\perp)^T A_1 \tilde{Q}^\perp)^{k-l-1} (Q^\perp)^T B \in \mathbb{R}^{n \times p}.
\end{align*}
\]
for \( l = 0, \ldots, k - 1 \) give rise to the non-Markovian term. Deriving the dynamical system (11) is analogous to what the Mori-Zwanzig formalism suggests \([11,13,28]\) for linear systems with inputs. Observe that (11) shows the dependence of the projected observation \( \tilde{z}_{k+1} \) at time \( k+1 \) on all previous projected observations and inputs. It is comprised of the Markovian term \( \tilde{A}_1 \tilde{z}_k + \tilde{B}u_k \) and the non-Markovian term that introduces dependence on time steps before \( k \).

**Remark 1** The condition that \((Q^\perp)^T x_0 = 0_{N-n}\) is met, for instance, if \( x_0 = P_o^T V V^T z_0 \) where \( z_0 \) is the initial state in the available observation trajectory \( Z \). If this is not the case, the dynamical system (11) for \( \tilde{z}_k \) becomes

\[
\tilde{z}_{k+1} = \tilde{A}_1 \tilde{z}_k + \sum_{l=0}^{k-1} (E_{k-l} \tilde{z}_l + F_{k-l} u_l) + \Psi_k w_0, \quad k = 0, \ldots, K-1, \tag{13}
\]

where \( \Psi_k = (Q^T A_1 Q^\perp)((Q^\perp)^T A_1 Q^\perp)^k \in \mathbb{R}^{n \times N-n} \). Throughout this work, \( x_0 \) is chosen such that \((Q^\perp)^T x_0 = 0_{N-n}\) is satisfied.

**Remark 2** Notice that if \( P_o \) is the \( N \times N \) identity matrix, the non-Markovian term in (11) can be interpreted as a closure term, which is discussed in detail in the works \([29,32,33,54,57,60]\). Thus, our approach is close to the techniques used in closure modeling. However, in contrast to making up for partial observation as in our case, closure modeling is primarily aiming to compensate for the information loss due to the basis truncation.

### 3.1.2 Dynamics of the Output

Following analogous steps as above, the system describing the time evolution of the output can be derived as

\[
y_k = C x_k = C Q \tilde{z}_k + C Q^\perp w_k, \quad k = 0, \ldots, K. \tag{14}
\]

With (10), we obtain

\[
y_k = \tilde{C} \tilde{z}_k + \sum_{l=0}^{k-1} (G_{k-l} \tilde{z}_l + H_{k-l} u_l), \quad k = 0, \ldots, K, \tag{15}
\]

where \( \tilde{C} = C Q \) and

\[
G_{k-l} = C Q^\perp((Q^\perp)^T A_1 Q^\perp)^{k-l-1}(Q^\perp)^T A_1 Q \in \mathbb{R}^{s \times n},
\]

\[
H_{k-l} = C Q^\perp((Q^\perp)^T A_1 Q^\perp)^{k-l-1}(Q^\perp)^T B \in \mathbb{R}^{s \times p}, \tag{15}
\]

for \( l = 0, \ldots, k - 1 \).

### 3.1.3 Linear Reduced Models for the State and Output with Non-Markovian Terms

Typically, the norm of the operators in the non-Markovian term in (11) and (14) decay as one goes further back in time. This motivates truncating the non-Markovian term and taking only at most the previous \( L \in \mathbb{N} \) states and inputs into account; we refer to \( L \) as the lag. Thus, if \( \tilde{z}^{(L)}_k \) and \( y^{(L)}_k \) represent the reduced state variable and the output, respectively, at time step \( k \)}
of the system with truncated non-Markovian term, the reduced models we seek to learn from observation trajectories are parameterized as

\[
\tilde{z}_{k+1}^{(L)} = \tilde{A} \tilde{z}_k^{(L)} + \tilde{B} u_k + \sum_{l=k-L}^{k-1} (E_{k-l} \tilde{z}_l^{(L)} + F_{k-l} u_l), \quad k = 0, \ldots, K - 1,
\]

\[
y_k^{(L)} = \tilde{C} \tilde{z}_k^{(L)} + \sum_{l=k-L}^{k-1} (G_{k-l} \tilde{z}_l^{(L)} + H_{k-l} u_l),
\]

(16)

where we use the convention that \( \tilde{z}_0^{(L)} = 0_{n \times 1} \) and \( u_l = 0_{p \times 1} \) for negative integers \( l \in \mathbb{Z}^- \) in the remainder of this work.

Let us remark on the error of non-Markovian versus Markovian reduced models. Denote by \( \tilde{z}_k^{(0)} \) the reduced state resulting from retaining the Markovian term only in (11), i.e. the state of the Markovian reduced model \( \tilde{z}_{k+1}^{(0)} = \tilde{A} \tilde{z}_k^{(0)} + \tilde{B} u_k \). The initial conditions for the non-Markovian and Markovian model are set to be identical \( \tilde{z}_0 = \tilde{z}_0^{(0)} = \tilde{z}_0^{(L)} \). For a fixed time step \( k \), if

\[
\| V(\tilde{z}_k - \tilde{z}_k^{(L)})\|_2 = \| \tilde{z}_k - \tilde{z}_k^{(L)}\|_2 \leq \| z_k - V \tilde{z}_k^{(0)}\|_2 \leq \| z_k - V \tilde{z}_k\|_2
\]

(17)

holds, then, by the triangle inequality, we obtain

\[
\| z_k - V \tilde{z}_k^{(L)}\|_2 = \| z_k - V \tilde{z}_k + V(\tilde{z}_k - \tilde{z}_k^{(L)})\|_2 \leq \| z_k - V \tilde{z}_k\|_2.
\]

(18)

Inequality (18) implies that, if (17) holds, the error of the non-Markovian state \( \tilde{z}_k^{(L)} \) is lower than the error of the Markovian state \( \tilde{z}_k^{(0)} \). From (6), we see that \( \tilde{z}_k \) is the projection of \( z_k \) onto \( \mathcal{V} \). Therefore, \( \| z_k - V \tilde{z}_k^{(0)}\|_2 \leq \| z_k - V \tilde{z}_k\|_2 \geq 0 \). The condition (17) holds, for example, if \( k < L + 2 \) since \( \tilde{z}_k = \tilde{z}_k^{(L)} \).

In general, however, examples can be constructed for which (18) is violated for selected time steps \( k \) with \( L \) fixed; see Appendix A. A theoretical analysis remains future work.

### 3.2 Reduced Models with Non-Markovian Terms for Nonlinear Polynomial Systems

For polynomial full models (1), an analogous procedure as in Sect. 3.1 leads to polynomial dynamics of the projected observations \( \tilde{z}_k \) with a polynomial non-Markovian term that takes the history of states and inputs into account. However, the number of summands in the non-Markovian term grows combinatorially in the degree \( \ell \) of the full model and involves powers of the projected observations \( \tilde{z}_k \) and the inputs \( u_k \) and the Kronecker products of their powers. Thus, even truncating the non-Markovian term at lag \( L \)—retaining only the summands that are functions of the Markovian state and input and the \( L \) previous states and inputs—quickly becomes computationally intractable in terms of number of degrees of freedom and costs of simulating the corresponding model.

Instead, we propose a two step approximation to design non-Markovian terms for nonlinear polynomial full models: first, we consider a linear approximation of the non-Markovian term and second, truncate the linearized non-Markovian term at lag \( L \). This results in the reduced model
\[
\begin{align*}
\tilde{z}^{(L)}_{k+1} &= \sum_{j=1}^{\ell} \tilde{A}_j (\tilde{z}_k^{(L)})^j + \tilde{B}_k u_k + \sum_{l=k-L}^{k-1} (E_{k-l} \tilde{z}_l^{(L)} + F_{k-l} u_l), \quad k = 0, \ldots, K - 1, \\
y_k^{(L)} &= \tilde{C}_k \tilde{z}_k^{(L)} + \sum_{l=k-L}^{k-1} (G_{k-l} \tilde{z}_l^{(L)} + H_{k-l} u_l),
\end{align*}
\]

with the reduced state \( \tilde{z}_k^{(L)} \) and output \( y_k^{(L)} \) at time \( k \). Notice that the model (19) is nonlinear in the state variable only in the Markovian term but linear in the non-Markovian term.

### 3.3 Operator Inference for Non-Markovian Terms

We now introduce a procedure to learn the non-Markovian operators in (16) and (19) from data. In particular, we will show that if the full model (1) is linear, then the operators \((E_l, F_l)\) and \((G_l, H_l)\), \(l = 1, \ldots, L\), in the non-Markovian term of (16) defined in (12) and (15) are recovered with our procedure.

We first discuss a data sampling scheme to generate trajectories of observations. The non-Markovian operators are then learned either simultaneously (“batch”) or in a stagewise manner with operator inference.

#### 3.3.1 Data Generation: Extended Re-projection Algorithm

We extend the re-projection algorithm of Sect. 2.2 to generate data for learning the non-Markovian terms. We emphasize that in the following, re-projection is applied to observations, rather than state trajectories. Instead of performing re-projection after each time step as in Algorithm 1, we propose to query the full model for \( K_r > 1 \) time steps before the next re-projection step is performed; this cycle is repeated as illustrated in Fig. 3.

Denote the initial condition by \( z_0^{(0)} \in \mathbb{R}^r \) and let \( N_r \) be the number re-projection steps. For the \( i \)-th re-projection step, denote by \( \tilde{z}_0^{(i)} = V^T z_0^{(i-1)} \in \mathbb{R}^n \) the projected observation and set \( z_0^{(i)} = V \tilde{z}_0^{(i)} \in \mathbb{R}^r \). We then query the full model for \( K_r \) time steps starting from \( z_0^{(i)} \) (or the corresponding \( P_0^T z_0^{(i)} \in \mathbb{R}^N \)) with inputs \([u_0^{(i)}, \ldots, u_{K_r-1}^{(i)}]\) to compute the observation trajectory \([z_0^{(i)}, \ldots, z_{K_r-1}^{(i)}, z_{K_r}^{(i)}]\) and the corresponding output trajectory \([y_0^{(i)}, \ldots, y_{K_r-1}^{(i)}]\).

Set \( \tilde{z}_k^{(i)} = V^T z_k^{(i)} \) for \( k = 1, \ldots, K_r - 1 \). The \((i + 1)\)-th re-projection step is subsequently initiated with \( \tilde{z}_0^{(i+1)} = V^T z_{K_r}^{(i)} \) and the full model is sampled again for \( K_r \) time steps. Thus, the proposed data sampling scheme yields the re-projected trajectories \([\tilde{z}_0^{(i)}, \ldots, \tilde{z}_{K_r-1}^{(i)}]_{i=1}^{N_r}\) and output data \([y_0^{(i)}, \ldots, y_{K_r-1}^{(i)}]_{i=1}^{N_r}\) as a result. The extended re-projection procedure is summarized in Algorithm 2.

**Remark 3** If querying the full model requires an initial condition at each of the \( N \) state components, in contrast to Algorithm 2 that provides an initial condition \( z_0^{(0)} \) only at the \( r \) observed state components, then such an initial condition can be derived with \( P_0^T z_0^{(0)} \) and the proposed re-projection procedure is still applicable.

#### 3.3.2 Stagewise Operator Inference of Non-Markovian Operators

As shown in [34], under appropriate conditions on \( N_r \) and the resulting data matrix in the least squares problem, the trajectories \([\tilde{z}_0^{(i)}, \tilde{z}_{1}^{(i)}]_{i=1}^{N_r}\) and \([y_0^{(i)}, y_{1}^{(i)}]_{i=1}^{N_r}\) are sufficient to
Thus, we will only focus on inferring the non-Markovian operators. Observe that for fixed \( i \), the dynamical system satisfied by \( \bar{z}_k^{(i)} \) is exactly that of \( \bar{z}_k \) defined in Sects. 3.1 and 3.2 since \( \bar{z}_k^{(i)} = V^T \bar{z}_k \) for \( k = 1, \ldots, K_r - 1 \).

We now propose stagewise operator inference where the non-Markovian operators \((E_l, F_l)\) and \((G_l, H_l)\) in (16) and (19) are learned sequentially from data for each \( l = 1, \ldots, L \). Denote by \((\hat{E}_l, \hat{F}_l)\) and \((\hat{G}_l, \hat{H}_l)\) the estimates of \((E_l, F_l)\) and \((G_l, H_l)\) for \( l \in \mathbb{N} \). For fixed \( l \), suppose that the operators \((\hat{E}_j, \hat{F}_j)\) and \((\hat{G}_j, \hat{H}_j)\) for \( j = 1, \ldots, l - 1 \) have already been inferred. The operators \((\hat{E}_l, \hat{F}_l)\) and \((\hat{G}_l, \hat{H}_l)\) are learned by solving for \((\hat{E}_l, \hat{F}_l)\) and \((\hat{G}_l, \hat{H}_l)\) in the least squares problems given by

\[
\min_{\hat{E}_l \in \mathbb{R}^{n \times n}, \hat{F}_l \in \mathbb{R}^{n \times p}} \sum_{i=1}^{N_r} \| \Delta^T_l(l, 1) - (\hat{E}_l \hat{z}_0^{(i)} + \hat{F}_l u_0^{(i)}) \|_2^2
\]

and

\[
\min_{\hat{G}_l \in \mathbb{R}^{n \times n}, \hat{H}_l \in \mathbb{R}^{n \times p}} \sum_{i=1}^{N_r} \| \Delta^T_l(l, 1) - (\hat{G}_l \hat{z}_0^{(i)} + \hat{H}_l u_0^{(i)}) \|_2^2.
\]

Algorithm 2 Data sampling with extended re-projection

1: Set \( \tilde{z}_0^{(1)} = V^T z_0^{(0)} \)
2: for \( i = 1, \ldots, N_r \) do
3: Set \( z_0^{(i)} = V^T z_0^{(i)} \)
4: Query (4) at \( z_0^{(i)} \) (or at \( P_o^T z_0^{(i)} \)) and \([u_0^{(i)}, \ldots, u_{K_r-1}^{(i)}] \) to obtain \([z_0^{(i)}, \ldots, z_{K_r}^{(i)}] \) and \([y_0^{(i)}, \ldots, y_{K_r-1}^{(i)}] \)
5: Set \( \tilde{z}_k^{(i)} = V^T z_k^{(i)} \) for \( k = 1, \ldots, K_r - 1 \)
6: Set \( \tilde{z}_{K_r}^{(i)} = V^T z_{K_r}^{(i)} \)
7: end for
8: Return \([\tilde{z}_0^{(i)}, \ldots, \tilde{z}_{K_r-1}^{(i)}] \) and \([y_0^{(i)}, \ldots, y_{K_r-1}^{(i)}] \)

recover the Markovian operators in (16) and (19). This is because for \( i = 1, \ldots, N_r, \tilde{z}_0^{(i)} \) and \( \tilde{z}_1^{(i)} \) satisfy the Markovian dynamics

\[
\tilde{z}_1^{(i)} = \sum_{j=1}^{\ell} A_j(\tilde{z}_0^{(i)})^j + \tilde{B}u_0^{(i)}.
\]

Thus, we will only focus on inferring the non-Markovian operators. Observe that for fixed \( i \), the dynamical system satisfied by \( \tilde{z}_k^{(i)} \) is exactly that of \( \bar{z}_k \) defined in Sects. 3.1 and 3.2 since \( \bar{z}_k^{(i)} = V^T z_k^{(i)} \) for \( k = 1, \ldots, K_r - 1 \).
where for $\alpha \in \{0, 1\}$,
\[
\Delta_z^{(i)}(l, \alpha) = z_{i+1}^{(i)} - \left( \sum_{j=1}^{l} \hat{A}_j (z_{i}^{(i)})^j + \hat{B} u_i^{(i)} + \alpha \sum_{j=1}^{l-1} (\hat{E}_{l-j} z^{(i)}_{j} + \hat{F}_{l-j} u^{(i)}_{j}) \right),
\]
\[
\Delta_y^{(i)}(l, \alpha) = y_i^{(i)} - \left( \hat{C} z_i^{(i)} + \alpha \sum_{j=1}^{l-1} (\hat{G}_{l-j} z_j^{(i)} + \hat{H}_{l-j} u_j^{(i)}) \right).
\] (22)

The quantities $\Delta_z^{(i)}(l, 1)$ and $\Delta_y^{(i)}(l, 1)$ are the residuals of $\hat{z}_{i+1}^{(i)}$ and $y_i^{(i)}$ with respect to the reduced model with non-Markovian term with lag $l - 1$.

To write the least-squares problems in matrix form, set $\Delta_z(l, 1) = [\Delta_z^{(1)}(l, 1), \ldots, \Delta_z^{(Nr)}(l, 1)] \in \mathbb{R}^{n \times Nr}$ and $\Delta_y(l, 1) = [\Delta_y^{(1)}(l, 1), \ldots, \Delta_y^{(Nr)}(l, 1)] \in \mathbb{R}^{s \times Nr}$ and let $\hat{\Delta}_z = [\hat{E}_l \quad \hat{F}_l] \in \mathbb{R}^{n \times (n+p)}$ and $\hat{\Delta}_y = [\hat{G}_l \quad \hat{H}_l] \in \mathbb{R}^{s \times (n+p)}$ be the matrices of unknowns. Set the data matrix as
\[
\hat{D} = \begin{bmatrix} z_{0}^{(1)} & \cdots & z_{0}^{(Nr)} \\ u_{0}^{(1)} & \cdots & u_{0}^{(Nr)} \end{bmatrix} \in \mathbb{R}^{(n+p) \times Nr}
\] (23)

so that (20) and (21) are, in matrix form,
\[
\min_{\hat{\Delta}_z \in \mathbb{R}^{n \times (n+p)}} \| \hat{D}^T (\hat{\Delta}_z) - \Delta_z(l, 1)^T \|_F^2
\] (24)

and
\[
\min_{\hat{\Delta}_y \in \mathbb{R}^{s \times (n+p)}} \| \hat{D}^T (\hat{\Delta}_y) - \Delta_y(l, 1)^T \|_F^2,
\] (25)

respectively. Notice that the data matrix in the least squares problems (24) and (25) is the same for all $l = 1, \ldots, L$.

Algorithm 3 summarizes the stagewise operator inference procedure for the non-Markovian term. To learn the operators up to lag $L$, the number of time steps in the extended re-projection algorithm has to be $K_r \geq L+2$. If the full model (1) is linear, the non-Markovian operators as defined in (12) and (15) can be recovered exactly under appropriate conditions on $N_r$ and $\hat{D}$. This is shown by the following proposition.

**Proposition 1** Let the full model in (1) be linear. If $K_r \geq L+2$, $N_r \geq n + p$ and the data matrix $\hat{D}$ in (23) has full rank, then for $l = 1, \ldots, L$, the least squares problems (20) and (21) are uniquely solved at $(\hat{E}_l, \hat{F}_l) = (E_l, F_l)$ and $(\hat{G}_l, \hat{H}_l) = (G_l, H_l)$ defined in (12) and (15), respectively, with objective value 0.

**Proof** The Eqs. (11) and (14) describe the dynamics of $\hat{z}_k = V^T z_k$ and $y_k$. Therefore, following the extended re-projection procedure in Algorithm 2, for fixed $i = 1, \ldots, N_r$, the reduced state $\hat{z}_k^{(i)}$, the input $u_k^{(i)}$, and the output $y_k^{(i)}$ satisfy
\[
\hat{z}_{k+1}^{(i)} = \hat{A}_k \hat{z}_k^{(i)} + \hat{B} u_k^{(i)} + \sum_{l=0}^{k-1} (\hat{E}_{k-l} \hat{z}_l^{(i)} + \hat{F}_{k-l} u_l^{(i)})
\]
\[
y_k^{(i)} = \hat{C} \hat{z}_k^{(i)} + \sum_{l=0}^{k-1} (\hat{G}_{k-l} \hat{z}_l^{(i)} + \hat{H}_{k-l} u_l^{(i)})
\]
Algorithm 3 Stage-wise operator inference for learning non-Markovian correction terms
1: Formulate the data matrix \( \hat{D} \) in (23)
2: for \( l = 1, \ldots, L \) do
3: Compute the components of \( \Delta_z(l,1) \) and \( \Delta_y(l,1) \) defined in (22)
4: Solve for \( \hat{O}^z_l \) and \( \hat{O}^y_l \) in (24) and (25)
5: end for
6: Return \( (\hat{E}_l, \hat{F}_l) \) and \( (\hat{G}_l, \hat{H}_l) \) for \( l = 1, \ldots, L \)

for \( k = 1, \ldots, K_r - 2 \), where \( (E_l, F_l) \) and \( (G_l, H_l) \) are defined in (12) and (15). This implies that (20) and (21) have objective value 0 when \( (\hat{E}_l, \hat{F}_l) = (E_l, F_l) \) and \( (\hat{G}_l, \hat{H}_l) = (G_l, H_l) \). The solutions to these least squares problems are unique since the problems (20) and (24) and the problems (21) and (25) each have the same solution if \( \hat{D} \) is full rank.

3.3.3 Batch Operator Inference of Non-Markovian Operators

We now propose batch operator inference that infers all non-Markovian operators simultaneously instead of proceeding in a sequential manner as the stage-wise approach. Batch operator inference learns the operators \( (E_l, F_l) \) and \( (G_l, H_l) \) by solving for \( (\hat{E}_l, \hat{F}_l) \) and \( (\hat{G}_l, \hat{H}_l) \) in the least squares problems given by

\[
\min_{\hat{E}_l \in \mathbb{R}^{n \times p}, \hat{F}_l \in \mathbb{R}^{s \times p}} \sum_{k=1}^{K_r-2} \sum_{l=1}^{N_r} \left\| \Delta_z^{(i)}(k,0) - \sum_{l=k-L}^{k-1} \left( \hat{E}_{k-l} \hat{z}^{(i)}_l \right) + \hat{F}_{k-l} \hat{u}^{(i)}_l \right\|^2_2
\]

and

\[
\min_{\hat{G}_l \in \mathbb{R}^{s \times n}, \hat{G}_l \in \mathbb{R}^{s \times p}} \sum_{k=1}^{K_r-2} \sum_{l=1}^{N_r} \left\| \Delta_y^{(i)}(k,0) - \sum_{l=k-L}^{k-1} \left( \hat{G}_{k-l} \hat{z}^{(i)}_l \right) + \hat{H}_{k-l} \hat{u}^{(i)}_l \right\|^2_2
\]

where \( \Delta_z^{(i)}(k,0) \) and \( \Delta_y^{(i)}(k,0) \) defined in (22) represent the discrepancy between the current reduced state and output with the corresponding Markovian model.

To write the least-squares problems (26) and (27) in matrix form, set \( \Delta_z(k,0) = [\Delta_z^{(1)}(k,0), \ldots, \Delta_z^{(N_r)}(k,0)] \in \mathbb{R}^{s \times N_r} \) and \( \Delta_y(k,0) = [\Delta_y^{(1)}(k,0), \ldots, \Delta_y^{(N_r)}(k,0)] \in \mathbb{R}^{s \times N_r} \) for \( k = 1, \ldots, K_r - 2 \). The right hand side matrix is then given by

\[
\Delta_z = [\Delta_z(1,0), \ldots, \Delta_z(K_r - 2,0)] \in \mathbb{R}^{s \times N_r(K_r-2)},
\]

\[
\Delta_y = [\Delta_y(1,0), \ldots, \Delta_y(K_r - 2,0)] \in \mathbb{R}^{s \times N_r(K_r-2)}.
\]

The matrices of unknowns are

\[
\hat{O}^z = \begin{bmatrix} \hat{E}_1 & \hat{F}_1 & \ldots & \hat{E}_L & \hat{F}_L \end{bmatrix} \in \mathbb{R}^{n \times (n+p)L},
\]

\[
\hat{O}^y = \begin{bmatrix} \hat{G}_1 & \hat{H}_1 & \ldots & \hat{G}_L & \hat{H}_L \end{bmatrix} \in \mathbb{R}^{s \times (n+p)L}.
\]

Finally, for \( k = 1, \ldots, K_r - 2 \), define \( \hat{D}(k) \in \mathbb{R}^{(n+p)L \times N_r} \) as

\[
\hat{D}(k) = \begin{bmatrix} (\hat{z}^{(1)}_{k-1})^T & (u^{(1)}_{k-1})^T & \ldots & (\hat{z}^{(1)}_{k-L})^T & (u^{(1)}_{k-L})^T \\
\vdots & \vdots & \ddots & \vdots \\
(\hat{z}^{(N_r)}_{k-1})^T & (u^{(N_r)}_{k-1})^T & \ldots & (\hat{z}^{(N_r)}_{k-L})^T & (u^{(N_r)}_{k-L})^T \end{bmatrix}
\]
Algorithm 4 Batch operator inference for learning non-Markovian correction terms

1: for $k = 1, \ldots, K_r - 2$ do
2: Compute $\Delta_z(k, 0), \Delta_y(k, 0), \tilde{D}(k)$
3: end for
4: Formulate $\Delta_z$ and $\Delta_y$ in (28)
5: Formulate the data matrix $\tilde{D}$ in (30)
6: Solve for $\tilde{O}_z$ and $\tilde{O}_y$ in (31) and (32)
7: Return $(\tilde{E}_l, \tilde{F}_l)$ and $(\tilde{G}_l, \tilde{H}_l)$ for $l = 1, \ldots, L$

and set the data matrix to

$$\tilde{D} = [\tilde{D}(1) \ldots \tilde{D}(K_r - 2)] \in \mathbb{R}^{(n+p)L \times (K_r-2)N_r}.$$  (30)

The problems (26) and (27) are then, in matrix form,

$$\min_{\tilde{O}_z^T \in \mathbb{R}^{n \times (n+p)L}} \| \tilde{D}^T (\tilde{O}_z)^T - \Delta_z^T \|_F^2$$  (31)

and

$$\min_{\tilde{O}_y^T \in \mathbb{R}^{n \times (n+p)L}} \| \tilde{D}^T (\tilde{O}_y)^T - \Delta_y^T \|_F^2,$$  (32)

respectively.

The batch operator inference procedure is summarized in Algorithm 4. Like the stagewise approach, batch operator inference recovers the non-Markovian operators if the full model (1) is linear.

**Proposition 2** If (1) is linear, $K_r = L + 2$, $(K_r - 2)N_r \geq (n + p)L$ and the data matrix $\tilde{D}$ in (30) is full rank, the least squares problems (26) and (27) are uniquely minimized at $(\tilde{E}_l, \tilde{F}_l) = (E_l, F_l)$ and $(\tilde{G}_l, \tilde{H}_l) = (G_l, H_l)$ for $l = 1, \ldots, L$ defined in (12) and (15), respectively, with objective value 0.

**Proof** The proof is analogous to the Proof of Proposition 1. □

4 Numerical Experiments

We conduct numerical experiments with data from linear full models based on the convection-diffusion equation in Sect. 4.1 and nonlinear models corresponding to diffusion-reaction processes in Sect. 4.2 and the Chafee–Infante equation in Sect. 4.3. The number of the observed state components ranges from 20, 40, 60 to 80 percent of the total number of state components $N$, the dimension of the full system (1). The observed components correspond to equidistant points in the spatial domain for problems with one-dimensional spatial domains. In problems with two-dimensional spatial domains, the observed state components are selected equidistantly with respect to the indexing of the grid points. The Markovian operators are learned according to the methodology in [34,36] which guarantees recovery of the operators in intrusive model reduction from data in our examples up to numerical errors.
4.1 Convection-diffusion Equation

Consider a linear parabolic PDE described by the convection-diffusion equation on the time domain \( t \in (0, 0.5) \) and spatial domain \( \Omega = (0, 1) \times (0, 0.25) \) with boundary \( \partial \Omega \) given by

\[
\frac{\partial}{\partial t} x(\xi_1, \xi_2, t) = \nabla \cdot (\nabla x(\xi_1, \xi_2, t)) - (1, 1) \cdot \nabla x(\xi_1, \xi_2, t),
\]

\[
x(\xi_1, \xi_2, t) = 0 \quad \text{for} \quad (\xi_1, \xi_2) \in \partial \Omega \setminus \bigcup_{i=1}^{5} E_i,
\]

\[
\nabla x(\xi_1, \xi_2, t) \cdot \mathbf{n} = u_i(t) \quad \text{for} \quad (\xi_1, \xi_2) \in E_i, \quad i = 1, \ldots, 5,
\]

\[
x(\xi_1, \xi_2, 0) = 0
\]

for \( (\xi_1, \xi_2, t) \in \Omega \times (0, 0.5) \). The pieces of the boundary \( \partial \Omega \) with prescribed Neumann conditions are \( E_1 = \{(\xi_1, \xi_2) : \xi_1 \in (0.8, 1), \xi_2 = 0\} \cup \{(\xi_1, \xi_2) : \xi_1 = 0, \xi_2 \in (0, 0.25)\} \), \( E_2 = \{(\xi_1, \xi_2) : \xi_1 \in (0.6, 0.8), \xi_2 = 0.25\} \), \( E_3 = \{(\xi_1, \xi_2) : \xi_1 \in (0.2, 0.4), \xi_2 = 0.25\} \). \( E_4 = \{(\xi_1, \xi_2) : \xi_1 \in (0.4, 0.6), \xi_2 = 0\} \), and \( E_5 = \{(\xi_1, \xi_2) : \xi_1 \in (0, 0.2), \xi_2 = 0\} \). The Neumann boundary condition at each of these edges is driven by an input \( u_i(t) \) for \( i = 1, \ldots, 5 \). We set the output to be the integral of the PDE solution along \( E_5 \), i.e.

\[
y(t) = \int_{E_5} x(\xi_1, \xi_2, t) \, d\Omega.
\]

The PDE (33) is temporally discretized using finite difference with time step size \( \Delta t = 10^{-5} \) and spatially discretized using square finite elements with width \( \Delta \xi_1 = 1/75 \) and \( N = 1121 \) linear hat basis functions. This yields the high-dimensional system

\[
x_{k+1} = A_1 x_k + B u_k, \quad k = 0, \ldots, K - 1,
\]

\[
y_{k+1} = C x_{k+1}.
\]

The basis \( V \) of dimension \( n \) is obtained from snapshots of the observation trajectory (partially observed states) using the input \( u^{\text{basis}}(t) = [\sin(2t), \sin(4t), \ldots, \sin(10t)]^T \in \mathbb{R}^5 \) at time \( t \) and \( K = 50001 \) time steps. Together with the basis \( V \), the extended re-projection algorithm (Algorithm 2) is applied with \( N_r \) re-projection steps and \( K_r \) time steps per re-projection step, where inputs to the full model (34) at each time step are realizations of a \( p \)-dimensional random vector with independent components that are uniformly distributed in \([0, 2]\). The test input trajectory is given by \( u^{\text{test}}(t) = [e^t \sin(1.75t), e^t \sin(3.5t), \ldots, e^t \sin(8.75t)]^T \in \mathbb{R}^5 \).

4.1.1 Recovering Non-Markovian Operators

Figure 4 plots the norms \( \|E_l\|_2 \) (left panel) and \( \|F_l\|_2 \) (right panel) of the non-Markovian operators (12) obtained with intrusive model reduction for lag values \( l = 1, \ldots, 100 \). The four curves in each panel correspond to 20%, 40%, 60%, and 80% observed state components, respectively. The norms of the non-Markovian operators decay with increasing lag \( l \), which supports truncating the non-Markovian term.

Set now the lag to \( L = 100 \) with 60% of all state components observed. Consider stagewise inference (Algorithm 3) of the non-Markovian operators applied to trajectories sampled with the extended re-projection algorithm with \( N_r = 25 \) re-projection steps \( K_r = 102 \) time steps per re-projection step. This means that Proposition 1 applies because the full model (34) is linear in the state variable and we have numerically ensured that the data matrix is full rank. Thus, stagewise inference recovers the very same non-Markovian operators (12) that are obtained with intrusive model reduction. Figure 5 compares the norms of the operators \( E_l, F_l \) from intrusive model reduction (12) with the norms of the inferred operators \( \hat{E}_l, \hat{F}_l \) from stagewise inference. Notice that the norms coincide which is in agreement with Proposition 1.
Consider now batch inference with trajectories sampled with the extended re-projection algorithms with \( N_r = 12 \) and \( K_r \in \{250, 1000, 10000\} \) which correspond to larger training data sets than what is used with \( N_r = 25 \) and \( K_r = 102 \) for stagewise inference. The data sets generated for increasing values of \( K_r \) are nested. Since \( K_r > L + 2 \), Proposition 2 does not apply and therefore we do not expect that the operators inferred with batch inference coincide with the operators from intrusive model reduction in this setting. This is indicated by the results shown in Fig. 5. Note, however, that the operators obtained by batch inference have norms that closely approximate the norm of the intrusive non-Markovian operators for \( l \leq 10 \).

4.1.2 State Error with Number of Time Steps at Most the Lag of Non-Markovian Term

Let \( Z_{\text{test}} = [z_{\text{test}}^0, \ldots, z_{\text{test}}^{K-1}] \in \mathbb{R}^{r \times K} \) be the trajectory of observations under the test input \( u_{\text{test}}(t) \) generated with the full model for \( K = 102 \) time steps. Note that the number of rows of \( Z_{\text{test}} \) depends on the number of observed state components. Figure 6 plots the relative projection error...
The projection error $\epsilon_{\text{proj}}$ and the stagewise observation error $\epsilon_{\text{stage}}$ are equal at the maximal lag $L = 100$ since $L = K - 2$.

\[
\epsilon_{\text{proj}}^z = \frac{\| Z_{\text{test}} - V V^T Z_{\text{test}} \|_F}{\| Z_{\text{test}} \|_F}
\]

for trajectories $Z_{\text{test}}$ with 20% and 80% observed state components with reduced dimensions $n = 4$ and $n = 10$. Additionally, Fig. 6 plots the relative error of the observations

\[
\epsilon_{\text{stage}}^z = \frac{\| Z_{\text{test}} - V Z_{\text{stage}}^z \|_F}{\| Z_{\text{test}} \|_F}
\]

where $Z_{\text{stage}}^z$ is the trajectory of observations computed with the learned reduced model with non-Markovian operators obtained with stagewise inference and test input $u_{\text{test}}(t)$. Note that the observation error $\epsilon_{\text{stage}}^z$ depends on the number of observed state components, the dimension $n$ of the reduced space, and the lag $L$. Stagewise inference recovers the non-Markovian operators from intrusive model reduction in this example (cf. Proposition 1) and thus the relative observation error (36) of the learned reduced model equals the projection error if the lag $L$ of the non-Markovian term satisfies $L \geq K - 2$. This corresponds to model (11) without truncation.

We now set $L = 100$. Figure 7 shows the absolute difference $|\epsilon_{\text{stage}}^z - \epsilon_{\text{proj}}^z|$ between the relative stagewise observation error (36) and the projection error (35) after $K = L + 2$ time steps for 20%, 40%, 60%, and 80% observed components. Define the analog of (36) for batch operator inference as

\[
\epsilon_{\text{batch}}^z = \frac{\| Z_{\text{test}} - V Z_{\text{batch}}^z \|_F}{\| Z_{\text{test}} \|_F}
\]

where $Z_{\text{batch}}^z$ is the trajectory of observations computed with the reduced model whose non-Markovian operators are learned simultaneously. Also shown in Fig. 7 is the absolute difference $|\epsilon_{\text{batch}}^z - \epsilon_{\text{proj}}^z|$ between the relative batch observation error (37) and the projection error (35). The results demonstrate that the reduced model with non-Markovian terms obtained with stagewise operator inference in this example achieves a state error (36) that equals, up to numerical errors, the projection error (35). Meanwhile, batch inference in this situation does not recover the non-Markovian operators of intrusive model reduction and thus the corresponding difference between observation (37) and projection error (35) is higher than with stagewise inference in this example.
4.1.3 State Error with Number of Time Steps Larger than Lag of Non-Markovian Term

We now consider \( K = 50001 \) time steps and a lag \( L \ll K \) so that the observation error of a reduced model obtained with stagewise inference does not necessarily coincide with the projection error (35). Figure 8 shows the observation errors (36) and (37) for stagewise and batch inference for 20\% observed states with dimension \( n = 10 \) (left panel) and 80\% observed states with dimension \( n = 4 \) (right panel). Batch inference with \( N_r = 12 \) and \( K_r = 250 \) leads to a model with a large observation error \( \epsilon_{\text{batch}} \) near \( L = 20 \) for 20\% observed states and dimension \( n = 10 \); this is consistent with the graphs of Fig. 5 that report that the norm of the learned operators can differ significantly from the norm of the intrusive operators. However, if the number of time steps \( K_r \) sampled from the full model with re-projection is increased to \( K_r = 1000 \) and \( K_r = 10000 \), the non-Markovian models obtained with batch inference outperform stagewise inference in this example. While stagewise inference is confined to recovering the non-Markovian operators of intrusive model reduction, batch inference offers more flexibility that can lead to a non-Markovian model that achieves lower errors than the stagewise approach. The right panel of Fig. 8 shows results for 80\% observed state components and dimension \( n = 4 \) where batch inference leads to a non-Markovian model whose observation error does not improve as the lag \( L \) is increased. In contrast, stagewise operator inference yields a non-Markovian model that eventually attains a lower error with increasing lag \( L \).

We now fix the lag to \( L = 100 \) and consider the relative observation errors shown in Fig. 9 over the number of observed components. Here, batch inference was also applied to trajectories sampled with the extended re-projection algorithm with \( N_r = 25 \) and \( K_r = \{500, 1000, 10000\} \) which represent nested training data sets. The results demonstrate that batch inference of the operators seems to outperform stagewise learning if training is done on a sufficiently large data set. In terms of computational cost, stagewise uses \( N_r \times K_r = 25 \times 102 \) data points whereas for batch inference, up to \( N_r \times K_r = 25 \times 10000 \) data points are used.
Fig. 8 Convection-diffusion equation (Sect. 4.1). The non-Markovian model trained via batch inference may produce unstable dynamics (left) or result in a model whose observation error stagnates despite an increase in the lag $L$ (right).

Fig. 9 Convection-diffusion equation (Sect. 4.1). Stagewise inference achieves a smaller observation error than batch inference in this example except when the latter is trained on data sets with sufficiently large $K_r$.

4.1.4 Output Error

Consider now the output trajectory $Y_{test}$ of the full model with the test input trajectory and let $\tilde{Y}^{Markovian}_{test}$ be the output trajectory obtained with a Markovian reduced model learned via non-intrusive model reduction from partially observed state trajectories, i.e. the lag of the non-Markovian term is $L = 0$. Denote by $\tilde{Y}^{stage}_{test}$ the output trajectory computed with the non-Markovian reduced model learned via stagewise inference. Note that $\tilde{Y}^{stage}_{test}$ depends on the lag $L$, the dimension $n$ of the reduced space, and the number of observed state components.

Figure 10 shows the output trajectory of the full model $Y_{test}$, the trajectory $\tilde{Y}^{Markovian}_{test}$ of the Markovian reduced model ($L = 0$), and the trajectory $\tilde{Y}^{stage}_{test}$ of the non-Markovian reduced model with stagewise operator inference and lag $L = 100$ for $n = 8$ and 60% observed state components (left panel) and for $n = 10$ and 20% observed state components (right panel). The learned non-Markovian reduced model provides a more accurate approximation of the full model output than the traditional Markovian reduced model.
Consider now the relative output error

$$\epsilon_{\text{output}}(\tilde{Y}) = \frac{\|Y_{\text{test}} - \tilde{Y}\|_F}{\|Y_{\text{test}}\|_F}$$

(38)

where $\tilde{Y}$ is a trajectory from a reduced model for the output. Figure 11 shows the output error (38) of the trajectory computed with the Markovian reduced model ($\tilde{Y} = \tilde{Y}_{\text{Markovian}}^{\text{test}}$) and compares it to the error (38) of the trajectories computed with the stagewise learned non-Markovian reduced model with lag $L = 100$ ($\tilde{Y} = \tilde{Y}_{\text{test}}^{\text{stage}}$) for 20%, 40%, 60%, and 80% observed state components and dimension $n = 8$ (left panel) and $n = 10$ (right panel). The non-Markovian reduced model achieves errors of orders of magnitude lower than the Markovian reduced model in this example.

If instead 99% of the state components of the full model were observed, the approximation quality of the learned Markovian reduced model for the output improves as depicted in Fig. 12 for $n = 10$ (left panel) and $n = 8$ (right panel). We also emphasize that, depending on the nature of the output, it is still possible for the learned Markovian model to provide a poor approximation despite increasing the rate of observed components to 99%. This underscores the benefits of incorporating a non-Markovian term to the reduced model.
4.2 Diffusion-reaction Equation

We now learn a non-Markovian reduced model of a parametric nonlinear polynomial system arising from the diffusion-reaction example in [34]. Set the spatial domain as $\Omega = (0, 1) \times (0, 1)$ with boundary $\partial \Omega$, the time domain as $t \in (0, 100)$, and the parameter domain as $\mu \in \mathcal{D} = [1, 1.5]$. For $(\xi, \xi, t) \in \Omega \times (0, 100)$ and $\mu \in \mathcal{D}$, the PDE is described by

$$
\frac{\partial}{\partial t} x(\xi, \xi, t; \mu) = -\Delta x(\xi, \xi, t; \mu) + (\sin(2\pi \xi_1) \sin(2\pi \xi_2)/10)u(t)
$$

$$
\nabla x(\xi, \xi, t; \mu) \cdot n = 0 \quad \text{for} \quad (\xi, \xi) \in \partial \Omega,
$$

$$
x(\xi, \xi, 0; \mu) = 0
$$

(39)

where $u(t)$ is the input and $g$ is defined by $g(x; \mu) = -(0.1 \sin(\mu) + 2)e^{-2.7\mu^2} (1 + 1.8\mu x + 1.62\mu^2 x^2)$. The PDE (39) is spatially discretized on a grid with 64 equidistant points in $\xi_1$ and $\xi_2$ via the finite difference method. It is then temporally discretized with forward Euler using time step size of $\Delta t = 10^{-2}$ to obtain the parametric full model

$$
x_{k+1}(\mu) = A_1(\mu)x_k(\mu) + A_2(\mu)x_k^2(\mu) + A_3(\mu)x_k^3(\mu) + Bu_k, \quad k = 0, \ldots, K - 1,
$$

(40)

with $x_k(\mu) \in \mathbb{R}^N$, $N = 64^2$ and $u_k \in \mathbb{R}$.

The inputs for basis generation, training, and testing are independently sampled at each time step from a uniform distribution on $[-3, 996]$. The parameters for basis generation and training are $\mu_{\text{train}}^{1} = 1 + (i - 1)/18$ for $i = 1, \ldots, 10$ while the test parameters are $\mu_{\text{test}}^{1} = 1 + (i - 1)/16$ for $i = 1, \ldots, 9$. The Markovian and non-Markovian operators are interpolated in the testing phase as described in Sect. 2.1 and [15]. For each training parameter $\mu_{\text{train}}^{1}, \ldots, \mu_{\text{train}}^{10}$, we generate 20 trajectories with the extended re-projection algorithm with a total of $N_r$ re-projection steps and $K_r$ time steps per re-projection step; each trajectory corresponds to different realizations of the input random variable. For fixed $N_r$, a fair comparison across different data sets is aimed for by nesting the data sets with respect to increasing $K_r$. The lag $L = 40$ and $N_r, K_r$ are always chosen so that the resulting data matrices for the least squares problems are numerically full rank.

Fig. 12 Convection-diffusion equation (Sect. 4.1). A Markovian reduced model needs up to 99% of the components of the states to be observed to achieve comparable accuracy as a non-Markovian reduced model learned from only 20% observed components in this example.
4.2.1 State Error

Consider the projection error averaged over $N_{\mu}$ parameters

$$e_{\mu}^{\text{proj}} = \frac{1}{N_{\mu}} \sum_{i=1}^{N_{\mu}} \frac{\|Z(\mu_i) - VV^T Z(\mu_i)\|_F}{\|Z(\mu_i)\|_F} \quad (41)$$

where $Z(\mu_i)$ is an observation trajectory for fixed parameter value $\mu_i$. Analogously, define the observation error as

$$e_{\mu}^{\text{obs}}(\tilde{Z}) = \frac{1}{N_{\mu}} \sum_{i=1}^{N_{\mu}} \frac{\|Z(\mu_i) - V \tilde{Z}(\mu_i)\|_F}{\|Z(\mu_i)\|_F} \quad (42)$$

where $\tilde{Z}(\mu_i)$ is an observation trajectory obtained with a learned reduced model for parameter $\mu_i$. The projection error $e_{\mu}^{\text{proj}}$ depends on the dimension $n$ of the reduced space $\mathcal{V}$, the number of observed state components $r$, and whether the average is taken over the training parameters $\{\mu_i^{\text{train}}\}_{i=1}^{10}$ or the test parameters $\{\mu_i^{\text{test}}\}_{i=1}^{9}$. The observation error (42) additionally depends on all parameters that the reduced model depends on such as the lag $L$ and the data set used to train the reduced model.

Figure 13 shows the projection error (41) and the observation error (42) over the test parameters and inputs for dimensions $n = 8$ (left panel) and $n = 10$ (right panel). Stagewise inference is applied to data sets derived from re-projection with $N_r = 100$ re-projection steps and $K_r = 42$ time steps per re-projection step; batch inference is applied to data sets with $K_r = 42, 60, 80$ time steps per re-projection step. Recall that these data sets are nested. The results reported in Fig. 13 show that a non-Markovian reduced model learned with batch inference can achieve a lower error if the data set is sufficiently large, which is in agreement with the results reported for the linear full model in Sect. 4.1.3. Notice that if $K_r = 42$, both modes of operator inference are applied to the same training data. Missing markers indicate that models led numerically to NaN (Not a Number) after a finite number of time steps, e.g., for the non-Markovian model obtained with batch inference from 20% observed states and $n = 8$ dimensions. Unlike in the linear case, there is no guarantee here that either mode of operator inference is able to recover the non-Markovian operators from intrusive model reduction because the full model is nonlinear polynomial and we consider linear non-Markovian terms only (cf. Sect. 3.2).

Figure 14 shows the projection and observation error for dimension $n = 10$ with re-projection parameters $N_r = 12, K_r \in \{100, 500, 750, 1500, 2500\}$ for batch inference. The left panel shows the errors over the training parameters and inputs while the right panel shows the errors over the test parameters and inputs. The results show that batch inference achieves an up to one order of magnitude lower test error than stagewise inference in this experiment. This is because batch inference is trained on longer trajectories (larger $K_r$ for fixed $N_r$) unlike stagewise inference which is constrained to utilize data only up to $K_r = L + 2$ time steps if the non-Markovian term has lag $L$. Notice also that batch inference starts to overfit for $K_r = 750$, which seems to be because the full model has reached steady state by 500 time steps and so the additional training data provided by increasing the number of time steps $K_r$ per re-projection step is skewing the least squares problem towards the steady state behavior of the full model present in the training data set.


**Fig. 13** Diffusion-reaction equation (Sect. 4.2). For nonlinear polynomial full models, neither mode of operator inference necessarily recovers the non-Markovian operators of intrusive model reduction. In this example, for a fixed number of re-projection steps, batch inference can achieve a lower error if the trajectories in the training data are sufficiently long.

**Fig. 14** Diffusion-reaction equation (Sect. 4.2). Batch inference is flexible in that it can be applied to training data with long trajectories (large $K_r$) to learn a non-Markovian reduced model with lag $L$ in contrast to stagewise inference which only utilizes data up to $K_r = L + 2$ time steps. In this example, this results in a non-Markovian model learned with batch inference that achieves lower errors than its stagewise counterpart.

### 4.3 Chafee–Infante Equation

Consider the Chafee–Infante equation on the spatial domain $\Omega = (0, 1)$ and time domain $t \in (0, 4)$. For $(\xi, t) \in \Omega \times (0, 4)$, if $u(t)$ is the input, the PDE satisfies

$$
\frac{\partial}{\partial t} x(\xi, t) = \frac{\partial^2}{\partial \xi^2} x(\xi, t) - x^3(\xi, t) + x(\xi, t),
$$

$$
\frac{\partial}{\partial \xi} x(1, t) = 0,
$$

$$
x(0, t) = u(t),
$$

$$
x(\xi, 0) = 0.
$$

(43)
The quantity of interest is modeled as $y(t) = x(1, t)$ which is the solution at the boundary point $\xi = 1$. An approximation to the solution of (43) is sought at 128 equidistant spatial nodes in $(0, 1)$ via the finite difference method. Forward Euler is then employed to discretize the PDE temporally with $\delta t = 10^{-5}$. This gives the full model

$$x_{k+1} = A_1 x_k + A_3 x_k^3 + B u_k, \quad k = 0, \ldots, K - 1,$$

$$y_{k+1} = C x_{k+1}$$

(44)

with $x_k \in \mathbb{R}^N$, $N = 128$, and $u_k, y_k \in \mathbb{R}$.

The basis matrix $V$ for the observations is computed with inputs sampled from a uniform distribution on $[0, 10]$. The training data set is generated as follows. First, trajectories $i = 1, \ldots, 15$ are obtained with re-projection using the inputs $u_{k,i}^{\text{train}} = 10\theta_k^{(i)}(\cos(50\pi k \delta t \gamma_k^{(i)}) + 1)$ for the $i$-th trajectory, where $\theta_k^{(i)}, \gamma_k^{(i)}$ are realizations of a random variable with uniform distribution on $[0, 1]$. Second, training trajectories $i = 16, \ldots, 30$ are obtained with inputs that are realizations of a uniform distribution on $[0, 10]$. The lag is set to $L = 60$ and the non-Markovian operators are then learned as a batch with $N_r = 600$ (20 re-projection steps per input) and $K_r = 100$, and in a stagewise manner on the subset generated by the $K_r = 62$ time steps. The test input is $u_{\text{test}}(t) = 5(\sin(\pi t) + 1)$.

4.3.1 Output Error

Consider the output error defined analogously as (38) for the non-Markovian reduced model obtained with batch and stagewise inference; see Fig. 15. The results indicate that a Markovian reduced model fails to make predictions about the full model output when one only observes partial components of the state. In contrast, the proposed non-Markovian reduced models learned with stagewise or batch inference achieve more than one order of magnitude improvement compared to the Markovian reduced model.

Figure 16 compares the full model outputs over time with the approximations given by the Markovian and the non-Markovian reduced models learned from 40%, 60%, and 80% observed state components. In agreement with the results shown in Fig. 2, the Markovian reduced model is unable to capture the oscillatory behavior of the output of the full model. In contrast, the non-Markovian reduced models capture the oscillatory output behavior even if only 40% of the state components are observed and provide a close approximation as this rate is increased to 80% of the state components. In the training data, each re-projection step is succeeded by at most $K_r = 100$ time steps with the full model. This corresponds to $t = 0.001$ and is plotted as a dashed vertical line in each panel of Fig. 16. This training time length is not long enough to cover the oscillatory nature of the output. Yet, the resulting approximation with the non-Markovian reduced model provides a reasonable approximation far outside of the training regime, which emphasizes that the dynamics of the underlying system are learned rather than mere interpolations between training data samples.

5 Conclusions and Future Work

We developed an approach to learn reduced models from partially observed state trajectories in a non-intrusive manner. The non-Markovian models we propose compensate for the information loss due to partial observations and can be obtained via linear regression and standard off-the-shelf linear algebra packages. Our numerical experiments demonstrate that
Fig. 15  Chafee–Infante equation (Sect. 4.3). The non-Markovian reduced models achieve an error of more than one order of magnitude lower than its Markovian counterpart.

Fig. 16  Chafee–Infante equation (Sect. 4.3). The non-Markovian reduced model for the output captures the oscillatory nature of the full model output even though the models are learned from much shorter training trajectories than the prediction end time. Thus, the learned non-Markovian model provide reasonable approximations far beyond the training regime in this example.
linear non-Markovian models, despite their simplicity, substantially improve on the approximation offered by traditional Markovian reduced models. An open question is to understand how the location of the state components where observations are available influences the error of the reduced model approximation. Ideas from optimal experimental design could then be leveraged to carefully select the spatial locations at which measurements can be gathered to minimize the reduced model error. It also remains future work to understand if the non-Markovian terms that are derived in this work are valid for closure modeling as well. A numerical experiment on a problem with strong convection could give insights.
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**Appendix A Error Analysis of the Non-Markovian Reduced Model**

We build on the analysis in Sect. 3.1.3 and demonstrate numerically that Markovian reduced models for linear autonomous full systems can achieve lower errors than the proposed non-Markovian reduced models (16). To motivate the numerical experiments that follow, consider a full model with dimension $N = 2$ and with observed state of dimension $r = 1$ and reduced dimension $n = 1$. A sufficient condition for which the proposed reduced model with non-Markovian term (16) yields a lower error than a Markovian reduced model is when $A_1$ is symmetric positive definite. To see this, observe that for positive integers $l (l \in \mathbb{Z}^+)\), $\tilde{A}_1, E_l \in \mathbb{R}$ and that $\tilde{A}_1 > 0$, $E_l > 0$, $Q \perp A_1 Q \perp$ then $((Q \perp)^T A_1 Q \perp)^{l-1} > 0$.

Provided that $\tilde{z}_0 = \tilde{z}_0^{(0)} = \tilde{z}_0^{(L)}$, for fixed $k \in \mathbb{Z}^+$, if $\tilde{z}_k^{(0)}$ and $\tilde{z}_k^{(L)}$ are expressed in terms of the initial condition $\tilde{z}_0$, algebraic calculations show that $\|\tilde{z}_k - \tilde{z}_k^{(L)}\|_2 \leq \|\tilde{z}_k - \tilde{z}_k^{(0)}\|_2$ since $\tilde{A}_1, E_l$ are positive for all $l \in \mathbb{Z}^+$. Therefore, since $\|z_k - V\tilde{z}_k^{(0)}\|_2 = \|z_k - V\tilde{z}_k\|_2 + \|V(\tilde{z}_k - \tilde{z}_k^{(0)})\|_2$, $\|z_k - V\tilde{z}_k^{(L)}\|_2 = \|z_k - V\tilde{z}_k\|_2 + \|V(\tilde{z}_k - \tilde{z}_k^{(L)})\|_2$, we conclude that $\|z_k - V\tilde{z}_k^{(L)}\|_2 \leq \|z_k - V\tilde{z}_k^{(0)}\|_2$, i.e., the reduced model with non-Markovian term achieves a lower error than its Markovian counterpart.

However, the symmetric positive definiteness of the matrix $A_1$ is insufficient when $N > 2, n > 1$. To see this, consider the following two examples with lag $L = 1$. A numerical
implementation is available in Python\(^1\) which reproduces Fig. 17 below. We set \(N = 10, n = 2\) and consider 30\% observed state components for the first example while for the second, we use \(N = 50, n = 40\) and consider 95\% observed state components. In both cases, the initial condition \(\tilde{z}_0\) is chosen such that its components are realizations of independent standard normal random variables. The initial condition for the full system is then \(x_0 = Q\tilde{z}_0\) so that \(x_0\) satisfies \((Q^T)^T x_0 = 0_{N-n}\).

The symmetric positive definite matrix \(A_1\) is constructed as follows. Its eigenvalues are sampled from a uniform distribution on \((0, 1)\) to ensure that the system is stable. Its orthonormal eigenvectors are then chosen to be the eigenvectors of \((R + R^T)/2\) where \(R^{N \times N}\) is a matrix whose entries are independently sampled from a uniform distribution on \((0, 1)\). The components with indices 1, 6, 10 of the full state are observed in the first example with the initial condition and basis and system matrices given by

\[
x_0 = \begin{bmatrix} -0.5960 & 0 & 0 & 0 & 1 & 0.3333 & 0 & 0 & 0 & 0.8346 \end{bmatrix}^T,
\]

\[
V = \begin{bmatrix} -0.9889 & 0.0294 \\ 0.0767 & -0.7374 \\ -0.1269 & -0.6748 \end{bmatrix},
\]

\[
V^\perp = \begin{bmatrix} -0.1453 \\ -0.6710 \\ 0.7270 \end{bmatrix},
\]

\[
A_1 = \begin{bmatrix} 0.3603 & 0.0184 & -0.2192 & 0.0435 & -0.1624 & -0.0602 & 0.0758 & -0.0872 & 0.0634 & -0.0252 \\ 0.0184 & 0.2907 & -0.1049 & 0.1334 & 0.0087 & 0.0951 & -0.0594 & -0.0602 & -0.0717 & 0.1366 \\ -0.2192 & -0.1049 & 0.2978 & -0.1695 & 0.0887 & 0.0648 & -0.0924 & 0.0624 & -0.0213 & 0.0079 \\ 0.0435 & 0.1334 & -0.1695 & 0.3700 & 0.0529 & -0.0074 & 0.1284 & 0.0196 & -0.0115 & 0.0273 \\ -0.1624 & 0.0087 & 0.0887 & 0.0529 & 0.4582 & 0.0913 & 0.1194 & -0.0375 & 0.0449 & 0.1615 \\ -0.0602 & 0.0951 & 0.0648 & -0.0074 & 0.0913 & 0.4311 & -0.0781 & -0.0263 & 0.2070 & 0.1714 \\ 0.0758 & -0.0594 & -0.0924 & 0.1284 & 0.1194 & -0.0781 & 0.3804 & 0.0296 & 0.1548 & -0.1197 \\ -0.0872 & -0.0602 & 0.0624 & 0.0196 & -0.0375 & -0.0263 & 0.2070 & 0.3470 & 0.1123 & -0.1761 \\ 0.0634 & -0.0717 & -0.0213 & -0.0115 & 0.0449 & 0.2070 & 0.1548 & 0.1123 & 0.5707 & -0.1059 \\ -0.0252 & 0.1366 & 0.0079 & 0.0273 & 0.1615 & 0.1714 & -0.1197 & -0.1761 & -0.1059 & 0.3255 \end{bmatrix}.
\]

The details of the second example are provided in the repository\(^1\).

\(^1\) https://github.com/wayneisaacuy/OpInfPartialObs
Figure 17 shows the difference in the relative error

$$ \frac{1}{\|z_k\|_2} (\|z_k - V\tilde{z}^{(0)}_k\|_2 - \|z_k - V\tilde{z}^{(L)}_k\|_2) $$

against the time step $k$. At certain time instances, the Markovian reduced model has a smaller error (negative values on the $y$-axis) than the model with non-Markovian term of lag $L = 1$. Thus, the conclusion we derived for $N = 2, n = 1$ does not generalize and these examples show that it is possible that the Markovian model gives a more accurate approximation than the truncated non-Markovian model even if the matrix $A_1$ is symmetric positive definite. A more rigorous analysis is warranted but is beyond the scope of this work.
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