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Abstract

In this paper we present ExSpliNet, an interpretable and expressive neural network model. The model combines ideas of Kolmogorov neural networks, ensembles of probabilistic trees, and multivariate B-spline representations. We give a probabilistic interpretation of the model and show its universal approximation properties. We also discuss how it can be efficiently encoded by exploiting B-spline properties. Finally, we test the effectiveness of the proposed model on synthetic approximation problems and classical machine learning benchmark datasets.
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1. Introduction

Solving problems that require the approximation of data in high-dimensional spaces is computationally extremely challenging. Most of the classical approximation methods suffer from the so-called curse of dimensionality — their complexity grows exponentially in the dimension — and thus in practice they can only be applied to deal with lower-dimensional problems. On the other hand, machine learning techniques and in particular (deep) neural networks are gaining in popularity as they have shown outstanding performance in attacking different kinds of high-dimensional problems, especially in the context of image analysis and pattern recognition.

1.1. Interpretability of neural networks

Neural networks are by nature incredibly complicated models with lots of parameters and it is in general difficult to interpret the behavior of the resulting functions in terms of those parameters. For this reason, neural networks are often called black-box models — their complexity grows highly unpredictable — and this makes them less suited for highly risky tasks where one needs to understand why the machine takes a particular decision. As a remedy, task-dependent assumptions can be imposed on the structure of the neural network (for example, convolutional neural networks for image related tasks) and a posteriori gradient methods [49, 54] can be used to try to understand the contribution of features in the final decision.

Alternatively, such problem can be circumvented by relying on simpler models such as linear and additive models [27]. Additive models are roughly motivated by the so-called Kolmogorov superposition theorem (KST); see Section 1.2. Other attractive and widely used choices are tree models [12]. They are highly interpretable since the predictions are based on a list of rules that corresponds to a hierarchical partition of the input space. On the other hand, classical trees are prone to overfitting since they are a piecewise constant regressor, and in combination with a greedy algorithm used to learn them, they tend to be unstable — a small change in the data can lead to a large change in the structure of the optimal decision tree. Probabilistic/fuzzy trees are less subject to noisy data and are able to handle uncertainty in inexact contexts and domains. The performance can be improved by taking an ensemble of trees such as random forests. Several neural network architectures have been designed that represent additive models [11, 47] and classical [6, 66] or probabilistic/fuzzy [9, 34, 64] tree structures.

1.2. Expressivity of neural networks

Another concern with neural networks is the expressivity of the model. Approximation theory for neural networks started with the investigation of shallow networks and the nonconstructive universal approximation theorems of Cybenko [18] and Hornik et al. [29]. More recently, in [17] a constructive theory for approximating absolutely continuous functions by series of sigmoidal functions was developed and related to the expressivity of shallow networks. In the last few years, the attention has shifted to the approximation properties of deep ReLU networks; see [5, 16, 43, 46, 59, 67] and references therein. In particular, an important theoretical problem is to determine why and when deep networks lessen or break the curse of dimensionality to achieve a given accuracy.

Kolmogorov [33] proved that any multivariate continuous function can be written as a sum of univariate continuous functions. More formally, setting \( x := [x_1, \ldots, x_D] \in [0, 1]^D \), the KST states that any
continuous function \( f : [0, 1]^D \to \mathbb{R} \) can be decomposed as

\[
f(x) = \sum_{i=1}^{2D+1} \Phi_i \left( \sum_{d=1}^D \Psi_{i,d}(x_d) \right),
\]

where the \( \Phi \)'s and \( \Psi \)'s are univariate continuous functions on \([0, 1]\), called inner and outer functions, respectively. Theoretical connections of the KST with neural networks started with the work of Hecht-Nielsen [28]. He interpreted the KST as a neural network, whose activation functions were the inner and outer functions. Later, Kůrková discussed the relevance of the KST [36] and provided a direct proof of the universal approximation theorem of multilayer neural networks based on the KST [37]. More recently, in [44], the KST was applied to lessen the curse of dimensionality. Several implementations and constructive algorithms were proposed to generalize and add regularity to the inner and outer functions [11, 35, 55, 56]. In the same spirit, a Kolmogorov spline network (based on cubic splines) was developed in [30].

1.3. Splines in neural networks

The selection of activation functions in a neural network has a significant impact on the training process. There is, however, no obvious way to choose them because the “optimal choice” may depend on the specific task or problem to be solved. Nowadays, ReLU activation functions (and variations) are the default choice for a given accuracy. Hence, there is a trade-off between architecture complexity and activation function complexity.

Univariate spline functions are a powerful tool in approximation theory [41, 50, 53]. These are piecewise polynomials of a certain degree and global smoothness. In particular, it is known that maximally smooth splines have an eminent approximation behavior per degree of freedom [13, 51]. ReLU functions are a special instance of splines—they are linear spline functions. More general (learnable) spline activation functions were studied in [14, 23, 24, 62] and recently in [10, 52] showing that their flexibility as activation functions allows for a reduction of the overall size of the network for a given accuracy. Hence, there is a trade-off between architecture complexity and activation function complexity.

Univariate spline functions can be represented as linear combinations of so-called B-splines, a set of locally supported basis functions that forms a nonnegative partition of unity. B-spline representations are an attractive choice for approximating univariate smooth functions since they can be compactly described by a small amount of parameters, yet each parameter has a local effect. Moreover, fast and stable algorithms are available for their computation [19, 41]. Multivariate extensions can be easily obtained by taking tensor products of B-splines.

The advantage of B-splines in neural networks has been widely acknowledged. They are directly incorporated in the hidden layer of the so-called B-spline neural network (BSNN) [25]. Thanks to the local support property of B-splines, such a network stores the information locally, which means that learning in one part of the input space minimally affects the rest of it, and this is very suitable for tasks of system identification; see, e.g., [15, 39, 63]. Unfortunately, the BSNN is infeasible for data defined on high-dimensional domains due to the costly tensor-product structure [31]. Convolutional neural networks, where the convolution operator is based on B-splines, have been proposed in [21]. State-of-the-art results were achieved in the fields of image graph classification, shape correspondence, and graph node classification, while being significantly faster.

Recently, Balestrieri and Baraniuk [7] built a general bridge between neural networks and spline approximation theory. They show that a large class of neural networks (including feed-forward ReLU networks and convolutional neural networks) can be regarded as an additive linear spline model on a very unstructured partition of the domain. This unstructuredness, however, complicates the analysis and its interpretability. On the other hand, forcing the structure of the partition to be orthogonal is a kind of regularization technique that leads to higher performance in terms of generalization ability.

1.4. Contributions of the paper

In this paper we present a new neural network model, called ExSpliNet, that combines ideas of Kolmogorov neural networks, ensembles of probabilistic trees, and multivariate B-spline representations.

In the vein of [1], ExSpliNet uses univariate splines as inner functions that feed \( L \)-variate tensor-product splines as outer functions, all of them represented in terms of B-splines. Here, \( L \) is supposed to be not too high. The difference with a standard Kolmogorov model (like the one in [30]) is that the outer functions are allowed to be multivariate functions instead of univariate functions (the latter is a special case where \( L = 1 \)). The new model is a feasible generalization of the BSNN model towards high-dimensional data. Specifically, for low input dimensions, the network parameters can be chosen so that ExSpliNet reproduces the output of a BSNN (in this case \( L = D \)). However, for high input dimensions, one can rely on the Kolmogorov-like structure to avoid the use of high-variate tensor-product B-splines and still maintain expressive power.

The inner functions act as low-dimensional feature extractors. The outer functions can be regarded as probabilistic trees. This brings the proposed network model in strong connection with probabilistic regression tree models (like the one in [2]) that are more interpretable and robust to noise. The complete model
can be efficiently evaluated thanks to the computational properties of B-splines. Moreover, it is explicitly differentiable when taking B-splines of degrees at least two. The inner and outer functions are customizable and could be tailored in different shapes to address various tasks by controlling the trade-off between interpretability and expressivity of the model.

In other words, ExSpliNet is a customizable, interpretable and expressive model obtained by integrating the good approximation properties of spline functions with the interpretability of probabilistic tree models and the feature learning capability of neural network models. In addition, it is endowed with the computational properties of spline functions represented in terms of B-splines.

Furthermore, we carry out a theoretical study of the universal approximation properties of ExSpliNet. Specifically, for both extreme cases $L = 1$ and $L = D$, we show that ExSpliNet has the ability of a universal approximator. The main ingredients of the proof are the KST and classical approximation estimates for multivariate splines.

Finally, we illustrate the suitability of the proposed model to address data-driven function approximation and to face differential problems in the spirit of physics-informed neural networks (PINNs) [48]. We demonstrate two universal approximation results for ExSpliNet, the first based on the KST and the second on multivariate spline theory. Section 8 demonstrates the effectiveness of the model on classical Iris dataset in Section 6. In Section 7 we describe two universal approximation problems and classical machine learning benchmark datasets. Finally, in Section 9 we end with some concluding remarks and ideas for future research.

1.5. Outline of the paper

The paper is structured as follows. In Section 2 we review B-splines and some of their main properties. In Section 3 we present our novel network model and discuss basic implementation aspects. Section 4 focuses on the model’s use in optimization and how to explicitly compute the gradients with respect to different parameters. In Section 5 we give an interpretation of the model in terms of feature extractors and probabilistic trees, which is illustrated by means of the classical Iris dataset in Section 6. In Section 7 we describe two universal approximation results for ExSpliNet, the first based on the KST and the second on multivariate spline theory. Section 8 demonstrates the effectiveness of the model on classical approximation problems and classical machine learning benchmark datasets. Finally, in Section 9 we end with some concluding remarks and ideas for future research.

2. Preliminaries on B-splines

In this section we provide the definition and main properties of the B-spline functions that play a major role in our neural network model. For the sake of simplicity, we focus on B-splines defined on uniform partitions. We refer the reader to [19, 41] for more details on B-splines.

In order to construct B-splines we need the concept of knot sequence. A knot sequence $\xi$ is a nondecreasing sequence of real numbers,

$$\xi := \{\xi_1 \leq \xi_2 \leq \cdots \leq \xi_r\}.$$  

The elements of $\xi$ are called knots. Assuming integer values $r \geq p + 2 \geq 2$, on such sequence we can define $N := r - p - 1$ B-splines of degree $p$.

**Definition 2.1.** Given a knot sequence $\xi$, the $n$-th B-spline of degree $p \geq 0$ is identically zero if $\xi_{n+p+1} = \xi_n$ and otherwise defined recursively by

$$B_{\xi, p, n}(x) := \begin{cases} \frac{x - \xi_n}{\xi_{n+p} - \xi_n}B_{\xi, p-1, n}(x) + \frac{\xi_{n+p+1} - x}{\xi_{n+p+1} - \xi_{n+1}}B_{\xi, p-1, n+1}(x), & \xi_n \leq x \leq \xi_{n+p+1} \land N \geq p, \\ 0, & \text{otherwise} \end{cases}$$

starting from

$$B_{\xi, 0, n} := \begin{cases} 1, & x \in [\xi_n, \xi_{n+1}], \\ 0, & \text{otherwise}. \end{cases}$$

Here, we use the convention that fractions with zero denominator have value zero.

B-splines possess several interesting properties. The function $B_{\xi, p, n}$ is a nonnegative, piecewise polynomial of degree $p$ that is locally supported on the interval $[\xi_n, \xi_{n+p+1}]$. Moreover, its integral is equal to

$$\int_{\xi_n}^{\xi_{n+p+1}} B_{\xi, p, n}(x) \, dx = \frac{\xi_{n+p+1} - \xi_n}{p + 1},$$

and for $p \geq 1$ its right-hand derivative can be simply computed as

$$\frac{d}{dx^+} B_{\xi, p, n}(x) = p \frac{\xi_{n+p+1} - \xi_n}{\xi_{n+p} - \xi_n} B_{\xi, p-1, n+1}(x) - B_{\xi, p-1, n}(x).$$

From now on, for the sake of simplicity, we assume that the knots are chosen as

$$\xi_1 = \cdots = \xi_{p+1} = 0,$$

$$\xi_{p+i} = \frac{i}{N - p}, \quad i = 0, \ldots, N - p,$$

$$\xi_{N+1} = \cdots = \xi_{N+p+1} = 1,$$

for some integer values $N > p \geq 0$. The corresponding B-splines are denoted by

$$B_{N, p, n}(x) := B_{\xi, p, n}(x), \quad n = 1, \ldots, N,$$

and to avoid asymmetry at $x = 1$, we define them to be left continuous there, i.e.,

$$B_{N, p, n}(1) := \lim_{x \downarrow 1} B_{\xi, p, n}(x), \quad n = 1, \ldots, N.$$  

We collect these functions in the vector

$$B_{N, p} := [B_{N, p, 1}(x), \ldots, B_{N, p, N}(x)].$$
The B-splines in (4) are linearly independent and belong to the continuity class $C^{p-1}([0,1])$. They span the full space of piecewise polynomials of degree less than or equal to $p$ that belong to $C^{p-1}([0,1])$ on the partition induced by the knots in (3). Moreover, they sum up to one on $[0,1]$, i.e.,

$$\sum_{n=1}^{N} B_{N,p,n}(x) = 1, \quad x \in [0,1].$$

Note that the right-hand derivative in (2) implies the standard derivative for $p \geq 2$. Some B-spline vectors are depicted in Figure 1.

For $p \geq 1$ the identity function on $[0,1]$ can be exactly represented as

$$\sum_{n=1}^{N} \xi_{N,p,n} B_{N,p,n}(x) = x, \quad x \in [0,1],$$

where

$$\xi_{N,p,n} := \frac{\xi_{n+1} + \ldots + \xi_{n+p}}{p}, \quad n = 1, \ldots, N,$$ (6)

are the so-called Greville abscissae. We observe that $0 = \xi_{N,p,1} < \xi_{N,p,n} < \xi_{N,p,N} = 1$ for $1 < n < N$.

A spline is a linear combination of B-splines, say

$$s(x) := \sum_{n=1}^{N} w_n B_{N,p,n}(x), \quad x \in [0,1],$$ (7)

for given weights $w_n \in \mathbb{R}$ and can be efficiently evaluated via the recursive algorithm described in Proposition 2.2. This evaluation procedure is known as the de Boor algorithm. Note that, due to the local support property, at most $p + 1$ consecutive B-splines (instead of $N$) are nonzero at any $x$.

**Proposition 2.2.** Let $s$ be a spline represented as in (7). Assume $x \in [\xi_m, \xi_{m+1})$ such that $p + 1 \leq m \leq N$. Set $w_{n,0} := w_n$ for $n = m, m+1, \ldots, m+p$, and

$$w_{n,q+1} := \frac{x - \xi_n}{\xi_{n+p+q} - \xi_n} w_{n,q} + \frac{\xi_{n+p+q} - x}{\xi_{n+p+q} - \xi_n} w_{n-1,q},$$

for $n = m - p + q + 1, \ldots, m$ and $q = 0, \ldots, p - 1$. Then, we have $s(x) = w_{m,p}$.

Given a vector $w := [w_1, \ldots, w_N] \in \mathbb{R}^N$, we can compactly write any linear combination of the functions in $B_{N,p}(x)$ via a dot product, i.e.,

$$s^N_w(x) := w \cdot B_{N,p}(x).$$ (8)

Finally, we extend the above functions to the multivariate setting by using a tensor-product structure. Given the vectors $p := [p_1, \ldots, p_D] \in \mathbb{Z}^D$ with each $p_d \geq 0$, $N := [N_1, \ldots, N_D] \in \mathbb{Z}^D$ with each $N_d > p_d$, and $x := [x_1, \ldots, x_D] \in [0,1]^D$, we define the vector of tensor-product B-splines as

$$B_{N,p}(x) := \bigotimes_{d=1}^{D} B_{N_d,p_d}(x_d).$$ (9)

Similar to (8), given a vector $w \in \mathbb{R}^{N_1 \cdot \ldots \cdot N_D}$, we can compactly write any linear combination as

$$s^N_w(x) := w \cdot B_{N,p}(x).$$

Note that, by exploiting the inherent tensor-product structure, most mathematical operations (like evaluation) on the $D$-variate spline $s^N_w(x)$ can be simply transformed into a sequence of analogous operations on univariate splines of the form (8).

**3. ExSpliNet**

In this section we describe the general architecture of our Kolmogorov-like neural network model, called ExSpliNet. We also discuss some implementation aspects.
3.1. Network architecture

For a given input dimension $D$ and output dimension $O$, we fix two additional integer hyperparameters $T$ and $L$. We will refer to $T$ as the number of trees and $L$ as the number of levels (this terminology will be clarified in Section 5.2). Then, we specify the vectors $p := [p_1, \ldots, p_D] \in \mathbb{Z}^D$ and $N := [N_1, \ldots, N_L] \in \mathbb{Z}^L$ such that each $N_\ell > p_\ell \geq 0$, and the vectors $q := [q_1, \ldots, q_L] \in \mathbb{Z}^L$ and $M := [M_1, \ldots, M_L] \in \mathbb{Z}^L$ such that each $M_\ell > q_\ell \geq 0$.

For $t = 1, \ldots, T$, $\ell = 1, \ldots, L$, $d = 1, \ldots, D$, and $o = 1, \ldots, O$, the weight parameters of the network model are given by the vectors $v^{t,\ell,d} \in \mathbb{R}^{N_\ell}$ and $w^{o,t} \in \mathbb{R}^{M_1 : \cdot : M_L}$. We group all those weight parameters into

$$V := [(v^{t,\ell,d})_{t,\ell,d}], \quad W := [(w^{o,t})_{o,t}],$$

call them the inner and outer weights, respectively. We also define the subgroups $V^{t,\ell} := [v^{t,\ell,1}, \ldots, v^{t,\ell,D}]$ and $W^o := [w^{o,1}, \ldots, w^{o,T}]$.

We are now ready to define our Kolmogorov-like neural network model with spline inner and outer functions. We assume that the input variables are given by $x := [x_1, \ldots, x_D] \in [0, 1]^D$.

**Definition 3.1.** The model ExSpliNet is a family of Kolmogorov-like functions parameterized by $V$ and $W$ as

$$\text{ExSpliNet}_{V,W}^T,N,M,p,q : [0,1]^D \rightarrow \mathbb{R}^O : \quad x \rightarrow \left[E_{V,W}^{T,N,M,p,q}(x), \ldots, E_{V,W}^{N,M,p,q}(x)\right],$$

where

$$E_{V,W}^{T,N,M,p,q}(x) := \sum_{t=1}^T \sum_{\ell=1}^L q^{M,q}_{w^{o,t}} \left(\sum_{d=1}^D \Psi_{v^{t,\ell,d}}(x_d)\right)_{\ell}$$

and

$$\Psi_{v^{t,\ell,d}}(x_d) := v^{t,\ell,d} \cdot B_{N_{\ell},p_{\ell}}(x_d), \quad x_d \in [0,1],$$

$$\Phi_{w^{o,t}}(y_t) := w^{o,t} \cdot B_{M,q}(y_t), \quad y_t \in [0,1]^L.$$  

Each Kolmogorov-like function $E_{V,W}^{T,N,M,p,q}$ has univariate splines as inner functions and $L$-variate splines as outer functions. To be sure that this function is well defined, it is required that the range of each function

$$\Psi_{v^{t,\ell,d}}(x) := \sum_{d=1}^D \Psi_{v^{t,\ell,d}}(x_d)$$

belongs to the interval $[0, 1]$ since it is an argument of the outer spline function $\Phi_{w^{o,t}}$. As shown in Proposition 3.2, this can be safeguarded by imposing that the components $v^{t,\ell,d}$, $n_\ell = 1, \ldots, N_\ell$ of the vector $v^{t,\ell,d} \in \mathbb{R}^{N_\ell}$ satisfy

$$0 \leq v^{t,\ell,d} \leq \nu^{t,\ell,d}, \quad \sum_{d=1}^D \nu^{t,\ell,d} \leq 1, \quad (11)$$

for some $\nu^{t,\ell,d} \in \mathbb{R}$. From now on we assume that a valid instance of the network model satisfies (11).

**Proposition 3.2.** The function in (10) satisfies

$$0 \leq \Psi_{v^{t,\ell,d}}(x) \leq 1, \quad x \in [0,1]^D,$$  

under the assumption (11).

**Proof.** Fix $x \in [0,1]^D$. By construction we have

$$\Psi_{v^{t,\ell,d}}(x) = \sum_{d=1}^D v^{t,\ell,d} \cdot B_{N_{\ell},p_{\ell}}(x_d).$$

Moreover, by the nonnegativity and the partition-of-unity property of the functions collected in the vector $B_{N_{\ell},p_{\ell}}(x_d)$, it is clear that

$$\min(v^{t,\ell,d}) \leq v^{t,\ell,d} \cdot B_{N_{\ell},p_{\ell}}(x_d) \leq \max(v^{t,\ell,d}).$$

Thus,

$$\sum_{d=1}^D \min(v^{t,\ell,d}) \leq \Psi_{v^{t,\ell,d}}(x) \leq \sum_{d=1}^D \max(v^{t,\ell,d}).$$

These inequalities combined with the conditions in (11) ensure that (12) is satisfied.

**Remark 3.3.** It is easy to see that the conditions in (11) are satisfied when imposing the simpler conditions

$$0 \leq v^{t,\ell,d}, \quad \sum_{d=1}^D \nu^{t,\ell,d} \leq 1,$$

and thus they also ensure (12).

The complexity of the network model can be described as follows.

**Proposition 3.4.** The number of weight parameters involved in $\text{ExSpliNet}_{V,W}^{T,N,M,p,q}$ is

$$DT \sum_{\ell=1}^L N_{\ell} + OT \prod_{\ell=1}^L M_{\ell}.$$  

**Proof.** This can be verified by a direct counting of the weight parameters.

We provide a graphical representation of the network model in Figure 2. ExSpliNet can be visualized as a composition of inner and outer neural networks. Given $x := [x_1, \ldots, x_D] \in [0,1]^D$, the inner neural network model $\text{INN}_N$ computes the functions $\Psi_{v^{t,\ell,d}}(x)$ in (10) for $t = 1, \ldots, T$. The hidden layer consists of B-spline activation functions to obtain the vectors $B_{N_{\ell},p_{\ell}}(x_d)$ for $d = 1, \ldots, D$. The output is then achieved as a linear combination of them using the weights $V^t := [V^{1,t}, \ldots, V^{T,t}]$. There are in total $L$ inner neural networks ($\ell = 1, \ldots, L$). Given $y_t := [y_{t,1}, \ldots, y_{t,L}] \in [0,1]^L$ for $t = 1, \ldots, T$, the outer neural network model $\text{ONN}$ computes the functions

$$\Phi_{w^{o,t}}(y_t) := \sum_{t=1}^T \Phi_{w^{o,t}}(y_t),$$

where $w^{o,t} \in \mathbb{R}^{M_1 : \cdot : M_L}$.
SpliNet as a composition of inner and outer neural networks. The next hidden layer consists again of B-spline activation functions and computes the vectors $B_{M,T}(y_t)$ for $t = 1, \ldots, T$ and $\ell = 1, \ldots, L$. The output is achieved as a linear combination of them using the weights $W := [W^1, \ldots, W^O]$. ExSpliNet can be simply obtained by putting a layer of inner neural networks in front of the outer neural network.

3.2. Efficient evaluation and natural dropout

From Definition 3.1 it is clear that any ExSpliNet function $E^T,N,M,p,q$ is a composition of univariate and multivariate spline functions. Thanks to their representation in terms of B-splines, univariate splines can be efficiently evaluated via the de Boor algorithm (see Proposition 2.2). A key ingredient is the local support of B-splines, so that many terms are zero in a sum like (7). Specifically, for a given real value $x \in [0,1]$ and $p \geq 1$, the indices of the nonzero components of the univariate B-spline vector $B_{N,p}(x)$ are part of the following subset of indices:

$$[\zeta_{N,p}(x)] + 1 - p, \ldots, [\zeta_{N,p}(x)]$$

where $\zeta_{N,p}(x) := (1 - x)p + xN$.

The above reasoning can be easily extended to the multivariate B-spline vector $B_{N,p}(x)$ in (9) thanks to the inherent tensor-product structure.

Several vectors of type $B_{N,p}(x)$ and of type $B_{N,p}(x)$ are involved in our network model. The precise knowledge of the locality of the supports of the B-splines may be exploited in an efficient implementation of the network. This can be regarded as a kind of “natural dropout” in the ExSpliNet model.

Dropout is a standard technique to reduce the computational complexity of deep neural networks [57]. However, randomly dropping out nodes during training seems artificial and has the drawback that additional hyperparameters (for example, the probability of a neuron being dropped out) need to be chosen and validated. The natural dropout in ExSpliNet does not suffer from such issues.

4. Explicit expressions for gradients

We now briefly discuss the explicit computation of the gradient of an ExSpliNet function with respect to the input variables as well as the weight parameters. The simple differentiation formula for B-splines, see (2), allows us to derive explicit expressions for them. For ease of presentation but without loss of generality, we just consider $O = 1$ so that we can drop all superscripts $o$ in our notations. All splines involved in our network model are differentiable for degrees at least two. Therefore, in this section, we assume all $p_t \geq 2$ and $q_t \geq 2$. Note that for lower degrees we can still compute the right-hand derivatives according to (2).
Before going into the details of the gradient computation, let us first collect the functions of type \([10]\) for some \(t\) into the vector 
\[
\Psi_{V_t}^{N_p}(x) := \left[ \Psi_{V_t,1}^{N_p}(x), \ldots, \Psi_{V_t,L}^{N_p}(x) \right].
\]

Then, we can compactly write
\[
E_{V,W}^{T,N,M,p,q}(x) = \sum_{t=1}^{T} \Phi_{w_t}^{M,q}(\Psi_{V_t}^{N_p}(x)).
\]

We set \(x := [x_1, \ldots, x_D]\) and \(y_t := [y_{t,1}, \ldots, y_{t,L}]\) in the following.

4.1. Gradient with respect to the input variables

From Definition 5.3 and the differentiation formula in [2] we immediately deduce that
\[
\frac{d}{dx_d} \Psi_{V_t}^{N,p}(x_d) = \Psi_{V_t}^{N-1,1}(x_d),
\]
for some values of \(\tilde{u}^t, \tilde{v}^t, \tilde{d}^t\). Similarly, given \(1 \leq \ell \leq L\),
we get
\[
\frac{\partial}{\partial y_{t,\ell}} \Phi_{w_t}^{M,q}(y_t) = \Phi_{w_t}^{M-1,q-1}(y_t),
\]
for some values of \(\tilde{u}^t\) and
\[
M[\cdot] := [M_1, \ldots, M_{L-1}, M_L - 1, M_{L+1}, \ldots, M_L],
\]
\[
q[\cdot] := [q_1, \ldots, q_{L-1}, q_L = 1, q_{L+1}, \ldots, q_L].
\]

Then, by applying the chain rule for derivatives, we can write the partial derivative of an ExSpliNet function with respect to the \(d\)-th input variable as
\[
\frac{\partial}{\partial x_d} E_{V,W}^{T,N,M,p,q}(x) = \sum_{t=1}^{T} \sum_{\ell=1}^{L} \frac{\partial}{\partial y_{t,\ell}} \Phi_{w_t}^{M,q}(\Psi_{V_t}^{N_p}(x)) \frac{\partial}{\partial x_d} \Psi_{V_t,\ell}^{N_p}(x).
\]

Since this expression is a composition of B-splines (actually very similar to an ExSpliNet function), only few of them are involved in the evaluation at a given \(x\), as explained in Section 3.2. Therefore, evaluation of a partial derivative of an ExSpliNet function is not expensive. It is clear that an analogous reasoning also holds for higher-order partial derivatives.

Such knowledge is valuable, for example, in the implementation of PINNs for the solution of differential problems [33] [45]. It avoids the need for using an automatic differentiation method.

4.2. Gradient with respect to the weight parameters

We now look at the derivatives with respect to the weight parameters. There are two types of such parameters: the inner and outer weights. Let us first consider the outer weights. Given \(1 \leq m \leq M_1 \cdots M_L\) and \(1 \leq t \leq T\), it is clear that
\[
\frac{\partial}{\partial w_t^m} E_{V,W}^{T,N,M,p,q}(x) = \Phi_{e_t}^{M,q}(\Psi_{V_t}^{N_p}(x))
\]

where \(\epsilon_t^m\) is the unit vector of length \(M_t\) with the value 1 at the \(m\)-th position and 0 elsewhere.

The inner weights can be addressed as follows. Given \(1 \leq n_t \leq N_t\), \(1 \leq t \leq T\), \(1 \leq \ell \leq L\), and \(1 \leq d \leq D\), we deduce
\[
\frac{\partial}{\partial v_{n_t}^d} E_{V,W}^{T,N,M,p,q}(x) = \frac{\partial}{\partial v_{n_t}^d} \Phi_{w_t}^{M,q}(\Psi_{V_t}^{N_p}(x)) \frac{\partial}{\partial v_{n_t}^d} \Psi_{V_t,\ell}^{N_p}(x),
\]

where \(\epsilon_t^m\) is the unit vector of length \(M_t\) with the value 1 at the \(n_t\)-th position and 0 elsewhere.

Finally, we discuss the computation of the derivative of a loss function with respect to the weight parameters of ExSpliNet in a supervised learning environment. Let \(A := \{x^1, y^1, \ldots, x^K, y^K\}\) be a training dataset where \(x^k \in [0,1]^D\) and \(y^k \in \mathbb{R}\). The empirical risk function over the training data is defined by

\[
\mathcal{E}(A) := \frac{1}{K} \sum_{k=1}^{K} \mathcal{F}(E_{V,W}^{T,N,M,p,q}(x^k), y^k),
\]

for a given loss function \(\mathcal{F}(z, y)\). For simplicity, in the following we consider the squared loss function \(\mathcal{F}(z, y) := (z - y)^2\). For empirical risk minimization it is convenient to be able to compute the gradient with respect to the weight parameters. Let \(w\) be any weight parameter, so it is either \(w_{t,m}^d\) or \(v_{n_t}^{d \ell}\). Then, a direct calculation gives

\[
\frac{\partial}{\partial w} \mathcal{E}(A) = \frac{1}{K} \sum_{k=1}^{K} \mathcal{F}(E_{V,W}^{T,N,M,p,q}(x^k), y^k)
\]

where we can simply plug in the explicit expressions for the derivatives of the ExSpliNet function described before.

5. Interpretation of the model

Let us fix \(x := [x_1, \ldots, x_D]\) and
\[
f(x) := [f_1(x), \ldots, f_O(x)].
\]
In the classical low-dimensional setting, it is known that each \( f_o(x) \) can be efficiently approximated by means of a standard tensor-product \( B \)-spline structure, just like in the BSNN model \[8]. However, for high-dimensional data, where \( D \gg 1 \), this is infeasible due to the excessive complexity of the tensor-product structure — it is exponential in \( D \).

In order to address this issue, we assume that the considered high-dimensional data belong to a lower-dimensional manifold. This is a core assumption by a variety of methods that aim at manifold learning and linear and nonlinear dimensionality reduction \[1, 26\]. Under this assumption, any component of the function \( f \) might be well approximated as

\[
\begin{align*}
f_o(x) \sim \sum_{t=1}^{T} f_{o,t}(y_{t,1}(x), \ldots, y_{t,L}(x)),
\end{align*}
\]

with \( L \ll D \). Here, the vector of inner functions \( y_t : \mathbb{R}^D \to \mathbb{R}^L \),

\[
x \to y_t(x) := [y_{t,1}(x), \ldots, y_{t,L}(x)],
\]

plays the role of feature extractor that reduces the dimensionality and permits, as a next step, a standard tensor-product spline approximation \( f_{o,t} \) as outer function. This is the main idea behind ExSpliNet.

5.1. Inner functions

The functions computed by the inner neural networks \( \text{INN}_t, \ell = 1, \ldots, L \), can be seen as feature extractors for dimensionality reduction and take the general form of an additive spline model:

\[
y_{t,\ell}(x) := \Psi_{V_{t,\ell}}^{N_{t,\ell}}(x) = \sum_{d=1}^{D} \Psi_{w_{t,\ell},d}^{N_{t,\ell}}(x_d). \tag{14}
\]

This general form prepares the data to be further processed by tensor-product spline functions. In the following, we discuss some very particular instances of the inner neural network model.

If \( D \) is already small, then we can take \( L = D \) and set

\[
\Psi_{V_{t,\ell}}^{N_{t,\ell}}(x) = x_{\ell t}, \quad \ell = 1, \ldots, D,
\]

for any choice of \( N_{t} > p_t \geq 1 \); see Proposition \[7.2\] and Remark \[7.3\] for details. In such case, the input data are directly propagated to the outer neural network without modification. More generally, even if \( D \) is not small, we can set

\[
\Psi_{V_{t,\ell}}^{N_{t,\ell}}(x) = x_{\sigma_{t}(\ell)},
\]

where

\[
\sigma_t : \{1, \ldots, L\} \to \{1, \ldots, D\}
\]

selects \( L \) indices from \( \{1, \ldots, D\} \) with \( L \leq D \). In other words, each \( f_{o,t} \) is fed with a subset of the input variables.

Increasing the complexity, another interesting special case is a convex combination of the input variables. This can again be achieved for any choice of \( N_{t} > p_t \geq 1 \). In particular, in the vein of Remark \[7.3\] by choosing \( p_t = 1 \) and \( N_{t} = 2 \), we can set for some \( \nu_{t,\ell,d} \geq 0 \) such that \( \nu_{t,1} + \cdots + \nu_{t,D} = 1 \),

\[
\Psi_{V_{t,\ell}}^{N_{t,\ell}}(x) = \sum_{d=1}^{D} \nu_{t,\ell,d} B_{2,1,2}(x_d) = \sum_{d=1}^{D} \nu_{t,\ell,d} x_d.
\]

We can also impose other kinds of constraints on the structure of \( \Psi_{V_{t,\ell}}^{N_{t,\ell}}(x) \) based on the knowledge of the particular problem to be approximated. For example, we can construct a convolutional operator, similar to the classical convolutional layer, by imposing additional sparsity on the matrices \( V_{t,\ell} \), for addressing image-related tasks.

Finally, we note that a large class of neural networks (including feed-forward ReLU networks and convolutional neural networks) can be interpreted as a more general additive linear spline model; see \[7\]. The latter spline model, however, might be highly unstructured which complicates the analysis and negatively affects the final performance of the model as observed in \[7\].

5.2. Outer functions

Let \( y_t := [y_{t,1}, \ldots, y_{t,L}], \ t = 1, \ldots, T \), be the low-dimensional features found using the layer of inner neural networks \( \text{INN}_t, \ell = 1, \ldots, L \); see \[14\]. They are passed to the outer neural network \( \text{ONN} \) that computes the functions

\[
f_{o,t}(y_t) := \Phi_{\omega_o,\ell}^{M_o}(y_t) = w^{o,t} \cdot B_{M_o}(y_t),
\]

for \( o = 1, \ldots, O \) and \( t = 1, \ldots, T \), where

\[
B_{M_o}(y_t) = \bigotimes_{\ell=1}^{L} B_{M_o,\ell}(y_{t,\ell}(x))
\]

has components of the form

\[
\prod_{\ell=1}^{L} B_{M_o,\ell,m_{t,\ell}}(y_{t,\ell}(x)),
\]

for \( m_{t,1}, \ldots, M_o \) and \( \ell = 1, \ldots, L \).

The multivariate \( B \)-spline vector \( B_{M_o}(y_t) \) can be interpreted as a fuzzy hierarchical partition of the domain that induces a tree structure with \( L \) levels for every \( t = 1, \ldots, T \). This can be explained as follows. Let us fix \( t \). For each \( \ell = 1, \ldots, L \), by construction, \( B_{M_o,\ell}(y_{t,\ell}(x)) \) is a vector of \( M_\ell \) \( B \)-splines of degree \( q_\ell \). Its components are nonnegative real values that sum up to one, and thus can be regarded as a distribution over a discrete set of hidden classes \( \{c_{t,1}, \ldots, c_{t,M_\ell}\} \) at level \( \ell \), where for \( m_{t,1} = 1, \ldots, M_\ell \) we have

\[
P(x \in c_{t,m_{t,\ell}}) = B_{M_o,\ell,m_{t,\ell}}(y_{t,\ell}(x)).
\]
The B-spline \( B_{\ell,m_1,\ldots,m_L} \) plays the role of decision or gating function at level \( \ell \) based on the feature \( y_{t,\ell}(x) \). Then, under the assumption that the events are mutually independent, the joint probability on the hierarchy of hidden classes at all levels is given by

\[
P(x \in C_{m_1,\ldots,m_L}) := P(x \in c_1, m_1, \ldots, x \in c_L, m_L) = \prod_{\ell = 1}^{L} P(x \in c_{\ell,m_\ell}) = \prod_{\ell = 1}^{L} B_{\ell,q_{t,\ell},m_\ell}(y_{t,\ell}(x)),
\]

for \( m_\ell = 1, \ldots, M_L \). All together they form the multivariate B-spline vector \( B_{M,q}(y_t) \). A graphical representation of the induced tree structure can be found in Figure 3.

### Remark 5.1

The above is just a theoretical way to interpret the tensor product combined with the nonnegativity and the partition-of-unity property of B-splines. In practice, there is no reason why the empirical data should reflect the independence assumption used to factorize the joint probability on the hierarchy of hidden classes. However, such an assumption is rather common in many well-known models such as Naive Bayes models.

![Figure 3: A graphical representation of a tree structure (consisting of \( L = 2 \) levels) in the outer neural network of ExSpliNet; see Figure 2(b).](image)

Given the probabilistic interpretation of \( B_{M,q}(y_t) \), the function \( f_{o,t}(y_t) \) is simply a weighted sum of those probabilities, i.e.,

\[
f_{o,t}(y_t) = w^{o,t} \cdot B_{M,q}(y_t) = \sum_{m_1 = 1}^{M_1} \cdots \sum_{m_L = 1}^{M_L} w_{m_1,\ldots,m_L}^{o,t} P(x \in c_{m_1,\ldots,m_L}).
\]

Furthermore, we could impose a stochasticity condition on the vectors \( w^{o,t} \) such that \( w_{m_1,\ldots,m_L}^{o,t} \) represents the probability of the output class \( o \) for the hierarchical hidden class \( c_{m_1,\ldots,m_L} \), and we end up with a final probability distribution and a mixture model for general classification problems.

The final output of ExSpliNet is computed as a superposition of the functions \( f_{o,t}(y_t) \). In other words, ExSpliNet can be regarded as an ensemble of probabilistic trees induced by this fuzzy hierarchical partitions of \([0, 1]^D\), based on the features \( y_{t,\ell}(x) \).

As a further step, it could be interesting to find a semantics for this partition. It could enforce interaction between rule based ontology representations like knowledge graphs and machine learning approaches similar to the mutual synergistic interaction proposed in [8].

We conclude this section with some final observations. The tree structure described in this section is a probabilistic generalization of the classical regression tree model. Indeed, if we take \( q = [0, \ldots, 0] \), then by the definition of \( B_{M,q} \) we have

\[
f_{o,t}(y_t) = \sum_{m_1 = 1}^{M_1} \cdots \sum_{m_L = 1}^{M_L} w_{m_1,\ldots,m_L}^{o,t} 1_{m_1,\ldots,m_L}(y_t),
\]

where \( 1_{m_1,\ldots,m_L} \) is the indicator function on the \( L \)-dimensional hypercube where the constant B-spline indexed by \( m_1,\ldots,m_L \) is nonzero. Furthermore, if \( M_1 = \cdots = M_L = 2 \), then the tree is binary. Finally, when taking \( y_{t,\ell}(x) = x_{\sigma(t)} \), we obtain an orthogonal regression tree, while taking \( y_{t,\ell}(x) \) as a convex combination of the input variables \( x \) results in an oblique regression tree.

As mentioned in the introduction, the ExSpliNet model is a feasible generalization of the BSNN model towards high-dimensional data. Therefore, the interpretation carried out in this section can be seen as a generalization of the fuzzy sets presented in [25] and in [25] where the BSNN model was applied to extract fuzzy rules for centrifugal pump monitoring. One of the main differences is the addition of the inner networks. This allows for the extraction of \( L \)-dimensional features \( y_t \) and the application of the model even with high input dimension \( D \). Moreover, since we interpreted the BSNN fuzzy partition as a tree structure and ExSpliNet allows for an ensemble of these trees, we can see it as a fuzzy forest of generalized BSNNs.

### 6. Example: application to the Iris dataset

As illustration we apply the ExSpliNet model to the classical Iris dataset [22], one of the best known datasets in the pattern recognition literature. The dataset consists of 50 samples from each of three species of Iris flowers (Iris setosa, Iris versicolor, and Iris virginica). Four features were measured from each sample: the length and the width of the sepals and the petals. By combining these four features, the task is to distinguish the species from each other.

Let us denote the \( D = 4 \) input features as follows:

- \( x_1 \) the sepal length,
- \( x_2 \) the sepal width,
- \( x_3 \) the petal length,
- \( x_4 \) the petal width.
We normalize the data so that each value belongs to the interval $[0, 1]$. Our objective is to train a model that, given an unseen $\mathbf{x} = [x_1, x_2, x_3, x_4]$, leads to an output in $\mathbb{R}^O$ with $O = 3$, where each output component is the probability of belonging to one of the three Iris species. Let us assume that

- $o = 1$ stands for setosa,
- $o = 2$ stands for versicolor,
- $o = 3$ stands for virginica.

To accomplish this classification task we use a simple configuration of the ExSpliNet model specified by the parameters $T = 1$, $L = 2$, $p_\ell = q_\ell = 1$, $N_\ell = 2$ for $\ell = 1, 2$, and $M_1 = 2$, $M_2 = 3$. In other words, for each $o = 1, 2, 3$, we consider the ExSpliNet function $E^{[2, 2],[2, 3],[1, 1],[1, 1]}_{\Phi, \Psi^{o-1}}$ given by

$$\Phi^{[2, 3],[1, 1]}_{\omega_o-1} \left( \sum_{d=1}^{4} \Psi^{2, 1}_{o, \ell, d}(x_d) \right)_{\ell=1, 2, 2}.$$  

We train this very simple configuration on 120 samples to learn the

$$DT \sum_{\ell=1}^{L} N_\ell + OT \prod_{\ell=1}^{L} M_\ell = 34$$

weight parameters, namely

- $v^{1, \ell, d} \in \mathbb{R}^2$ with $\ell = 1, 2$ and $d = 1, 2, 3, 4$,
- $w^{o-1} \in \mathbb{R}^{2 \cdot 3} = \mathbb{R}^6$ with $o = 1, 2, 3$.

A test accuracy of 96.7% is obtained on the remaining 30 samples.

Now that we have a working model, we can interpret it as discussed in Section 5. First of all, let us look at the new features, as in (14), extracted by the inner functions:

$$y_\ell(x) = \sum_{d=1}^{4} \Psi^{2, 1}_{o, \ell, d}(x_d), \quad \ell = 1, 2,$$

where

$$\Psi^{2, 1}_{o, \ell, d}(x_d) = v^{1, \ell, d}_{o, 1, 1} B_{2, 1, 1}(x_d) + v^{1, \ell, d}_{o, 1, 2} B_{2, 1, 2}(x_d) = v^{1, \ell, d}_{o, 1, 1} \cdot (1 - x_d) + v^{1, \ell, d}_{o, 1, 2} x_d.$$  

After inspecting the components of the vectors $v^{1, \ell, d}$, we observe that $v^{1, 1, 3} = 0.491$, $v^{1, 1, 4} = 0.488$, and $v^{1, 2, 4} = 0.998$, while all other components are smaller than $10^{-2}$. Thus, we can approximately write the general expressions of the new features $y_1, y_2$ as

$$y_1(x) \simeq (x_3 + x_4)/2 \text{ and } y_2(x) \simeq x_4.$$  

Figure 4 depicts the training points in terms of the new features extracted.

Then, these new features are passed to the tree structure as shown in Figure 3. In this case, the tree has $M_1 = 2$ children at the first level and $M_2 = 3$ children at the second level per tree node, resulting in a total of $M_1 \cdot M_2 = 6$ hierarchical hidden classes.

The probability of belonging to the classes of the first level depends on the value of $y_1(x)$:

$$P(x \in c_{1,1}) = B_{3, 1, 1}(y_1(x)) = 1 - y_1(x),$$  

$$P(x \in c_{1,2}) = B_{3, 1, 2}(y_1(x)) = y_1(x).$$  

In other words, a point $x$ is more likely to belong to the first class of the first level $c_{1,1}$, the more the new feature $y_1(x)$ lies at the left of the vertical line in Figure 4. Otherwise, $x$ is more likely to belong to the second class $c_{1,2}$.

Similarly, one can compute

$$P(x \in c_{2,1}) = B_{3, 1, 1}(y_2(x)),$$  

$$P(x \in c_{2,2}) = B_{3, 1, 2}(y_2(x)),$$  

$$P(x \in c_{2,3}) = B_{3, 1, 3}(y_2(x)),$$

in order to obtain the probability of belonging to one of the three children of the second level. Thus, looking at the horizontal lines in Figure 4 one can understand the most likely class based on the value of the second feature $y_2(x)$. Recall that

$$B_{3, 1, 1}(y) = \begin{cases} 1 - 2y, & y \in [0, 1/2), \\ 0 & y \in [1/2, 1], \end{cases}$$

$$B_{3, 1, 2}(y) = \begin{cases} 2y, & y \in [0, 1/2), \\ 2 - 2y, & y \in [1/2, 1], \end{cases}$$

$$B_{3, 1, 3}(y) = \begin{cases} 0, & y \in [0, 1/2), \\ 2y - 1, & y \in [1/2, 1]. \end{cases}$$

The trained weights $w^{o-1} \in \mathbb{R}^6$ with $o = 1, 2, 3$ give, for each hierarchical hidden class, the probability of the Iris species (related to $o$) in that class.
Finally, we compute
\[
  f_o(y_1, y_2) = \sum_{m_1=1}^{2} \sum_{m_2=1}^{3} w_{m_1,m_2}^{o,1} \mathbb{P}(x \in C_{m_1,m_2}).
\]

The prediction of a new observation is performed by choosing the most probable Iris species,
\[
  \arg \max_{o=1,2,3} f_o.
\]

This can be rephrased as a set of probabilistic rules of the form
- \([w_{m_1,m_2}^{o,1}] : (x \in C_{1,m_1}) \land (x \in C_{2,m_2}) \Rightarrow x \text{ is } o;\]
- \([\mathbb{P}(x \in C_{1,m_1})] : x \in C_{1,m_1};\]
- \([\mathbb{P}(x \in C_{2,m_2})] : x \in C_{2,m_2}.\]

Here, the rule is formulated after the colon and its probability is given in square brackets before the colon. Examples are
- \([1.0] : (x \in C_{1,1}) \land (x \in C_{2,1}) \Rightarrow x \text{ is setosa, or, approximately, if } (x_3 + x_4)/2 < 1/2 \text{ and } x_4 < 1/3 \text{ then } x \text{ is setosa.}\]
- \([0.9] : (x \in C_{1,2}) \land (x \in C_{2,2}) \Rightarrow x \text{ is versicolor, or, approximately, if } (x_3 + x_4)/2 > 1/2 \text{ and } 1/3 < x_4 < 2/3 \text{ then } x \text{ is versicolor.}\]

Such a probabilistic ontology can then be used in practice by modern probabilistic ontology solvers to query not only the final decision but also the reasoning behind it by means of the path of rules used to infer the final decision. For example,
- \(x = [x_1, x_2, x_3, x_4]\) is a setosa, because its petal length \(x_3\) and width \(x_4\) are small.

The Iris dataset is a simple example that allows us to analyze it by manually looking at the weight parameters. The described method, however, can be automated to tackle more complicated tasks. In such cases a single tree may not be sufficient but pruning techniques may be applied to reduce their number while controlling the trade-off between simplicity (interpretability) and accuracy (expressivity) of the model.

7. Expressive power results

In this section we focus on the expressive power of the proposed network model. We show two universal approximation results, the first based on the KST and the second on multivariate spline theory. Let us again consider \(O = 1\) for simplicity of presentation but without loss of generality, so that we can drop all superscripts \(o\) in our notations. Let \(\| \cdot \|_k\) denote the standard \(L_k\)-norm on the unit domain \([0,1]^D\) for some \(1 \leq k \leq \infty\) and some \(D \geq 1.\)

7.1. Kolmogorov approximation

Kolmogorov’s representation \([\ref{kolmogorov:representation}]\) can be simulated by means of an ExSpliNet function with univariate splines as inner and outer functions. Indeed, for \(T = 2D + 1\) and \(L = 1\), we have
\[
  E^{2D+1,N,M,p,q}(x) = \sum_{t=1}^{2D+1} q^{M,q}_{t} \left( \sum_{d=1}^{D} \chi_{N_1,p_1}^{(d)}(x_d) \right).
\]

Note that \(N = [N_1]\), \(M = [M_1]\), \(p = [p_1]\), \(q = [q_1]\), and \(q^{M,q}_{t}\) is just a univariate spline. Due to the fact that polynomials, and a fortiori splines, are dense in the space of continuous functions, we arrive at the following approximation theorem.

**Theorem 7.1.** Let \(f : [0,1]^D \rightarrow \mathbb{R}\) be a continuous function. For any \(\epsilon > 0\), there exists an ExSpliNet function such that
\[
  \|f - E^{2D+1,N,M,p.q}(x)\|_k \leq \epsilon,
\]
for any \(1 \leq k \leq \infty\).

**Proof.** Let us fix an arbitrary \(\epsilon > 0\). The KST states that there exists a decomposition of the form
\[
  f(x) = \sum_{t=1}^{2D+1} \Phi_t \left( \sum_{d=1}^{D} \Psi_{t,d}(x_d) \right).
\]

In the following, we will construct an ExSpliNet function that approximates this decomposition with accuracy \(\epsilon\).

Given any \(\delta_t > 0\), by the continuity of \(\Psi_{t,d}\) on \([0,1]\) and the density of splines in \(C([0,1])\) there exists a spline \(\Psi_{t,d}^{N_1,p_1}\) with \(p_1 \geq 1\) (without loss of generality we can assume the same \(N_1,p_1\) for each \(t,d\)) such that
\[
  \|\Psi_{t,d} - \Psi_{t,d}^{N_1,p_1}\| \leq \delta_t D
\]
and
\[
  \text{range}(\Psi_{t,d}^{N_1,p_1}) \subseteq \text{range}(\Psi_{t,d}) \subseteq [0,1].
\]

Specifically, this can be accomplished by means of the Schoenberg spline operator \([\ref{schoenberg:spline}],[\ref{schneidenberg:spline}]\), i.e., a spline where the weights take the form
\[
  \psi_{n_1}^{t,1,d} = \Psi_{t,d}(\xi_{N_1,p_1}^{n_1}).
\]

Recall that the \(\xi_{N_1,p_1}^{n_1}\) are the Greville abscissae defined in \([\ref{greville:abscissae}].\) We define the scaling function
\[
  \chi_t(x) := x / \max\left(1, \sum_{d=1}^{D} \sum_{n_1}^{N_1} \psi_{n_1}^{t,1,d}\right),
\]
and we set
\[
  \chi_t^{N_1,p_1}(x_d) := \chi_t(\Psi_{t,d}^{N_1,p_1}(x_d)).
\]

Note that the weights of the above spline are given by \(\chi_t(\psi_{n_1}^{t,1,d})\) and thus satisfy the (sufficient) conditions...
mentioned in Remark 3.3 for ensuring a valid set of inner spline functions.

Furthermore, by the continuity of $\Phi_t$ on [0, 1] and the density of splines in $C([0, 1])$ there exists a spline $\Phi_{w^t}^{M,q}$ with $q \geq 1$ (without loss of generality we can assume the same $M,q$ for each $t$) such that

$$\|\Phi_t - \Phi_{w^t}^{M,q}\|_{\infty} \leq \frac{\epsilon}{2(2D + 1)},$$

where

$$\Phi_{w^t}^{M,q}(x) := \Phi_{w^t}^{M,q}(\chi_t(x)).$$

By the uniform continuity of $\Phi_{w^t}^{M,q}$, and thus $\Phi_{w^t}^{M,q}$, on [0, 1] there exists $\delta_t > 0$ independent of the chosen $x, y$ such that $|x - y| \leq \delta_t$ implies

$$|\Phi_{w^t}^{M,q}(x) - \Phi_{w^t}^{M,q}(y)| \leq \frac{\epsilon}{2(2D + 1)}.$$

Note that

$$\Phi_{w^t}^{M,q} \left( \sum_{d=1}^{D} \psi_{N_1,p_1}^{w^t,1,d} \right) = \Phi_{w^t}^{M,q} \left( \sum_{d=1}^{D} \tilde{\psi}_{N_1,p_1}^{w^t,1,d} \right).$$

Finally, we have

$$\|f - E_{V,W}^{2D+1,N,M,p,q}\|_k \leq \|f - E_{V,W}^{2D+1,N,M,p,q}\|_\infty \
\leq \sum_{t=1}^{2D+1} \|\Phi_t \left( \sum_{d=1}^{D} \psi_{t,d} \right) - \Phi_{w^t}^{M,q} \left( \sum_{d=1}^{D} \psi_{t,d} \tilde{\psi}_{N_1,p_1}^{w^t,1,d} \right)\|_\infty.$$ 

This upper bound is less than or equal to

$$\sum_{t=1}^{2D+1} \|\Phi_t \left( \sum_{d=1}^{D} \psi_{t,d} \right) - \Phi_{w^t}^{M,q} \left( \sum_{d=1}^{D} \psi_{t,d} \tilde{\psi}_{N_1,p_1}^{w^t,1,d} \right)\|_\infty + 2D+1 \left\|\tilde{\Phi}_{w^t}^{M,q} \left( \sum_{d=1}^{D} \Psi_{t,d} \right) - \tilde{\Phi}_{w^t}^{M,q} \left( \sum_{d=1}^{D} \tilde{\psi}_{N_1,p_1}^{w^t,1,d} \right)\right\|_\infty,$$

which, in turn, is less than or equal to $\epsilon$ by our choice of inner and outer functions. This concludes the proof. 

From Proposition 3.4 we deduce that the number of weight parameters needed to express $E_{V,W}^{2D+1,N,M,p,q}$ in Theorem 7.1 is equal to

$$D(2D + 1)N_1 + (2D + 1)M_1.$$ 

The proof of the theorem does not provide us explicit values of $N_1, M_1$ that achieve the required accuracy $\epsilon$. Also the degrees $p_1, q_1$ are not specified. In the next section we consider another subclass of the model ExSpliNet that allows for approximation results with explicit estimation of the parameters.

### 7.2. Multivariate spline approximation

In this section we demonstrate the expressivity of ExSpliNet by exploiting known approximation results for multivariate splines [53]. Let $\mathcal{L}_k^r$ be the Sobolev function space equipped with the norm that is a combination of $L_k$-norms of the function together with its partial derivatives up to order $r \geq 1$, i.e.,

$$\mathcal{L}_k^r := \left\{ f : [0, 1]^D \to \mathbb{R} : \left\| \frac{\partial^r f}{\partial x_1^{r_1} \cdots \partial x_D^{r_D}} \right\|_k < \infty, \right\} \quad \forall 0 \leq r_1 + \cdots + r_D \leq r.$$

Fix $q = [q_1, \ldots, q_D] \in \mathbb{Z}^D$ with each $q_d \geq 0$, and $M := [M_1, \ldots, M_D] \in \mathbb{Z}^D$ with each $M_d > q_d$. For any smooth function $f \in \mathcal{L}_k^r : [0, 1]^D \to \mathbb{R}$, there exists a vector $w \in \mathbb{R}^{M_1 \cdots M_D}$ such that

$$\|f - s_{w^t}^{M,q}\|_k \leq C_k \sum_{d=1}^{D} (h_d)^r \left\| \frac{\partial^r f}{\partial x_d^r} \right\|_k,$$ 

for any $q_d \geq r - 1$, where

$$h_d := \frac{1}{M_d - q_d}, \quad d = 1, \ldots, D,$$ 

and $C_k$ is a constant independent of $f$ and $h_d$, but may depend on $r$ and $q_d$. In the recent work [50], the following explicit constant has been derived in case of the $L_2$-norm:

$$C_2 = \left( \frac{1}{\pi} \right)^r.$$ 

Any multivariate spline of the form $s_{w^t}^{M,q}$ can be represented as an ExSpliNet function. Indeed, for $T = 1$ and $L = D$, we have

$$E_{V,W}^{1,N,M,p,q}(x) = w^1 \cdot B_{M,q}(\psi_{V_1}^{N,p}(x)).$$

Hence, we obtain

$$E_{V,W}^{1,N,M,p,q}(x) = s_{w^t}^{M,q}(x)$$

by taking $w^1 = w$ and choosing $V, N, p$ according to the following proposition.

### Proposition 7.2

For any given $p \in \mathbb{Z}^L$ and $N \in \mathbb{Z}^L$ with each $N_t > p_t \geq 1$ and $L = D$, there exist vectors $w^{t,f,d} \in \mathbb{R}^{N_t}$ such that

$$\psi_{V_1,t}^{N,p}(x) = x, \quad x \in [0, 1]^D.$$ 

These vectors satisfy the assumption (11).

**Proof.** Fix $x \in [0, 1]^D$. By construction we have

$$\psi_{V_1,t}^{N,p}(x) = \sum_{d=1}^{D} v^{t,f,d} \cdot B_{N_t,p_t}(x_d).$$

From [5] we deduce that the choice

$$v^{t,f,d} = [\xi_{N_t,p_t,N_1}, \ldots, \xi_{N_t,p_t,N_1}], \quad d \neq l,$$ 

(18)
results in
\[ \Psi_{V;\ell}^{N_\ell,p_\ell}(x) = x_\ell, \]
and, as a consequence, we get (17). The choice in (18) satisfies the conditions in (11). This can be verified by taking \( \nu^{\ell,d} = \xi_{N_\ell,p_\ell,N_\ell} = 1 \) and \( \nu^{\ell,d} = 0 \) for \( d \neq \ell \).

\[
\textbf{Remark 7.3.} \quad \text{A particularly simple instance of (17) is obtained by taking } p_\ell = 1 \text{ and } N_\ell = 2. \text{ In this case,}
\]
\[
\Psi_{V;\ell}^{N_\ell,p_\ell}(x) = B_{2,1,1}(x_\ell) = x_\ell.
\]

We then arrive at the following approximation result.

\[
\textbf{Theorem 7.4.} \quad \text{For any smooth function } f \in L^2_k : [0,1]^D \to \mathbb{R}, \text{ there exists an ExSpliNet function such that}
\]
\[
\| f - E_{V,W}^{1,N,M,p,q} \|_k \leq C_k \sum_{\ell=1}^{D} (h_d)^{\delta} \| \frac{\partial^r}{\partial x_d^r} f \|_k,
\]

where \( h_d \) is defined in (16) and \( C_k \) is the constant specified in (15). In particular, for \( k = 2 \) it holds \( C_2 = \left( \frac{1}{2} \right)^r \).

From Proposition 3.4 we deduce that the number of weight parameters needed to express \( E_{V,W}^{1,N,M,p,q} \) in Theorem 7.4 is equal to
\[
D \sum_{d=1}^{D} N_d + \prod_{d=1}^{D} M_d.
\]
Theorem 7.4 implies that for any \( f \in L^2_k \) and \( \epsilon > 0 \), one can construct an ExSpliNet function such that
\[
\| f - E_{V,W}^{1,N,M,p,q} \|_k \leq \epsilon,
\]
if
\[
M_d - q_d \geq \left( \frac{C_2}{\epsilon} \sum_{d=1}^{D} \left\| \frac{\partial^r}{\partial x_d^r} f \right\|_k \right)^{1/r}, \quad d = 1, \ldots, D,
\]
for any choice of \( N, p, q \) such that each \( N_d > p_d \geq 1 \) and \( q_d \geq r - 1 \).

\[
\textbf{Remark 7.5.} \quad \text{In this section we considered } L = D. \quad \text{However, working with } D\text{-variate splines might be in practice computationally too expensive for high values of } D. \text{ On the other hand, in Section 7.2 we considered } L = 1. \text{ In both cases we derived universal approximation results, so we believe that similar results could also be obtained for intermediate cases } 1 < L < D.
\]

8. Implementation and experiments

The ExSpliNet model can be easily implemented in the Python ecosystem by combining standard B-spline code (for example, the class scipy.interpolate.BSpline) with a standard deep learning environment (for example, Keras/Tensorflow or PyTorch). In our implementation we considered a simplified version of the conditions in (11), see Remark 7.3 by imposing
\[
0 \leq u^{\ell,d}_{n_\ell}, \quad \sum_{d=1}^{D} \sum_{n_\ell=1}^{N_\ell} u^{\ell,d}_{n_\ell} = 1.
\]
Such constrained problem can be transformed into an unconstrained problem by taking
\[
u^{\ell,d}_{n_\ell} = \frac{(u^{\ell,d}_{n_\ell})^2}{\sum_{d=1}^{D} \sum_{n_\ell=1}^{N_\ell} (u^{\ell,d}_{n_\ell})^2},
\]
for any given \( u^{\ell,d}_{n_\ell} \). This allows for the use of standard unconstrained optimization algorithms via (stochastic) gradient descent, such as the Adam optimizer [32]. Alternatively, this kind of conditions can be enforced by using the layer weight constraints functionalities built in both mentioned deep learning environments.

In the following, we illustrate the performance of the model, based on this implementation, on a small selection of synthetic approximation tasks and classical machine learning tasks.

8.1. Approximation tasks

In our first set of experiments, we consider data-driven function approximation and the approximate solution of differential problems in the PINN framework [18]. We compare the ExSpliNet model for those two tasks with classical feed-forward neural networks (FFNNs). We see that the enhanced approximation properties of B-splines generally lead to a reduced complexity of the network and/or better accuracy.

\[
\textbf{Function approximation.} \quad \text{The function approximation problem is addressed as a risk minimization problem of the form (13) using the squared loss function and the training dataset is chosen to be a random and uniform sampling of the function.}
\]

Three types of network configurations are compared to approximate two functions \( u \) on a domain \( \Omega \subset \mathbb{R}^D \) for \( D = 1 \) and \( D = 4 \), respectively. Note that \( O = 1 \) in this case. In a preprocessing step, the domain \( \Omega \) may need to be rescaled so that it belongs to the unit domain \([0,1]^D\).

- **FFNN configurations:**
  - layers \( \ell \in [2,4,6,\ldots,20] \),
  - neurons per layer \( n \in [10,30,50,\ldots,110] \),
  - activation functions \( a \in \{ \text{ReLU, sigmoid, tanh} \} \).
- First type of ExSpliNet configurations with fixed degrees \( p = q = 1 \), for a direct comparison with FFNN based on linear ReLU functions:
  - levels \( L \in [2,3] \).
- trees \( T \in [5, 20] \),
- inner B-splines per level \( N_t = [5, 10, 30, 50] \),
- outer B-splines per level \( M_t \in [5, 10] \).

- Second type of ExSpliNet configurations with fixed higher degrees \( p_t = q_t = 3 \) and the other parameters are the same as for the first ExSpliNet configurations.

For each of the above three choices, only the best configuration, with the smallest test mean squared error (Test MSE), is mentioned in the following experiments. Both the Test MSE and the required number of parameters are reported. In all the experiments we used the Adam optimizer with a learning rate of 0.001 and 15 epochs. We remark that we have also cross-validated the obtained best configurations, but since the results were very comparable we do not mention them in the experiments.

**Experiment 8.1.** We randomly and uniformly sampled 5,000 points for training and 2,500 for testing from the function

\[ u(x) = \cos(20\pi x), \quad x \sim U[0, 1]. \]

- Best FFNN: \( l = 10, n = 30, a = \text{ReLU}, \) Parameters = 7,531, Test MSE = 3.96 \( \cdot 10^{-1} \).
- Best ExSpliNet 1: \( T = 20, L = 3, N_t = 30, M_t = 5, \) Parameters = 4,300, Test MSE = 6.99 \( \cdot 10^{-5} \).
- Best ExSpliNet 2: \( T = 5, L = 3, N_t = 50, M_t = 10, \) Parameters = 5,750, Test MSE = 1.80 \( \cdot 10^{-6} \).

**Experiment 8.2.** We randomly and uniformly sampled 50,000 points for training and 25,000 for testing from the function

\[ u(x) = x_1 + x_2^2 + x_3^3 + e^{x_1} + x_1 x_2 + x_3 x_4, \quad x_d \sim U[-1, 1]. \]

- Best FFNN: \( l = 4, n = 50, a = \text{ReLU}, \) Parameters = 5,401, Test MSE = 2.56 \( \cdot 10^{-4} \).
- Best ExSpliNet 1: \( T = 5, L = 3, N_t = 5, M_t = 5, \) Parameters = 925, Test MSE = 1.28 \( \cdot 10^{-4} \).
- Best ExSpliNet 2: \( T = 20, L = 2, N_t = 5, M_t = 5, \) Parameters = 1,300, Test MSE = 1.31 \( \cdot 10^{-5} \).

**Physics-informed neural network.** In the PINN framework, a given boundary-value differential problem is transformed into a risk minimization problem, where the so-called differential empirical risk is composed as the sum of two empirical risks: the first takes care of the differential problem in the interior of the domain and the other takes care of the boundary conditions.

For example, consider the second-order differential equation

\[ -\Delta u(x) = f(x), \quad x \in \Omega \subset \mathbb{R}^D, \quad (19) \]

with boundary condition \( u(x) = g(x) \) for \( x \in \partial \Omega \). The idea is to take the neural network as a model of the approximate solution \( \hat{u} \). Suppose we have a set of collocation points, consisting of interior points \( A_i := \{ x_1^i, \ldots, x_K^i \} \) belonging to \( \Omega \) and boundary points \( A_b := \{ x_1^b, \ldots, x_K^b \} \) belonging to \( \partial \Omega \). Then, the differential empirical risk \( \mathcal{E}(A_i, A_b) \) takes the following form:

\[ \mathcal{E}(A_i, A_b) := \mathcal{E}_i(A_i) + \lambda \mathcal{E}_b(A_b), \]

for some \( \lambda > 0 \) and

\[ \mathcal{E}_i(A_i) := \frac{1}{K_i} \sum_{k=1}^{K_i} (-\Delta \hat{u}(x_k^i) - f(x_k^i))^2, \]
\[ \mathcal{E}_b(A_b) := \frac{1}{K_b} \sum_{k=1}^{K_b} (\hat{u}(x_k^b) - g(x_k^b))^2. \]

During training this function is minimized on a set of randomly chosen collocation points.

We remark that the activation functions need to be at least \( C^2 \) smooth to solve the differential problem in (19). For this reason, the ReLU activation function is not suitable in FFNN, and it is common to rely on the tanh activation function in the PINN framework. Regarding ExSpliNet, the degree of the inner and outer B-splines must be at least three to ensure \( C^2 \) smoothness. Again, in a preprocessing step, the domain \( \Omega \) may need to be rescaled so that it belongs to the unit domain \([0, 1]^D\).

In the following experiments, we set \( \lambda = 10^4 \) and used the Adam optimizer with a learning rate of 0.001 and 5,000 epochs.

**Experiment 8.3.** We solved the differential equation

\[ -u''(x) = 4\pi^2 \sin(2\pi x), \quad x \in (0, 1), \quad (20) \]

with boundary condition \( u(0) = u(1) = 0 \). The exact solution of this problem is \( u(x) = \sin(2\pi x) \). For each run we took 1,000 collocation points. The results obtained by different configurations of FFNN with tanh activation functions are summarized in Table 1 while the results obtained by different configurations of ExSpliNet with \( p_t = q_t = 3 \) and \( L = 2 \) are summarized in Table 2. The three best results are indicated in boldface.

In these tables, “DER” stands for the differential empirical risk after training, while “MSE” stands for the mean square error between the exact solution and the trained network model on 300 uniformly spaced points in the domain.

**Experiment 8.4.** We solved the differential equation (19) for \( D = 2 \) and \( \Omega \) is the egg shaped domain depicted in Figure 2. The functions \( f \) and \( g \) are manufactured so that the exact solution of this problem is \( u(x_1, x_2) = \sin(\pi(x_1^2 + x_2^2)) \). For each run we took 2,062 collocation points in the interior and 600 on the
boundary. The results obtained by different configurations of FFNN with tanh activation functions are summarized in Table 3, while the results obtained by different configurations of ExSpliNet with $p_T = q_T = 3$ and $L = 2$ are summarized in Table 2. The three best results are indicated in boldface. In these tables, “DER” stands for the differential empirical risk after training, while “MSE” stands for the mean square error between the exact solution and the trained network model on 927 uniformly spaced points in $\Omega$ (shown in Figure 5).

8.2. Classical learning tasks

In its current form, ExSpliNet is a general-purpose model, not designed nor tailored for a specific task (like convolutional neural networks for images or recurrent neural networks for text). In the following, we illustrate the general applicability of ExSpliNet in classical machine learning benchmark tasks, both classification and regression.

Classification. We first focus on the MNIST and FMNIST datasets for simple image classification [38, 65].

Experiment 8.5. The MNIST dataset is a classical dataset of grayscale images representing handwritten digits. It contains 60,000 training images and 10,000 testing images. The task consists of classifying a given image of the dataset in one of the ten output classes, where each class represents a particular digit (so $O = 10$). The images have $28 \times 28$ pixels (so $D = 784$). Table 5 summarizes the results for different configurations of ExSpliNet, using $p_T = q_T = 1$, $L = 2$, and the Adam optimizer with a learning rate of 0.001 and 35 epochs. The best result is indicated in boldface. Here, “% Acc” stands for the test accuracy of the classification in percentage.
Experiment 8.6. The FMNIST dataset is a classical dataset of grayscale images representing fashion products. It also contains 60,000 training images and 10,000 testing images. The task consists of classifying a given image of the dataset in one of the ten output classes (so $D = 10$), where each class represents a particular garment. The images have $28 \times 28$ pixels (so $D = 784$). Table 5 summarizes the results for different configurations of ExSpliNet, using $p_l = q_l = 1$, $L = 2$, and the Adam optimizer with a learning rate of 0.001 and 50 epochs. The results are summarized in Table 6. The best result is indicated in boldface. Here, “% Acc” stands for the test accuracy of the classification in percentage.

| $T$ | $N_t$ | $M_t$ | Params | % Acc |
|-----|-------|-------|--------|-------|
| 50  | 2     | 2     | 158,800| 96.25 |
| 50  | 2     | 3     | 161,300| 97.91 |
| 50  | 2     | 4     | 164,800| 98.26 |
| 50  | 4     | 2     | 315,600| 96.59 |
| 50  | 4     | 3     | 318,100| 97.87 |
| 50  | 4     | 4     | 321,600| 97.94 |
| 100 | 2     | 2     | 317,600| 97.28 |
| 100 | 2     | 3     | 322,600| 98.34 |
| 100 | 2     | 4     | 329,600| 98.24 |
| 100 | 4     | 2     | 631,200| 97.44 |
| 100 | 4     | 3     | 636,200| 98.24 |
| 100 | 4     | 4     | 643,200| 97.98 |

Table 5: Experiment 8.5 MNIST results obtained by different configurations of ExSpliNet with $p_l = q_l = 1$, $L = 2$.

| $T$ | $N_t$ | $M_t$ | Params | % Acc |
|-----|-------|-------|--------|-------|
| 50  | 2     | 2     | 158,800| 86.03 |
| 50  | 2     | 3     | 161,300| 88.91 |
| 50  | 2     | 4     | 164,800| 88.82 |
| 50  | 4     | 2     | 315,600| 87.29 |
| 50  | 4     | 3     | 318,100| 88.37 |
| 50  | 4     | 4     | 321,600| 88.41 |
| 100 | 2     | 2     | 317,600| 86.69 |
| 100 | 2     | 3     | 322,600| 89.56 |
| 100 | 2     | 4     | 329,600| 89.07 |
| 100 | 4     | 2     | 631,200| 87.76 |
| 100 | 4     | 3     | 636,200| 88.90 |
| 100 | 4     | 4     | 643,200| 88.67 |

Table 6: Experiment 8.6 FMNIST results obtained by different configurations of ExSpliNet with $p_l = q_l = 1$, $L = 2$.

Regression. We now consider the Parkinson’s telemonitoring dataset [60] for two regression tasks. Remote tracking of Parkinson’s disease (PD) progression is a medical practice that involves remotely monitoring patients who are not at the same location as the clinic. Usually, a patient has a monitoring device at home, and the resulting measurements are transmitted to the clinic through telephone or internet. Tracking PD symptom progression mostly relies on the unified Parkinson’s disease rating scale (UPDRS), which displays presence and severity of symptoms [60]. The scale consists of 3 sections that assess (1) mentation, behavior, and mood, (2) activities of daily life, and (3) motor symptoms. Total-UPDRS refers to the full range of the metric, 0–176, with 0 representing healthy and 176 total disability, and Motor-UPDRS refers to the motor section of the UPDRS ranging from 0 to 108. The Parkinson’s telemonitoring dataset consists of a total of 5,875 voice recordings from 42 patients. Each voice recording consists of 16 biomedical voice measures (vocal features) and the related Motor-UPDRS and Total-UPDRS score.

In the following two experiments we directly compare, in terms of mean absolute error (MAE), the performance of ExSpliNet with methods found in the literature. The Parkinson’s telemonitoring problem was addressed in [20] using linear regression least squares (LS), iteratively re-weighted least squares (IRLS), least absolute shrinkage and selection operator (LASSO), and a nonlinear regression method (CART). Other methods were used in [20]: two kinds of support vector machines, regression SVM and LS-SVM, and two kinds of FFNN, namely MLPNN and GRNN. In those papers, to predict Motor-UPDRS and Total-UPDRS, it was observed that a log transformation of the vocal features reduces the test MAE, so we follow suit.

In both ExSpliNet experiments we used the Adam optimizer with a learning rate of 0.001 and 100 epochs. As in [20], ten-fold cross validation was applied for evaluating the test performance of the model by averaging the MAE results obtained from all folds. For each considered setup, the averaged MAE value is provided and its standard deviation is marked in round brackets.

Experiment 8.7. For the prediction of Motor-UPDRS, ExSpliNet (with $T = 100$, $L = 2$, $M_t = 25$, $p_l = q_l = 1$) achieves an MAE of $0.67$ (0.12) obtained on the log transformed features (before normalization in $[0, 1]$). On the other hand, in [24] it
is stated that the LS-SVM outperformed the other proposed methods for the prediction of Motor-UPDRS, in terms of lower prediction errors, with a best MAE of 4.87 (0.11) obtained on the log transformed features, beating the best results in [60] (71), i.e., an MAE of 5.95 (0.19) obtained by CART and an MAE of 6.57 (0.17) obtained by LASSO.

**Experiment 8.8.** For the prediction of Total-UPDRS, ExSpliNet (with $T = 100$, $L = 2$, $N = 2$, $M = 25$, $p = q = 1$) achieves an MAE of 5.95 (0.19) obtained on the log transformed features (before normalization in $[0,1]$). On the other hand, in [20] it is stated that the LS-SVM outperformed the other proposed methods for the prediction of Total-UPDRS, in terms of lower prediction errors, with a best MAE of 6.18 (0.16) obtained on the log transformed features, beating the best results in [60] (71), i.e., an MAE of 7.52 (0.25) obtained by CART and an MAE of 8.38 (0.23) obtained by LASSO.

For the sake of completeness, we also mention that more recent results are found in [45]. Therein, instead of applying directly regression methods, a more involved feature engineering procedure was performed: the dataset was subdivided in clusters using the EM algorithm and for each cluster a subset of features was selected and different methods were then performed, resulting in a lower MAE.

9. Conclusion

In this paper we proposed an interpretable and expressive neural network model, called ExSpliNet. We started with a definition of ExSpliNet as a Kolmogorov-like neural network model with univariate spline inner functions and $L$-variate spline outer functions, all of them in B-spline representations. Furthermore, we detailed a probabilistic interpretation in terms of feature extractors and probabilistic trees. In addition, we showed universal approximation results in the cases $L = 1$ and $L = D$. We also discussed how the model can be efficiently encoded by exploiting B-spline properties. Finally, we tested the performance of the model on a small selection of synthetic approximation problems and classical machine learning benchmark datasets.

ExSpliNet is highly customizable as it is steered by several hyperparameters. The presented experiments indicate that ExSpliNet outperforms FFNN in approximation tasks. The choice of high degrees seems to directly pay off in the accuracy for smooth functions. This is a feature inherited from tensor-product splines. ExSpliNet is particularly suited for solving differential problems in the PINN framework, as it combines high smoothness with good approximation properties. However, a more extended experimental work, targeting nonlinear and high-dimensional differential problems, is required to reveal the full potential of ExSpliNet in this field. In addition, a more profound study of the approximation capabilities is essential for a better understanding of the model and its performance, especially for the intermediate cases $1 < L < D$ (see Remark 7.5).

In its current form, ExSpliNet is a general-purpose model. Since the spline additive model is very general, the development of task-dependent inner functions for specific feature extraction could improve the performance of ExSpliNet in the context of classical machine learning. An interesting direction is the incorporation of convolutional spline operators such as in [21]. The study of the statistic learning theoretical generalization ability of the model is another promising direction of investigation. The exploration of nonuniform knot sequences, with possibly coinciding interior knots, could also be helpful to further increase the flexibility of the model.
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