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Abstract

A dangerous infectious disease of the current century, the COVID-19 has apparently originated in a city in China and turned into a widespread pandemic within a short time. In this paper, a novel method has been presented for improving the screening and classification of COVID-19 patients based on their chest X-Ray (CXR) images. This method eliminates the severe dependence of the deep learning models on large datasets and the deep features extracted from them. In this approach, we have not only resolved the data limitation problem by combining the traditional data augmentation techniques with the generative adversarial networks (GANs), but also have enabled a deeper extraction of features by applying different filter banks such as the Sobel, Laplacian of Gaussian (LoG) and the Gabor filters. To verify the satisfactory performance of the proposed approach, it was applied on several deep transfer models and the results in each step were compared with each other. For training the entire models, we used 4560 CXR images of various patients with the viral, bacterial, fungal, and other diseases; 360 of these images are in the COVID-19 category and the rest belong to the non-COVID-19 diseases. According to the results, the Gabor filter bank achieves the highest growth in the values of the defined evaluation criteria and in just 45 epochs, it is able to elevate the accuracy by up to 32%. We then applied the proposed model on the DenseNet-201 model and compared its performance in terms of the detection accuracy with the performances of 10 existing COVID-19 detection techniques. Our approach was able to achieve an accuracy of 98.5% in the two-class classification procedure; which makes it a state-of-the-art method for detecting the COVID-19.
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1. Introduction

In the early 2019, the people of world were astonished with the extensive proliferation of a new type of highly-contagious virus [1]. The COVID-19, a pandemic disease that causes an acute respiratory syndrome, was first detected in December 2019, in Wuhan, China, and then quickly spread to the other parts of the world [2]. In Feb. 11, 2020, this disease was officially named the novel coronavirus disease (COVID-19) by the World Health Organization (WHO) [3]. The serious threat posed by this pandemic on the world population has prompted WHO to issue a global emergency alert. Up to now, and as this paper is being written, about 220 countries and territories are grappling with this illness and, according to the official statistics, the number of people with COVID-19 and the number of deaths due to this disease have surpassed 162 m and 3 m, respectively [4].

The coronaviruses belong to an extensive family of viruses that have been discovered back in the 1960s; therefore, the COVID-19 is not the first epidemic coronavirus-caused acute respiratory disease in the world [5]. However, due to its high transmissibility and its rapid spread in many parts of the world within a very short time span, WHO has now declared this disease as a pandemic [6]. In general, the family of coronaviruses can be divided into the following four groups [7]:

- Common cold viruses
- The virus causing the severe acute respiratory syndrome (SARS)
- The virus causing the Middle East respiratory syndrome (MERS)
- The novel Coronavirus (the new coronavirus originating in China)

Considering the similarity between the clinical signs of this disease and those of the other infectious diseases of the lungs, an accurate and rapid detection of COVID-19 is highly essential. Those suspected of catching the COVID-19 must quickly know if they are infected or not so that they can isolate themselves, start their treatment, and inform those they have been in close contact with. Generally, the coronavirus diagnostic methods can be divided into two major approaches: i) the laboratory techniques and ii) the methods based on medical imaging [8].
One of the most common laboratory techniques for diagnosing the respiratory illnesses and screening the patients is to collect their initial respiratory tract specimens. The lab techniques, which are normally based on the examination of antigens, nucleic acids and antibodies, are themselves divided into the direct and the indirect approaches. In the direct methods, the coronavirus infection is verified by detecting the viral RNA through the reverse transcriptase-polymerase chain reaction (RT-PCR) test. While in the indirect methods, the diagnosis of COVID-19 is confirmed by measuring the antiviral antibodies or the viral antigens [9, 10].

The laboratory techniques have their own advantages and disadvantages. For example, although the pathogen test in the lab is considered to be the best way of diagnosing a disease, the process is time-consuming and costly and the sampling procedures may sometimes lead to erroneous results. In addition, the sensitivity of this test is relatively low and even if the test results are negative, the existence of a disease cannot be refuted with absolute certainty.

Due to the existing problems in lab procedures (i.e., high costs, low sensitivity, likely sampling errors, and the relatively long process time), various imaging techniques are employed as an auxiliary diagnostic tool to speed up the detection and the clinical decision-making process pertaining to the COVID-19. To be clearer, while a physician is waiting for the lab results (e.g., RT-PCR) or when the lab results are negative but a patient still shows the signs of COVID-19 (false negative results), the physician can rely on the chest images to diagnose the disease.

Presently, and with regards to the quick proliferation of COVID-19, the radiologists are burdened with a heavy responsibility and they have to analyze a lot of infection cases daily. Therefore, developing intelligent and automated approaches based on deep learning for analyzing the medical images can play a crucial role in the control of this disease and reduce the working pressure of the medical personnel, and especially the radiologists.

As one of the sub-branches of artificial intelligence, machine learning has recently found extensive applications in different medical fields. With the help of machine learning, the accuracy of the physicians in diagnosing the COVID-19 disease can be improved quickly and substantially and an important step can be taken in preventing and controlling this illnesses, especially in its early stages [11, 12].
In this research, we have focused on the first application of artificial intelligence in a medical field (i.e., the processing and analysis of medical images). In this respect, first, we have reviewed the exclusive indicators of the COVID-19 disease in the chest X-Ray (CXR) images of the patients’ lungs and then presented a novel and intelligent method for processing and classifying these images. This method has been able to significantly improve the accuracy of classifying the lung images and diagnosing the COVID-19 disease.

Due to the scarcity of the sufficiently large datasets with the CXR images of the COVID-19 patients, we employed the data augmentation techniques in order to generate new data. To this end, we combined the traditional data augmentation techniques (e.g., image resizing, cropping, rotating, flipping) with the generative adversarial networks (GANs). In the next step, by applying each of these techniques on the limited initial data available, we were able to obtain the final dataset needed for the fine-tuning of our deep network. We then passed each data in the dataset through a pre-processing block consisting of the Gabor, Laplacian of Gaussian (LoG), and the Sobel filters before using them to train our deep network.

The overall contributions of this work can be summarized as follows:

- Generating new training data from previous data by applying the traditional data augmentation techniques and combining these approaches with the GANs.
- Passing the data produced in previous step along with the main initial data through the various processing filters.
- Selecting several deep convolutional neural networks (CNNs) and applying the proposed method on them.
- Classifying the patients’ lung images into the COVID-19 and the non-COVID-19 categories.
- Comparing and evaluating the obtained results by applying the criteria of accuracy, precision, recall, specificity, F1-Score, and the Mathews correlation coefficient (MCC).

The rest of this paper has been organized as follows. The works related to the detection and diagnosis of the COVID-19 disease based on the image processing and deep learning techniques are reviewed in Section 2. The datasets and the proposed method
are fully described in Section 3. Then in Section 4, we present our results along with the evaluation criteria and compare them with the findings of some other methods. And finally, the conclusion of the paper and the potential future works are presented in Section 5.

2. Literature review

In the last decade, the artificial intelligence methods such as the deep learning, machine learning, fuzzy logic, artificial neural network, genetic programming and the regression techniques have been employed to tackle many problems, including the classification and diagnosis of various diseases.

In this section, we briefly review the works that have been conducted on the applications of the image processing and deep learning techniques in the medical fields, and especially in the diagnosis of the respiratory and COVID-19 diseases.

2.1. Methods based on machine learning

The applications of the deep learning methods in the detection of the respiratory (and specifically, the Corona) patients can be explored from three aspects: the classification [13], segmentation [14], and the hybrid applications. The aim of the segmentation process is to extract useful information from images, such as the image edges and shapes and the characteristics of each region in an image. Segmentation is the first and the most critical step in image analysis and it can be considered as one of the most difficult aspects of image processing. This technique has a significant influence on the evaluation of image features and it can be implemented in two different ways: histogram-based [15] and clustering-based [16]. In medical applications (and especially in the detection of the COVID-19), the segmentation technique is often used to segregate the cancerous and abnormal tissues from the other types of infections in different images. The main goal of the classification process, however, is to detect and identify the Corona-related signs and infections in the medical images; which includes the steps of feature extraction, feature selection, the grouping of features, decision-making, and producing the final output. In the hybrid method, both of the abovementioned techniques are used simultaneously [17]. In general, the applications of the deep learning technique in medical imaging can be summarized as follows [18-20]:
• Medical image analysis:
• Helping in the diagnosis of neural conditions
• Detection of the cardiovascular disorders
• Cancer screening

2.1.1. Segmentation

The image segmentation process in computer vision refers to a procedure in which a digital image is divided into several segments or regions. In this technique, the output is not a selected class or a number but an image in which the boundaries of different objects have been delineated. Since in this process, the intended changes are implemented on the image pixels, we can somehow call it the “classification at the pixel level”.

Many recently published studies indicate that the CXR and CT scan images of the Corona patients’ lungs usually contain the ground-glass opacity (GGO) regions. So, for the radiologists who are trying to diagnose the COVID-19, it is important to detect the abnormal regions such as the GGOs or other anomalies in such images. One of the applications of deep learning is the automatic detection of the GGO regions in the CT images. In this regard, Chen et al. [21] have used a UNET-based architecture (which is called the UNET++ [22] and is a novel method for biomedical image segmentation) to extract the abnormal lung regions in the CT scan images of patients.

Fan et al. [23] presented a deep network, called the Inf-Net, for the automatic segmentation of the infected regions in CT images. They used a partial decoder in order to aggregate the high-level features and to produce a global map. Then, to deal with the shortage of the sufficiently-large and high-quality datasets, they presented a semi-supervised approach and also built their own exclusive dataset with a total of 1700 CT scan images (100 labeled and 1600 unlabeled images). For the first time, and in order to solve the problem of model dependency on the data with semantic labels, Yao et al. [24] proposed an unsupervised method (called the NormNet) that does not need labeled data.

In a research to detect the suspected COVID-19 patients, Shan et al. [25] used 249 CT scan images for training and 300 CT images for validation. Of these 300 samples, 97
samples showed critical conditions, and 7 patients eventually passed away. The model designed in this work is based on the Vnet and is called the Vb-Net. It includes two sections for extracting the image features and also reducing the resolution, increasing the size, and receiving the image information. Also in this model, instead of the standard 5x5x5 filters, which are used in the Vnet model, they employed a sub-network with three 1x1, 3x3 and 1x1 convolutional layer sequence and considerably increased the speed of this network relative to that of the Vnet.

2.1.2. Classification

In all the research works related to the classification of the Corona samples, usually two or three outputs are considered. In the two-output case, we have the presence or the absence of a Corona infection, and in the three-output case, the presence or the absence of the COVID-19 disease or the existence of the other types of respiratory illnesses is determined.

By combining the computer-aided detection (CAD) with the deep learning approach, and by simultaneously using the RGB superposition in the ROI, Ye et al. [26] were able to present a method for the detection of the pulmonary nodules and the GGO regions. They used the architectures of the AlexNet and the GoogleNet to detect the pulmonary nodules and the architecture of the ResNet50 to identify the GGO regions. The DenseNet-201 based deep transfer learning has been employed in [27] for the binary classification of the Corona samples. In this research, the chest CT scan images were classified as the training, testing, and the validating data with accuracies of 99.82%, 96.25% and 97.4%, respectively. In another research, Hall et al. [28] employed the deep learning techniques to classify the COVID-19 images from the chest images of patients. In this respect, by using the method of transfer learning based on the ResNet50 architecture, they were able to classify the chest images with an accuracy of 89.2%. Also, Sethy and Behea [29] combined this architecture (ResNet50) with the Support Vector Machine (SVM) and could achieve a classification accuracy of 95.38%. By presenting a model called “COVIDX-Net” in 2020, Hemdan et al. [30] were able to achieve a binary classification of COVID-19 images with an accuracy of 90%. For training their network, they used 50 CXR images, half of which belonged to the patients infected with COVID-19.
Examples of the binary and the multi-class classifications based on the transfer learning approach and the AlexNet architecture with a total of 371 chest CT scan images can be observed in [31]. It should be mentioned that multi-class classification is abundant in similar research works [32, 33]. By examining these works more closely, another classification criterion and approach that relates to the severity level of a disease can be observed (e.g., mild, medium, critical, and severely-critical). In [34], by examining the chest CT images of 176 Corona patients and by extracting and analyzing 63 features from each image, the conditions of the patients were classified as “severe” and “non-severe”. The random forest algorithm was used in this research, and the classification accuracy and the area under curve (AUC) were obtained as 87.5% and 0.91, respectively.

In another study, Li et al. [35] used the CT scan images of 78 patients and classified the severity of their Corona infections into the three levels of mild (with 30.7%), common (with 59%), and severely-critical (with 10.3%). Narin et al. [36] were able to devise a method based on the deep transfer learning approach for the binary classification of the chest images and produced the four different classes of COVID-19, normal (healthy), viral pneumonia, and bacterial pneumonia. From among the five pre-trained models in this research (ResNet50, ResNet101, ResNet152, InceptionV3, and Inception-ResNetV2), the ResNet50 was able to achieve the highest accuracy for the entire image datasets used. A model based on the Shufflenet v2 was designed by Hu et al. [37] for the classification of CT scan images. The dataset used in this work contained 521 image samples of Corona patients, 397 samples of healthy individuals, 76 samples of a bacterial disease and 48 samples of the SARS disease. This model achieved an average sensitivity of 85.71% and an average specificity of 84.88%.

### 2.1.3. The hybrid method

In the preceding sections, we explored the use of the classification and the segmentation models in the medical applications. However, most often, a combination of these two methods (a hybrid approach) can be employed to improve the detection accuracy. Actually, in the hybrid method, by relying on the information obtained from the classification and segmentation procedures in each model step, the precision of the model’s next step can be increased. For example, in a research in which a large dataset with the information of the disease severity levels and the pixel levels was compiled, a
detection system was designed by combining the classification and the segmentation procedures. In this system, first, the classification procedure is implemented and the suspected COVID-19 cases are determined. Then, by using a segmentation encoder and combining it with a classification decoder, the infected regions in the CT images are specified. Since the designing of a new classification model has not been the goal of this research, the classification has been based on the Res2Net network. Also, this system only needs 22 s for the processing of COVID-19 images and 1 s for the non-COVID-19 images and it ultimately achieves a sensitivity of 95%, specificity of 93% and a Dice score of 78.5% in segmentation [38]. In another work, Gao et al. [39] used 1918 CT scan images of 1202 people and identified 704 patients and 498 healthy individuals. Their method achieved a final accuracy of 96.74%. The proposed model in this research has two blocks. In the first block, the Unet architecture is used to delineate the exact locations of various lung regions. In the second block, the segmentation outcomes are considered in the classification process and ultimately, a precise classification of the input images is achieved.

3. Materials and methods

In our proposed detection system, we are going to use the CXR images of the patients. However, due to the unavailability of sufficient datasets for training, we increase the existing datasets via the data augmentation techniques. To this end, the existing data are fed to a pre-processing level consisting of different filter blocks such as the Gabor, LoG and the Sobel filters. In order to compare the network training results, we use the AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121, and the DenseNet-201 architectures. Finally, by defining specific criteria, the classification performance of the proposed model is evaluated. The abovementioned steps and procedures in the processing of CXR images and the detection of COVID-19 lung involvement have been illustrated in Fig. 1.
3.1. Datasets

In this paper, we have used a total of 4560 CXR images as the input data. 360 of these images are related to the corona patients, and 4200 images belong to the patients with the other types of pulmonary diseases and non-pulmonary illnesses. All these images have been extracted from the following open-source datasets and they have been classified only into the binary classes of COVID-19 and non-COVID-19. These four datasets, which include two types of medical images (CT-Scan and CXR) taken from different angles (mostly, frontal view), belong to more than 64000 patients with different viral, bacterial, fungal, lipoid aspiration, unknown, and other diseases. It should be mentioned that each of the 4560 images used in this study has been selected under the direct supervision of a physician and that all the factors involved in the patient physiology indexes (e.g., age, gender, geographical region, etc.) have been taken into consideration in image selection [40]. 50% of these images belong to the male patients and 50% to the female patients, and they cover the age groups of 8 - 85. We have also tried to use the CXR images of the patients from various geographical locations such as China, United States, South Korea, Spain, Saudi Arabia, and others.

- **Kaggle**: This dataset contains 5863 CXR images in two categories (normal and pneumonia) [41].

- **IEEE8023**: This dataset covers five different categories (viral, bacterial, fungal, lipoid aspiration, and unknown), with 506, 46, 26, 9 and 59 images, respectively [42].
• **CheXpert-v1.0-small**: The limited edition of this dataset has a training section and a validation section, which respectively contain 64540 and 200 front-view CXR images of different patients. We should mention that this dataset does not include the COVID-19 patients and that we have used it simply as the chest images of non-Corona patients [43].

• **Radiology assistant**: A limited number of patients have been considered in this dataset on a case by case basis. Also, the infection percentages and scores have been reported [44].

### 3.2. Data augmentation

The supervised machine learning models are severely data-dependent and their performance is based, to a large extent, on the size of the training data available. In many cases, it is difficult to create sufficiently large training datasets. This is also true about the existing data and the images related to the COVID-19 disease. Due to the quick spread of this virus in a short period, unfortunately, there hasn’t been enough time so far to collect sufficient data on this disease on a large scale. Of course, there are some different solutions to this problem, including the data augmentation techniques and the use of the pre-trained networks (i.e., the transfer learning method).

In this section, we focus on the data augmentation process and divide it into the traditional data augmentation techniques and the GANs. We then generate new data on the basis of these two approaches and subsequently use the produced datasets as the input data for the pre-processing block.

#### 3.2.1. Traditional data augmentation

In the field of machine learning, the first and simplest method of increasing the size of an existing dataset is to apply the traditional data augmentation procedures. In this way, new images can be produced by implementing slight changes to the old ones. In this paper, we have applied five data augmentation techniques (horizontal and vertical flips, rotation, scale, translation, and crop) on the CXR images. Several examples of these modifications have been illustrated in Fig. 2.
3.2.2. **Generative adversarial network (GAN)**

Another technique for producing new data is to use the GANs. The GANs, a group of machine learning systems, were first developed by Ian Goodfellow et al. [45] in 2014. Using this method, we can generate artificial and fake data (sounds and images) which are similar to the input data. This technique involves a game (as it exists in the game theory concept [46]) in which two neural network models (a generator and a discriminator) compete with each other. The duty of the generator model is to produce content (images) and the task of the rival model (discriminator) is to differentiate the real images from the fake ones. At first, the rival artificial intelligence model is able to easily distinguish the fake images from the real ones. However, as time passes, the accuracy and the performance of the generator artificial intelligence model improves so much that it becomes very hard for the rival discriminator model to differentiate between the fake and the real contents. The procedures of this process and the arrangement of the existing layers in each model have been illustrated in Figures 3 and 4, respectively. The architectural details and the layers of each of the two models designed in this paper are as follows [47]:

![Fig. 2. Sample modifications made to the traditional data augmentation process](image-url)
Fig. 3. The structure of the GANs

The generator network: This network includes 5 transposed convolutional layers with a window size of 4x4 pixels along with 64 filters, 4 ReLU activation functions, 4 batch normalization layers, and the Tanh activation function.

The discriminator network: This network also consists of 5 transposed convolutional layers with a window size of 4x4 pixels along with 64 filters, 4 Leaky ReLU activation functions, and 3 batch normalization layers and the Sigmoid activation function.

Fig. 4. The arrangement of the layers in the generator and the discriminator models
The details of the designed GAN and the specifications of every existing layer and the values of the hyper parameters considered in each of the generator and the discriminator models have been listed in Table 1. As was mentioned before, with this technique, the data volume can be increased considerably (e.g., up to 20-fold). In this paper, we have used this method exclusively to increase the number of images related to the COVID-19 infections. Fig. 5 shows several examples of the fake images produced by the GANs from the real images containing the COVID-19 infections.

![Fig. 5. Examples of the unreal images produced by the GANs](image)

Table 1. The hyper parameters of the GAN

| Operation          | Kernel | Strides | Feature maps | BN | Activation |
|--------------------|--------|---------|--------------|----|------------|
| **Generator**      |        |         |              |    |            |
| Transposed Convolution | 4 x 4  | 1 x 1   | 512          | ✓  | ReLU       |
| Transposed Convolution | 4 x 4  | 2 x 2   | 256          | ✓  | ReLU       |
| Transposed Convolution | 4 x 4  | 2 x 2   | 128          | ✓  | ReLU       |
| Transposed Convolution | 4 x 4  | 2 x 2   | 256          | ✓  | ReLU       |
| Transposed Convolution | 4 x 4  | 2 x 2   | 3            |    | Tanh       |
| **Discriminator**  |        |         |              |    |            |
| Convolution        | 4 x 4  | 2 x 2   | 64           |    | Leaky ReLU |
| Convolution        | 4 x 4  | 2 x 2   | 128          | ✓  | Leaky ReLU |
| Convolution        | 4 x 4  | 2 x 2   | 256          | ✓  | Leaky ReLU |
| Convolution        | 4 x 4  | 2 x 2   | 512          | ✓  | Leaky ReLU |
| Convolution        | 4 x 4  | 1 x 1   | 1            |    | Sigmoid    |

Frame Work: PyTorch
Batch size for real data: 128
Batch size for generator: 128
3.3. Image processing

Our main goal in this research is to improve the performance of the classifiers by means of the preprocessing blocks. To this end, after examining the existing filter banks, we have finally selected the Gabor filter and applied it on the data which had been augmented in the preceding steps. We have then considered the outputs of this filter along with the original data (before the application of the Gabor filter) as the new data and used them to train our network. Furthermore, to prove the superiority of this filter over the other filters, we have performed the above steps once again using the LoG and the Sobel filters and compared the outputs of each filter in the Results section.

The LoG filter [48] is a common edge finding method based on the second derivative. First, an image is made smooth with a Gaussian filter and then edges are obtained by computing the second derivative (e.g., Laplacian). Conversely, the Sobel filter uses the first derivative to find the edges. In this filter, two convolution kernels $G_x$ and $G_y$, which are known as the Sobel edge filters, are employed to find the vertical and the horizontal edges of an image, respectively [49, 50]. Some examples of applying the Sobel and LoG filters on the CXR images can be observed in Figures 6 and 7, respectively.
Fig. 6. The outcome of applying the Sobel filter on a data; (a) the original data, (b) the data obtained after applying the Sobel filter

![Covid-19](image1) ![Non-Covid-19](image2) (a) ![Covid-19](image3) ![Non-Covid-19](image4) (b)

Fig. 7. The outcome of applying the LoG filter on a data; (a) the original data, (b) the data after applying the LoG filter

3.3.1. The Gabor filter

The Gabor filter, named after Denis Gabor, is a type of linear filter which is used for texture analysis in image processing tasks. This filter basically checks to see if a specific frequency exists in an image along a certain orientation at a local zone around a point of interest or a region of analysis [51]. Many contemporary researchers claim that the frequencies and orientations presented by the Gabor filters are similar to those of the human vision system; although this view has not been corroborated by any experimental evidence or practical rationality. Nevertheless, due to the multifaceted differentiating and resolving capabilities of the Gabor transformation function in the position and frequency domains, it has become a very useful tool for extracting and analyzing the texture features and also for detecting the image edges. In an actual texture analysis process, a Gabor filter bank with filters of different orientations and frequencies is normally used to obtain the features of the examined images. The complex form of a two-dimensional Gabor filter in the spatial domain can be expressed as [51]

\[
g(x, y; \lambda, \theta, \psi, \sigma, \gamma) = \exp\left(-\frac{x'^2 + y'^2}{2\sigma^2}\right)\exp\left(i(2\pi \frac{x'}{\lambda} + \psi)\right) (1)
\]

where

\[
x' = x \cos \theta + y \sin \theta \\
y' = -x \sin \theta + y \cos \theta
\]
Where, $\lambda$ is the wavelength of the sinusoidal component, $\theta$ is the orientation of the normal to the parallel stripes of the Gabor function, $\psi$ is the phase offset, $\sigma$ is the standard deviation of the Gaussian envelope, and $\gamma$ is the spatial aspect ratio which specifies the elliptically of the support of the Gabor function.

To obtain diverse information with regards to different scales and orientations, we have selected a set of Gabor filters with 8 orientations and 8 scales in order to extract the image features from the existing CXR images. Therefore, the total number of filters used in our experiments is 64. In most cases, it is sufficient to use 8 different orientations to cover the local directions of image features. The values of these parameters have been given in Table 2. In addition, the real parts and magnitudes of these 64 filters, in 8 different scales and 8 orientations, as well as their convolution with the sample image have been illustrated in Fig. 8 and Fig. 9, respectively. Fig. 10 shows the output CXR images obtained after applying the Gabor filters.

![Fig. 8. The magnitudes (a) and the real parts (b) of the 64 filters used in our experiments in 8 scales and 8 orientations](image)

| Parameters                     | Values                                         |
|--------------------------------|-----------------------------------------------|
| Number of scales               | 8                                             |
| Number of orientations         | 8                                             |
| Wavelength ($\lambda$)         | $4\pi; 4\sqrt{2}\pi; 8\pi; 8\sqrt{2}\pi; 16\pi; 16\sqrt{2}\pi; 32\pi; 32\sqrt{2}\pi$ |
Orientation ($\theta$)

Maximum frequency

Frequency ($f$)

Sigma ($\sigma$)

Phase offset ($\psi$)

Spatial aspect ratio ($\gamma$)

Envelope

- Orientation ($\theta$) $\frac{\pi}{8}, \frac{2\pi}{8}, \frac{3\pi}{8}, \frac{4\pi}{8}, \frac{5\pi}{8}, \frac{6\pi}{8}, \frac{7\pi}{8}$
- Maximum frequency: 0.250
- Frequency ($f$): 0.250; 0.177; 0.125; 0.088; 0.062; 0.044; 0.031; 0.022
- Sigma ($\sigma$): $4\sqrt{2}\pi; 8\pi; 8\sqrt{2}\pi; 16\pi; 16\sqrt{2}\pi; 32\pi; 32\sqrt{2}\pi; 64\pi$
- Phase offset ($\psi$): 0.1
- Spatial aspect ratio ($\gamma$): $\sqrt{2}$
- Envelope: Gaussian

**Fig. 9.** The convolution of magnitudes and real parts of 64 filters with the sample image

**Fig. 10.** The outcome of applying the Gabor filter
3.4. Network training

As was mentioned earlier, the use of the transfer learning method is another way of dealing with data scarcity. In applying the deep learning approach to the classification of objects, two methods are generally employed: 1) training from scratch, and 2) transfer learning. For training a deep network from scratch, we need to have a huge set of classified data. Furthermore, in designing a neural network, the deep learning model should be trained by means of these classified data. However, because of the immensity of the existing data and the prolonged training process, this method is used less often. On the other hand, the transfer learning process involves the tuning of a pre-trained model. Hence, we can start with a ready neural network such as the AlexNet or the GoogleNet and tune it with new data. The advantage of the transfer learning technique is that it requires fewer data and, thus, needs less time to train; therefore, it is frequently used in many deep learning programs. Here, we are going to use the DenseNet-121, DenseNet-201, ShuffleNet V2, VGG-19, AlexNet, and the GoogleNet architectures to train the data after applying the intended changes on them. The main network specifications and parameters, including the learning rate, the type of the optimizer, and the batch size, have been listed in Table 3.

Table 3. The network specifications

| Parameters               | Type / Value       |
|--------------------------|--------------------|
| Framework                | PyTorch            |
| Learning rate            | 0.001              |
| Learning rate decay interval | 30                |
| Epochs                   | 45                 |
| Batch size               | 32                 |
| Regularization           | Dropout            |
| Optimizer                | Adam               |
| Loss function            | Cross entropy      |
| LR Scheduler             | StepLR             |

The network training process in this section can be divided into five parts:

**Step 1 (changing the size of all the collected images):** In this step, all the images of different sizes are normalized and changed to a single correct size.
Step 2 (creating two main classes): In this step, after applying the data augmentation techniques and passing through the pre-processing block, all the existing data in the dataset are divided into just two main classes: healthy (non-COVID-19) and COVID-19. We should mention that in this case, all the viral and bacterial pneumonia data will be grouped in the healthy category.

Step 3 (dividing the data): In this step, the existing data (CXR images) are divided into two portions; 60% of the data (4800 CXRs) are used for training and 40% (3200 CXRs) for testing and validation.

Step 4 (creating the main models): In this step, the CNNs with the DenseNet-121, DenseNet-201, ShuffleNet V2, VGG-19, AlexNet, and the GoogleNet architectures are created for training the available data.

Step 5 (training the data): In this step, by considering appropriate weights, 4800 CXR images are trained by the created CNNs. This step is a kind of backtrack to Step 4, and it will be repeated as necessary. In the current work, 45 training epochs have been considered.

Before presenting the obtained results and evaluating our approach, we outline the complete steps of the proposed CNN in Algorithm (1).

4. The experimental results

Considering the type of dataset images used, there are two classes in this scheme: unhealthy (COVID-19) and healthy (non-COVID-19). At the end, the output of the model will specify the type of class or disease. The presented model has been coded in the Python environment and with the NVIDIA RTX 2060 Super GPU. We have used 25% of the whole generated images for testing and 15% for validation. The validation dataset is usually used to check and monitor the quality of the neural network model being trained and to determine the learning termination condition for the training process; while the test dataset is independently used to determine the ultimate quality of the trained network in terms of precision and the generalization capabilities of the main system.

Algorithm (1). The introduced algorithm

Algorithm 1: Pseudo Code of Proposed Method
**Require:** number of covid-19 images \( n \); number of healthy images \( m \); number of GAN epochs \( p \); transfer model \( T = \{ \text{AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121, DenseNet-201} \} \); number of transfer epochs \( q \).

**Input:** Chest X-ray Images

**Output:** Binary Classifier

1. **First Step** // Preparing Data
   Split \( I \) into two subfolders \( X_i, Y_i \), where \( X_i \) (\( i = 1, \ldots, n \)) and \( Y_j \) (\( j = 1, \ldots, m \)) represent covid-19 and non-covid-19 folders, respectively.

2. Split data directory into training, validation, and test sets

3. **Second Step** // Data Augmentation
   for \( i < n \) do // Traditional Augmentation
     \( R_i \leftarrow \text{Rotate}(X_i) \)
     \( C_i \leftarrow \text{Crop}(X_i) \)
     \( F_i \leftarrow \text{Flip}(X_i) \)
     \( S_i \leftarrow \text{Scale}(X_i) \)
     \( T_i \leftarrow \text{Translate}(X_i) \)
   end for
   \( T_R = (R_1, C_1, F_1, S_1, T_1) \)

4. for \( i < p \) do // Generative adversarial networks
   Update discriminator network
   Train with real batch
   Calculate loss on real batch
   Calculate gradients for discriminator
   Train with fake batch
   Generate fake image batch with generator
   Classify all fake batch with discriminator
   Calculate discriminator’s loss on the fake batch
   Update and Calculate gradients for generator
   end for

5. **Third Step** // Applying Block Filter
   for \( i < n \) do
     Convert \( X_i \) from RGB to Gray scale
     imfilter \( (X_i, \text{fspecial('LoG')}) \) // apply Laplacian of Gaussian filter
     imfilter \( (X_i, \text{fspecial('Sobel')}) \) // apply Sobel filter
     globalgaborfeatures \( (X_i, \text{gaborfilters, Output}) \) // apply Gabor filter
   end for

6. **Fourth Step** // Training Model
   Loading all X-ray training data
   Resize Images
   for epochs=1 to \( q \) do
     Train the AlexNet model
     Train the GoogleNet model
     Train the VGG-19 model
     Train the ShuffleNet V2 model
     Train the DenseNet-121 model
     Train the DenseNet-201 model
   end for
   Test and evaluate model
4.1. Validation and testing accuracy

We can always use a Confusion Matrix for validating and evaluating the network model and obtaining its parameters (accuracy, sensitivity, specificity, etc.). This matrix provides the needed information regarding the classification accuracies of the two considered classes (COVID-19 and non-COVID-19) in the “real” and “predicted” categories. In this section, to confirm the superiority of the Gabor filter over the Sobel and the LoG filters, the results obtained by applying these three filters on the datasets developed by GAN and by traditional data augmentation methods have been compared in the form of confusion matrices for six different architectures (AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121 and DenseNet-201). For checking the test accuracies, the above confusion matrices have been displayed in Fig. 11, where the labels “C” and “N” represent the COVID-19 and non-COVID-19 (healthy) cases, respectively.

Also, the results of each model for the two cases of “test set” and “validation set” have been listed separately in Table 4.
Fig. 11. The confusion matrixes for the test accuracy of the AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121 and DenseNet-201 architectures (from top to down) for (a) Sobel, (b) LoG, and (c) the Gabor filter block.
4.2. Performance evaluation

Although the criterion of “Accuracy” is the most common, most fundamental, and the simplest measure of a classifier’s performance quality, its main drawback is that it does not distinguish between the “False Negative” and “False Positive” errors. In fact, this criterion considers all the errors to be the same. Therefore, in this section, we introduce the other performance evaluation measures and compare them. The results have been shown in Table 5.

- **The Precision criterion** shows the ratio of the number of correctly classified cases from a specific class to the total number of classified cases in that particular class (whether classified correctly or falsely).

$$Precision = \frac{TP}{TP + FP}$$ (2)

- **The Recall or Sensitivity criterion**, which is also called the “True Positive Rate”, is the ratio of the positive cases which have been correctly diagnosed as positive. This measure actually shows to what extent the classifier has succeeded in detecting all the infected individuals. Therefore, the number of the healthy individuals that have been falsely diagnosed as patients by the classifier will have no effect on the calculation of this parameter. Thus,

$$Recall(TPR) = \frac{TP}{TP + FN}$$ (3)

- **The Specificity criterion**, which is also called the “True Negative Rate”, is the opposite measure to the Sensitivity parameter and it is used in the cases in which
the accuracy of the negative detections is important. This parameter indicates the ratio of the negative cases which have been correctly diagnosed as negative.

\[
\text{Specificity}(\text{TNR}) = \frac{TN}{TN + FP}
\]  

(4)

- **The F1-Score criterion** achieves a balance between the Accuracy and the Precision criteria and it is used in the cases in which the False Positive and False Negative detections have different costs. This measure is expressed as

\[
F1\text{-Score} = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

(5)

- **The Matthews correlation coefficient (MCC)** indicates the classification quality for a binary set. The expected values for this coefficient are in the range of −1 to +1. This parameter can be calculated as follows:

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

(6)

| Architecture  | Filter | Accuracy | Precision | Recall | Specificity | F1-Score | MCC  |
|---------------|--------|----------|-----------|--------|-------------|----------|------|
| **AlexNet**   | Sobel  | 79.50    | 61.96     | 90.48  | 74.45       | 73.55    | 60.51 |
|               | LoG    | 82.00    | 69.57     | 88.89  | 78.12       | 78.05    | 64.54 |
|               | Gabor  | 84.50    | 68.48     | 96.92  | 78.52       | 80.25    | 70.90 |
| **GoogleNet** | Sobel  | 75.00    | 56.52     | 83.87  | 71.01       | 67.53    | 50.93 |
|               | LoG    | 76.50    | 54.35     | 90.91  | 71.03       | 68.03    | 55.50 |
|               | Gabor  | 80.50    | 60.87     | 94.92  | 74.47       | 74.17    | 63.49 |
| **VGG-19**    | Sobel  | 82.50    | 66.30     | 93.85  | 77.04       | 77.71    | 66.61 |
|               | LoG    | 84.00    | 69.57     | 94.12  | 78.79       | 80.00    | 69.29 |
|               | Gabor  | 86.00    | 71.74     | 97.06  | 80.30       | 82.50    | 73.53 |
| **DenseNet-121** | Sobel  | 95.00    | 91.30     | 97.67  | 92.98       | 94.38    | 90.05 |
|               | LoG    | 96.50    | 93.48     | 98.85  | 94.69       | 96.09    | 93.05 |
|               | Gabor  | 98.00    | 98.91     | 96.81  | 99.06       | 97.85    | 96.00 |
| **DenseNet-201** | Sobel  | 97.00    | 94.57     | 97.75  | 95.50       | 96.13    | 92.98 |
|               | LoG    | 96.00    | 93.48     | 97.73  | 94.64       | 95.56    | 92.00 |
|               | Gabor  | 97.50    | 98.91     | 95.79  | 99.05       | 97.33    | 95.02 |

| Architecture  | Filter | Accuracy | Precision | Recall | Specificity | F1-Score | MCC  |
|---------------|--------|----------|-----------|--------|-------------|----------|------|
| **ShuffleNet** | Sobel  | 97.00    | 94.57     | 98.86  | 95.54       | 96.67    | 94.02 |
|               | LoG    | 97.50    | 95.65     | 98.88  | 96.40       | 97.24    | 95.00 |
|               | Gabor  | 98.50    | 98.91     | 97.85  | 99.07       | 98.38    | 96.99 |

* The bold numbers indicate the maximum values in the considered architectures.

The GANs have also been employed in earlier works [52] to generate new training images in the classification-related tasks; and the efficacy of the GANs, as a novel data augmentation approach, has already been confirmed. So in order to investigate the effect...
of GAN on the proposed method, we trained the mentioned architectures (AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121 and DenseNet-201) once again with and without the augmented input images and compared the outcomes. The baseline (without data augmentation and filter banks) and GAN-based results with the AUC values have been presented in Table 6 and 7, respectively. The comparison of metrics in achieved classifier have been summarized in Table 8 and Fig. 12. As the results in Tables 7 and 8 indicate, the method of data augmentation with GAN has been able to respond to the severe need of the networks for more data and, thus, solve the problem of overfitting on the training data sets and improve the network performance. For example, in the baseline case, and in the AlexNet architecture, the false discovery rate and the negative predictive value are equal to 1 and the value of AUC is 0.5; this means that the classifier cannot distinguish between the examined classes. However, after applying the method of data augmentation with GAN, the model’s performance has improved considerably and an AUC value of 0.89 has been achieved.

### Table 6. Evolution metrics in baseline approach

| Architecture | AUC | Accuracy | Precision | Recall | Specificity | F1-Score | MCC |
|--------------|-----|----------|-----------|--------|-------------|----------|-----|
| AlexNet      | 0.50| 54.00    | 0.00      | -      | 54.04       | 0.00     | -   |
| GoogleNet    | 0.63| 54.00    | 1.09      | 50.00  | 54.04       | 2.13     | 0.81|
| VGG-19       | 0.65| 54.00    | 2.17      | 50.00  | 54.08       | 4.17     | 1.15|
| ShuffleNet   | 0.85| 52.00    | 40.22     | 97.37  | 66.05       | 56.92    | 49.92|
| DenseNet-121 | 0.86| 77.00    | 58.70     | 87.10  | 72.46       | 70.13    | 55.27|
| DenseNet-201 | 0.89| 77.00    | 96.00     | 52.17  | 98.15       | 67.61    | 57.92|

### Table 7. Evolution metrics in data augmentation approach

| Architecture | AUC | Accuracy | Precision | Recall | Specificity | F1-Score | MCC |
|--------------|-----|----------|-----------|--------|-------------|----------|-----|
| AlexNet      | 0.89| 78.50    | 58.70     | 91.53  | 73.05       | 71.52    | 59.09|
| GoogleNet    | 0.78| 72.00    | 53.26     | 79.03  | 68.84       | 63.64    | 44.42|
| VGG-19       | 0.92| 82.00    | 66.30     | 92.42  | 76.87       | 77.22    | 65.37|
| ShuffleNet   | 0.98| 96.00    | 93.48     | 97.73  | 94.46       | 95.56    | 92.00|
| DenseNet-121 | 0.98| 96.00    | 98.84     | 92.39  | 99.07       | 95.51    | 92.08|
| DenseNet-201 | 0.99| 97.50    | 100.00    | 94.57  | 100.00      | 97.21    | 95.07|
According to the results reported in Table 5, the highest values in the defined metrics, and for all the considered architectures, belong to the Gabor filter; which proves the superiority of this filter over the other two filters. The superiority of the proposed method is based on two facts: 1) the application of the Gabor filter banks at different orientations and scales detects different and distinct information from the input images, and by combining these data, we can create much better images and images with more prominent features and details than the original ones, 2) combining the responses from each of the 64 types of filters with the original images leads to a significant increase in the number of images needed for network training; and this can be considered as a type of data augmentation technique. We also compared the results of these three filters before and after applying them on the datasets and reported their differences in Table 8. For example, it was shown that the application of the Gabor filter bank on a dataset and the training of the GoogleNet model with these data increase the measures of classification accuracy, precision, and recall by 26.5, 59.78 and 44.92%, respectively, relative to the case in which this filter has not been applied. While the application of the other filters, such as Sobel, results in a negligible increase in the values of some parameters, and in some cases, even reduces the values of these parameters (e.g., the measure of Specificity in the DenseNet-201 model). Accordingly, instead of using deeper networks or collecting more data, the algorithm presented in this paper can be employed to significantly enhance the performance of any classification model without altering its structure and layers and with just a small number of data. Not to mention that this technique can also be applied to multiclass classifiers.

Table 8. Evaluation metrics improvements (%)

| Methods    | Filter | Accuracy | Precision | Recall | Specificity | F1-Score | MCC |
|------------|--------|----------|-----------|--------|-------------|----------|-----|
| AlexNet    | Sobel  | 25.00    | 61.96     | 90.48  | 20.41       | 73.55    | 60.51|
|            | LoG    | 28.00    | 69.57     | 88.89  | 24.08       | 78.05    | 64.54|
|            | Gabor  | **30.50**| **68.48** | **96.92**| **24.48**  | **80.25**| **70.90**|
| GoogleNet  | Sobel  | 21.00    | 55.43     | 33.87  | 16.97       | 65.40    | 50.75|
|            | LoG    | 22.50    | 53.26     | 40.91  | 16.99       | 65.90    | 55.32|
|            | Gabor  | **26.50**| **59.78** | **44.92**| **20.43**  | **72.04**| **63.31**|
| VGG-19     | Sobel  | 28.50    | 64.13     | 43.85  | 22.96       | 73.54    | 65.46|
|            | LoG    | 30.00    | 67.40     | 44.12  | 24.71       | 75.83    | 68.14|
|            | Gabor  | **32.00**| **69.57** | **47.06**| **26.22**  | **78.33**| **72.38**|
| ShuffleNet | Sobel  | 23.00    | 51.08     | 0.30   | 26.93       | 37.46    | 40.13|
| V2         | LoG    | 24.50    | 53.26     | **1.48**| 28.64       | 39.17    | 43.13|
|            | Gabor  | **26.00**| **58.69** | -0.56  | **33.01**  | **40.93**| **46.08**|
| DenseNet-  | Sobel  | 19.50    | 35.87     | 10.65  | 23.04       | 26.00    | 37.71|
On the other hand, it is observed that the proposed scheme achieves its best performance in the DenseNet-201 architecture than in the other models; so the DenseNet-201 can be selected as the main architecture in this approach. Therefore, the application of the algorithm presented in this paper on the DenseNet-201 architecture can be introduced as a state-of-the-art deep learning method for improving the performance of image classifiers. In conclusion, we have compared the results of our model (with the DenseNet-201 architecture) with the approaches outlined in 10 of the most recent research works [53-55] on Corona and have presented these findings in Table 9. It should be mentioned that the compared models in this table contain various images from different data sources; while our proposed model has been trained with a combination of images from different data sources.

Table 9. Comparing the accuracies of the proposed algorithm and the existing models

| Models                  | Accuracy (%) | Architecture     | Imaging Type (Covid-19, Non-Covid-19) |
|-------------------------|--------------|------------------|--------------------------------------|
| Jaiswal et al. [27]     | 96.25        | DenseNet-201     | (1262, 1230)                         |
| Hall et al. [28]        | 89.2         | ResNet-50        | (135, 320)                           |
| Sethy and Behr [29]     | 95.38        | ResNet-50 + SVM  | (25, 25)                             |
5. Conclusion

In the medical world of today, the data associated with the patients and the symptoms of various diseases are very extensive and complex; and sometimes it is impossible for a single specialist to consider and analyze all the factors involved in a particular disease. Also, the prolonged work periods and the fatigue, stress and the mental pressures endured by the medical and the laboratory personnel may have adverse and sometimes detrimental effects on the lab results. Therefore, it is essential to have an intelligent system that can help with the prediction and diagnosis of various illnesses.

In this paper, we employed a deep CNN to analyze the CXR images of patients’ lungs and presented a novel approach for improving the performance of classifying these images into the healthy (non-COVID-19) and unhealthy (COVID-19) categories. We demonstrated that the performance of the classifiers can be improved significantly by combining the convolutional deep learning techniques with the different filter banks such as the Gabor and the LoG filter. Also, another challenge in the research works on the COVID-19 disease is the data scarcity and, specifically, the shortage of adequate CXRs needed for training a network; which can adversely affect the network’s performance. To deal with this shortcoming, we generated new data by employing the traditional data augmentation techniques along with the GANs. By defining and applying several performance evaluation criteria, we showed that, depending on the type of the network architecture used, our proposed technique is able to increase the measures of accuracy, precision, recall, specificity, F1-Score, and the MCC by up to 32, 69.57, 96.92, 26.59, 80.25 and 72.38%, respectively.

In the forthcoming works, we want to study the effect of using the filters based on the deep learning techniques such as the style transfer in the more precise detection of the
COVID-19 infections and in the segmentation of the infected regions in the CT and CXR images of patients and also to enhance the model accuracy by employing the attention module in the network structure.
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**Highlights:**

- Generating new chest X-Ray images using augmentation and the generative adversarial networks to deal with chest X-Ray data scarcity
- The proposed algorithm tested in six common deep convolutional neural network (AlexNet, GoogleNet, VGG-19, ShuffleNet V2, DenseNet-121 and DenseNet-201)
- Improving the performance and feature extractions of deep convolutional neural networks by using three different filter banks
- Extraction deeper features from chest X-Ray images with 64 Gabor filters in 8 orientations and 8 scales
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