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Abstract—We propose a learning system in which language is grounded in visual percepts without specific pre-defined categories of terms. We present a unified generative method to acquire a shared semantic/visual embedding that enables the learning of language about a wide range of real-world objects. We evaluate the efficacy of this learning by predicting the semantics of objects and comparing the performance with neural and non-neural inputs. We show that this generative approach exhibits promising results in language grounding without pre-specifying visual categories under low resource settings. Our experiments demonstrate that this approach is generalizable to multilingual, highly varied datasets.

I. INTRODUCTION

In grounded language theory, the semantics of language are defined by how symbols connect to the underlying real world—the so-called “symbol grounding problem” [1]. Symbol grounding requires deep understanding at multiple levels, from the very high, such as a robot navigating by following instructions [2] or a system that can generate a text narrative from a photo album [3], to the very low, such as a system that can understand individual traits and characteristics of everyday objects [4]. While joint vision/language problems have become increasingly popular within NLP, with developments in tasks like visual question answering [5, i.a.], the core “symbol grounding problem” remains unsolved.

Meanwhile, as robots become more capable and affordable, the idea of deploying them in human-centric environments becomes more realistic. Such robots, in turn, need to be able to take instructions from people in a natural, intuitive way, including those pertaining to— that is, grounded in— the specific environment in which they are operating. One particular problem is the ability to understand and predict concepts for various items. As classically defined [6], learning these concepts amounts to learning classifiers that can predict whether particular input modalities or sensor readings can be linguistically and notionally referred to by a particular label—a “concept.” These concepts are traditionally learned based on language, and often (although not always) refer to specific attributes and/or types of attributes of an item, such as object type, material [7], weight, or sound [8].

We focus on this concept learning problem, and specifically on removing the assumption that only concepts in pre-defined categories are to be learned. Object percepts are collected using an RGB-D sensor, and natural language descriptions are provided by crowdsourcing workers. Using this data, we examine a computationally reasonable visual pre-training approach that improves on existing concept learning systems; is robust to modality featurization/embedding; and performs well in low-data settings. The variational autoencoder approach we explore in this paper has the benefits of simplicity and approachability, while still demonstrating effectiveness in the low-resource setting we consider.

We generalize language acquisition by using novel, generally applicable visual percepts with natural descriptions of real-world objects. Instead of creating classifiers for a fixed set of high-level object attributes, we use a combination of features to create a general classifier for terms in language. Deep generative models are used to obtain a representative unified visual embedding from the combination of visual features (see Figure 1).

Our core contribution is a mechanism for generalizing language acquisition with an unsupervised neural variational autoencoder, which relies only on small amounts of data and requires no pre-trained image models. In order to compare to existing work, we evaluate against learning concepts in predefined categories; however, the work presented here does not rely on such categories. Our VAE provides comparable results to previous work that uses a fixed set of concept types, demonstrating that it is possible to learn more generalized language groundings. We also demonstrate consistent improvements in Spanish and Hindi grounded language understanding.

II. RELATED WORK

Our focus is on the symbol grounding problem, rather than symbol emergence [9], which aims to account for the dynamics of symbol systems in society. Our experiments are designed to learn attributes [10], [11], [12] from the noisy descriptions of real-world objects without specifying categories, whereas [13] and [14] propose to ground spatial concepts, [15] learns speech joining with context, and [16] grounds natural language referring expressions for objects in images. Learning visual attributes such as color and shape is critical in robot object grasping [17], [18] and manipulation tasks. Some studies ground language by partitioning feature space by context [19], whereas we intend to learn concepts without manually specifying attribute types. Our principal objective is to learn the concepts/characteristics of real-world objects from human annotations; as such, retrieving unknown objects [20] from natural queries, learning semantic relations between words, and predicting missing categories are beyond the scope of this work.

Deep learning has been successfully applied to many applications [21], [22]. However, despite ongoing develop-
Fig. 1: Design diagram of concept grounding using an unsupervised latent feature discriminative method. For every object, we extract visual features and learn a representative feature embedding by applying a latent feature discriminative model. The visual variation encoder ($v_{enc}$) embeds the cumulative visual features to low-dimensional feature representation, and the visual variational decoder ($v_{dec}$) decodes the embedding to the visual features. The extracted low-dimensional feature embeddings are then used to create a concept classifier ($c_{concept}$) for language grounding.

ments in zero-shot [23] and few-shot learning [24], idiosyncratic scenarios—such as those encountered in households—generally still require large datasets, as do the pre-trained language representations [25], [26] used in visio-linguistic learning. Our objective is to gain better prediction with a smaller, natural, and likely noisy dataset. A similar visio-linguistic application, image captioning [27] produces a sentence or captions of the content of an image. In contrast, our research focuses on learning about objects that a robot finds in its world. While image captioning aims to learn a scene in breadth, our work attempts to understand an object in-depth and understand traits of that object.

Our architecture predicts visual percepts associated with language by training the representative latent probability distribution generated from cumulative visual features using a deep generative model. We employ autoencoders, which have been successful in a tasks such as 3D shape analysis [28], linguistic descriptions of robot actions [29], and scene-text recognition [30], to generalize language acquisition. Our architecture does not separate attribute types while learning, but [31] train stacked autoencoders for every modality by treating them separately and fusing them at the last layer to obtain meaningful representation.

While LSTM based frameworks [32] effectively ground textual phrases in images, we intend to show how a simple, efficient autoencoder can learn semantics from noisy, natural human annotation. Our research is most similar to that of [33], in which language is learned by jointly connecting with visual characteristics of real world objects. We learn visual attributes [34] from a small dataset, similar to few-shot learning [35], [36], which learns from a few samples [37], [38], and zero-shot learning [39], [40], [41].

III. APPROACH

We suggest an effective generic visual classifier for training real-world object features with the noisy natural human descriptions. To learn the language and its association with visual perception, we extract a latent semantic embedding from the cumulative visual data and join it with the linguistic concepts. A high-level view of our approach can be formulated as follows: 1) Extract visual features that are associated with the perception; 2) Join all extracted visual features; 3) Use the latent feature discrimination method [42] based on an unsupervised neural variational autoencoder to extract meaningful, representative latent embedding from the cumulative feature set; and 4) Learn a general visual classifier (supervised) using the latent embedding created from the cumulative feature set (see Figure 1). Here we intend to show how this simple discriminative method is effective in generalizing visual classifiers. We describe our model and data corpus in section §III-A and §III-B.

A. Unified Discriminative Learning Model

Our objective is to associate linguistic concepts, $W$, with the set of real-world objects, $O$, especially when we cannot assume there is a large amount of training data available. To learn this grounded association, we create a generalized visual feature embedding out of the features extracted from the object instances and use it to train a general classifier. Components of the unified discriminative model are below.

Straight-forward Pre-training for a VAE We define $X$ as the feature vector extracted from the object $o$. In the experiments where we use attribute-based visual features, $X$ is $\langle f_1, f_2, ..., f_n \rangle$ and $f_i$ is the type of visual feature extracted. Inspired by discriminative variational autoencoding [42], we construct a representative, meaningful low-dimensional embedding, taking the cumulative feature vector $X$ as input. We use a deep generative autoencoder that provides latent feature embedding for training grounded concept classifiers. While at this point variational autoencoders are a well-known tool, we argue that this use is a core strength of this paper’s approach.

This variational autoencoder consists of an encoder, a
decoder, and a loss function (see Figure 1). The encoder is a neural network that translates input data $X$ into latent variables $Z$. The encoder uses a neural network, $q_{\theta}(Z)$, to approximate $P(Z|X)$, our generic latent representation. Another network, $P_{\phi}(X|Z)$—the decoder—is used to reconstruct $X$ from the latent variables $Z$. In this research, our challenge is to find an efficient representation of our feature space $P(Z|X)$ from the limited input data for our grounded learning task.

We approximate the posterior probability using a Gaussian function $q_{\theta}(z|x) = \mathcal{N}(z|\mu_{\theta}(x), \text{diag}(\sigma_{\theta}^2(x)))$, where $\sigma^2(x)$ is a vector of standard deviations, $\mu(x)$ is a vector of means, both learned via multilayer perceptrons (MLPs). These are learned by minimizing the standard VAE loss:

$$L = -\mathbb{E} \left[ \log p(x|z) \right] + \text{KL}(q(z|x)||p(z)).$$  

(1)

This loss is the sum of the reconstruction error (expectation of negative log-likelihood) and the KL divergence of approximation function and prior distribution ($KL(q(z|x)||p(z))$).

We define vectors of the mean $\mu(x)$ and standard deviation $\sigma^2(x)$—extracted from the variational autoencoder network—as the latent embedding $Z$. Employing an encoder function represented by a neural network, we learn the encoder weights of the unified discriminative model (UDM) by applying all the training data as input (see Figure 1).

**Category-free Visual Classifiers** For every relevant concept $w$, we learn a binary classifier $P(y_w = 1|Z)$ for the positive items and $P(y_w = 0|Z)$ for the negative items (see sample selection: section §IV-A). $Z$ is defined as the visual groundings generated from the cumulative features. Unlike previous approaches, instead of creating a concept-per-attribute classifiers, we learn a single concept classifier. For example, instead of learning a “red-as-color” classifier by training on color features (alone), we create a unified general classifier for the concept “red” by associating a generalized probability distribution made from the visual features extracted from the perceived objects. We use binary logistic regression classifier to learn concept classifiers.

**B. Data Corpus**

We demonstrate the utility of the UDM approach on two different, real robotics datasets. Both publicly available datasets contain vision and depth inputs (RGB-D) of objects collected during robot-world experiences, using sensors mounted on a robot. The first contains color and depth images of real-world objects in 72 categories [33], [43] which are divided into 18 classes. Objects include food objects such as ‘potato,’ ‘tomato,’ and ‘corn,’ as well as children’s toys in several shapes such as ‘cube’ and ‘triangle.’ There are an average of 4.5 images collected for every object and 22 concepts to predict. The second dataset is an extension of the well-known UW RGB-D object set with 300 objects in 51 categories [43], [7], with 122 concepts.

To learn linguistic concepts from natural, untrained human language, we gathered descriptions of these objects obtained via Amazon Mechanical Turk (see Figure 2), tokenized them, created one visual classifier per concept, and used them to learn real-world objects. Here, instead of building classifiers within specific categories, we create and learn a single visual classifier per term from a single general set of features (e.g., instead of learning separate possible classifiers such as both “cube-as-shape” and “cube-as-object” classifiers, we learn a single “cube” classifier). This work is similar to approaches in which language grounding is treated as an association of linguistically-based concepts with the visual percepts extracted from real-world objects [33].

**IV. EXPERIMENTAL RESULTS**

In §IV-A, we detail the preprocessing steps for the training data and instantiation of the UDM model. In §IV-B, we describe the baselines, evaluation metric, and cross-fold setup.

**A. UDM Specification**

**Initial Visual Features** While the UDM VAE learns and computes refined embeddings, we experiment with and provide the VAE three different initial visual embeddings. In the first case, we use the same 703 visual features (averaged RGB values and kernel descriptors from associated depth images [44]) for each image that previous work has used [33]. Kernel descriptors extract size, 3D shape, and depth edge from the RGB-D depth channel, and are efficient in shape and object classification. While this set of features does not use a neural network, we experiment with them because they are a proven and reliable set of features within the robotic-based vision and language processing [6].

We also examine neural image processing approaches (with pretrained ImageNet [45] weights) to demonstrate the generalizability and flexibility of the VAE. In the second case, we extracted a 1,024 dimension feature vector from SmallerVGGNet, a variant of the popular and strong object classifier VGGNet neural architecture [46]. However, as Neural Architecture Search Network (NASNetLarge) [47] obtained better top-1 and top-5 accuracy on multiple datasets compared to popular architectures like ResNet, Inception, and VGGNet, we examine it as the third case and extract 1,024 dimensional vectors as well.

**Sample Selection** We select positive object instances for every meaningful concept identified. We consider an object

---

**Fig. 2: Object samples and language descriptions collected from Amazon Mechanical Turk annotators. These descriptions are noisy, containing typographical errors.**

---

“This picture looks like a yellow semi-circle”
“This is a half yellow cylinder”
“This is a lemon wedge”
“This is a beefsteak tomato”
“This is a red tomato”
“This is a tomato A tomatoes is a fruit, not a vegetable The tomato is color red You can mix this in salads”
“This is a green colored building block with a half pipe cut out of it.”
“This is a block The block is color green The block is shaped like a tape dispenser The background is black”

---
instance a ‘positive’ example if the object is described by the concept’s corresponding lexical form in any of that object’s descriptions. If an instance makes use of a novel concept, we create a new visual classifier. To examine the significance of negative samples in the UDM model, we considered two different kinds of negative samples while learning. In the first approach, we considered all samples except the positive samples as negative [48]. In the second, we used semantic similarity measures over the descriptions [49]. For this, we treat a concatenation of all the descriptions associated with one object as documents, and convert these ‘descriptive documents’ into vector space using the Distributed Memory Model of Paragraph Vectors (PV-DM) [50]. As semantically similar documents will have similar representations in vector space, we use cosine similarity to find the most distant paragraph vectors, and select the respective object instances as negative examples for our concept.

**UDM Structure** We experimented with latent embedding lengths (size of $Z$) ranging from 12 to 100; in early development, we found 50 to yield the best results. This computed $Z$ formed the input features for the discriminative classifier. For the variational autoencoder, we experimented with a single hidden layer MLP, with hidden dimension ranging from 100 to 600; 500 yielded the best results.

**B. Experimental Setup**

**Baselines** RGB-D visual classifiers are compared with two baselines. First, in the ‘predefined’ category classifier [33], visual classifiers are trained for every concept and feature category: for example, “arch” has associated “arch-as-color,” “arch-as-shape,” and “arch-as-object” classifiers. The second baseline is a ‘category-free’ approach, where logistic regression classifiers are trained for every concept with the concatenated feature set. Category-free logistic regression uses the concatenated $X$ features instead of the $Z$ features that UDM uses. Here, “arch” is trained as “arch-classifier,” accepting a concatenated set of all features as its input.

**Metrics and Rigor** In keeping with prior work, we measure success in grounded concept prediction via the classification performance of the learned concept classifiers. We also use the same label selection process as [33]: for each learned classifier, we selected 3–4 positive and 4–6 negative images from the test set. If the predicted probability for a test image is above 0.5 it is considered a positive result. Due to the comparatively small sizes of the datasets, we use four-fold cross-validation, and within each fold, we calculated the average F1-score across 10 trials. we ran the experiments on K20 GPUs, and jobs required no more than 6 GB of memory.

**C. Limited Resource Classifications**

Table I shows the overall summary of the distributional comparison of baselines with discriminative model variants. Here we used RGB-D visual features from 72 objects for the analysis. Our method outperforms our baselines. This shows the classification performance improvement of UDM method even for highly noisy, visually varied, and underperformed visual classifiers compared to the well known predefined visual classifier baseline.

In addition to this strong performance, UDM improves on the logistic regression-based category-agnostic baseline for concepts that have fewer discriminative training instances. The vocabulary used in our dataset for certain concepts is highly varied, meaning relatively few annotations that use each linguistic token. We can see this in Figure 3 which plots the density estimate of F1 performance for each concept classifier vs. the number of labeled examples provided for our UDM method and category-free logistic regression baseline. As our objective is to achieve good language acquisition with limited annotation, the goal is a high F1-score for learning from a small number of occurrences (upper left quadrant, shaded). The tighter density of UDM (blue triangles) shows that performance is high given limited examples.

**Efficacy over CNN models** Our analysis with CNN variants shows the quality improvement of UDM with CNN features, compared to CNN baselines. Here we consider the features extracted using SmallVGGNet and NasnetLarge CNN variants to test the efficacy of UDM over CNN features. The results show that the minimum F1 is improved for UDM (0.37 for

**Table I: Overall summary of the F1-score distribution comparisons of all concepts.** The minimum, mean and the maximum of our method are higher than all baselines, with the UDM with 50 latent dimensions showing better learning especially for difficult categories.
SmallVGGNet, 0.30 for NasnetLarge) compared to CNN baselines (0.0 for both SmallVGGNet and NasnetLarge). From the results, we understand that UDM is able to elevate the base quality in classification over CNN features. We notice SmallerVGGNet performs extremely well on color and object classification (0.75–1.0), whereas it provides low scores for shape classification (0.0–0.47). Shape descriptions are more variable, and so more sparse, compared to color and object description. That results in comparatively poor classification performance from the high-dimensional CNN feature set. We also notice that NASNetLarge classifiers give very low scores in color classification, especially for concepts like red and yellow, where we have a lot of variations in the object set, while our UDM is able to extract a meaningful representation out of NASNetLarge features.

**Low Visual and Linguistic Resources** The discriminative model (UDM) matches descriptions to objects better than our baselines with less visual and linguistic training data. Figure 4 shows the performance comparison of UDM with baselines on limited training data with different learning parameters. With 10% of training data, all UDM variants reach an average F1-score ≥ 0.65, while baselines are unable to generalize the learning with limited training data. Baselines (with RGB-D) required a minimum of 30% of training data to learn groundings for the most important object concepts, such as ‘banana,’ ‘tomato,’ and ‘lime’ in the dataset. A CNN baseline (SmallVGGNet features without RGB-D) needed 40% of the training data to learn shape concepts, such as ‘triangular,’ ‘rectangular,’ and ‘cylinder.’ Sparsity in the use of particular descriptors results in an F1-score ≤ 0.5 for baseline classification, while low-dimensional representational embeddings yield improved classification for UDM.

Figure 5 shows the high quality classification performance of UDM as only a small portion of the dataset is made available for discriminative training. We extract visual features using SmallVGGNet, where Figure 5 shows the comparison of using those features with UDM vs. without (i.e., just logistic regression). Further, we show how UDM can make use of a small percentage of the total training data. These cases serve to understand the learning growth of these architectures as compared to our UDM approaches.

**Concept-wise Comparison** Figure 6 shows the performance comparison of two baselines (see section IV-B) and the variants of the unified discriminative method for every meaningful concept for the RGB-D dataset. The predefined category-specific baseline grounds color specific language “terms” exceptionally well compared to other approaches. On average, color classifiers had an F1-score of 0.792 for the predefined category classifier, 0.578 for category-free logistic regression, and 0.611 for UDM with latent dimension 50. However, our method with latent dimension 50 is able to perform better than the category-free logistic regression where classifier input is accepted as a vector of raw features. Our method with latent dimension 50 outperforms both baselines for shape classification, with an average F1-score of 0.69, where category-free logistic regression scored 0.52, and category-specific approach scored 0.61. In the case of object classification, which is comparatively complex, our method with latent dimensions 50 performs better compared to predefined category classifier and category-free logistic regression. F1 scores for all methods are as follows: Predefined category classifier, 0.674; category-free logistic regression, 0.616; and UDM with latent dimension 50, 0.754. When the minimum F1-score for UDM with
Fig. 6: Averaged macro F1-score comparison of our unified discriminative method against other approaches for every concept with RGB-D features. We segment the classifiers by category here for ease of analysis: our UDM models do not consider category types. UDM with latent dimension 50 is able to provide promising performance in grounded language acquisition for all categories. Color-specific visual classifiers perform better compared to the category free logistic regression baseline. Object and shape classifiers perform well with our method (UDM) with latent dimension 50 compared to other approaches.

Language Prediction Probabilities Figure 7 shows the association between visual classifiers and the ground truth after learning the language and vision components through our unified discriminative method. Color classifiers show strong performance. In this dataset, “yellow” objects ranged from bananas to corn, while “purple” objects were limited to eggplant, plum, and cabbage. Compared to color classifiers, object classifiers are able to predict object instances with great prediction strength. The “lemon” classifier shows the positive association with ‘yellow’ objects, and strong predictive ability on a lemon. The shape features of a carrot are complex compared to a lemon, so it is unsurprising that the predictive power of the learned “carrot” classifier is not strong compared to a “lemon” classifier. From different angles, pictures of carrots show very different shapes, while lemons are almost the same from all angles (e.g., the angle of a carrot’s position made it look like a triangle). From an elevated view, the angle of the carrot’s position made it look like the side of a triangle in our pictures. The complexity of the features affects the classification accuracy substantially.

Concept-wise Classification Analysis From Figure 6, we see in general that color concepts are learned well by the predefined category classifier. The predefined category classifier approach uses selective, low-dimensional, low variability training features, defined specifically for each category, which leads to better classification. Low-dimensional features lack representation compared to complex high-dimensional features when all features are combined into representational embeddings. In our experiments, UDM combines lower-variation color features with other, higher variability shape/object features. This combination leads to lower UDM performance on color concepts. For example, with the “blue” concept, less variability in the training features and less noise in the annotation (such as what items annotators described as “blue”) yielded a higher-quality predefined category classifier, but the addition of highly varied shape features confused the UDM classifier. The case is similar in case of green and orange concepts. In the case of “red,” high variability in the dataset and moderate noise in the annotation played a significant role in classification. Similarly, annotators describe a variety of vegetables such as corn, potato, orange, and banana as “yellow” concepts. This gives a highly variable visual training data to the classifier, and UDM performance is affected. Overall, our qualitative analysis suggests that less annotation variability seems to be a key component in the
UDM concept grounding.

Shape classification presents a different picture. Even with highly variable shape annotations, UDM extracts useful information from the training data and performs better than the traditional grounding methods. Since the shape information dominates in the cumulative training representation, UDM obtains useful information and results in stronger classification compared to the traditional grounding methods. Even when the annotation is not noisy, but the visual complexity is high, UDM presents a reliable classification. In the dataset, “cylinder” and “semi-cylinder” objects are annotated as cylinders, and it makes the annotation for the “cylinder” concept less noisy. In the case of “rectangular” concepts, annotation is highly noisy. Many children’s toys are described as rectangular, including the arch, triangle, and cylinder objects. High noise increases the complexity in the training data, yet UDM can partially account for this complexity. The objects with complicated shapes such as triangles are difficult in visual classification. Extracting essential bits from the complex training structure is a challenge.

Noise in annotations affects the quality of the performance of “object” concepts as well. Plums, potatoes, tomatoes, oranges, and limes are occasionally described as apples, leading to highly varied visuals in the training data. Meanwhile, the consistently high-quality annotations of “banana” yield a robust classifier. It is interesting to note that bananas are sometimes confused with cucumbers, especially since some of the bananas in our data are green. Though the shape features are not identical, the cucumber is visually similar.

D. Multi-Lingual Verifications

Our objective here is to show this simple discriminative method is generalizable to multi-lingual visual classification (see Table II). We use Spanish and Hindi descriptions [11] collected from non-trained humans for 72 RGB-D object dataset [33] for this experiment. The language dataset contains 5,100 Spanish and 5,700 Hindi descriptions. While the Spanish language dataset contains 35 color, 51 shape, and 138 object concepts, the Hindi descriptions include 25 color, 34 shape, and 135 object concepts. Shape and object concepts in both the datasets are highly varied and diverse, causing the classification to be difficult. Color concepts in the Spanish set seem concise and less varied, but gender-based inflectional differences in the description cause the color concepts diverse in the Hindi set. Because the current top performance on this Hindi and Spanish grounding problem uses logistic regression, we use category free logistic regression as a baseline here. With both Spanish and Hindi descriptions, UDM achieves consistent performance improvements compared to the baseline. This verification validates that our category-free learning approach is useful across languages and complexity.

E. Highly Complex, Multi-Colored Resource Verification

In this experiment, we used an RGB-D dataset with 300 objects for testing. As a baseline, we used the 1024 dimension feature set extracted using NASNetLarge, a CNN variant, for grounding natural language concepts. Even with 10% of total training data, we notice our discriminative method performs better than the CNN approach. When our approach scored 0.46 F1-score across all concepts, NASNetLarge only scored 0.39. This shows our approach is effective in learning a better representative embedding from the visual features and is generalizable to other datasets.

V. Conclusion

We have presented a simple, strong approach for learning a unified language grounding model that is not constrained to predefined category attributes. We show that pre-training a straightforward Gaussian variational autoencoder efficiently grounds linguistic concepts found in unconstrained natural language to real sensor data. To compare against previous, more limited work, our evaluation primarily focuses on prediction of color, shape, and object descriptions. We also present experimental results demonstrating successful learning of a broad range of concepts from a well-studied RGB+D dataset. We hope that our improvements in low-resource settings will provide tools and insights for future work.

Table II: F1-score performance of UDM in multi-lingual classification with less training data. UDM gives a consistent improvement compared to the category free logistic regression baseline with both Spanish and Hindi training data.

| Language | Sampling | 10% | 20% | 30% | 40% | 50% | 60% | 70% |
|----------|----------|-----|-----|-----|-----|-----|-----|-----|
| Spanish  | Category-free LR | 0.05 | 0.14 | 0.22 | 0.41 | 0.47 | 0.49 | 0.48 |
|          | UDM      | 0.14 | 0.24 | 0.32 | 0.45 | 0.48 | 0.52 |     |
| Hindi    | Category-free LR | 0.038 | 0.160 | 0.228 | 0.334 | 0.437 | 0.504 | 0.518 |
|          | UDM      | 0.187 | 0.290 | 0.413 | 0.490 | 0.516 | 0.536 | 0.552 |
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