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Abstract
This article introduces and defends the “pathological complexity thesis” as a hypothesis about the evolutionary origins of minimal consciousness, or sentience, that connects the study of animal consciousness closely with work in behavioral ecology and evolutionary biology. I argue that consciousness is an adaptive solution to a design problem that led to the extinction of complex multicellular animal life following the Avalon explosion and that was subsequently solved during the Cambrian explosion. This is the economic trade-off problem of having to deal with a complex body with high degrees of freedom, what I call “pathological complexity.” By modeling the explosion of this computational complexity using the resources of state-based behavioral and life history theory we will be able to provide an evolutionary bottom-up framework to make sense of subjective experience and its function in nature by paying close attention to the ecological lifestyles of different animals.
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Introduction
The question of how animal consciousness should be studied has remained a controversial one (Birch et al. 2022). Nearly everyone will agree that consciousness has something to do with the complexity of organisms,1 which makes this link worth exploring. After all, it is the complexity of cephalopods that has gained them a lot of recent attention in calls to recognize their sentience, and include them in animal welfare legislation (Fiorito et al. 2014; New England Anti-Vivisection Society et al. 2020; Birch et al. 2021; Schnell et al. 2022). To make this intuitive link useful for science, however, we need to provide a naturalistically satisfactory answer to the question of what kind of complexity is worth caring about. A biological science of consciousness must ultimately address the teleonomic question of what consciousness does for healthy agents within their normal ecological lifestyles and the natural environments they have evolved in.2

This article proposes an answer to this question and a thesis for the origins of consciousness that synthesizes evidence from ecology, neuroscience, economics, and evolutionary biology. The thesis is this:

The Pathological Complexity Thesis

The function of consciousness is to enable the agent to respond to pathological complexity.

---

1 Even if they restrict consciousness only to beings as complex as us.

2 By “teleonomic” I am employing Pittendrigh’s (1958) coinage of the term, as a naturalistically unproblematic Darwinian replacement for older and mistaken teleological notions about the purposefulness, design, and normativity of life.
Before we move towards a detailed defense of this thesis, let me offer a brief sketch of the pathological complexity thesis and its central concept. Pathological complexity emerges dynamically from the interaction of organism and environment, as a measure of the complexity of an organism’s life history strategy, and will hence vary with the different “lifestyles” of different animals. It can be understood as the computational complexity of the Darwinian, or “economic,” trade-off problem faced by all biological agents as they deal with challenges and opportunities throughout their life histories in order to maximize their fitness. As I shall argue in this article, consciousness evolved in the Cambrian explosion alongside a new evaluative animal lifestyle characteristic of large parts of the Metazoan branch of life.

Consciousness is an adaptive response to a computational explosion in just this kind of pathological complexity, due to an increase in degrees of freedom of Cambrian organisms that made consciousness worth having and led to a major transition in evaluative agency or, as I shall call it, the evolution of Benthamite creatures.

Instead of locating the origins of consciousness in sensory experience or self-awareness, as is typical in much of the thinking about human consciousness, the pathological complexity thesis seeks to develop an alternative model of consciousness based on a model of animal sentience (see also Veit (forthcoming)) for a defense of an evaluation-first view of the evolution of consciousness). Because of the associations of the term “consciousness” with the complexity of the human mind, the term “sentience”—coming from the Latin verb sentire, i.e., “to feel”—is often preferred among those with a primary interest in animal consciousness. The term has not received universal endorsement, however, because it is often used ambiguously as (1) a deliberately broad and inclusive concept to refer to all kinds of subjective experiences, (2) a reference to the most minimal kind of subjective experience found at the evolutionary origins of consciousness, or (3) the hedonic capacity to feel pleasure or pain.

Here, we can avoid these ambiguities because this article will explicate the concept of sentience in terms of the number of parameters and constraints in the computational explosion of pathological complexity during the Cambrian explosion. 

Darwinian bottom-up model for the function of consciousness and provide a framework to understand the heterogeneity of subjective experiences. As I will argue here, the explosion of pathological complexity in the Cambrian led to the evolution of a proximate “common currency” for efficient decision-making that allowed for fitness-maximizing action selection by assigning values to competing actions that can be compared and traded-off on a common scale of hedonic valence.

Importantly, I use the term “pathological complexity” instead of the equally adequate and perhaps less confusing terms “teleonomic complexity” or “life history complexity,” not because I want to make the argument that organisms with greater life history complexity are less healthy, but because I want to emphasize that it is only in understanding life history trade-offs that we can distinguish healthy from pathological trait variations and that includes variations of consciousness both within and across species (see also Veit and Browning (forthcoming b)). Nevertheless, the evolution of consciousness—similar to the evolution of behavior—gives rise to a new adaptive domain in which a pathological mismatch can arise between the evaluations of an organism and what is important from the perspective of biological fitness. Pathological complexity can be operationalized in terms of the number of parameters and constraints in the evolutionary optimization problem studied by state-dependent or state-based behavioral and life history theory. This will offer us an elegant mathematical framework to naturalize the idea of a distinctive “animal lifestyle” central to an understanding of hedonic evaluation as a proximate real psychological utility that helped organisms to maximize their fitness during the Cambrian explosion.

**Article Outline**

This article is organized into two main sections. In the second section, “Reverse-Engineering Consciousness,” I address the objection of why it should be pathological complexity, rather than any other measure of complexity, that should matter for the evolution of consciousness. In the third section, “The Cambrian Explosion in Pathological Complexity,” I seek to locate the origins of valence in the computational explosion of pathological complexity during the early Cambrian. Finally, the fourth section, “Conclusion and Further Objections,” will summarize the main arguments and respond to potential objections.
Reverse-Engineering Consciousness

In trying to reconstruct the possible evolutionary origins and function of consciousness, we are engaged in the paleo-biologist’s effort of making sense of a trait by connecting its extant “users” with its historical traces. When we think about hedonic valence in humans, it is choices, desires, motivation, and preferences that come to mind; and it is the evolution of such capacities related to action that we will have to pay attention to if we want to understand the evolution of sentience.

One important figure, who has attempted to develop a plausible natural history of the evolution of human agency and cognitive states resembling the standard folk-philosophical states of belief and desire, has been Sterelny (2003). Unfortunately, his work has paid comparatively little attention to the latter. This has been criticized by Spurrett (2015) whose thinking about the evolution of desire-like states and preferences had major influence on my thinking here. Both Sterelny and Spurrett draw on the “ancestor” of the pathological complexity thesis to make sense of the evolution of preferences. Godfrey-Smith’s (1996a) environmental complexity thesis, which inspired my own thesis, was an attempt within the modern framework of evolutionary theory to make tenable earlier ideas from John Dewey and Herbert Spencer about the continuity between life and mind: the mind seen as a natural consequence of the evolution of biological complexity.

Unlike Spencer and Dewey, however, who intended to include consciousness in their explanation of mental complexity in terms of biological complexity, Godfrey-Smith restricted himself to explaining only basic cognitive capacities, excluding subjective experience. While the pathological complexity thesis differs both in its explanandum and explanans, it is nevertheless indebted to and inspired by the elegant explanatory framework and naturalist ambition of Godfrey-Smith’s thesis: “The function of cognition is to enable the agent to deal with environmental complexity” (1996a, p. 3). However, we may well ask whether we could use the environmental complexity thesis to explain the evolution of valence if it is being used to explain the evolution of desire-like states. Why is it pathological complexity, rather than environmental complexity, that matters for the evolution of consciousness?

While the environmental complexity framework has an explicit link to action, it was (at least originally) designed as an externalist theory, i.e., it was meant to explain organismal features through recourse of properties external to the organism, rather than ones internal (Godfrey-Smith 1996a).

It thus in that respect shares more with Spencer’s externalism than it does with Dewey, who saw the complexity of the mind as something that evolved to deal with problems emerging in the dynamics between organism and environment, which in turn is closer to the pathological complexity thesis. So it should not be surprising that explications of the environmental complexity thesis have tended to pay very little attention to the organism as a “design and control architecture,” instead treating the mind as something that decides what to do with the body conditional upon a given external state of the world (Spurrett 2020, p. 5). While I am here largely concerned with consciousness, rather than cognition, the two are tightly linked and so it is perhaps unsurprising that I resist such a strongly externalist picture for cognition as well as for consciousness.

To emphasize the importance of not tying an adaptationist viewpoint too closely together with an externalist perspective, it is useful to draw on a largely inverse version of Godfrey-Smith’s environmental complexity thesis, which has been popularized in a series of publications by Keijzer and his colleagues (Keijzer 2015; Keijzer et al. 2013). Whereas Godfrey-Smith’s account of the origins of cognition largely idealizes the organism away and has been influenced by the externalist strategies of behavioral ecologists and evolutionary biologists—two fields with a history of black-boxing the internal goings-on of organisms—Keijzer’s approach is strikingly internalist and focuses on the nervous system and work in developmental biology. Keijzer et al. (2013) propose that the early function of the nervous system was to enable action “as a single multicellular unit” (p. 68; italics in original), rather than to deal with incoming sense-data. For Keijzer, the popular input–output story is relatively unimportant when we are concerned with the evolutionary origins of the nervous system, which he suggests plays the role of coordinating the body irrespective of what goes on outside, going hand in hand with the evolution of contractile tissue (muscle) close to the skin or epithelium of an animal. Borrowing the term “skin brain” from the developmental biologist Holland (2003), Keijzer et al. (2013) call their hypothesis the skin brain thesis. The nervous system, they argue, evolves in order to solve a nontrivial control problem at a multicellular level, which has to be reinvented at this new scale of biological organization.

In a later paper, written as a direct response to Godfrey-Smith’s earlier work, Keijzer and Arnellos (2017) explicitly describe his skin brain thesis as an internal complexity proposal. While they don’t use the reverse title “internal complexity thesis,” they get quite close: “acquiring the fundamental sensorimotor features of the animal body may be better explained as a consequence of dealing with internal bodily—rather than environmental complexity” (2017, p. 421). They consider the fundamental design problem one of

---

7 We have also collaborated on this topic (Veit and Spurrett 2021).

8 See also Godfrey-Smith (1996b, c, 1997).
motility, where nervous systems had to evolve to allow for the coordination of an organism’s body, which they think must have evolved “long before the Cambrian Explosion” (Keijzer and Arnellos 2017, p. 424). But while they are certainly on to an important transition in the evolution of multicellular life, their approach is limited by a deliberate resistance to externalist thinking about the role of cognition in interactions of the organism with its environment, though it perhaps provides a useful antidote to an excess of these externalist ways of thinking in the study of the brain.

However, my goal in providing a brief exposition of these views is not to argue that one is right whereas the other must be wrong. Despite the apparent conflict between these views (not unaided by the competitive responses to each other’s proposals), one need not necessarily see them as competitors. Both may capture important aspects of the phenomenon we call “cognition” and thus a more pluralist, or rather integrative, approach may be worth pursuing here. Spurrett (2020), for instance, argues that we could see them as two versions of a more general view, merely differing in their emphasis. But what would a general version of such a view imply? A complexity thesis? This much, we already knew. Complexity, as Dennett nicely emphasizes in my epigraph, matters—but what makes it matter? What is it that makes it useful to respond to internal or external complexity? Spurrett (2020) proposes a “friendly amendment of the ECT [environmental complexity thesis]” that takes into consideration both internal and external sources of complexity: “The function of cognition is to enable the agent to coordinate its (possibly complex) capacities, which can include coordinating those capacities with environmental complexity” (p. 5). But this loose definition only takes us halfway.

It is simply not enough to describe what cognition does on a general level. Like Dennett (2017, 2018), we should ask the hard question: and then what happens? Why coordinate? Why act? As we’ve seen with the ECT, it cannot be complexity per se. In more recent reflections on his earlier work, Godfrey-Smith (2017) admits that he was overly eager to state the environmental complexity thesis in externalist terms and recognizes that it isn’t environmental complexity, per se, that matters, but rather the complexity faced by and mattering to an organism. Here, we ought to reject the dilemma between externalism and internalism. Indeed, in his recent work Godfrey-Smith (2020) acknowledges the influence of Keijzer in his rejection of mainstream externalist representationalist thinking in the philosophy of mind, describing his ideas as an “emphasis on the shaping of action” (p. 59; italics in original) that is so important if one wants to understand the branching of an animal way of life.9

The origins of mind lie in the control of action, rather than as a sensory detection system, and a Darwinian approach to the mind must emphasize feedback between features of the organism and environment, since it is here that we see a dynamic emergence of a kind of complexity that matters for a teleonomic system. It is this teleonomic complexity that I call “pathological complexity,” and it can be understood in terms of the life history strategy of the organism. Features such as environmental and bodily complexity must be seen as variables that are relevant for the pathological complexity of an organism—they may be sources for it—but in asking for the complexity that matters to the organism, we must ultimately focus on pathological complexity as the teleonomic measure of biological complexity.

Pathological Complexity and the Need for Valence

The pathological complexity thesis maintains that the function of consciousness is to enable the agent to respond to pathological complexity, which is the economic tradeoff problem faced by all organisms in the pursuit of their teleonomic goal of maximizing fitness. The ethologist and animal welfare scientist Marian Dawkins perhaps came the closest to articulating the kind of complexity thesis that I have in mind. Consider the following illustrative quote:

Animals usually have more than one kind of danger to avoid. They have complex tradeoffs at all levels in order to minimize reductions of fitness in facing a wide range of threats. At different times of the day or year, or depending on external circumstances, they will reallocate priorities: For example, animals may depress or enhance their immune responses, increase or decrease their physiological “stress” responses, or find some stimuli more or less aversive. (Dawkins 1998, p. 322; italics added)

Like our focus here on evaluative feelings, Dawkins (1998) suggested early on that the very “key to the origin of consciousness itself may lie in the emotional experience of suffering” (p. 324). Notice that Dawkins speaks here of an experience of suffering—by which she means physical suffering in the sense of bodily ill-health—rather than suffering as a mental experience, suggesting that for her, consciousness evolves first and foremost to respond to threats to health.10 Trained as an ethologist under Tinbergen at Oxford, Dawkins has been one of the most fervent critics of the lack of evolutionary thinking within animal welfare science. In an influential paper in The Quarterly Review of Biology with the title “Evolution and Animal Welfare,”
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9 By representational approaches in the philosophy of mind, I mean attempts to understand and distinguish mental states in terms of their fit to an external world.

10 I have argued elsewhere that such a purely naturalist sense of health can be defended (Veit 2021b, d; Veit and Browning 2021c).
Dawkins (1998) argued that to truly understand the welfare and subjective experience of animals we must use an evolutionary approach, just as we would for any other biological phenomenon: “animal welfare, in other words, needs a dose of Darwinian medicine” (Nesse and Williams 1995, p. 305).11

That there could be a strong evolutionary link between physical and mental suffering has long been a central tenet of those working in the sphere of Darwinian medicine. Nesse and Williams (1995), for instance, argued early on that some of the emotional states we disvalue and consider to be indicative of poor wellbeing—such as pain and fear—are evolutionary adaptations that are “unpleasant by design” (p. 26). Consciousness itself can be seen as such an adaptation to ensure the health of the organism. Evaluative agency evolved in order to deal with the economic decision-making trade-offs of animal life. What Dawkins (1998) highlights is the need to recognize a teleonomic notion of “complexity of an animal’s adaptive response to various dangers” (p. 322), to which one should also add opportunities. Just like life is an evaluative and goal-directed activity, so is consciousness an evaluative and goal-directed way of engaging with the world, evolved within the context of life. It has evolved in order to respond to pathological complexity, which includes both opportunities and problems—such as the possibility of a common brush-tailed possum (Trichosurus vulpecula) stealing an unsupervised fledgling from a nest. What presents an opportunity for the possum also presents both a problem and a danger to the chick.

But we need to be careful not to become too tempted by the representationalist modes of thinking that turned the sensory side of subjective experience into the mainstream model for consciousness. Despite his earlier criticism of the environmental complexity thesis for tying adaptationism and externalism together,12 Sterelny (2003) maintains that the environmental complexity thesis offers us something like a useful coarse-grained abstraction for investigating the origins of desire-like states. This is largely explained by his interest in the evolution of proto-representational states, which makes him at least in this sense firmly connected to older mainstream representationalist thinking in philosophy of mind. Spurrett (2015) likewise operates in a representationalist model of the mind and considers the evolution of preferences and common currencies as value representations, but he also recognizes that the problem of coordinating the body around action is a very difficult and much neglected problem.

What I want to highlight, however, is that it is a mistake to tie the origins of valence together with the origins of representational richness, since to do so underestimates the importance of efficient decision-making and action control for any system with high degrees of freedom. Valence is plausibly much simpler than a rich representational capacity, arising as something very primitive, but not so simple as to make it a default for all evaluative processes of life. By taking a design stance—i.e., by explicating the pathological complexity of different organisms and thinking about the properties that would make valence worth having—it is easy see which properties would be relevant. Vulnerability and mortality matter. If a system is “indestructible” and almost immune to dangers posed by its environments, there is little sense in demanding pain. Autonomy and sufficiently flexible behavior likewise matter because valence evolved to deal with the complexity of choice-problems and action selection. Furthermore, a system that cannot respond adequately to dangers or injuries does not appear to require the machinery for evaluation. All of these facts are hardly surprising—they are generally accepted by many in the debate, and beautifully expressed by Dennett:

The complexity of an autonomous, self-protecting, self-advancing (but mortal, vulnerable) bit of machinery gives us an explanation of why it is equipped to suffer, and why its suffering matters to it. (Dennett 2017; italics added)

Such a capacity for negative valence has little to do with representing the world, even internal states, and much more with enabling efficient adaptive behavior. The task of the pathological complexity thesis must be to turn this vague but popular idea into a precise scientific hypothesis and a framework for an ethological study of consciousness.

How organisms ought to deal with their species-specific pathological complexity can be explicated in terms of a unified teleonomic state-based and behavioral life history theory of organisms that accounts for all the actions an organism can take. But Mangel and Clark (1986) rightly note that anything like a unified foraging theory will become almost impossible to assess, since “more complex models can rapidly become computationally unwieldy” (p. 1135). Typically, behavioral ecologists constrain the option-space of the different actions organisms can take to a manageable set. But this is simply an idealization to make the life history trade-offs manageable within a model. Once organisms can take alternative actions that change their place in nature, we are faced with a dynamic programming problem, and “[i]t is well known that dynamic programming problems become computationally infeasible as their dimension increases” (Mangel and Clark 1986, p. 1128). We are faced with a combinatorial explosion in trying to model the optimal life history strategies for organisms with high degrees
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11 See also Veit and Browning (2021a).
12 See Sterelny (1997).
of freedom. But the very reason it is so hard to model the maximization problem of their life history strategy is precisely why valence evolved as a proximate common currency for action selection that reflects the fitness values of alternative actions.

Importantly, pathological complexity is an optimization problem for organism and modeler alike: it is the complexity that matters for the organism both in the sense of an object and a subject of evolution. Within biology, some types of dramatically fluctuating environments are thought to favor very simple organisms: if it is very hard to survive bad seasons, the best option may be to have a capacity to reproduce very quickly when times are good (Bonner 1988, p. 49). Godfrey-Smith’s environmental complexity thesis neglects this: one way to deal with environmental heterogeneity is to become simpler and thus to reduce the pathological complexity an organism has to deal with. To idealize away important features of the internal complexity of organisms in the context of understanding the function of mind forces us to neglect some of the most important features of what makes an organism both an object and subject of evolution. In order to understand these complex dynamics of a teleonomic system, a state-based approach is needed that pays attention to both internal and external features of an organism.

If we follow the ethologists’ demand to study adaptive value alongside of mechanisms and developments, we must answer the black box problem of how organisms optimize their behavior. How organisms ought to deal with trade-offs between different goals is in principle no different from how we think conscious agents ought to resolve their conflicting goals. As Okasha (2018) notes, agency in folk psychology, economics, and evolutionary biology requires unity of purpose, or at least consistency among goals. We can usefully describe a system as an agent if there is a goal that all the processes and mechanisms work towards (see also Veit 2021a). The goal of organisms is ultimately reproduction, and much work in behavioral ecology rightfully treats them as agents, with fitness providing an ultimate common currency through which to evaluate the importance of different needs of the organisms. However, as Samuelson and Swinkels (2006) rightly argue, organisms cannot just represent their fitness function to achieve their goal of reproductive success, since the complexity and lack of informational transparency of their situation makes it impossible “to make the agent a perfect information processor” (p. 139; italics in original). Natural selection was constrained in coming up with proximate mechanistic utility functions over actions in a variety of life situations that in many cases will not directly map onto fitness, but nevertheless function in very analogous ways. Rolls (1999) made a useful distinction here between the kind of choice mechanisms that are more fixed, such as are found in plants, and those choice mechanisms that are sensitive to learning in the achievement of a goal, since nature is typically not transparent and the values of different actions have to be learned—and often unlearned. While Rolls wasn’t concerned with consciousness per se, he maintained that “a common reward-based currency appears to be the fundamental solution that brains use in order to produce appropriate behaviour” (Rolls 1999, p. v), and Dawkins (2001) thinks that this distinction can help us to better make sense of the role of consciousness in choice problems animals face.

What we are interested in here is the evolution of a major transition in agency as a natural phenomenon, rather than as a property of all living systems. To learn about the workings of the internal mechanisms that achieve this end of teleonomic action evaluation, behavioral ecologists readily recognized that we need something like a common currency to compare different actions:

Any attempt to understand behavior in terms of the evolutionary advantage that it might confer has to find a “common currency” (McFarland and Sibly 1975; McCleery 1977) for comparing the costs and benefits of various alternative courses of action. (McNamara and Houston 1986, p. 358)

I owe much here to the work of the neuroscientist Michel Cabanac who has perhaps been the most prominent contemporary defender of the old utilitarian Benthamite idea that animals have a proximate common currency in the form of the hedonic experience of pleasure and pain,14 which he argues is implicated in the evolution of sentence in the early Amniota. Together with his collaborators, Cabanac has long emphasized the importance of positive and negative feelings in decision-making trade-offs in both humans and non-human animals (Cabanac 1971, 1979, 1992, 1996, 1999; Cabanac and Johnson 1983; Balasko and Cabanac 1998a, b; Cabanac et al. 2009). This is a different kind of common currency claim from that of McNamara and Houston, which is not about the problem of how behavioral ecologists ought to model economic problems faced by organisms, but rather how organisms themselves deal with their economic trade-offs. Here, the common currency is a real psychological state:

13 In a review essay on his 2018 monograph on agency as a concept in evolutionary biology, I criticized Okasha for having little to say on the actual evolution of agency as a real phenomenon in nature (Veit 2021c).

14 See also Leknes and Tracey (2010) for a defense by two prominent affective neuroscientists of Bentham’s idea that pleasure and pain are the masters of mankind.
In natural settings, the goals competing for behavior are complex, multidimensional objects and outcomes. Yet, for orderly choice to be possible, the utility of all competing resources must be represented on a single, common dimension. (Shizgal and Conover 1996, pp. 37–38)

While Shizgal and Conover do not argue that such a common currency must be conscious, one can readily see why Cabanac connects such common currency claims to argue that hedonic valence will be able to function as a mechanical proxy that mirrors the trade-offs of the fitness-maximization problem of organisms. Such a proximate common currency adds functional value by making the complexity of the computational problem tangible, enabling organisms with high degrees of freedom to weigh alternative courses of action against each other.

Organisms are often faced with what microeconomics studies as a so-called “substitution problem.” Some needs and motivations are substitutes, i.e., one can be satisfied (at least partially) by satisfying the other. Others, such as sleep and foraging, conflict and need to be evaluated against each other in terms of importance. Benefits of one action need to be computed against the costs of foregoing another, and the difficulty of this pathological complexity is rarely given enough appreciation, as if accurate representations of the world alone could fuel adaptive success. Both Godfrey-Smith and Sterelny in their emphasis on environmental complexity in the evolution of mind have neglected this “internal” source of teleonomic complexity and underestimate the difficulty of achieving efficient action selection (see also Spurrett 2020). This is why the pathological complexity thesis treats the diversity of subjective experiences as something that must ultimately be subservient to evaluation, since it is here that consciousness becomes discharged in action. Like Cabanac, I argue for the Benthamite idea that pleasure and pain are central in the evolution of animal life, though I will argue that the evolutionary origins of this capacity are quite a bit older than he suggests.

**The Cambrian Explosion in Pathological Complexity**

[I]t seems certain, as a matter of observable fact, that the association of Pleasure and Pain with organic states and processes which are respectively beneficial and deleterious to the organism, is the most important function of Consciousness in the scheme of Evolution. And for this reason I have placed the origin of Pleasures and Pains very low down in the scale of conscious life.

Romanes (1883, p. 111)

If dealing with pathological complexity is the raison d’être of hedonic valence, it leads us to look in the history of life for explosions in complexity that plausibly made this capacity worth having. Doing so makes consciousness no longer just a problem biologists may or may not want to address as an explanandum, but an explanation for a rise in biological complexity itself. The most rapid and puzzling explosion of complexity in the history of life is the Cambrian explosion 541 million years ago. This explosion was central to the evolution of animals, since it is here that we observe the origin of many of the basic metazoan body plans we see today (Maloof et al. 2010). Stephen J. Gould (1996) even argued that it constituted the highest degree of diversity in animal life forms so far, making it maximally disparate. The label “Precambrian” emphasizes the importance placed on the divide represented by the Cambrian period, seemingly representing the evolutionary equivalent of the Christian practice of identifying all time prior to the alleged birth date of Jesus as “BC.”

However, just what caused this explosion of complexity is contested. This lack of a satisfying explanation has led some scientists and philosophers to seriously consider the possibility that we may be able to feed two birds with one scone, by suggesting that subjectivity, agency, and other capacities related to consciousness form a (partial) explanation for the Cambrian explosion (see, for instance, Trestman 2013; Feinberg and Mallatt 2016; Godfrey-Smith 2016; Ginsburg and Jablonka 2019). If they are right, this would be an early birth of consciousness, indeed. Nevertheless, over the “short” timespan of the next 20 million years the Cambrian explosion led to complex multicellular body plans, nervous systems, behavioral repertoires, and modes of sensing in several different lineages that we now see as the most likely candidates for subjective experience (Trestman 2013).

**A New Mode of Being**

What we see in the Cambrian is the emergence of a new animal lifestyle in which agency and subjectivity come to play a crucial role; a “different mode of being” (Godfrey-Smith 2020, p. 79). It is these features that come to the mind
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15 See Shizgal’s response to the question of whether there is a common currency for all sensory pleasures in Kringelbach and Berridge (2010, p. 18).

16 See Sterelny and Griffiths (1999) for a critical discussion of Gould’s views.

17 See also Ginsburg and Jablonka (2019).
of most people when they hear the word “animal”: active, sensing, and mobile creatures. Indeed, some think that such beings are all sentient. The folk usage of the term “animal” as a reference to living multicellular entities capable of goal-directed movement is thus not completely misguided when it is used to refer to something like a different mode of being. Aristotle, who was not aware of the microbial world of life where these capacities can also be found, used the properties of motility, sensing, and goal-directedness to distinguish a special animal mode of being from that of plants, whose mode of being consists in self-mainaintenance, growth, and reproduction. He called this animal mode of being the “sensitive soul,” to be distinguished from the merely “nutritive soul” of plants and the “rational soul” that humans possess in addition to the other two (Aristotle 1991), which influenced Ginsburg and Jablonka (2019) to title their book The Evolution of the Sensitive Soul. This way of thinking about animals treats them as possessing something extra, rather than a mere reference to a branching in the tree of life. And it is here that I locate the origins of sentience, similarly to Ginsburg and Jablonka (2019) or for that matter Godfrey-Smith’s (2020) Metazoa.

From an evolutionary perspective, however, the Metazoan branch of life is much older, plausibly branching off from the rest of life 800 million years ago in some more or less recognizable transition towards multicellular individuality. During the Ediacaran, which began roughly 635 million years ago and ended with the Cambrian, we find the first definite animal fossils, but they are largely plant-like and their behavioral capacities were simple (Peterson et al. 2008). The ancestors of such lifestyles are, of course, still around us now. Godfrey-Smith (2020) vividly describes how scuba divers will inevitably face something like a “breathing forest” when encountering a “garden” of sponges, corals, and anemones, which are located somewhere between a plant and animal lifestyle, yet belong to the animal branch of life.

In the evolutionary scenarios advocated by the aforementioned defenders of an early view of the dawn of consciousness, much focus has been put on interaction with others. This makes a lot of sense in a sensory-focused view since it is here that we see the evolution of sophisticated eyes and “tools” such as claws for the engagement with other organisms. Interaction between subjects starts to matter; movement can become both “flight” and “attack.” In their response to a commentary of mine that introduced the pathological complexity thesis (see Veit 2022a), Merker et al. (2022) (mis)interpret pathological complexity as just this emergence of interaction and coevolutionary arms races in the Cambrian:

Veit proposes that consciousness arose as a means for organisms to deal with what he calls pathological complexity. We assume that what he has in mind is the kind of complexity that arises in coevolution and evolutionary arms races, say of the predator–prey kind, which became acute with the evolution of large, image-forming eyes, hence his reference to the Cambrian Explosion. (Merker et al. 2022, p. 55)

While this new dimension of interaction certainly leads to another explosion in pathological complexity, by making the life histories of organisms vastly more complex, I don’t here locate the very origins of consciousness, but rather the evolution of sensory experience and the origins of other minds thinking (Veit 2021c). As I shall argue, the overemphasis of interaction and sensing is ultimately what distinguishes competing views regarding the evolution of consciousness during the Cambrian from my pathological complexity approach. Taking a look at these competitors will help illuminate this difference.

Ginsburg and Jablonka (2019) see the Cambrian explosion as the driver of what they call unlimited associative learning (UAL): a special form of associative learning with a vast openness for new complex behavior, which they consider a transition marker for the presence of consciousness. This is because they think that UAL ties together seven widely acknowledged features of consciousness: (1) global accessibility and broadcast, (2) binding/unification and differentiation, (3) selective attention and exclusion, (4) intentionality, (5) integration of information over time, (6) an evaluative system, (7) agency and embodiment, and (8) registration of a self/other distinction (Birch et al. 2020, pp. 55–56). The details of this list do not matter much for the goals of this article, and while I readily acknowledge that these features are important for the shape of consciousness, like Godfrey-Smith (2021) I am not convinced of the idea that these features all need to appear together for consciousness. The features Ginsburg and Jablonka (2019) derive from various theories of consciousness are based on a model of human consciousness, but my goal is explanation of the most minimal kind of subjective experience, and I thus find questionable the methodology of looking for shared features of models for the human case.

---

18 I have elsewhere reviewed their work more extensively (see Browning and Veit 2021b; Veit 2022).

19 While I have previously written about the challenge of evolving multicellularity (Veit 2019, 2021f), the evolution of multicellular agency constitutes a distinct major transition of its own.

20 See also Birch et al. (2020).

21 In Veit (2022d), I criticize the idea that intentionality and consciousness should be seen as inherently connected. One can be an eliminativist about one and a realist about the other.
For evolutionary reasons, we should strongly avoid the idea that we must explain consciousness in terms of a certain rich human form of experience, in which all properties (whatever they are) must be there for an organism to possess subjective experience. The diversity of life should be reflected in very different ways of experiencing the world, so I am skeptical of putting too much emphasis on a certain combination of features, that may instead be arranged in very different ways. The very basis of consciousness is more plausibly found in one of its properties, rather than the combination of a variety of capacities that have transformed consciousness across evolutionary time. For this, I emphasize what they list as their sixth hallmark: an evaluative system. The evaluative ability, to avoid harmful stimuli and seek out beneficial ones, is supremely important: survival matters. And some basic capacity for a plus or minus “feel” can readily play an important adaptive role prior to any combining of the above-mentioned “hallmarks.”

Others, such as Feinberg and Mallatt (2016), also offer an account of the origins of consciousness in the Cambrian, though their emphasis is on the evolution of eyes and exteroceptive consciousness as the original source of consciousness, which makes sense if one locates the origins of consciousness in the sensory dimensions. However, these approaches have so far failed—as Merker et al. (2022) rightly note in response to the pathological complexity thesis—to address the challenge of why “conscious vision, rather than simply better visually based performance operating unconsciously, is needed to meet the transition’s functional challenge” (p. 55). The correct response here is of course that the origins of consciousness lie in the functional role of dealing with the complex trade-offs arising from the earlier explosion in pathological complexity due to the demands of controlling a multicellular animal body.

Lastly, Godfrey-Smith primarily emphasizes agency and subjectivity, but these do not constitute a single property. They constitute a variety of capacities that can be described as making organisms more agent- or subject-like in some respects. While a detailed evolutionary journey from more object-like organisms to genuine conscious subjects will inevitably involve the gradual evolution of subjective experience and make consciousness less mysterious, it tells us little about the raison d’être and very origins of consciousness, unless we investigate the evolutionary origins of capacities that make organisms more subject-like.

While I think that all of the above approaches are important for understanding the evolution of consciousness, my problem with all these hypotheses is that they already assume some basic capacity for action and sensing as a given, which they then argue leads to interaction driving an arms race in which subjective experience makes sense. But in all this focus on interaction, it is lost that action itself constitutes a major problem (as the work by Keijzer and colleagues nicely demonstrates). And I contend that it is the solution to this problem that caused the Cambrian explosion.

**Action!**

Some clarificatory remarks on my usage of the term “action” will be useful here, since it is in the evolution of action that pathological complexity explodes and evaluative experience arises. Following Spurrett (2020) and the ethologists, I treat “action” here in the teleonomic sense of any kind of functional activity produced by biological agents in their usage of their degrees of freedom, rather than (as is common in much of philosophy of mind and action) as an exclusive term for intentional behavior.22

This view is deliberately broad, to include minimal senses of action such as that of plants producing chemical defenses, and is closer to work in robotics, artificial intelligence, and cybernetics where the computational complexity of building a teleonomic system is readily recognized. This broader notion will help us to better think about a major transition of action and agency in the animal branch of life. The expansion of the organismal option space—or as a cyberneticist might describe it: an organism’s degrees of freedom—is what causes a computational explosion in pathological complexity for modeler and organism alike.

Action, of course, was not invented by animals. Evaluations are found even in single-celled bacteria that swim, sense, hunt, and make decisions in the broad teleonomic sense of action I employ here. Pathological complexity is a property of or rather problem faced by all life and is not restricted to animals. Yet, I do not follow the biopsychist path of using evidence for evaluations in bacteria as evidence for consciousness. Such thinking seems motivated once again by a resistance to evolutionary thinking about consciousness as something that gradually “emerges.” In Godfrey-Smith’s *Metazoa*, there is a notable shift towards taking the challenge by Keijzer more seriously. Here, he describes action as having to be reinvented at a larger scale with new forms of coordination (Godfrey-Smith 2020, p. 53). When evolution has to reinvent or discover something at a new level of biological organization things can take a very different shape and become vastly more complex. Multicellular action “involves coordination across vast scales from a cell’s point of view” (2020, p. 53). The challenge of organizing a multicellular unit is vastly more difficult than the challenge of organizing a single cell. But once this challenge has been mastered, a vast possibility space for new ways of life has been opened.

---

22 This parallels the use of “behavior” as functional activity by Millikan (1995).
Here I should reply to the same kind of question that Godfrey-Smith responds to when he asks why we should emphasize actions of movement over the production of chemicals or other basic activities of life. He argues that controlled motion was a new landmark in innovation, a major transition of action, that made organisms objects of a new kind (Godfrey-Smith 2020, p. 55). We can make this more precise by defining this kind of transition as the control of an organism’s degrees of freedom in the service of a functional end, for example, feeding or moving in one direction over another. Rather than multiple actions at the same time, this major transition of agency allows for whole-body actions to the exclusion of others, thus leading to the evolution of choice. The origins of this invention in the animal tree of life can be seen in the ancestors of modern Alcyonacea, or soft corals, who largely stuck with minimal action in the form of a grasping behavior. It is here that we find a boundary case to think about the evolution of hedonic valence.

The biological world has few hard boundaries and we see something of a gradual transition in nervous systems from playing the role of internal organization to taking a more outward-oriented role, such that action slowly emerges out of development (Godfrey-Smith 2002). This is why Spurrett (2020) notes that some activities of plants do constitute genuine behavior, for instance in a Venus flytrap (p. 7). But in a gradualist picture from discriminating development towards active agency, it would be a mistake to follow the move of some plant scientists such as Gagliano (2017, 2018) and fail to recognize that a major transition in agency took place in the evolution of a distinctively recognizable animal lifestyle.

We can readily acknowledge the force of the argument that the striking cognitive and behavioral capacities of plants, or for that matter bacteria, have been given too little attention, but the right move here is to strongly endorse a previously neglected evolutionary gradualism, rather than deny important gradations in agency. Unfortunately, the cognitive sciences have shown at least a partial blindness towards such evolutionary considerations. We should simply not think about agency as an all-or-nothing affair, a mistake that has also led to an overreaching at the other side of the spectrum, where the presence of agency in all of life is identified with sentience (e.g., Reber 2016).

As the work of Keijzer emphasizes, two important innovations that largely came together in the transition to a distinct kind of animal agency are the nervous system and muscles that tied animal bodies together in new ways and allowed for a new set of adaptive capacities to be built on top. Since subjective experience is often closely associated with the nervous system, it is useful to think about the very origins of nerves and neurons. Here, the role of muscles has been underestimated, with nerve nets largely playing the role of controlling muscles in the service of adaptive behavior. In such a picture it makes sense for a rapid explosion of innovation to occur—in the form of sensory organs and tools such as claws to engage with other organisms—but the actual explosion in complexity, I argue, was enabled by a transition in the organization of action selection. It is here that we find the dawn of subjectivity prior to the dimensions of sensory experience and selfhood.

The Dawn of Consciousness Explained

To demonstrate the significance and difficulty of this major transition towards a distinctive kind of animal agency one has to look no further than the timespan it took from the origins of animal life to a distinctive animal lifestyle. The first definite animal fossils date back to the late Ediacaran, though it has been contested whether to even call them animals, with their odd flower-like shapes, occurring long before the evolution of plants. Dickinsonia, which has been one of the paradigmatic animals of the Ediacaran, does not appear to have eyes or appendages that could give rise to interesting new ways of sensory-motor couplings. Godfrey-Smith (2020) describes the biological imagination of this puzzling period as quiet and placid, with no evidence for interaction: “There are almost no signs of predation—no half-eaten individuals, no sign of the built-in weapons, offensive and defensive, that animals tend to have now” (p. 64). More importantly, however, is the striking absence of action in Spurrett’s (2020) sense of degrees of freedom with alternative uses. Genuine action selection does not appear until much later.

Some change to this actionless picture began in the late Ediacaran 575 million years ago, until the beginning of the Cambrian, with discernable transitions taking place in animals. Waggoner (2003) distinguished three periods: Avalon, White Sea, and Nama. Strictly speaking, these three names were used to denote three major “assemblages,” i.e., findings of a collection of species that fossilized around the same time. But despite new data coming in, the paleontological picture of three distinct periods has largely remained. The first of these periods is the most important, since it is here that recent discussions in the field have placed a possible earlier explosion in animal complexity. Following comprehensive quantitative data analysis of the fossil evidence, Shen et al. (2008) argued that there was an “Avalon Explosion” in the Ediacaran morphospace, mirroring the Cambrian explosion. Here, it is useful to ask for possible mechanistic explanations as to why one explosion failed, whereas the other succeeded. While the White Sea showed definite signs of bilaterian bodies and more discernible
actions of crawling on the seafloor, the Nama largely sees the disappearance of these larger complex and mobile animals, before they returned with a vengeance during the Cambrian.

Why such animal lifestyles failed despite gradual increases in sensorimotor capacities has puzzled Godfrey-Smith (2020), who seeks to ground consciousness in the gradual evolution of just such capacities. Shen et al. (2008) ask but do not answer the question of what “constrained the Ediacara morphospace from further expansion or shift in the subsequent White Sea and Nama assemblages?” (p. 84). But the pathological complexity thesis offers us an elegant explanation for why one explosion failed, whereas the other succeeded. The answer is the necessity of an evaluating system, which enables the efficient deployment of the increase in behavioral complexity through the gradual increase in sensorimotor capacities. Whereas organisms in the White Sea failed to deal with the computational explosion of pathological complexity caused by the rapid expansion of their degrees of freedom, the Cambrian saw the evolution of Benthamite creatures with a common currency of hedonic valence for efficient action selection.

Here, the status of my concept of pathological complexity as the explication of the teleonomic complexity of organisms becomes important once again. The complexity that matters for the organism is first and foremost a problem to be solved, not an adaptation in itself. The real problem that was solved during the Cambrian, but not the Avalon explosion, was an efficient way of dealing with the complexity increase of action selection. Since natural selection can only act upon behavior by modifying the architecture behind decision-making mechanisms, McNamara and Houston (2009) argued that we need to combine the mechanistic research of physiologists with the adaptationist research of evolutionary biologists into an integrated study of function and mechanism.

In the mathematical framework of state-based behavioral and life history theory it is obvious that an increase in variables will lead to a computational explosion in complexity in attempting to find the best strategies. How can organisms solve this? The problem has been given far too little attention, despite the fact that more agential organisms have to solve a problem themselves that natural selection usually solves “for” life, i.e., how to engage in the right fitness-enhancing activities. For much of life these are a given, but for animals with high degrees of freedom, there is a constant need to compare the returns and costs of various actions, opportunities, and dangers associated with both internal and external changes. The reason that I suspect the Avalon explosion “failed” is because these organisms did not come up with a design solution to pay off this complex investment into behavioral flexibility. They did not have a common currency of valence to make this complexity manageable in a bottleneck that resembles that of natural selection both for propagules and species.

As Sherrington (1906) argued early on in his work on the goal-directedness of the nervous system, organisms require some form of informational bottlenecking—what he called a final common path—in order to deal with the problem of coordinating competing actions. Now, it is probably too much to demand that everything we’ve called “action” goes through a single mental bottleneck—that kind of thinking takes us back to an older Cartesian materialist model of the mind with a homunculus and a Cartesian theater that Dennett sought to dispel. But Spurrett (2020) is right to insist that there is something of an intermediate position here, “a useful corrective to the tradition […] that regards almost any convergence in a control system as a symptom of allegiance to muddled models of intelligence and cognition” (p. 11). Spurrett is referring here to the likes of Brooks (1991) who argued that representational higher-order processing for actions would lead to significant bottlenecks with delays or even paralysis and that in this case the world itself can serve as its own best representation (see also Clark 1997).

Some bottlenecking is required for an animal lifestyle, since information about both internal and external states is at least to some extent opaque, and the execution of one action over another requires the combination of a variety of capacities that, as Spurrett (2020) rightly notes, itself includes trade-offs “between other possible allocations of individual capacities and combinations of them, over and above whatever the metabolic and other direct costs of this or that action might be” (p. 11). But unfortunately little attention has been given to this increase in complexity as a problem that has to be dealt with. Action production is taken for granted in debates on the evolution of consciousness, even in the Cambrian, in the work of Ginsburg and Jablonska, Godfrey-Smith, Feinberg and Mallatt, but it cannot be dissociated from action selection. In dealing with this complexity, organismal decisions will be made, or rather filtered/narrowed, for computational reasons through a number of different subagencies, but much work in neuroeconomics strongly supports the idea that there is in fact something like a global common currency for a huge variety of choice types, if not all (Spurrett 2020). 24

It is thus not surprising that Shizgal and Conover (1996) maintained that orderly choice is indicative that there must be some form of value ranking on a common scale—this argument is routinely made by revealed preference theorists in economics. Valence plausibly constitutes an ancient solution to this problem in the Cambrian, which then enabled the evolution of richer kinds of felt sensory representations.

24 See Levy and Glimcher (2012, 2016); Pearson et al. (2014) for excellent reviews of the neuroeconomics literature.
like Denton’s (2006) primordial emotions, such as thirst and hunger, directly tied to an evaluative system of efficient decision-making. An evolutionary perspective turns on its head the common view that hedonic valence is something that came on top of sensory consciousness, by making subjective (expected) utility its most ancient capacity. The pathological complexity therefore does not just imply a metaphorical sense of the existence of a common currency, but a psychologically real felt common currency. And it is because of this that my account offers an elegant answer to the challenge of why some sensory processes are felt and others aren’t.

Unfortunately, comparative neuroeconomics remains an incredibly small field, with much of its research focused on standard model organisms such as monkeys, rodents, and birds. But what little research has been done strongly supports the idea that analogues to the human final common path are found throughout a wide range of the animal branch of life. This is precisely where we’d expect to see the presence of a common currency, in the form of specialized neural circuits designed for the exclusion of mechanically incompatible actions that can compete against each other in a preference ordering, and also, as Spurrett (2020) emphasizes, “the last place [preferences] can do so” (p. 22). It is now clear that almost all vertebrates share an evaluative neural system for reward and “punishment” with dopamine and other valence-related molecules sharing a deep evolutionary origin that is plausibly very ancient, rather than invented multiple times.

The observation that some species taken to lack sentience, such as nematodes, use dopamine (alongside other such molecules implied in valence) to organize action and motor activity (see Barron et al. 2010) is only further evidence of an ancient origin of valence to help organisms achieve efficient action selection. As Spurrett (2020) notes, it is highly likely that the first implementations of preferences “were elaborations of motor control systems shared with creatures that couldn’t learn, but could move” (p. 23). Indeed, it does appear that dopamine is at least as old—if not older—as the invention of the bilaterian body plan with symmetric halves that enabled a vast increase in possibility for animal action (Caveney et al. 2006). In the theory defended here we might thus see a valence system as the revolution needed to make animal agency “pay off,” providing an efficient action selection mechanism as the final behavioral common path of metazoans for the prioritization of some actions over others in the complexity increase of more degrees of freedom. What evidence has been gathered in invertebrates is highly suggestive that this is not a unique vertebrate trait (Gibbons et al. 2022). If not for the standard methodological practice in comparative cognition to only attribute these capacities to animals in which these capacities have been demonstrated, the capacities would already be seen as much more basic. We’re here unfortunately faced by something of a methodological artifact, by the sad observation that studies of motivational trade-offs—such as those of Cabanac and Elwood—have until recently been very rare in animals distantly related to us.

Unlike Spurrett, who tries to bracket off consciousness and emotions in his work on the origins of preferences as representational capacities, I view them as being initially instantiated through a hedonic valence system that later becomes more representational through acquiring richer sensory and integrative capacities. The evolutionary ancestors of preferences are not instantiated in the cognitive or representationalist sense of a calculation, but rather an instantaneous general feeling of one’s state—a total state of momentary feeling in just that sense of the word. Such a model of the origins of hedonic feels makes it immune to the challenge of Lloyd Morgan’s canon, as it is something substantially simpler than representationalist value rankings. Dennett (1995) once called organisms capable of reinforcement learning *Skinnerian creatures*, but a better term less reliant on externalist modes of thinking about what happened in the transition to animal agency would be *Benthamite creatures*.

Capacities for reinforcement learning are highly suggestive of preferences, implying “both sensitivity to rewards and updating behavioural dispositions in light of reward-based consequences of earlier behaviour” (Spurrett 2020, p. 23). It is thus hardly surprising that earlier evolutionists took the presence of such learning abilities as almost certain evidence that these animals feel pleasure and pain. But because of the apparent ubiquity of this ability in the animal branch of life, in cephalopods, crustaceans, and insects (Perry et al. 2013), many have come to endorse the view that this would make consciousness too simple, that it requires something more. This conclusion was wrong in two ways: firstly, a gradualist evolutionary perspective of the evolution of consciousness ought precisely to endorse a very humble origin for the origin of sentience; and secondly, the ability for reinforcement learning is far more complex than is typically acknowledged, with cyberneticists struggling to design robots achieving even the most basic successes of simple animal life. No robot has yet been created that would be able to handle the pathological complexity of the life histories exhibited in even the most basic distinctively animal

---

25 See also Brunet and Arendt (2016); Arendt et al. (2016).

26 While economists have struggled to quantitatively measure such hedonic utility, this does not imply that it doesn’t exist or that psychological utilitarianism must be abandoned (Browning and Veit 2021a).

27 Note that all these animal groups are now slowly entering the accepted realm of animals with sentience.
lifestyles. Their failure is akin to the very same challenge Avalonian and White Sea animal agents failed to overcome.

What we find at the verge of the Cambrian explosion is the evolution of subjective utility maximizers upon which more complex representational capacities such as interception and emotions were built. Here, I am not implying that all new capacities must go through the bottleneck of the evaluative system and be consciously experienced. But it is within the context of such evaluative agency that subjective experience makes sense, and plays a distinctive role in the sense of functional deployment of the degrees of freedom a flexible animal lifestyle offers. This approach substantially narrows the explanatory gap and makes subjective experience something almost necessary for organisms to undergo a major transition from “mere” objects subject to the whims of external forces into genuine agents/subjects in their own right, and thus makes great progress in the completion of the Darwinian revolution.

Conclusion and Further Objections

The goal of this article was to advance a new hypothesis about the origins of consciousness, which was in turn motivated by the ethologists’ demand to pay close attention to organisms as teleonomic agents with life history strategies in their natural environments. Without an understanding of what these organisms evolved to do it will be impossible to distinguish the normal from the pathological— including their subjective experience. From an evolutionary point of view, health has to be understood as a measure of how an organism deals with the pathological complexity it is faced with: it is the ultimate teleonomic measure of organismal complexity. And pathological complexity can be operationalized as the complexity of the number of parameters and constraints in the optimization problem studied by state-dependent or state-based behavioral and life history theory. With the evolution of behavioral flexibility, the Cambrian explosion brought forth an explosion in pathological complexity of how to control and select the right action at the right time—a problem that I argued was dealt with through the evolution of a proximate common currency of hedonic valence.

By using the pathological complexity framework to think about the life history challenges of different organisms, we are placed in a better position to make predictions regarding their subjective experiences, which can then be used in a feedback process to better understand their pathological complexity, thus ultimately allowing us to create an evolutionary framework for the study of animal consciousness. In a compendium article to this paper, I draw on life history research in insects to investigate whether claims regarding the possibility of pain in ants, bees, flies, and the like makes sense in the context of their robotic, short, and fast lives (Veit 2022e). By paying close attention to the life histories of animals such as bees, who routinely engage in difficult economic trade-offs, I argue that it will no longer appear as dubious to attribute sentence to them. In regard to sensory experiences, we will similarly be able to make predictions about the discrimination capacities of animals such as birds by studying what the evolutionarily salient features of their environments consist in. What my framework provides is a pathway towards a cognitive ethology, as Griffin (1976) once intended, that can make sense of the subjective experiences of animals by asking what role they may play for them in their normal, healthy lives. As I’ve recently argued, the “future of animal sentence research lies not in drawing boundaries but in empirically investigating what it feels like to be an echo-locating bat, an infrared-sensing snake, an octopus with multiple distributed ganglia, a fish without a neocortex, or an arthropod such as a spider or a honey bee” (Veit and Huebner 2020, p. 3; italics in original).

Beyond science, the pathological complexity thesis may also help us in ethics and policy making, since it is sentence that is usually taken to make an entity a subject of moral concern (Sebo 2018; Browning 2020c). Browning (2020b) has even defended a Benthamite view of animal welfare by drawing on the idea of a common currency for evaluation. As my interest in animal consciousness was also motivated by ethical concerns, I have published several papers on animal ethics, sentence, and welfare science in collaboration with Browning, but one problem we were repeatedly faced with is the challenge of interspecies comparisons of welfare (see Browning 2022b for a detailed examination). The more broadly we attribute sentience to other animals, the lesser reasonable it will be to assign equal moral weight to all insects, birds, and octopuses. Their capacity to suffer and experience pleasure reasonably scales according to their degree of consciousness, which should force us to think about their consciousness as well as their ethical status in a gradualist manner. While we have offered some brief discussions on animal sentence in relation to the life histories of different animals (Browning and Veit 2021d), the pathological complexity thesis may offer us a useful evolutionary proxy measure to assess different levels of evaluative richness in the subjective experience of different animals. How to measure animal welfare is a notoriously difficult problem (Dawkins 1980; Browning 2022a), but a measure of pathological complexity would enable us to rank animals according to a so-called sentence multiplier (see Browning 2022b for a detailed examination).

A book-length treatment of the pathological complexity thesis will be offered elsewhere (see Veit 2022c).

See Veit and Browning (2020a, b, 2021b); Browning and Veit (2020a, b, 2021c, 2022a, b).
But to make use of the pathological complexity for this purpose will be a task for future work.

Lastly, while the available evidence cannot rule out many competing theories of consciousness just yet, my thesis has two major points in its favor that advantage it against many contenders in the field. Firstly, the “hard problem” of why things feel a certain way does not appear to be as much of a challenge within a hedonic framework. Things feel a certain way because they have to feel that way to be functional. This is the first major advantage: overcoming the alleged inability of functionalist theories of consciousness to explain why consciousness feels like anything at all. Secondly, the pathological complexity thesis allows us to make predictions regarding the subjective experiences of other animals. This is a second major advantage against most competing theories that have a hard time making testable predictions that could refine our theoretical framework. While the specific thesis advocated here may turn out to be wrong, the integration of ecological and evolutionary thinking into a science that has suffered from a human-centric bias will allow us to develop a firm mid-level theory not contingent upon the human case, and thus help us to transition towards a true biological bottom-up study of consciousness that tries to answer the teleonomic question of what it is for.
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