Quantifying the barren plateau phenomenon for a model of unstructured variational ansätze
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Quantifying the flatness of the objective-function landscape associated with unstructured parameterized quantum circuits is important for understanding the performance of variational algorithms utilizing a “hardware-efficient ansatz”, particularly for ensuring that a prohibitively flat landscape—a so-called “barren plateau”—is avoided. For a model of such ansätze, we relate the typical landscape flatness to a certain family of random walks, enabling us to derive a Monte Carlo algorithm for efficiently, classically estimating the landscape flatness for any architecture. The statistical picture additionally allows us to prove new analytic bounds on the barren plateau phenomenon, and more generally provides novel insights into the phenomenon’s dependence on the ansatz depth, architecture, qudit dimension, and Hamiltonian combinatorial and spatial locality. Our analysis utilizes techniques originally developed by Dalzell et al. [1] to study anti-concentration in random circuits.

I. INTRODUCTION

A leading candidate class of algorithms for obtaining a quantum speedup for a practical problem in the near term is that of variational hybrid quantum-classical algorithms (see [2] for a review). In this setting, one assumes access to a quantum device capable of implementing some parameterized family of quantum circuits $U(\theta)$ for $\theta \in \mathbb{R}^p$, and the goal is to minimize an objective function $f$ of the form $f(\theta) = \langle 0^n | U(\theta)^\dagger H U(\theta) | 0^n \rangle$ over the set of feasible parameters. While perhaps the most well-known algorithms of this form are the Variational Quantum Eigensolver [3] (for estimating the ground state energy associated with some physical Hamiltonian) and the Quantum Approximate Optimization Algorithm [4] (for solving combinatorial optimization problems), it is possible to encode a wide variety of disparate computational problems in this form by making an appropriate choice of objective observable $H$. With $H$ and the parameterized circuit $U(\theta)$ having been set, one generally proceeds with the minimization of the objective function $f$ via an interaction between the quantum device and a classical controller; the quantum device is used to estimate the objective function or its derivatives at any point in the parameter space, while the classical controller is used to perform an “outer loop” stochastic optimization of $f$ over the parameter space.

This framework is appealing from the perspective of near-term quantum applications due to its great flexibility; in addition to the flexibility with respect to the computational problem encoded in $H$, there is also an enormous flexibility with respect to the available quantum hardware. While the parameterized circuit $U(\theta)$ may be chosen in some highly-structured, theoretically-motivated way for the problem at hand—which could necessitate quantum resources beyond what are available in the near term—another strategy is simply to choose $U(\theta)$ to be naturally compatible with the available hardware. An ansatz chosen in this manner is deemed a hardware-efficient ansatz (HEA). As an HEA ignores the structure inherent to the problem, it typically “looks random” from the perspective of $H$. The success of a variational algorithm depends largely on (1) how well the ansatz $U(\theta)$ can express the ground state of $H$, and (2) the geometric properties of the objective function landscape influencing how easily optimization may be performed. The focus of this work is on the latter point, particularly in relation to the HEA.

Despite the allure of the HEA for providing a possible route to practical quantum speedups in the near term, it is well-known that such highly-unstructured, random-looking ansätze suffer from a drawback known as the barren plateau phenomenon [5], which is the tendency of the objective function landscape to look extremely flat almost everywhere.

The flatness of the objective function landscape is indeed a key property affecting the performance of a variational quantum algorithm. If the landscape is extremely flat, then intuitively the classical “outer loop” optimization will have trouble finding a good local minimum. Furthermore, gradient-based optimization approaches would need to take an enormous number of measurements at a typical point in parameter space to estimate $\nabla f$ at that point with small relative error. On the other hand, if the landscape is sufficiently “bumpy”, then it is typically possible to obtain a good estimate of $\nabla f$ from a reasonable number of measurements, and an optimization approach like stochastic gradient descent can be used to descend to a local minimum. The importance of the barren plateau phenomenon is also unsurprising given its close relation to the famous “vanishing gradient problem” [6] encountered in the training of (classical) deep neural networks. Due to its direct relevance to the performance of optimization algorithms, the barren plateau phenomenon has been studied directly or played a role in a large number of recent numerical and analytical works [5, 7–30].

But despite the importance of the phenomenon and the plethora of recent work, there remain practical and
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theoretical holes in our understanding. For instance, on
the practical side, for a given circuit architecture and
observable $H$ there is no known general method for effi-
ciently estimating the flatness of the associated objective
function landscape. On the theoretical side, analytic re-
sults tend to either apply only to narrow special cases of
architectures, or have general applicability but be quite
loose. For example, the analytic bounds in the original
paper [5] apply to the practically unrealistic setting of
ansatze which form exact unitary 2-designs. This was
improved in [23], which derived upper bounds on the gra-
dient for approximate 2-designs; however, there was no
lower bound, and in general ansatze need not be approx-
imate 2-designs to experience barren plateaus. In [8],
the authors proved some upper and lower bounds on the
typical magnitude of the gradient for a model of a one-
dimensional, $O(\text{polylog } n)$-depth HEA where the ob-
jective observable $H$ is either spatially local and few-body
or is a tensor product of non-trivial projectors on each
qubit. The techniques of the present work allow us to
essentially generalize some of their results to arbitrary
depth and more general Hamiltonians. In [10] the au-
thors proved a very general lower bound on the variance
of the gradient, but one implication of the present work is
that this bound can be very loose. More recently, [15] em-
ployed the ZX-calculus to derive bounds for four special
cases of circuit architecture. Notably, it was not well-
understood in general how the flatness of the landscape
scales with the variational circuit depth, qudit dimension,
or the locality (combinatorial or spatial) of $H$.

In this work we help ameliorate some of these gaps
in knowledge. We first introduce a model of highly-
unstructured HEAs which our results are derived with
respect to, which is fundamentally similar to the models
used in [8, 10] but allows for generalization beyond their
setup (e.g. to more general types of parameterized gates
and to qudits with dimension greater than two). Within
this model, for arbitrary architectures we give an efficient
Monte Carlo algorithm for estimating the typical magni-
tude of $\nabla f$, and additionally derive general upper and
lower analytic bounds on $\nabla f$. Stronger analytic bounds
are obtained for 1D architecture, where we effectively
generalize some of the results of [8]. Perhaps the most
important novel theoretical implications of our results are
that they show or suggest that, typically, (1) the gra-
dient decays exponentially in the circuit depth; (2) the
gradient decays exponentially in the Hamiltonian local-
ity; and (3) the gradient decays polynomially in the local
qudit dimension. As elaborated upon in the discussion
section, (2) in turn suggests that even for architectures
in which barren plateaus are avoided, gradient descent
may tend to find local optima which neglect higher-order
terms of $H$; additionally, it implies that global observ-
ables are always associated with barren plateaus in this
model, regardless of architecture (generalizing a result of
[8] for narrower classes of architectures and observables).
Point (1) implies that the landscape flatness does not
necessarily saturate at the 2-design depth. Our work also
resolves an open question posed in [8] on the relative
importance of the combinatorial versus spatial locality of
$H$ in determining the flatness of the landscape; combi-
natorial locality is generally the dominant factor, but the
spatial locality structure also contributes as well in a
way that is easy to intuit after deriving the Monte Carlo
algorithm for barren plateaus below.

II. SETUP AND NOTATION

We now describe the HEA model. The parameterized
circuit $U(\theta)$ is assumed to act on $n$ qudits of local dimen-
sion $q$. The starting state is assumed to be $|0\rangle^\otimes n$. $U(\theta)$ is
assumed to consist of two types of gates, which we call en-
tangling gates and parameterized gates. Entangling gates
act non-trivially on two (possibly non-adjacent) sites and
are randomly chosen according to any measure on $U(q^2)$
that forms a 2-design. A parameterized gate is of the
form $W_i e^{-iA\theta} W_r$ where $A$ is Hermitian and acts non-
trivially on at most two sites, $\theta \in \mathbb{R}$ is the parameter,
and $W_i$ and $W_r$ are arbitrary fixed gates acting on the
same sites as $A$. We assume that $e^{-iA\theta}$ is periodic in
$\theta$ with period $2\pi$ (re-scaling $A$ if necessary), and take
$[0, 2\pi]$ as the feasible set for each parameter. The model
additionally obeys the following constraints. First, each
qudit is acted on by an entangling gate at least once.
Second, each entangling gate acting on qudits $i$ and $j$
may be preceded and succeeded by an arbitrary number
of parameterized gates acting on one or both of these
sites, but parameterized gates which cannot be placed
in this way are not allowed. (There is no constraint on the
location of entangling gates.) Third, for our lower
bounds on the gradient, we additionally assume that the
final gates to act on any given qudit $i$ is the para-
terized sequence $\Sigma_1 \sigma_i^{q/2} \Sigma_3^{q/2}$ where $\alpha_i$ and $\beta_i$ are
parameters, and $\Sigma_1$ and $\Sigma_3$ are the so-called shift and clock
matrices, respectively, defined by $\langle k | \Sigma_1 | l \rangle := \delta_{k, l}$ and
$\langle k | \Sigma_3 | l \rangle := e^{2\pi i k/l} \delta_{k, l}$.

We additionally define a few more pieces of notation.
For any valid variational circuit $U(\theta)$, we define the asso-
ciated random circuit $\tilde{U}$ to be the same but with all
parameterized gates removed. The variable $m$ is used to
denote the number of gates in $\tilde{U}$. The variable $d$ denotes
the depth (i.e. number of layers of parallel gates) of $\tilde{U}$.
In analogy with [1], variable $r$ denotes the regular con-
nectivity of $\tilde{U}$, defined to be the maximum number of
layers of parallel gates that must be applied before some
gate acts between an arbitrary proper subset of qudits

\footnote{These parameterized gates may be expressed in the required form
and have period $2\pi$. Note that this final assumption is not nec-
essary for the upper bounds, and additionally, for the case of
qudits ($q = 2$), we may replace $\Sigma_1 \sigma_i^{q/2} \Sigma_3^{q/2}$ with the se-
quence of Pauli rotations $e^{i\alpha_i \sigma_i^{0,1,2,3}/2}$ and the results remain
unchanged.}
accessible with our techniques. We directly study the latter quantity as it is more directly connected to the former quantity. In the remainder of the work, we denote by $E$ over the parameter space, the next lemma shows that typical flatness is $E_{\theta} \nabla f_V(\theta) \parallel \nabla f_V(\theta)$.

$$E_{\theta} \nabla f_V(\theta) \parallel \nabla f_V(\theta)$$

Intuitively, such a relation holds due to the fact that $f(\theta)$ is periodic and has bounded first and second derivatives; as a result of these properties, the function value has a low variance over the parameter space if and only if the gradient is typically small. We defer the proof to Appendix A. A result of a similar flavor was previously shown in [24]; however, this result does not straightforwardly extend to the present setting, and our proof strategy is different than theirs. We record another lemma here, where we introduce the convenient notation $g_x := E_{\theta} E_\theta (0|U(\theta)\{1\}M_x U(\theta)|0)^2$.

**Lemma 2.**

$$E_{\theta} E_\theta f_V(\theta)^2 = \sum_x |c_x|^2 g_x.$$  \hspace{1cm} (2)

That is, the terms of $H$ contribute independently to the variance of $f_V(\theta)$. A similar fact was previously shown for $\partial f(\theta)$ in [10]. We defer the proof to Appendix B. Together, these two lemmas imply that we may study the barren plateau phenomenon by studying the simpler quantities $g_x$.

### III. MONTE CARLO ALGORITHM

In this section we give an efficient randomized algorithm for estimating $E_{\theta} E_\theta f_V(\theta)^2$, applicable for any architecture compatible with the setup described previously. We only describe the algorithm in this section, deferring the derivation to Appendix B. We note, however, that the derivation of the algorithm and subsequent analytic bounds draw heavily on the tools and analysis introduced in [1] for mapping random quantum circuits to Markov chains, which in turn drew from a line of work studying random quantum circuits via classical statistical mechanical models (initiated by [31] and [32]). Indeed, the random walk $\mathcal{M}_U$ that we define presently was first derived and studied in that work, and we use some of their notation. But while they were concerned with studying the anti-concentration of random circuits, in this work the same random walks are utilized differently to connect to barren plateaus.

For any variational circuit $U$, we now define the random walk $\mathcal{M}_U$ on $n$-bit strings $(I,S)^n$ associated with $U$ as follows, which corresponds to the “biased random walk” studied in [1]. Each site is initialized independently with label $S$ with probability $1/(q + 1)$, and with label $I$ otherwise. Now, each entangling gate in the circuit $U$ “acts” on a pair of sites according to the following rules. If the two sites are in the configuration $(I,I)$ or...
where $X$ is a random variable satisfying $\Pr[X = x] \propto |c_x|^2$. From this observation and a standard Chernoff bound, we immediately have the following randomized algorithm for estimating $\mathbb{E}_V \mathbb{E}_\theta f_V(\theta)^2$.

**Algorithm 1** Algorithm for $\mathbb{E}_V \mathbb{E}_\theta f_V(\theta)^2$

**Input:** variational circuit $U(\theta)$; $H = \sum_x c_x M_x$; additive error tolerance $\varepsilon$; failure probability tolerance $\delta$

**Output:** estimate of $\mathbb{E}_V \mathbb{E}_\theta f_V(\theta)^2$

**Runtime:** $O\left( \frac{\sum |c_x|^2}{\varepsilon^2} \log(\frac{1}{\delta}) \right)^2$

1. $N \leftarrow \frac{1}{\varepsilon^2} \log\left( \frac{2}{\delta} \right) \left( \frac{\sum |c_x|^2}{\varepsilon^2} \right)^2$
2. for $i \in [N]$ do
   3. Sample a realization $\bar{\Gamma}^m$ of $\bar{\Gamma}^m$ by simulating $M_{\bar{\Gamma}}$
   4. Sample $X \in [q]_n$ s.t. $\Pr[X = x] \propto |c_x|^2$
   5. $a_i \leftarrow \frac{1}{N} \mathbb{1}_{\text{supp}(x) \subseteq \text{supp}(\bar{\Gamma}^m)}$
6. end for
7. return $\left( \sum_x |c_x|^2 \right) N^{-1} \sum_{i=1}^N a_i$

Here, $\mathbb{1}_{E}$ is the random variable which is one if event $E$ occurs and zero otherwise. This algorithm provides an efficient method for quantifying the flatness of the objective landscape for any architecture compatible with our setup. It also provides an intuitive understanding of how the flatness of the landscape depends on the variational circuit depth, the locality of the objective Hamiltonian $H$, and the qudit dimension. Since the random walk on configurations is biased in favor of $I$ labels, we expect that over time, the population of $S$ labels will exponentially decay. Hence, we expect $\Pr[\text{supp}(x) \subseteq \text{supp}(\bar{\Gamma}^m)] = 0$ and therefore $\mathbb{E}_V \mathbb{E}_\theta \|\nabla f_V(\theta)\|^2 = 0$ to generally be exponentially small in the circuit depth and the size of the support of $x$. Meanwhile, the qudit dimension $q$ is directly related to the degree to which the walk is biased in favor of $I$ labels.

In the remainder of this paper we make these intuitions more quantitative, deriving bounds on the flatness of the landscape which follow largely from Theorem 1 as well as techniques previously developed in [1] for studying anti-concentration. In particular, the arguments used to derive the bounds below follow a similar approach to arguments used in [1] to analytically upper and lower bound a measure of anti-concentration for general and 1D architectures. We report bounds on $g_x$, which are immediately related to $\mathbb{E}_V \mathbb{E}_\theta f_V(\theta)^2$ and $\mathbb{E}_V \mathbb{E}_\theta \|\nabla f_V(\theta)\|^2$ via Lemmas 1 and 2.

**IV. GENERAL LOWER BOUND**

Consider the associated biased random walk $M_{\bar{\Gamma}}$ introduced in the previous section. From Theorem 1, we see that bounding $g_x$ is equivalent to bounding $\Pr[\text{supp}(x) \subseteq \text{supp}(\bar{\Gamma}^m)]$. In turn, this is lower bounded by (1) the probability that $\text{supp}(x) \subseteq \text{supp}(\bar{\Gamma}^0)$ and no spin in $\text{supp}(x)$ ever flips to configuration $I$, as well as (2) the probability that $\bar{\Gamma}^0 = S^n$, yielding

$$g_x \geq \max \left\{ \left( \frac{1}{q+1} \right)^{|x|}, \left( \frac{1}{q^2+1} \right)^{\text{gates}(x)}, \left( \frac{1}{q+1} \right)^n \right\},$$

where $\text{gates}(x)$ denotes the number of entangling gates acting between $\text{supp}(x)$ and its complement.

To obtain a general lower bound in terms of the entangling gate circuit depth $d$, simply note that $\text{gates}(x) \leq d|x|$, due to the fact that the maximal possible number of gates which can act between sites in $\text{supp}(x)$ and its complement in a single layer is $|x|$. Then we may concisely write a lower bound as follows.

**Corollary 1.**

$$g_x \geq \max \left( q^{-\Theta(1)-d|x|}, (q+1)^{-n} \right).$$

Informally, the landscape is no flatter than an exponential in the product of the depth and locality, and its flatness is always lower bounded by $(q+1)^{-n}$.

**V. GENERAL UPPER BOUND**

Here we use the random walk picture to derive a general upper bound, which we later improve in the 1D setting. We relegate the details of the calculation to Appendix C, while describing the strategy and result here. Recalling that $g_x = \Pr[\text{supp}(x) \subseteq \text{supp}(\bar{\Gamma}^m)]$, we upper bound this probability over random walks by separately considering non-zero contributions from two types of trajectories: (1) trajectories that reach the fixed point of $S^n$, and (2) trajectories that do not. The probability of a trajectory being of type (1) is exponentially small in $n$, intuitively due to the fact that they typically only occur
if a large majority of the sites of the starting configuration $f^0$ are in state $S$, which is exponentially unlikely. The probability that a trajectory $\gamma$ is of type (2) and satisfies $\text{supp}(\gamma) \subseteq \text{supp}(\gamma^\infty)$ is exponentially small in $d$, intuitively due to the fact that, since the random walk is biased in favor of 1, the population of $S$ labels is exponentially decaying with $d$. Precisely, we find

$$g_x \leq \left( \frac{2g}{q+1} \right)^n \left( \frac{2g}{q^2+1} \right)^{d/r} q^{-|x|} + (q^n + 1)^{-1}. \quad (6)$$

This implies the following corollaries, relevant in the large-\(|x|\) and large-\(d\) settings, respectively.

**Corollary 2.** For $x$ satisfying $|x| \geq n/2$,

$$g_x \leq q^{-\Theta(1) \cdot n}. \quad (7)$$

This corollary states that global observables always suffer from severe barren plateaus, regardless of the ansatz architecture. This effectively simplifies and generalizes one of the main results of [8], which analyzed particular classes of architectures and observables.

**Corollary 3.** For $x \neq 0$ and $d > d^* = \Theta(1) \cdot rn$,

$$g_x \leq q^{-n} + q^{-\Theta(1) \cdot (d-d^*)/r-|x|}. \quad (8)$$

Informally, the landscape approaches its asymptotic flatness $\sim q^{-n}$ exponentially fast in the depth once the depth exceeds $O(r \cdot n)$. Intuitively, we expect this bound to be weak, as this exponential flattening should happen well before the depth becomes $O(n)$. Indeed, it can be greatly improved for the 1D architecture studied subsequently.

**VI. IMPROVED BOUNDS FOR 1D ARCHITECTURE**

While the bounds derived in the previous sections are quite general, we now specialize to 1D. In particular, we consider variational circuit architectures as follows. For convenience, we assume that there are an even number of qudits—numbered $\{0, 1, \ldots, n-1\}$—and that boundary conditions are periodic; these two constraints are not crucial. Also assume that the entangling gates are structured as follows. At odd timesteps, an entangling gate is applied between each pair of sites ($2j, 2j + 1$) for $j \in [0, \ldots, n/2-1]$. At even timesteps, an entangling gate is applied between each pair of sites ($2j, 2j - 1$ \mod $n$) for $j \in [0, \ldots, n/2-1]$. We study $g_x$ as before, and additionally assume that $M_x$ is spatially $k$-local.

The simplified structure of the 1D architecture permits stronger bounds to be deduced. These bounds are derived in Appendix C and are summarized as follows.

**Corollary 4.** For 1D architecture and spatially $k$-local $M_x$,

$$g_x \geq \max \left( q^{-\Theta(1) \cdot (d+k)}, (q+1)^{-n} \right). \quad (9)$$

**Corollary 5.** For 1D architecture, $x \neq 0$, spatially $k$-local $M_x$, and $d > d^* = \Theta(1) \cdot \log k$,

$$g_x \leq q^{-\Theta(1) \cdot (d-d^*)/r-|x|} + q^{-n}. \quad (10)$$

Hence, in this setting we rigorously show that $g_x$ decays exponentially in the circuit depth and locality before saturating at $\sim q^{-n}$. These bounds effectively simplify and improve some results previously obtained in [8], and extend them to more general regimes by permitting $k, d, H$ to be arbitrary.

**VII. DISCUSSION**

For a model of HEAs, we have given an efficient Monte Carlo algorithm for estimating the flatness of the landscape for any architecture, and derived bounds on the typical magnitude of the gradient. In general, the algorithm provides an intuitive picture for how the landscape flatness depends on the ansatz architecture and objective observable. Here, we point out a couple of additional implications which follow straightforwardly from our results. For one, since the terms of $H$ independently contribute to $\mathbb{E}_\theta \mathbb{E}_\theta f_V(\theta)^2$ (Lemma 2), and we expect that the contribution of a given term to $\mathbb{E}_\theta \mathbb{E}_\theta f_V(\theta)^2$ is exponentially suppressed in its locality, we expect that local optimization approaches may have a tendency to under-weight terms of $H$ which act on more sites, since gradients may be dominated by contributions from low-weight terms. Or, more intuitively, we expect that most local minima in the optimization landscape will be mostly attributable to low-weight terms. This means that, even in architectures for which the barren plateau phenomenon is avoided, gradient descent may often be led to approximately the same local optima that they would have been for a truncated version of the Hamiltonian with terms of high locality removed. For an extreme illustration of this point, one may consider a constant-depth ansatz and an $H$ whose terms are all either 1-local or have weight $n$. The contribution of the 1-local terms to the objective function $f(\theta)$ does not suffer from barren plateaus (from Corollary 1), but the contribution from $n$-local terms experiences severe barren plateaus (from Corollary 2), which we expect to manifest as “narrow gorges” [8, 24] in the landscape which local optimization algorithms will almost certainly not find. While this is an extreme example, a reflection on Theorem 1 reveals that the typical contribution of 2-local terms to the gradient can already be significantly smaller than that of 1-local terms, and the contribution of $k$-local terms will typically give a relative contribution exponentially smaller in $k$. This phenomenon may therefore already be relevant for the case of local Hamiltonians, and could be significant in practice for VQAs utilizing an HEA. Intuitively, this suggests the importance of using optimization methods that explore wide swaths of the parameter space, rather than a purely local approach like a naive gradient descent. However, as $k$ becomes larger, we expect it will become exponentially
harder to “find” the significant contributions to the landscape coming from weight-

terms.

We also point out that, while previous works \cite{5,23} have shown that an ansatz forming a 2-design is sufficient to imply small gradients, a straightforward implication of our work is that the landscape flatness does not generally saturate at the 2-design depth. For example, consider a 2D $\sqrt{n} \times \sqrt{n}$ array of qubits, and an ansatz whose entangling gates form a 2D random circuit with nearest-neighbor gates. This ansatz becomes an approximate 2-design at depth $O(\sqrt{n})$ \cite{33}, but, assuming the objective observable is local, by Corollary 1 the gradient variance is still lower bounded by $\exp(-O(\sqrt{n}))$ at this depth. As the depth is increased, the gradient variance continues to shrink until it finally saturates at the much smaller value $\exp(-\Theta(n))$ at depth $\Theta(n)$ (by Corollary 3).
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**Appendix A: Proof of Lemma 1**

Recalling that $f_V(\theta)$ is component-wise periodic with period $2\pi$, we consider the Fourier series decomposition

$$f_V(\theta) = \sum_n \tilde{f}_{V,n} e^{i\theta \cdot n}. \tag{A1}$$

Note that $\tilde{f}_{V,n} = \tilde{f}_{V,-n}$ since $f_V$ is real-valued. Since $f_V(\theta)$ is smooth and periodic, we may differentiate to obtain

$$\frac{\partial f_V}{\partial \theta_j}(\theta) = i \sum_n n_j \tilde{f}_{V,n} e^{i\theta \cdot n}. \tag{A2}$$

We also have from Parseval’s theorem that $E_{\theta} f_V(\theta)^2 = \sum_n |\tilde{f}_{V,n}|^2$. Another application of Parseval’s theorem, and taking an expectation value over $V$, gives

$$E_{\theta} \left( \frac{\partial f_V}{\partial \theta_j} \right)^2 = \sum_n n_j^2 E_{\theta} |\tilde{f}_{V,n}|^2. \tag{A3}$$

A second differentiation and application of Parseval’s theorem yields

$$E_{\theta} \left( \frac{\partial^2 f_V}{\partial \theta_j^2} \right)^2 = \sum_n n_j^2 E_{\theta} |\tilde{f}_{V,n}|^2. \tag{A4}$$

Applying the Cauchy–Schwarz inequality to the r.h.s. of Equation (A3), we have

$$E_{\theta} \left( \frac{\partial f_V}{\partial \theta_j} \right)^2 \leq \sqrt{\left( \sum_n n_j^4 E_{\theta} |\tilde{f}_{V,n}|^2 \right) \left( \sum_n E_{\theta} |\tilde{f}_{V,n}|^2 \right)} \tag{A5}$$

$$= \sqrt{\left( E_{\theta} \left( \frac{\partial^2 f_V}{\partial \theta_j^2} \right)^2 \right) \left( E_{\theta} \left( f(\theta)^2 \right) \right)} \tag{A6}$$

$$\leq 4 \|H\| \|A_j\|^2 \sqrt{E_{\theta} f(\theta)^2}, \tag{A7}$$

where in the last line we used the fact that $\frac{\partial^2 f_V}{\partial \theta_j^2} \leq 4 \|H\| \|A_j\|^2$, which can be seen by analytically differentiating the expression for $f_V(\theta)$. This suffices to prove the upper bound. For the lower bound, returning again to Equation (A3), we have

$$E_{\theta} \left( \frac{\partial f_V}{\partial \theta_j} \right)^2 \geq \sum_{n : n_j \neq 0} E_{\theta} |\tilde{f}_{V,n}|^2, \tag{A8}$$
and so

\[
\mathbb{E}_V \| \nabla f_V \|^2 \geq \sum_{n: n \neq 0} \mathbb{E}_V \left| f_{V,n} \right|^2
\]  
(A9)

\[
= \sum_n \mathbb{E}_V \left| f_{V,n} \right|^2 - \mathbb{E}_V \left( \mathbb{E}_V (\theta) \right)^2
\]  
(A10)

\[
= \mathbb{E}_V \mathbb{E}_V f_V(\theta)^2 - \mathbb{E}_V \left( \mathbb{E}_V (\theta) \right)^2,
\]  
(A11)

where in the second-to-last line we used the fact that \( \mathbb{E}_V f_V(\theta) = \tilde{f}_{V,0} \), and the last line follows from Parseval’s theorem. We now consider the quantity \( \mathbb{E}_V f_V(\theta) \). By linearity, we have

\[
\mathbb{E}_V f_V(\theta) = \sum_x c_x \mathbb{E}_V (U_V(\theta)^1 M_x U_V(\theta)|0).
\]  
(A12)

Now, the term in which \( x = 0 \) (so that \( M_x \) is the identity) clearly contributes \( c_0 \) to the sum. We claim that all other terms vanish. To see why, note that in any other term, there must exist some \( i \) for which \( x_i \neq 0 \). Now, we may expand \( M_x = \sum_{k=0}^{q-1} \sum_{l=0}^{q-1} d_{k,l} \Sigma_3^k \Sigma_3^l \) where \( d_{k,l} \) are coefficients and \( d_{0,0} = 0 \) (due to orthogonality of the \( M_i \)). Observe furthermore that

\[
M_x = (1 + i) \sum_{k=0}^{q-1} \sum_{l=0}^{q-1} d_{k,l} \Sigma_3^k \Sigma_3^l = \delta_{k,0} \delta_{l,0} I,
\]

where \( \alpha \in U \ [0,2\pi] \) means \( \alpha \) is chosen uniformly in the range \([0,2\pi]\), and we have used the commutation relations \( \Sigma_3 \Sigma_3^\dagger = e^{2\pi i \alpha/\eta} \Sigma_3^\dagger \Sigma_3 \) and \( \Sigma_3^k \Sigma_3^l = 0 \). Recalling that the final two parameterized gates applied to any given site \( i \) is the parameterized gate sequence \( \Sigma_3^{qa/\pi} \Sigma_3^{q\beta/\pi} \), we therefore conclude that \( \mathbb{E}_V f_V(\theta) = c_0 \) and so

\[
\mathbb{E}_V \mathbb{E}_V \left| f_V \right|^2 \geq \mathbb{E}_V \mathbb{E}_V f_V(\theta)^2 - c_0^2
\]  
(A15)

\[
= \mathbb{E}_V \mathbb{E}_V f_V(\theta)^2,
\]  
(A16)

where in the final line we have recalled that \( c_0 = 0 \). Putting the upper and lower bounds together, we have shown the desired lemma.

**Appendix B: Relating \( \mathbb{E}_V \mathbb{E}_V f_V(\theta)^2 \) to random walks (proofs of Lemma 2, Theorem 1, and Algorithm 1)**

We will make heavy use of unitary integration formulas for calculating quantities such as \( \mathbb{E}_U [U^\otimes n \otimes \bar{U}^\otimes n] \) where \( U \) is a Haar-random unitary. In particular, letting \( U \) be a Haar-random unitary of dimension \( d \) the following result is known [34]:

\[
\mathbb{E}_U [U^\otimes n \otimes \bar{U}^\otimes n] = \sum_{\sigma,\tau \in S_n} w_{d,n}^n(\sigma, \tau)(I \otimes P^n_d(\sigma))|\Phi^\sigma_d^n\rangle (I \otimes P^n_d(\tau))^\dagger, \tag{B1}
\]

where \( w_{d,n}^n \) is the Weingarten function [34, 35], \( P^n_d(\pi) \) is the permutation operator

\[
P^n_d(\pi) = \sum_{i_1, \ldots, i_n \in [d]} |i_{\pi^{-1}(1)}, \ldots, i_{\pi^{-1}(n)}\rangle \langle i_1, \ldots, i_n|, \tag{B2}
\]

and \( |\Phi^\sigma_d^n\rangle \) is \( n \) copies of the non-normalized maximally entangled state:

\[
|\Phi^\sigma_d^n\rangle := \sum_{i_1, \ldots, i_n \in [d]^n} |i_1, \ldots, i_n\rangle |i_1, \ldots, i_n\rangle. \tag{B3}
\]

We also define \( |\tau^n_q\rangle := (I \otimes P^n_d(\pi))|\Phi^\sigma_d^n\rangle \). Specializing to the case in which \( U \) is a 2-local Haar-random unitary acting on two qudits, \( i \) and \( j \), each of dimension \( q \), this expression may be written

\[
\mathbb{E}_U [U^\otimes q \otimes \bar{U}^\otimes q] = \sum_{\sigma,\tau \in S_n} w_{d,q}^n(\sigma, \tau)|\sigma^\alpha_q \rangle_i |\sigma^\beta_q \rangle_j \langle \tau^\alpha_q |_i \langle \tau^\beta_q |_j. \tag{B4}
\]


In particular, we will utilize the following equations which hold when $U$ is a unitary 2-design.

\[
\mathbb{E}_U (U \otimes \bar{U}) = \frac{1}{q^2} |I_q^1⟩⟨I_q^1| \otimes |I_q^1⟩⟨I_q^1| \quad (B5)
\]

\[
\mathbb{E}_U (U \otimes U \otimes \bar{U} \otimes \bar{U}) = \frac{1}{q^4} \left( \langle I_q^3 | I_q^3⟩_j \langle I_q^3 | I_q^3⟩_j + |S_q^2⟩_i |S_q^2⟩_j \right) \cdot \langle I_q^3 | I_q^3⟩_j \langle I_q^3 | I_q^3⟩_j - \frac{1}{q^2(q^2 - 1)} \left( |I_q^2⟩_i |I_q^2⟩_j \langle I_q^2 | I_q^2⟩_j + |S_q^2⟩_i |S_q^2⟩_j \right) \cdot \langle I_q^2 | I_q^2⟩_j \right), \quad (B6)
\]

where $S$ denotes the swap permutation (i.e. cyclic permutation on two elements), and we have used the fact that $\text{wg}^2_{q^2}(I) = \frac{1}{q^4 - 1}$ and $\text{wg}^2_{q^2}(S) = -\frac{1}{q^2(q^2 - 1)}$. Note that

\[
\langle I_q^1 | I_q^1⟩ = q 
\]
\[
\langle I_q^2 | I_q^2⟩ = \langle S_q^2 | S_q^2⟩ = q^2 
\]
\[
\langle I_q^2 | S_q^2⟩ = q
\]
\[
\langle I_q^1 | 0^2⟩ = \langle I_q^2 | 0^2⟩ = \langle S_q^2 | 0^2⟩ = 1
\]
\[
\langle I_q^1 | (M_i \otimes I) | I_q^1⟩ = \text{tr}(M_i) 
\]
\[
\langle I_q^2 | \left( M_i \otimes M_j \right) \otimes I \otimes I | I_q^2⟩ = \text{tr}(M_i) \text{tr}(M_j) = q^2 \delta_{i,j} \delta_{i,0} 
\]
\[
\langle I_q^2 | \left( M_i \otimes M_j \right) \otimes I \otimes I | S_q^2⟩ = \text{tr}(M_iM_j) = q \delta_{i,j}. 
\]

We warm up by computing the first moment $\mathbb{E}_V \mathbb{E}_θ f_V(θ)$. In general, for calculations that only involve first or second moments of $f_V(θ)$ we may simplify the circuit under consideration. Namely, since the entangling gates form unitary 2-designs, and the 2-design property is preserved under application of a fixed unitary, we may ignore the parameterized gates. Note that in making this simplification we utilized the constraint on the locations of the parameterized gates with respect to the entangling gates. We then have, letting $V_1, \ldots, V_m$ denote the $m$ entangling gates,

\[
\mathbb{E}_V \mathbb{E}_θ \mathbb{E}(0^n) |U^†(θ)HU(θ)|0^n⟩ = \mathbb{E}_V \mathbb{E} \mathbb{E}(0^n) |V_1^† \cdots V_m^† HV_m \cdots V_1|0^n⟩ = \mathbb{E}_V \sum_x c_x \langle I_q^1 | (M_x \otimes I) (V_m \otimes V_m) \cdots (V_1 \otimes V_1) |0^n⟩ |0^n⟩. \quad (B14)
\]

Since the gates are iid, we perform the average over each separately. Upon integrating each Haar-random unitary gate using Equation (B5), we find

\[
\mathbb{E}_V \mathbb{E}_θ f(θ) = q^{-n} \sum_x c_x \prod_{j=1}^n \langle I_q^1 | (M_{x_j} \otimes I) | I_q^1⟩ = c_0 = 0. \quad (B16)
\]

Our next step is to compute the second moment of the objective function value: $\mathbb{E}_θ \mathbb{E}_V f_V(θ)^2$. We find that the relevant techniques for doing so are, in fact, very similar to the techniques used by Dalzell et al. [1] to study anti-concentration, particularly in studying the quantity $\mathbb{E}_V |\langle 0^n| V |0^n⟩|^4$, where $V$ is a circuit consisting of Haar-random 2-local gates. Most notably, the mappings to classical random walks derived in the remainder of this section were essentially derived previously in that work. In particular, a comparison with their work shows that the combinatorial expansions for the two quantities are identical in the bulk of the circuit, but differ in how the late-time boundary conditions are treated. Or equivalently, the same random walks are relevant in studying both quantities, but the walks are related to the two quantities in somewhat different ways. Consequently, the analysis below involved in expressing $\mathbb{E}_θ \mathbb{E}_V f_V(θ)^2$ in terms of random walks is partially a re-derivation of their work, although our presentation and some
aspects of the derivation are different. Proceeding, we have

\begin{align}
\mathbb{E}_V \mathbb{E}_\theta f(0)^2 &= \mathbb{E}_V \mathbb{E}_\theta (0^n | V_1^t \cdots V_m^t \mathcal{H} V_m \cdots V_1 | 0^n)^2 \\
&= \mathbb{E}_V \sum_{x,x'} c_x c_{x'} \langle 0^n | V_1^t \cdots V_m^t M_x V_m \cdots V_1 | 0^n \rangle \langle 0^n | V_1^t \cdots V_m^t M_x^t V_m \cdots V_1 | 0^n \rangle \\
&= \mathbb{E}_V \sum_{x,x'} c_x c_{x'} \langle I^t_q | \left( M_x \otimes M_x^t \otimes I \otimes I \right) (V_m \otimes V_m \otimes \bar{V}_m \otimes \bar{V}_m) \cdots (V_i \otimes V_i \otimes \bar{V}_i \otimes \bar{V}_i) | 0 \rangle^{\otimes 4n} \\
&= \mathbb{E}_V \sum_x |c_x|^2 \langle I^t_q | \left( M_x \otimes M_x^t \otimes I \otimes I \right) (V_m \otimes V_m \otimes \bar{V}_m \otimes \bar{V}_m) \cdots (V_i \otimes V_i \otimes \bar{V}_i \otimes \bar{V}_i) | 0 \rangle^{\otimes 4n} \\
&= \sum_x |c_x|^2 g_x. 
\end{align}

where the cross-terms vanished due to Equation (B12) and Equation (B13), proving Lemma 2. We now describe how \( \mathbb{E}_V \langle I^t_q | (M_x \otimes M_x^t \otimes I \otimes I) (V_m \otimes V_m \otimes \bar{V}_m \otimes \bar{V}_m) \cdots (V_i \otimes V_i \otimes \bar{V}_i \otimes \bar{V}_i) | 0 \rangle^{\otimes 4n} =: g_x \) may be computed combinatorially. First, for convenience we define \( W_i := \mathbb{E}_{V_i} (V_i \otimes \bar{V}_i \otimes \bar{V}_i \otimes \bar{V}_i), \) so that

\[ g_x = \langle I^t_q | (M_x \otimes M_x^t \otimes I \otimes I) W_m \cdots W_i | 0^{4n} \rangle. \]  

We now note that the starting state \( |0^{4n}\rangle \) in this expression may be replaced by \( q^{-n}(q + 1)^{-n} \left( |I^t_q \rangle + |S^t_q \rangle \right)^{\otimes n}, \) as a consequence of the fact that

\begin{align}
q^{-1}(q + 1)^{-1} \langle I^t_q | \left( |I^t_q \rangle + |S^t_q \rangle \right) \rangle &= \langle I^t_q | 0^t \rangle = 1, \\
q^{-1}(q + 1)^{-1} \langle S^t_q | \left( |I^t_q \rangle + |S^t_q \rangle \right) \rangle &= \langle S^t_q | 0^t \rangle = 1.
\end{align}

It is furthermore straightforward to compute the action of \( W \) on a pair of sites, where below we are suppressing subscripts and superscripts for simplicity:

\begin{align}
W|II\rangle &= |II\rangle \\
W|SS\rangle &= |SS\rangle \\
W|SI\rangle &= W|IS\rangle = \frac{q}{q^2 + 1} (|II\rangle + |SS\rangle).
\end{align}

Given these rules, it is now clear that \( g_x \) may be expressed as a certain partition function. More precisely, borrowing some notation from [1] we may express \( g_x \) as a sum over trajectories \( \gamma = (\gamma^0, \gamma^1, \ldots, \gamma^m) \), where \( \gamma^t \) is an assignment of binary labels — either \( I \) or \( S \) — to each site at timestep \( t \), which corresponds to the timestep after the application of gate \( t \) but before that of gate \( t + 1 \). \( \gamma^0 \) is the initial assignment of labels before the application of any gates. We only consider trajectories which are valid, defined as follows. A site’s label may only change when acted on by a gate. Furthermore, labels may only change according to the following rules. If a gate acts on a \((I,I)\) pair or a \((S,S)\) pair, the configuration of that pair is left unchanged. If a gate acts on a \((I,S)\) pair or a \((S,I)\) pair, the subsequent configuration of this pair may be either \((I,I)\) pair or a \((S,S)\).

We furthermore associate a weight with any valid trajectory \( \gamma \) as follows. Whenever a gate acts on a pair of sites with differing labels, a multiplicative factor of \( \frac{q}{q^2 + 1} \) is incurred. There is also a “boundary” factor associated with an interaction between the final configuration of the trajectory and \( x \). Defining \( \text{supp}(x) \) to be the set of sites \( i \) for which \( x_i \neq 0 \), \( \text{supp}(\gamma^m) \) to be the set of sites \( i \) for which \( \gamma^m_i = S \), and \( |\gamma^m| \) to be the number of sites with label \( S \) in the final configuration, \( \gamma^m \) is associated with a factor of \( \mathbb{I}_{\text{supp}(x) \subseteq \text{supp}(\gamma^m)} q^{2|\gamma^m| - |\gamma^m|} \). Finally, there is a constant factor of \( q^{-n}(q + 1)^{-n} \) associated with the \( t = 0 \) boundary. Putting these together, the weight of a valid trajectory \( \gamma \) is

\[ \text{weight}_x(\gamma) = \left( \frac{q}{q + 1} \right)^n q^{-|\gamma^m|} \left( \frac{q}{q^2 + 1} \right)^{\text{flips}(\gamma)} \mathbb{I}_{\text{supp}(x) \subseteq \text{supp}(\gamma^m)}, \]

where \( \text{flips}(\gamma) \) denotes the number of times the configuration of a site flips over the course of the trajectory \( \gamma \). We finally have the desired expression

\[ g_x = \sum_{\gamma} \text{weight}_x(\gamma). \]
1. Expressing $g_\mathbf{x}$ as a biased random walk

We now relate $g_\mathbf{x}$ to the biased random walk $\mathcal{M}_\mathbf{z}$ over configurations $\{I, S\}^n$, which is exactly the same “biased random walk” studied in [1]. Namely, let $P_z$ denote a distribution over trajectories $\mathbf{z}$ as follows. We will use $\mathbf{z}^t$ to denote a random configuration of sites at timestep $t$, and $\mathbf{z}$ to denote a random trajectory. Each site of the starting configuration $\mathbf{z}^0$ is independently chosen to be $S$ with probability $1/(q+1)$ and $I$ with probability $q/(q+1)$. Subsequent configurations $\mathbf{z}^1, \ldots, \mathbf{z}^m$ are distributed as follows. Whenever a gate acts on a pair of sites in the same configuration, their configuration is preserved with probability 1. Whenever a gate acts on a pair of sites in differing configurations, with probability $1/(q^2+1)$ the $I$ label is flipped to $S$, and with probability $q^2/(q^2+1)$ the $S$ label is flipped to $I$. It then may be verified through straightforward calculation that

$$\text{weight}_{\mathbf{x}}(\mathbf{z}) = P_z(\mathbf{z}) 1_{\supp(\mathbf{x}) \subseteq \supp(\mathbf{z}^m)},$$

so that, as desired,

$$g_\mathbf{x} = \Pr_{\mathbf{z} \sim P_z} \left[ \supp(\mathbf{x}) \subseteq \supp(\mathbf{z}^m) \right],$$

proving Theorem 1.

We see now that there is a simple Monte Carlo algorithm for producing an unbiased estimate of $\mathbb{E}_V \mathbb{E}_\theta f_V(\theta)^2$. First, sample $\mathbf{X} \in [q]^n$ according to the distribution $\Pr[\mathbf{X} = \mathbf{x}] = \frac{|\mathbf{x}|^2}{\sum_{\mathbf{x}} |\mathbf{x}|^2}$. Second, sample a trajectory $\mathbf{z}$ by simulating the biased random walk described above. Finally, output $\sum_{\mathbf{x}} |\mathbf{x}|^2$ if $\supp(\mathbf{z}^m) \supseteq \supp(\mathbf{x})$ and zero otherwise. This requires $O(n + m)$ elementary operations (where $m$ is the number of gates) and produces an unbiased estimator. From a standard Chernoff bound, we know that to estimate the desired quantity with additive error at most $\varepsilon$ and with failure probability at most $\delta$, it suffices to take

$$N = \frac{1}{2} \left( \frac{\sum_{\mathbf{x}} |\mathbf{x}|^2}{\varepsilon} \right)^2 \log \left( \frac{2}{\delta} \right)$$

samples, proving the correctness of Algorithm 1.

2. Expressing $g_\mathbf{x}$ as an unbiased random walk

It will be convenient here to also associate a different, unbiased random walk over $\{I, S\}^n$ to the quantity $g_\mathbf{x}$, with distribution over trajectories $\mathbf{x}$ we denote by $P_u$. This unbiased walk is exactly the “unbiased walk” originally derived and studied in Dalzell et al. [1]. In the unbiased random walk $P_u$, each site of the starting configuration $\mathbf{z}^0$ is independently chosen to be $I$ or $S$ with probability $1/2$ each. Subsequent configurations $\mathbf{z}^1, \ldots, \mathbf{z}^m$ are distributed as follows. Whenever a gate acts on a pair of sites in the same configuration, their configuration is preserved with probability 1, as in the biased random walk of the previous section. But, whenever a gate acts on a pair of sites $(I, S)$ in differing configurations, with probability $1/2$ the $I$ label is flipped to $S$, and with probability $1/2$ the $S$ label is flipped to $I$. It then holds that

$$\text{weight}_{\mathbf{x}}(\mathbf{z}) = P_u(\mathbf{z}) \left( \frac{2q}{q+1} \right)^n \left( \frac{2q}{q^2+1} \right)^{\text{flips}(\mathbf{z})} q^{-|\mathbf{z}^m|} 1_{\supp(\mathbf{x}) \subseteq \supp(\mathbf{z}^m)},$$

so that

$$g_\mathbf{x} = \mathbb{E}_{\mathbf{z} \sim P_u} \left[ \text{val}(\mathbf{z}) 1_{\supp(\mathbf{x}) \subseteq \supp(\mathbf{z}^m)} \right], \quad \text{with}$$

$$\text{val}(\mathbf{z}) := \left( \frac{2q}{q+1} \right)^n \left( \frac{2q}{q^2+1} \right)^{\text{flips}(\mathbf{z})} q^{-|\mathbf{z}^m|}.$$
Appendix C: Proofs of corollaries

1. Corollary 3

We now derive an upper bound on \( g_x \). To do so, it will be helpful to define a trajectory \( \gamma = (\vec{\gamma}_0, \ldots, \vec{\gamma}_m) \) to be \textit{fixed} if all sites of \( \vec{\gamma}_m \) are in the same configuration (\( \Gamma^n \) or \( S^n \)) (i.e. if it reaches a fixed point). Now we may write

\[
g_x = \sum_{\text{non-fixed } \vec{\gamma}} \text{weight}_x(\vec{\gamma}) + \sum_{\text{fixed } \vec{\gamma}} \text{weight}_x(\vec{\gamma}) \tag{C1}
\]

\[
= \Pr_{\Gamma \sim P_b}(\Gamma \text{ not fixed}) \mathbb{E}_{\Gamma \sim P_b}[\text{val}(\Gamma) \mathbbm{1}_{\text{supp}(\vec{x}) \subseteq \text{supp}(\vec{\gamma}_m)} | \Gamma \text{ not fixed}] + \Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n) \tag{C2}
\]

\[
\leq \mathbb{E}_{\Gamma \sim P_b}[\text{val}(\Gamma) \mathbbm{1}_{\text{supp}(\vec{x}) \subseteq \text{supp}(\vec{\gamma}_m)} | \Gamma \text{ not fixed}] + \Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n). \tag{C3}
\]

We bound each of these terms separately. For the latter term, we use the following result from Dalzell et al. [1].

\textbf{Lemma 3} (Follows directly from Corollary 2 of [1]). \textit{Conditioned on \( \Gamma^0 \) having exactly \( x \) sites in the \( S \) configuration and \( n - x \) sites in the \( I \) configuration, the probability that the final configuration \( \vec{\gamma}_m \) of the biased walk \( P_b \) is \( S^n \) is upper bounded by \( \frac{q}{q - 2x} - \frac{1}{q - 2x} \).}

From this lemma and the definition of \( P_b \), we may straightforwardly bound \( \Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n) \).

\textbf{Lemma 4.}

\[
\Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n) \leq (q^n + 1)^{-1}. \tag{C4}
\]

\textit{Proof.} Recalling that each site of \( \vec{\gamma}_0 \) is chosen independently to be \( S \) with probability \( 1/(q + 1) \) and \( I \) with probability \( q/(q + 1) \), we have

\[
\Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n) \leq \sum_{h=0}^{n} \frac{q^{n-h}}{(q+1)^{n-1}} \frac{q^{-2n+2h}}{1-q^{-2h}} (1-q^{-2h}) \tag{C5}
\]

\[
= \frac{q^n}{(q+1)^{n}(q^2n-1)} \sum_{h=0}^{n} \binom{n}{h} (q^h - q^{-h}) \tag{C6}
\]

\[
= q^n \frac{[(q+1)^n - (q^{-1} + 1)^n]}{(q+1)^n(q^2n-1)} \tag{C7}
\]

\[
= (q^n + 1)^{-1}, \tag{C8}
\]

where in the first line we used Lemma 3. \( \square \)

We next bound \( \mathbb{E}_{\Gamma \sim P_b}[\text{val}(\Gamma) | \Gamma \text{ not fixed}] \). For an \( r \)-regularly connected architecture, at least one gate is applied between any proper subset of sites and its complement every \( r \) layers. It therefore holds that for any trajectory \( \gamma \) in an \( r \)-regularly connected architecture, \( \text{flips}(\gamma) \geq \lfloor d/r \rfloor \), from which we have

\[
\text{val}(\gamma) \mathbbm{1}_{\text{supp}(\vec{x}) \subseteq \text{supp}(\vec{\gamma}_m)} \leq \left( \frac{2q}{q+1} \right)^n \left( \frac{2q}{q^2+1} \right)^{\lfloor d/r \rfloor} q^{-|\vec{x}|} \tag{C9}
\]

for any non-fixed \( \gamma \), where we also used the fact that \( |\vec{\gamma}_m| \geq |\vec{x}| \) for any \( \gamma \) satisfying \( \text{supp}(\vec{x}) \subseteq \text{supp}(\vec{\gamma}_m) \). Putting this together, we now may write

\[
g_x \leq \mathbb{E}_{\Gamma \sim P_b}[\text{val}(\Gamma) \mathbbm{1}_{\text{supp}(\vec{x}) \subseteq \text{supp}(\vec{\gamma}_m)} | \Gamma \text{ not fixed}] + \Pr_{\Gamma \sim P_b}(\vec{\gamma}_m = S^n) \tag{C10}
\]

\[
\leq \left( \frac{2q}{q+1} \right)^n \left( \frac{2q}{q^2+1} \right)^{\lfloor d/r \rfloor} q^{-|\vec{x}|} + (q^n + 1)^{-1}, \tag{C11}
\]

from which the desired result follows.
2. Corollary 4

We now derive an improved lower bound on \( g_\mathbf{x} \) in the 1D setting where \( M_\mathbf{x} \) is spatially \( k \)-local. Let \( \mathcal{S} \) denote a set of \( k \) adjacent sites in which the support of \( \mathbf{x} \) is contained. Now, \( g_\mathbf{x} \) is lower bounded by (1) the probability that \( \mathcal{S} \subseteq \text{supp}(\Gamma^0) \) and no spin in \( \mathcal{S} \) ever flips to configuration \( \mathcal{I} \), as well as (2) the probability that \( \mathcal{I}^0 = \mathcal{S}^n \), yielding

\[
g_\mathbf{x} \geq \max \left\{ \left( \frac{1}{q + 1} \right)^k \left( \frac{1}{q^2 + 1} \right) \text{gates}(\mathcal{S}) \left( \frac{1}{q + 1} \right)^n \right\},
\]

where \( \text{gates}(\mathcal{S}) \) denotes the number of entangling gates acting between \( \mathcal{S} \) and its complement. Noting that \( \text{gates}(\mathcal{S}) \leq d + 1 \), we have

\[
g_\mathbf{x} \geq \max \left\{ \left( \frac{1}{q + 1} \right)^k \left( \frac{1}{q^2 + 1} \right)^{d+1} \left( \frac{1}{q + 1} \right)^n \right\},
\]

from which Corollary 4 follows.

3. Corollary 5

Our goal is to upper bound \( g_\mathbf{x} = \sum_\gamma \text{weight}_\mathbf{x}(\gamma) \) in the 1D setting. As before, \( M_\mathbf{x} \) is assumed to be \( k \)-local, with the support of \( \mathbf{x} \) being contained within the \( k \) adjacent sites \( \mathcal{S} \). A first observation is that, in computing \( g_\mathbf{x} \), we need only consider the backwards lightcone of \( \mathcal{S} \). Let \( n' \) denote the qudits in the backwards lightcone, and \( U'(\theta) \) denote the restriction of the original circuit \( U(\theta) \) to only those gates which act on these \( n' \) qudits. Note that \( n' \leq \min(n, k + 2d) \).

For the remainder of this section we restrict to \( U'(\theta) \) acting on these \( n' \) sites. We then make a similar calculation to that made in [1] to obtain anti-concentration bounds for 1D random circuits. Following their approach, we proceed by considering the simple domain wall structure of valid trajectories. Namely, when an entangling gate “acts” on a domain wall, the wall is pushed one unit to the left or right (depending on whether the output of the gate is \( (\mathcal{S}, \mathcal{S}) \) or \( (\mathcal{I}, \mathcal{I}) \)). Two domain walls can collide and annihilate, but no new domain walls can be created. We refer the reader to Section V of [1] for a more detailed discussion of the valid domain wall structure, and a more detailed explanation of the trajectory decomposition we describe presently.

Let \( \mathcal{C} \) denote the set of \textit{conserved trajectories}, defined as the set of trajectories for which the number of domain walls is conserved through the course of the trajectory; equivalently, \( \gamma \) is a conserved trajectory if \( \gamma^0 \) has the same number of domain walls as \( \gamma^n \). We then have the following key observation. For any valid trajectory \( \gamma \), we may uniquely associate a pair of valid trajectories \( (c_\gamma, f_\gamma) \) where \( c_\gamma \) is conserved and \( f_\gamma \) is fixed, and where \( c_\gamma (f_\gamma) \) corresponds to the conserved (non-conserved) domain walls of \( \gamma \). More precisely, \( c_\gamma \) is the conserved trajectory whose domain wall trajectories matches the trajectories of the conserved domain walls of \( \gamma \) (i.e. those domain walls which are not annihilated over the course of the trajectory) and which satisfies \( c_\gamma^m = \gamma^m \). \( f_\gamma \) is the trajectory whose domain wall structure matches that of the non-conserved domain walls of \( \gamma \) and has fixed point \( \Gamma^{n'} \). Note that the mapping \( \gamma \to (c_\gamma, f_\gamma) \) is injective. The weight of a valid trajectory \( \gamma \) then decomposes as follows:

\[
\text{weight}_\mathbf{x}(\gamma) = \left( \frac{q + 1}{q} \right)^{n'} \text{weight}_\mathbf{x}(c_\gamma) \text{weight}_0(f_\gamma).
\]

Intuitively such a decomposition is possible because, apart from the boundary contribution associated with \( \mathbf{x} \), the weight of a trajectory is solely determined by its domain wall structure, with domain walls contributing multiplicatively to the weight according to their length. We now proceed with bounding \( g_\mathbf{x} \), introducing the notation \( \mathcal{C}_{\geq 1} \) to denote the set of conserved trajectories with at least one domain wall.
The second line is an application of Lemma 4. The third line is an application of the trajectory decomposition described above. In the fourth line, we have used the fact that \( \sum_{\gamma \in C_{\geq 1}} \text{weight}_x(\gamma) \leq g_0 = 1 \). In the fifth line, we upper bound \( \sum_{\gamma \in C_{\geq 1}} \text{weight}_x(\gamma) \) by counting domain wall trajectories, following [1]. For such trajectories which have \( l \) domain walls, there are no more than \( \binom{n'}{l} \) starting configurations for the domain walls. Each time a gate acts across a domain wall, a multiplicative factor of \( q/(q^2 + 1) \) is incurred, and there are two possible ways the domain wall can subsequently move (left or right). Hence, the contribution to the weight from all trajectories with \( l \) conserved domain walls consistent with the boundary conditions imposed by \( x \) is upper bounded by \( q^{-|x|} \binom{n'}{l} \left( \frac{2q}{q^2 + 1} \right)^{l(d-1)} \).

In the final line we used the observation that \( q^{-k+2d} \leq q^{-\Theta(1)(d-d^*)-|x|} \) for sufficiently small \( \Theta(1) \), from which the desired expression follows assuming the constant \( \Theta(1) \) in \( d \geq d^* = \Theta(1)(\log k) \) is sufficiently large.

---
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