Abstract—Several distributed system paradigms utilize Distributed Hash Tables (DHTs) to realize structured peer-to-peer (P2P) overlays. DHT structures arise as the most commonly used organizations for peers that can efficiently perform crucial services such as data storage, replication, query resolution, and load balancing. With the advances in various distributed system technologies, novel and efficient solutions based on DHTs emerge and play critical roles in system design. DHT-based methods and communications have been proposed to address challenges such as scalability, availability, reliability and performance, by considering unique characteristics of these technologies. In this article, we propose a classification of the state-of-the-art DHT-based methods focusing on their system architecture, communication, routing and technological aspects across various system domains. To the best of our knowledge, there is no comprehensive survey on DHT-based applications from system architecture and communication perspectives that spans various domains of recent distributed system technologies. We investigate the recently emerged DHT-based solutions in the seven key domains of edge and fog computing, cloud computing, blockchain, the Internet of Things (IoT), Online Social Networks (OSNs), Mobile Ad Hoc Networks (MANETs), and Vehicular Ad Hoc Networks (VANETs). In contrast to the existing surveys, our study goes beyond the commonly known DHT methods such as storage, routing, and lookup, and identifies diverse DHT-based solutions including but not limited to aggregation, task scheduling, resource management and discovery, clustering and group management, federation, data dependency management, and data transmission. Furthermore, we identify open problems and discuss future research guidelines for each domain.
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1 INTRODUCTION

Distributed Hash Tables (DHTs) [1] are distributed key-value store architectures that realize the structured peer-to-peer (P2P) overlay paradigm. In such systems with \( n \) nodes, each node (i.e., process) maintains communication channels to \( O(\log n) \) other nodes by following the DHT protocol, which shapes a connected distributed overlay graph of nodes. By utilizing this overlay graph, nodes can maintain addressable entities (e.g., data items or files) on DHT overlay graph, which resembles distributed put query. The nodes can also query for each other and each others’ entities, which resembles distributed get query. Typically in DHTs, such distributed put and get queries are performed with a message complexity of \( O(\log n) \). Common examples of DHT overlays are Chord [1], Pastry [2], and Kademlia [3]. Due to their scalability, fault tolerance, fast searching, correctness under concurrency, and load balancing, DHTs are widely used in various advanced distributed system technologies such as edge and fog computing [4–9], cloud computing [10–21], blockchains [22–36], Internet of Things (IoT) [37–48], Online Social Networks (OSNs) [49–57], Mobile Ad Hoc Networks (MANETs) [58–67], and Vehicular Ad Hoc Networks (VANETs) [68–78].

The cloud computing paradigm offers on-demand availability of the computing and storage resources as services for the users [79–82]. A cloud computing system is typically comprised of a large-scale network of connected server nodes distributed across multiple data centers. The cloud computing systems are utilized by users through delegating their computing and storage tasks, without involving users for direct active management. DHTs are widely exploited in cloud computing systems to provide decentralized task scheduling [10], content aggregation [12], resource management [13], [14], object storage [15], [16], [18], [20], and load balancing [11].

In contrast to the cloud computing paradigm that spins around task delegation to remote data centers, the edge and fog computing paradigm aims at moving the computation and storage resources from the cloud data centers closer to the end-users [85–89]. Processing data closer to the end-user is carried out with lower latency and higher efficiency by saving network bandwidth [83]. Hence, the edge and fog
computing paradigm provides a more adaptable infrastructure for supporting the new emerging applications with latency requirements below what can be offered by the cloud computing systems, e.g., the 5th Generation (5G)-based mobile network applications. The edge and fog computing solutions benefit from DHTs as a scalable distributed object storage platform, as well as a distributed resource discovery overlay.

The blockchains are replicated state machines realizing an append-only database that establishes trust among a set of trustless participants, and enables a decentralized computation platform. DHTs are adopted in blockchain-supported systems to augment data integrity, data privacy, trustworthy, load balancing, storage efficiency, and data management. The Internet of Things (IoT) is defined as the network of embedded connectors with other devices such as sensors and personal assistants that enables connecting and exchanging data with other devices and systems over the Internet. DHTs are implemented in the IoT infrastructures to support scalability, and service discovery.

The Online Social Networks (OSNs) are online platforms which connect people through social relationships with each other based on their personal or career interests, activities, backgrounds or real-life connections. In the context of OSNs, the DHTs are utilized to support distributed directory services, spam protection, routing, and data dependency management. The Mobile Ad Hoc Networks (MANETs) are decentralized networks of mobile devices that do not rely on a pre-existing infrastructure, e.g., routers and access points. Rather, the network is established on-fly by nodes routing data for each other through forwarding to their directly connected nodes based on the routing algorithm in use. In the context of MANETs, the DHTs are commonly utilized for efficient routing, data transmission, handling the dynamic topology, and mitigation of the traffic overhead.

The Vehicle Ad Hoc Networks (VANETs) realize the concept of MANETs in the domain of vehicles through vehicle-to-vehicle and vehicle-to-roadside connections, which enables relaying information among the vehicles, hence providing road safety, navigation, and other roadside services. In the context of VANETs the DHTs are typically employed to provide service directory, scalable routing, security and privacy. For the different levels of the hierarchy, vehicles use various communication technologies to get benefit from DHTs. Vehicle-to-Vehicle (V2V) communication technologies are used, and the DHT overlay is cooperatively maintained among vehicles as the nodes. Vehicles use short-range communication technologies to communicate over the DHT. Vehicle-to-Infrastructure (V2I) and/or Vehicle-to-Cloud-to-Vehicle (V2C2V) are used to update the DHT at the edge level. The cloud/edge layer keeps the DHT, and it provides an access interface so vehicles can access and update the DHT accordingly.

Related Works: To the best of our knowledge, there is no comprehensive survey on DHT-based approaches from system architecture, communication, and technological perspectives that spans all the domains of edge, fog, and cloud computing, blockchain, IoT, OSNs, MANETs, and VANETs. Moreover, there is no existing survey study on the DHT-based applications in any domains of edge, fog, and cloud computing. In the domain of blockchain, the only DHT-based work is, which makes a cursory glance at the utilization of DHT-based data storage functionality while scoping out the aspects that we cover in this survey such as integrity, privacy, trustworthy, load balancing, and data management. In the context of IoT, the existing DHT-based surveys cover features such as the routing and lookup process, and the mobility management, while missing discussions on DHT-based solutions for supporting scalability and service discovery, which are covered in this survey. For the OSNs, none of the existing surveys adopt a DHT-oriented perspective in their classification, and solely provide a partial study on DHTs as a distributed routing and storage management candidate among the other OSN-based technologies, while leaving the aspects such as spam protection, service discovery, and data dependency management, that are covered in this survey. Considering the domain of MANETs, the only existing DHT-based survey adopts routing protocols, without going further in aspects that are covered by this survey such as data transmission, dynamic topology management, and traffic overhead migration. Similarly, in the field of VANETs, the only existing DHT-based survey presents utilization of DHTs for distributed cluster management, yet leaving other aspects that are covered by our survey, i.e., service discovery, scalable routing, security, and privacy. Additionally, these existing surveys lack a thorough investigation of the DHT utilization challenges, open problems, and research guidelines in their relative domains.

Paper Organization: The remainder of the paper is
organized as follows. In Section 2, we present the principles behind various types of DHTs in terms of their architecture, lookup table construction and routing. Based on our taxonomy we survey the model, methods, applications and open problems of the DHT-based solutions in the respective distributed systems domain of edge and fog computing (Section 3), cloud computing (Section 4), blockchains (Section 5), IoT (Section 6), OSNs (Section 7), MANETs (Section 8), and VANETs (Section 9). Section 10 presents the concluding remarks.

2 DHT OVERLAYS: A SYSTEM ARCHITECTURE OVERVIEW

In this section, we present an architectural overview of the most typical DHT overlays (i.e., Chord [1], Kademlia [2], and Pastry [2]), as well as some of the least surveyed ones (i.e., Skip Graph [101] and Cycloid [102]). We model a DHT as a distributed key-value store of entities. In the context of DHTs, we define entities as the processes running the DHT software (i.e., DHT nodes) as well as the data objects they maintain. Each entity is represented by a unique key, which is named the identifier of that entity. The identifiers of the DHT nodes as well as the data objects to their identifiers. In practice, a collision-resistant hash function with a large identifier space is used to generate the identifiers, e.g., SHA-1. While this function guarantees a one-to-one mapping from the identifiers of the data objects are typically determined using the collision-resistant hash value of their unique network (IP) address. While the identifiers of the data objects are typically determined using the collision-resistant hash value of their content. In practice, a collision-resistant hash function with a large identifier space is used to generate the identifiers, e.g., SHA-1 with 160-bits identifier size. Having the hash function collision-resistant guarantees a one-to-one mapping from the DHT nodes as well as the data objects to their identifiers with a very high probability. In a DHT overlay with $n$ nodes, a DHT node commonly maintains connections to $O(\log n)$ other nodes in a table, which is called its lookup table. Remote Procedure Call (RPC) [79] is a typical communication protocol between DHT nodes, however, TCP and UDP protocols [108] are also utilized in some architectures, e.g., Kademlia nodes utilize UDP protocol to communicate with their lookup table neighbors. The lookup table neighbor relationship forms a connected graph of processes, which is called a DHT overlay. The DHT overlay enables DHT nodes to store and maintain data objects in the DHT key-value store, as well as to efficiently search for each other and each others’ data objects across the overlay. Both operations are done in a fully distributed manner within a message complexity of $O(\log n)$. Storing a data object in a DHT is a distributed put operation that lays the data object in the DHT node that has the closest identifier to it. The identifier closeness is domain-specific for each DHT and is defined in the identifier space of that DHT. We touch on this topic in more depth in the rest of this section. A lookup operation corresponds to a distributed get operation, which is initiated by a lookup initiator node for a target identifier. The target identifier can be the identifier of a process or a data object. As the result of a lookup operation, the lookup message is routed collectively by the nodes on the lookup path from the lookup initiator to the node with the closest identifier to the lookup target, which terminates the lookup and announces itself as the lookup result back to the initiator. In the rest of this section, we introduce an overview of the architecture of different DHT types, their lookup table structure, and their lookup operation. We skip details of the DHT overlays construction as well as storing data objects on them for sake of space and refer the interested readers to their original papers. Also, in the rest of this section, we use the terms peer and process interchangeably both referring to a DHT node.

2.1 Chord

Architecture: Utilizing consistent hashing with an $m$-bit identifier space, peers in Chord [1] are assigned random identifiers ranging from 0 to $2^m - 1$ and organized in a logical ring overlay structure. A data item with key $d$ on the Chord ring is stored at the peer with the smallest identifier $p \geq d$, namely the successor of $d$. Thus, a peer’s responsibility of data item keys ranges from the identifier of its predecessor peer plus 1 to its own identifier. In general, with $k$ keys and $n$ peers in a Chord system, each peer stores $O(k/n)$ keys (that is $< c \times k/n$ for some constant $c$) providing load balancing in the distribution of data items over the peers. Figure 1 shows an example Chord DHT overlay with a 4-bit identifier space (i.e., $m=4$), and 5 peers where the peer identifiers are 2, 5, 8, 12, 15. For example, successor of peer 2 is peer 5, and successor of peer 8 is peer 12. Peer 5 is responsible for data items with keys 3 and 4, while peer 12 is responsible for data items with keys 9, 10, and 11.

Lookup Table: The lookup table in Chord DHT is also called the finger table. Each peer $p$ maintains a finger table $F$ with at most $m$ entries such that entry $i$ ($1 \leq i \leq m$) of $F$ keeps the identifier of the first peer succeeding $p$ by the distance of at least $2^{i-1}$ in the identifier space. That is, entry $i$ of peer $p$’s finger table $F$ would be $F[i] = \text{successor}(p + 2^{i-1})$. Figure 1 indicates example finger table of each peer in the system where the number of entries in each finger table is $m=4$.

Routing: If a peer with an identifier of $d$ exists in Chord, the lookup operation for $d$ (i.e., $\text{lookup}(d)$) returns its network address. Otherwise, the lookup operation returns the address of the successor of $d$ in the Chord ring. The latter case corresponds to looking up a data item, which returns the address of the responsible peer for it. A peer $p$ that initiates $\text{lookup}(d)$ forwards the message to the peer in index $j$ of its finger table with $F[j] \leq d < F[j + 1]$. There are two exceptions though: (1) when $p \leq d < F[1]$, the forwarding is done to the peer in index 1 of its finger table, and (2) when $d < F[i]$, the forwarding is done to the peer in the largest index of the lookup table. The lookup query resolution continues in this manner by each peer on the lookup path forwarding the lookup message to the next peer based on the finger table, until the lookup message reaches the successor peer responsible for the lookup key $d$. Since a peer has a minimum distance of $2^{i-1}$ to the $j$ index of its finger table, at each step of the routing process, the distance between the lookup message and the lookup target drops by a factor of at least 2, which resembles a binary search in a decentralized fashion. Therefore, in a Chord DHT with $n$ nodes, the routing of a lookup message takes a message and round complexity of $O(\log n)$. Figure 1 illustrates the steps of routing $\text{lookup}(1)$ (solid arrows),
node keeps one lookup table neighbor with exactly 1101 bits, the lookup table neighbors of node 1111 have a closer identifier to the target than the faraway ones. Therefore, on each step of routing, the lookup message gets closer neighbors in the identifier space, than faraway ones. Thus, on each step of routing, the lookup message gets closer to the target identifier in the identifier space. Routing: Upon receiving a lookup message for a target identifier, the Kademlia node routes the message to its lookup table neighbor with the longest common prefix in its identifier to the lookup target. Note that based on the structure of the lookup table, each Kademlia node has more closer neighbors in the identifier space, than faraway ones. Thus, on each step of routing, the lookup message gets closer to the target identifier in the identifier space. Routing a lookup message is terminated at a node if either it has the lookup target identifier, or none of its lookup table neighbors have a closer identifier to the target than the node itself. The lookup path for the target identifier 0010 initiated by node 1101 is illustrated by arrows in Figure 2. The lookup initiator 1101 forwards the lookup message to its neighbor 0111 that has the longest common prefix to the target (i.e., 1 bit common prefix). On receiving the lookup message for 0010, the node 0111 forwards it to its neighbor 0011 which has the longest common prefix to the target (i.e., 3 bits common prefix), and results in the lookup message eventually reaches its target.

2.2 Kademlia

Architecture: In a system with n nodes, each Kademlia node is assigned an $\lceil \log n \rceil$-bit identifier and keeps a lookup table of $\lceil \log n \rceil$ neighbors. The identifier distance in Kademlia is measured as the length of the common prefix, where a longer common prefix corresponds to a shorter identifier distance in the identifier space. As shown by the example of Figure 2, the identifier space in Kademlia is typically illustrated as a binary tree, where the leaves are the actual Kademlia nodes, and the intermediate nodes are the identifier sub-domains. It is worth noting that such binary tree representation of identifier space in Kademlia is merely an abstraction, and there is no real-world implication of such a centralized binary tree. Rather, as we explain later in this subsection, to establish a Kademlia overlay, it is sufficient for each Kademlia node to maintain connections to its lookup table neighbors.

Lookup Table: In a Kademlia overlay of n nodes, each node is assigned an $\lceil \log n \rceil$-bit identifier. Accordingly, for every possible common prefix length $x \in [0, \lceil \log n \rceil - 1]$ bits, the node keeps one lookup table neighbor with exactly x bits common prefix length. In the example illustrated by Figure 2, the lookup table neighbors of node 1101 are shaded in gray, which are 0111 (zero-bit common prefix), 1011 (one-bit common prefix), 1111 (two-bits common prefix), and 1100 (three-bits common prefix). The rows are numbered top-down starting from 0, while the columns are numbered left to right starting from 0 to $F$, each representing a hexadecimal digit. As a general principle, the lookup table neighbors at the row $i$ all have exactly $i$ digits common prefix length in their identifiers with the current node, while the $i + 1^{th}$ digit of their identifier is equal to the corresponding digit of their column (in base $b$). As shown by the example of Figure 2, the lookup table neighbors at the row 0 (i.e., the top-most row) have exactly 0-digit common prefix (that is no common prefix) with the node 63AB itself. Since all the identifiers starting with 6 (i.e., 6..) have at least one digit common prefix with 63AB, the column representing the identifier prefix of 6 in the row 0 of the lookup table of node 63AB is left empty. Similarly, all the lookup table neighbors at the row 1 have exactly 1-digit common prefix with the node 63AB itself, while their second digit varies from 0 to F depending on their corresponding column. Since all identifiers starting with the prefix of 63 (i.e., 63..) have more than one digit common prefix with 63AB, the column representing the identifier prefix of 63 in the row 1 of the lookup table of the node 63AB is left empty. Finally, all lookup table neighbors in row 2 (i.e., the bottom-most row) have exactly 2-digit
common prefix of 63 with node 63AB, while their third digit varies from 0 to F depending on their corresponding column. Since, all identifiers starting with 63A (i.e., 63A.) have more than two digits common prefix with 63AB, the column representing the identifier prefix of 63A in the row 2 of the lookup table of node 63AB is left empty.

Routing: Upon receiving a lookup message for a target identifier, a Pastry node routes the lookup message by forwarding it to the lookup table neighbor that has the longest common prefix with the lookup target. The lookup terminates when a node on the lookup path lacks any neighbor with a longer common prefix length to the lookup target than itself. Based on the structure of lookup tables in the Pastry, routing based on prefix guarantees that each node on the lookup path has at least one digit longer common prefix with the lookup target than the preceding node on the path. An example lookup operation for the target identifier EB39 from 63AB is represented by Figure 4, where at each step of the lookup, the identifier distance between the node on the path and the target decreases by at least one digit.

2.4 Skip Graphs

Architecture: A Skip Graph with \( n \) nodes has \( O(\log n) \) levels that are marked up starting from level 0. Each node of Skip Graph is identified by two identifiers; a numerical ID and a name ID and has exactly one element at each level \([101], [109]\). Numerical IDs are non-negative integers, and the name IDs are binary strings of length \( O(\log n) \) bits. Figure 5 illustrates a Skip Graph DHT structure with 10 nodes and 4 levels. In this example, the elements of the Skip Graph node (with a numerical ID of) 71 across all the levels of Skip Graph are inscribed in a dashed rectangle.

Lookup Table: Figure 6 illustrates the lookup table structure of node 71 from the Skip Graph overlay example of Figure 5. As shown by Figure 6, the lookup table of a Skip Graph node always has two columns (i.e., left and right) and as many rows as the number of the Skip Graph’s levels. The lookup table neighbors of a node at the row \( i \) are the left and right nodes it is connected to at the level \( i \) of the Skip Graph. A lookup table neighbor is represented by the tuple of (address, numerical ID, name ID). For example, the left neighbor of node 71 at the level 2 of the Skip Graph of Figure 5 is node 41. This left neighbor is maintained at the row number 2 of the lookup table of node 71 as (A41, 41, 1010) tuple, where A41 is its network address.

Routing: In Skip Graphs, the lookup messages are routed either based on the name IDs of the nodes \([19]\) or their numerical IDs \([101]\). As the result of the lookup operation, the lookup message is routed from the initiator to the nodes that hold the most similar identifier to the lookup target. In the context of lookup for a target name ID, the most similar identifier is the one with the longest common prefix. For example in Figure 5 a lookup message for the target name ID of 0010 reaches node 8 that holds the target name ID. Similarly, a lookup for the target name ID of 0101 stops at node 45. Here, the node 45 has the longest common prefix of 3 bits with the target name ID (i.e., both the target name ID 0101 and 0100 that is the name ID of node 45 start with 3 bits common prefix of 010). In the context of a lookup for a target numerical ID, the most similar numerical ID is the greatest numerical ID that is less than or equal to the target numerical ID. For example in Figure 5 a lookup for the target numerical ID of 11 reaches node 11 that holds the target numerical ID. Similarly, a lookup for the target numerical ID of 70 reaches node 69 that holds the greatest numerical ID in the Skip Graph overlay that is less than the target numerical ID of 70. The blue arrows in Figure 5 illustrate a lookup example based on the numerical ID that is initiated by the node 71 for the target numerical ID of 8. In this figure, the horizontal arrows reflect the exchanged messages between the nodes in the underlying network. The vertical arrows correspond to the internal computations of the nodes during the lookup. The lookup for a target numerical ID starts at the top-most level of the initiator. Since the target numerical ID is less than the numerical ID of the initiator (i.e., 8 < 71), the lookup proceeds in the left
direction.

2.5 Cycloid

Architecture: Cycloid [102] is a constant-degree DHT that resolves lookups with the message complexity of $O(d)$ where $n = d \cdot 2^d$, and $n$ is the maximum number of nodes in the system. This is in contrast to the typical DHTs that resolve a lookup operation with the message complexity of $O(\log n)$ [4]. The parameter $d$ is called the dimension of Cycloid overlay. Figure 7 shows an example of the Cycloid overlay with $d = 8$. Cycloid has a two-tier overlay: a larger ring with $d$ nodes at tier one, where each node represents a local cycle of size $2^d$ nodes at the second tier, resulting in $d \cdot 2^d$ nodes overall. A node identifier in the Cycloid is an ordered pair of two indices, i.e., (cyclic index, cubical index). The cubical index is an integer in the range of $[0, 2^d - 1]$ that is commonly represented in $d$ bits as $a_d \cdots a_0$, and determines the second-tier local cycle that the node belongs to. As shown by Figure 7, all nodes with the same cubical index belong to the same local cycle on the second-tier. The cyclic index is commonly represented as an integer $k \in [0, d - 1]$, which determines the position of the node within its local cycle. Within each local cycle, the node with the largest cyclic index is the primary node, and represents its local cycle on the first-tier ring. As a convention, the identifier of a peer in Cycloid is generated by taking the consistent hashing of its (IP) address. The identifier of the node with a cyclic index of $(d - k - 1)$ bits common prefix length in its cubical index. The parameter $d$ is commonly represented in $k$-bits as $a_d \cdots a_0$, and determines the second-tier local cycle that the node belongs to. As shown by Figure 7, all nodes with the same cubical index belong to the same local cycle on the second-tier.

The lookup table is composed of one node at tier one, where each node represents a local cycle on the first-tier ring. As a convention, the identifier of the Cycloid node itself has the closest identifier to the lookup target. If the Cycloid node itself has the closest identifier to the lookup target than all of its lookup table neighbors, it terminates the lookup and announces itself as the lookup result to the lookup initiator. If both the Cycloid node and all its neighbors have the same identifier distance to the lookup target, the node forwards the lookup message to one of its outside leaf set neighbors aiming at the lookup message is circulated around till it reaches a cycle that is closer to it on the identifier space. An example of routing in a hypothetical 4-dimensional Cycloid DHT is illustrated in Figure 8 where the node $(0, 0, 0, 100)$ initiates a lookup for the target identifier of $(2, 1111)$. Both the lookup initiator and all its lookup table neighbors have the same identifier distance to the lookup target (i.e., 0-bit common prefix in cubical index). Hence, the lookup message is forwarded to one of the outside leaf set neighbors for circulation, i.e., to $(3, 0010)$. Upon receiving the lookup message, node $(3, 0010)$ forwards it to its lookup table neighbor $(2, 1010)$ which has the closest identifier to the lookup target among its other neighbors, i.e., 1-bit common prefix length in the cubical index. The lookup message is then forwarded by node $(2, 1010)$ to its closest neighbor to the lookup target, i.e., node $(1, 1110)$ that has 3-bit common prefix in its cubical index to the lookup target. On receiving the lookup message for $(2, 1111)$, node $(1, 1110)$ forwards it to its lookup table neighbor $(3, 1111)$ that has the maximum common prefix length of 4-bits to the lookup target. The lookup message is finally routed to the target by node $(3, 1111)$ that resides on the same cycle as the target.

3 Edge and Fog Computing

3.1 System Model

In the edge and fog computing paradigm, processing and storage power is distributed among the resources (e.g., routers) located closer to the end-users in the interest of saving bandwidth and boosting response time. This is in con-
trast with the traditional cloud computing paradigm, which concerns with consolidating the computation and storage power into a powerful and centralized data center that is normally distant from the users. Hence, the computation of raw data in the edge and fog computing is done closer to its origin, which is in contrast to the remote data centers in cloud computing. This migration of resources towards the end-users in the edge and fog computing paradigm results in a faster response time and higher throughput.

The primary difference between the edge computing system and the fog computing systems is the placement of resources in the network. The edge computing systems aim at performing the computations on the edge devices close to the source of data, e.g., routers and base stations. On the other hand, the fog computing systems act as the midpoint processing of data by processing the aggregated data from the edge devices at the fog nodes. Compared to the edge nodes that are generally directly connected to the source devices (i.e., the users), the fog nodes are more powerful nodes that are located distant from the source devices. However, by lying between the edge devices and the cloud data center, the fog computing nodes provide more decentralization and move the processing and storage power at replicated nodes closer to the edge devices. Figure 9 illustrates the hierarchical organization in the edge and fog computing paradigm.

Table 1 summarizes the DHT-based edge and fog computing solutions that we survey in the rest of this section. In this table, the Type column presents whether the solution contributes to the infrastructure of the edge and fog computing systems, or enables an edge- or fog-based application. The Nodes column refers to the primary representation of the nodes once a DHT overlay of physical devices (e.g., servers) is shaped. Also, the Identifiers column represents the unique attribute of the DHT nodes that is used as the input to a collision-resistant hash function for generating their unique identifiers. The DHT Utilization column represents the primary purpose of DHT utilization in the solution. The Domain column represents how the DHT nodes are controlled by the administrative domain(s). In a centralized solution, all nodes are managed by a single monolith administrative domain. In a distributed solution, nodes are managed by several agents all belonging to the same administrative domain. In a decentralized solution, the nodes are partitioned among several independent administrative domains, where each domain controls its subset of nodes.

3.2 DHT-Based Infrastructure Solutions

3.2.1 Routing Overlays

To minimize the energy consumption and response time in the resource heterogeneous edge computing infrastructures, SA-Chord provides a two-tier routing overlay of peers and super-peers. The peers are assumed as the edge computing resource-constraint devices with a low energy level and limited bandwidth. These regular peers only send and receive messages without participating in the routing, which preserves their energy level to last longer in the system. On the other hand, the super-peers are strong peers with higher energy levels and bandwidth. The super-peers can last longer in the system, and hence help the overlay with routing the queries at a higher speed. The core routing functionality in SA-Chord is established over the super-peers, which route queries between each other as well as the regular peers. An example of an SA-Chord system with 4 super-peers and 6 peers is shown in Figure 10. Each peer is assigned to the super-peer that immediately succeeds it on the identifier space, i.e., the super-peer with the smallest identifier that is greater than the peer’s identifier. In the example of Figure 10, the peers 5 and 7 are assigned to the super-peer 8 that immediately succeeds them on the identifier space, i.e., 8 is the super-peer with the smallest identifier greater than both 5 and 7. The regular peers should only know their corresponding super-peer. The super-peers establish a DHT-based routing overlay among themselves, where each super-peer maintains a routing table of a subset of other super-peers based on the Chord protocol. The inter-peer communications are routed through the super-peers. For example, the traffic of communications between peer 5 and 7 in Figure 10 is handled via their shared super-peer 8. Similarly, as shown by the red line, the lookup query of peer 14 for peer 5 is submitted to its connected super-peer 1, and is routed based on Chord protocol through super-peer 8 to the peer 5.
3.2.2 Object Storage:

Greedy Routing for Edge Data (GRED) \cite{114} is a low-latency Software Defined Network (SDN)-based DHT overlay for object storage. A GRED system is composed of an SDN controller, SDN switches, edge servers, and data objects. The SDN controller constructs and maintains a DHT overlay of SDN switches in a centralized way, i.e., it builds the topology graph of the DHT among the switches and programs them with their corresponding lookup tables to find the closest edge server for a data object. Each edge server is assigned to connect to one of the SDN switches in the DHT overlay based on its identifier. The identifier of edge servers is assigned by the SDN controller in a way that the identifier distance between edge servers reflects their latency. The identifier of data objects is determined by taking the hash value of their content. Each data object is then stored on the closest edge server based on its identifier, i.e., the edge server with the minimum identifier distance to it. The identifier assignment in this way enables greedy routing, i.e., routing for an arbitrary identifier always stops at the closest existing identifier to it on the identifier space. Since the identifier of edge servers is assigned based on their relative latency, GRED provides a low-latency routing infrastructure for the edge computing data objects.

EdgeKV \cite{7} is a fault-tolerant and consistent object storage for edge computing systems. Similar to SA-Chord \cite{113}, EdgeKV is also organized into a two-tier routing overlay of super-peers and ordinary peers. The super-peers form a DHT overlay and are responsible for handling a group of distinct edge servers (i.e., the ordinary peers) that are assigned to them. The edge servers of each group form an independent component of the system, which are organized into a complete overlay graph among themselves, and are responsible for storing the same data objects. A data object is represented by a key and value pair. Similar to SA-Chord \cite{113}, the messages to and from an edge group are routed through their assigned super-peer. A read or write query for a data object is submitted by the user to the DHT overlay of super-peers. The query is then routed by the super-peers to the corresponding group of edge servers responsible for that key.

The edge servers of a group form a replicated state machine \cite{116} of key-value pairs assigned to that group, by utilizing the Raft consensus protocol \cite{117} for writing on the keys. Hence, a write request routed to the group is processed through a consensus and is written on all edge servers of that group, which results in a consistent storage state among all edge servers of the group. Due to this consistent state, a read request for a key can be handled by any of the edge servers in that group. Since all edge servers keep the same state of data objects, failing some does not make the data objects unavailable, which provides a fault-tolerant storage.

3.3 DHT Applications in Edge/Fog Computing

3.3.1 Access Control Management

Intelligent Transport System (ITS) is defined as the integration of communication, control, and processing of information to the transportation systems \cite{6}. An ITS provides a set of resources (e.g., computation and storage power) for the users, which facilitates their transportation in terms of time and cost. To provide a fine-grained, scalable, and low-latency access control management for the ITS devices (e.g., sensors, computing resources, and storage systems), a DHT-based access control mechanism over the fog servers is proposed in \cite{6}. Each fog server is in charge of a subset of ITS devices and acts as a gateway between the users and its set of ITS devices. Fog servers represent and maintain the Access Control List (ACL) of their ITS devices over the DHT overlay. An ACL for a fog server represents its set of ITS devices accompanied by the list of legitimate users that can access those devices. The key of each ACL on DHT is the identity of its corresponding fog server, and the value is the ACL itself. To provide low-latency query resolution for the mobile users, a user always gets connected to the closest fog server while it is mobilizing in the city. Access queries of the user are then submitted to the DHT of fog servers through that closest fog server, and the response is returned to the user, i.e., whether the access is granted or denied. This approach provides scalable storage of ACLs over fog servers under the assumption that the ITS devices are uniformly distributed among the fog servers. This results in the storage maintenance load of ACLs for millions of ITS devices to get distributed evenly across the DHT overlay of fog servers.

3.3.2 Video Streaming

An edge computing-based video streaming service is proposed in \cite{118} to address the withdrawal problem in P2P
streaming. The withdrawal problem is defined as the distribution of content is getting stopped once no user is watching it anymore, which results in content getting unavailable once the users shift interest away from it. The solution is comprised of three entities: cloud, edge servers, and users. Each user is both a content receiver as well as a content distributor and is connected to an edge server. The edge servers act as the brokers and provide available bandwidth to the system for streaming the content of the users to each other. The cloud is only responsible for managing the edge servers. A DHT is established among the edge servers in a centralized way by the cloud, i.e., the cloud creates the lookup tables of the edge servers on their behalf. The edge servers are responsible for routing the users’ content among each other. The assignment of users to the edge servers is done by the cloud entity. The content distribution is done by each edge server broadcasting the content of its connected users to its neighbors on the DHT overlay, which is also broadcast by them to their neighbors. Hence, in a system with \( n \) edge servers eventually, a user’s content is available at every edge server within the round complexity of \( O(\log n) \). Content distribution in this way stands against the traditional on-demand ones, where an edge server would stop receiving a stream once its users stop viewing it.

### 3.3.3 Service and Resource Discovery

**Service Discovery** [9]: This solution proposes a service-based smart city, where the fog nodes offer their computational resources as services to the mobile users. To provide a decentralized and scalable discovery mechanism for the services offered by the fog nodes, a DHT overlay is established among them. Each service offered by a fog node is registered as a DHT node. The key of the node is the service identifier, which is the hash value of the service instance. The value of the node is the service template that contains all information to mount, register, and instantiate the service. Each mobile user in this solution chooses the closest fog node based on the relative latency, and efficiently retrieves the information needed to mount and utilize its desire service by querying the DHT overlay of fog nodes.

**Resource Discovery** [8]: This solution supports resource discovery in the mobile environments based on the specific range of attributes of provided resources, e.g., all charging stations for electronic vehicles between a certain latitude and longitude. To support the range queries, a two-tier DHT structure is utilized. Each tier-one DHT node is a fog node, which represents a resource type (e.g., the charging station resource type), and is attached to a tier-two DHT of resource nodes (e.g., all charging stations). The identifier of a fog node in the tier-one DHT is the resource name it represents. The identifier of a resource node in the tier-two DHT is the value of its attribute (e.g., geographical location). Looking up resources with a specific range of attribute is done in two steps. In the first step, the query is dispatched in the tier-one DHT to lookup the fog server responsible for that resource type. Then the outer DHT attached to the responsible fog server is queried for the desired range of the attribute it represents.

3.3.4 Resource and Task Management

**Smart Contract-based Resource Management** [5]: This solution aims at fully decentralized storage and computing resource provision for the end-users in the edge computing systems. The proposed architecture is composed of three roles: consumer, storage provider, and computation provider. The consumers are the end-users aiming at exploiting the edge computing platform for executing their tasks. The storage providers form a DHT overlay and represent the data objects stored on them by DHT nodes. The primary purpose of DHT utilization is to establish a decentralized key-value storage for the data objects. Each computation task of the consumers is assigned to a subset of storage and computation providers through the invocation of a resource trading smart contract [119] over the Ethereum blockchain [86]. Upon the assignment is done, the consumer breaks its task into chunks, and stores the chunks over the DHT of the storage providers. This makes the chunks accessible by the computation providers, to fetch and apply computations on them.

**Task Management** [4]: To provide a task management service for the edge computing devices, this solution utilizes a system of clusters. Each cluster is comprised of two components: a cluster master, and edge servers. The cluster master is responsible for the task management and scheduling on the edge servers of that cluster. The edge servers are responsible for storing data and running the tasks. The master of a cluster receives the tasks from the users, breaks them into smaller sub-tasks, and assigns them to the edge servers of its cluster, for computation. For a certain task, the sub-tasks should be executed in a specific order of precedence, i.e., the execution of each sub-task is done on top of the result of the predecessor sub-tasks. However, the sub-tasks of a task are distributed among the edge servers, and there is no centralization of the execution. Hence, the edge servers of each cluster in this solution form a DHT overlay to share their computation results. The result of each sub-task is stored on this DHT overlay, which makes it available for the edge servers that are in charge of executing the subsequent sub-tasks.

### 3.4 Open Problems

**Query Load Balancing**: The solutions utilizing DHTs as an object storage platform benefit from its inherent storage load balancing by distributing the objects over the DHT nodes based on the hash value of their content [4]–[7], [114]. However, such solutions do not necessarily scale as the query load of their users gets heterogeneous across the DHT overlay, e.g., non-uniform locality distribution of users in ITS [6] or smart city [9] scenarios, which applies a heterogeneous query load on their corresponding closest DHT nodes. This results in a non-uniform available bandwidth and quality-of-service distribution on DHT nodes, which degrades performance of the system at the overloaded nodes and increases their failure likelihood. Balancing the load of DHT nodes in heterogeneous scenarios [21] may be considered as a potential research direction.

**Decentralized Maintenance**: Maintenance of the DHT overlay and its connectivity in the edge computing solutions like [12], is done through a centralized registry. Each node
registers itself to the registry server upon joining the system. The server performs the insertion protocol of the node in the DHT overlay completely on behalf of the node, and shares the final routing table with the node. The DHT construction protocols, however, are meant for decentralization [1], [3], i.e., a DHT overlay is capable of being constructed in a fully decentralized way by its participating nodes invoking the insertion protocol independently of each other. However, the fundamental challenge is to stabilize the constructed DHT overlay addressing the heterogeneous dynamics of the nodes in their online and offline states, which is basically handled by the centralized registry in the aforementioned solutions (i.e., [12]). Addressing the centralization problem and providing decentralized overlay construction and maintenance through the decentralized DHT stabilization algorithms [120], [121] may be considered as a potential research direction.

**Range Queries:** Querying a range of keys on the DHT overlay in solutions like [5] is done by searching for each key of the query range individually. In a DHT overlay with \( n \) nodes, performing a range query for \( k \) keys in this way imposes a message complexity of \( O(k \log n) \). When the size of queried range outnumbers the DHT nodes (i.e., \( k > n \)), such scenarios apply a linear message complexity to the system, which degrades the efficiency of DHT utilization. Efficient DHT-based range query solutions [122], [123] may be considered as a potential research direction to address this issue.

## 4 CLOUD COMPUTING

### 4.1 System Model

As shown by Figure [11] in this paper, we model the DHT-based cloud computing systems with two entities: DHT nodes and services. An entity is defined as a resource that can be uniquely identified using an identifier. For example, in the storage applications, the services are modeled as storage and retrieval components that are identified by a unique service identifier (e.g., the hash of the service name). A service component is hosted and maintained by a DHT node. The DHT nodes are processes that run an instance of the DHT software and collaboratively build a DHT overlay. The users are external processes that query the DHT nodes via some client access interface. The DHT-based cloud computing systems enable the nodes to exploit the DHT overlay for looking up other nodes as well as the services they host. Users are also able to look up the services by submitting their queries to a DHT node to route on their behalf. The lookup query is initiated by a DHT node, routed by intermediary nodes, and reaches a target DHT node. This end-to-end communication from an initiator to the target on the overlay is made possible via the hop-to-hop communications between nodes in an underlying network [124]. Figure [11] depicts the example of routing on a DHT overlay and its corresponding hop-to-hop representation in the underlying network. As shown in the figure, there exists a one-to-one correspondence between the DHT nodes in the underlying network (left side) and the DHT nodes on the overlay (right side).

As the group of users interested in a specific service scales up, the query rate on the DHT node hosting the service increases. This degrades the performance of the host, increases its response time, and elevates its failure likelihood. As the DHT node hosting service fails, its service becomes unavailable to the users. To provide query load balancing on the DHT nodes, service availability, and avoid a single point of failure for the services, a DHT node hosting service makes exact copies of its service component on other DHT nodes, which are called the corresponding replicas for that service [13]. The procedure of determining the replica nodes is called replication. The replication paradigm is illustrated in the example of Figure [11].

Table 2 summarizes the DHT-based cloud computing solutions we survey in this section. The description of columns is similar to the comparison table of edge and fog computing solutions in Section 5.1.

### 4.2 DHT-based Infrastructure Solutions

#### 4.2.1 Resource Provisioning

**Storage Cost Optimization [125]:** This solution minimizes the cost of establishing DHT-based cloud storage given a specific set of objectives, e.g., desired average response time. Here minimizing the cost stands for minimizing the number of required DHT nodes and their storage capacity. The inputs to the algorithm are the distribution of total data in the system over the time, the access frequency of users, the required processing power of DHT nodes, and the desired average response time. Given this set of inputs, the algorithm optimizes the number of DHT nodes and their storage capacity. The solution is specifically proposed and implemented for Voldemort [127], which is an open-source DHT-based key-value store designed by LinkedIn.

**Compute Cost Optimization [126]:** This solution optimizes the computation cost of the DHT-based cloud computing systems that are based on the Infrastructure-as-a-Service (IaaS) platforms, e.g., Amazon Web Services (AWS). In such platforms, each DHT node is represented as a process on an IaaS virtual machine. The DHT-based cloud provider is getting charged per amount of resources its DHT nodes use over time, e.g., processing, disk, and memory. The allocated resource by each DHT node is modeled as a fixed-capacity queue, which maintains the queries of users (i.e., computation requests) at that node pending to be processed. A longer queue implies a higher amount of allocated resources, which results in a higher cost for the cloud provider. Once the queue hits its capacity, the node denies any further requests, which degrades the service availability of the system. To provide a trade-off between the resource cost, service availability, and response time, the solution models the resource provisioning problem as a non-linear programming model [128]. Inputs to the model are the range of available computation capacities of the virtual machines (i.e., range of their available input queue capacity), the cost associated with each capacity, and the service availability and response time thresholds. The programming model then determines the number of IaaS virtual machines (i.e., DHT nodes) and their input queue capacity such that the overall cost of provisioning the virtual machines is minimized while the desired service availability and response time thresholds are met. Similar to [125], this
solution is also specifically proposed and implemented for Voldemort DHTs [127].

4.2.2 Replication

Locality-Aware Replication [20]: To optimize the response time in DHT-based cloud computing systems, the notion of locality-aware replication is defined, which places the replicas of a service owner in a way that the average access delay between each user and its corresponding replica is minimized [19]. The corresponding replica for a user is the one with the minimum average latency to it. The average access delay of replication is defined as the average pairwise latency between each user and its corresponding replica. GLARAS [20] is the first fully decentralized locality-aware replication for DHTs in which the primary node hosting a service (i.e., the service owner) can place its replicas in a locality-aware way. To run GLARAS, the service owner only needs some public parameters of the system, which are time-independent, and determined at the bootstrapping time. GLARAS models the locality-aware replication by an Integer Linear Programming (ILP) model [128], solves it, and returns the identifiers of replicas for the service owner in the system. Similar to GLARAS [20], Pyramid [21] takes a novel problem size reduction approach that logarithmically shrinks the size of the ILP model and makes it solvable efficiently.

Multi-objective Replication [21]: The performance of the cloud computing systems with heterogeneous resources of nodes (e.g., bandwidth, storage, computation, etc.) is a function of both the propagation and transmission delays [108] as well as the computation and storage capacities. In such scenarios, both the average access delay, as well as the average response time play key performance roles. These performance metrics are tightly coupled with the availability behavior of the nodes, i.e., a (temporarily) offline or failed replica negatively affects both the average access delay as well as the response time of the system. The former happens as once a replica goes offline, its corresponding users should find another closest replica, which inherently has a higher propagation delay. Likewise, the query load of an unavailable replica is distributed among other replicas, which degrades their response time. Pyramid [21] is the first fully decentralized multi-objective replication framework for heterogeneous DHT-based cloud computing systems. It optimizes both the average access delay as well as the response time of the replicas under the time-variant availability behavior of the nodes. In the system model of Pyramid, nodes periodically report their availability and resources over an efficient and light blockchain system [33]. Hence, each node can obtain the aggregated average availability of the resources of other nodes across the system over time. A service owner then invokes Pyramid on this aggregated information. Pyramid models the replication as a multi-objective Integer Linear Programming problem (ILP) [128], solves it, and returns the identifiers of replicas for that service owner in the system. Similar to GLARAS [20], Pyramid also takes a novel problem size reduction approach that makes the ILP model solvable efficiently.

4.3 DHT-based Applications

4.3.1 Decentralized Task Management

A container [129] is an entire runtime environment, which contains an application accompanied by all its dependencies and libraries needed to run it. With its encapsulation provided, containerization aims at software portability across different computing environments. A container cloud [130] is a platform that maintains and orchestrates the computation tasks in the containers. Kubernetes [131] is one of the widely-used examples of container clouds. The container

| Solution                                      | Type     | DHT         | Nodes                | Identifiers | DHT Utilization | Domain      |
|----------------------------------------------|----------|-------------|----------------------|-------------|-----------------|-------------|
| Storage Cost Optimization [125]              | Inf      | Voldemort  | Servers              | Address     | Storage         | Centralized |
| Compute Cost Optimization [126]              | Inf      | Voldemort  | Virtual Machines     | Address     | Storage         | Centralized |
| Locality-Aware Replication [20]              | Inf      | Voldemort  | Data Objects         | Address     | Storage         | Decentralized|
| Multi-objective Replication [21]             | Inf      | Skip Graph  | Data Objects         | Address     | Storage         | Decentralized|
| Cluster task scheduling [19]                 | App      | Chord       | Virtual Machines     | Content     | Task Management | Decentralized|
| m-Cloud [12]                                 | App      | General     | Cloud domains        | Content     | Aggregation     | Decentralized|
| Game Object Storage [14]                     | App      | Chord       | Game objects         | Content     | Storage         | Distributed  |
| IPFS [15]                                    | App      | Kademlia    | Data objects         | Content     | Storage         | Decentralized|
| Time-sensitive object storage [16]           | App      | General     | Symmetric keys       | Name        | Access Control  | Decentralized|
| P2P Streaming [11]                           | App      | General     | Video chunks         | Content     | Load Balancing  | Distributed  |

TABLE 2: A summary of DHT-based solutions in cloud computing. In this table Inf and App are abbreviations for Infrastructure and Application, respectively.
cloud orchestrates containers into clusters where each cluster is managed by a single master node that performs the task management on the nodes of its cluster. Having a single cluster master leads to a single point of failure as well as a performance bottleneck as the cluster size scaling up. To address these reliability and scalability problems, a DHT-based decentralized task management system is proposed in [10]. The entire cluster is completely replaced by a decentralized DHT overlay of nodes. The nodes utilize the overlay to find each other as well as each other’s available resources. A node advertises itself to the others by representing its state as the key and its address as the value on DHT. The management protocol running at each node then pulls the state of other nodes of the cluster and decides on scheduling the tasks either on itself or on the other nodes accordingly.

4.3.2 Privacy Preserving Aggregation

m-Cloud [12] is a DHT-based privacy-preserving aggregation for sensor data, which utilizes a federation of several cloud domains. Cloud federation is defined as the system model where different administrative domains share data on their private clouds with each other [79]. Figure 12 shows an example of the cloud federation system model, where the outer federated cloud domain constitutes of four inner private cloud domains. Each cloud domain is responsible for collecting a share of each sensor data. The data in each cloud domain is aggregated before sharing with others to preserve the privacy of individual sensor data. Having m cloud domains, each sensor splits its data into m chunks and shares the i-th chunk with the i-th cloud domain. Each cloud domain applies the computation function on the aggregated pieces of data and returns the result to a single operator. The operator aggregates the individual cloud results and computes the final result. Each cloud domain runs a DHT node, participates in a DHT overlay with other domains, and is responsible for a range of keys. The assignment of sensors’ data chunks to the cloud nodes is done by computing the chunk’s key using the hash of the chunk and finding the DHT node that is responsible for that key. m-Cloud however is only capable of aggregated computation on specific polynomials. The paper lists up the set of all polynomial functions that can be computed in this way. An example of such polynomials is \(x + x^2 + x^3\), where m-Cloud operates by chunking and sharing each term with one DHT node, \(x^2\) with another, and so on.

4.3.3 Object Storage

Online Gaming [14]: This solution aims at establishing a scalable infrastructure for the massive multi-user P2P online gaming platforms. In the centralized counterpart, a game server hosts all the game objects (e.g., characters), and users query the server for the game objects they interact with. However, this approach is not scalable, as the load on the game server increases linearly with the number of interacting users. In the proposed distributed solution, the query load of users is distributed across a DHT overlay of the game servers, where the game objects are also represented by the DHT nodes. Using the hash value of game objects as their identifier uniformly distributes them across the game servers.

IPFS [15]: The InterPlanetary File System (IPFS) is a P2P cloud storage system. IPFS uses content-addressing to uniquely identify a data object within the entire system. It utilizes the Kademlia DHT [3] for representing both peers and data objects. The small objects with sizes around 1 KB are directly maintained on the DHT, while the large objects are maintained on the peers and the reference to those peers are stored over the DHT. In the former case, the object is stored by the key as its hash value and the value as the content of the object itself. In the latter case, however, the key remains the same, while the value is replaced by the address of the owner peer. Objects are immutable in IPFS, i.e., new versions of an object have different content than the older version and hence a different hash value. However, to support versioning, the new versions point back to their old version, which builds up an object graph in a decentralized way. The very first version of an object instantiates a graph for that object with only a single vertex. Children of a vertex are new versions of that vertex that are generated by applying some changes directly to that vertex. Having each object hence, one can traverse the object graph and visit and retrieve all the older versions. Since each object is represented by a DHT node, the corresponding graph for that object is maintained in a fully decentralized way over different peers holding objects of the graph vertices. With this architecture, IPFS is aimed to be utilized in scenarios like a global mount file system, personal sync folder, encrypted data sharing system, and the root file system of distributed Virtual Machines.

Time-sensitive object storage [16]: This solution provides time-sensitive access control for the data objects over cloud storage. The time-sensitive access control means that sensitive data objects can be retrieved only after a specified release time, and are no longer available to new users after an expiration time. The user encrypts the data objects it owns using a symmetric key scheme [107], and stores them over a cloud storage platform. To provide time-based access control, the user also encrypts the symmetric key into chunks and distributes it across another DHT-based cloud storage of non-colluding nodes. This DHT-based cloud storage is solely meant to store the symmetric keys’ chunks and is separate from the cloud storage platform responsible for maintaining the users’ encrypted data objects. Each node on this DHT-based cloud storage keeps an encrypted chunk of the symmetric key of the user. The encrypted chunks of a key have an expiration time, and the honest DHT nodes discard the expired chunks. Thus, even though the data is stored over the cloud, it becomes unreachable to new users after the expiration time, as the key will no longer exist over the DHT nodes. A polynomial-based secret sharing algorithm [132] is utilized to distribute the symmetric keys of
data objects in chunks over the DHT nodes. The distribution is done in a way, which reconstructing the symmetric key of a data object from its chunks relies upon both recovering its chunks from the DHT nodes and a secret timestamp that is only made available by a trusted time server at the released time of its corresponding data object.

### 4.3.4 Video Streaming

To provide load balancing in the Peer-to-Peer (P2P) video streaming systems, a 2-tier DHT-based architecture is proposed in [11]. The first tier nodes in this solution are the supernodes, which belong to the service provider, and are all controlled by the same administrative domain. The second tier nodes are the users’ devices. Each service provider supernode at the first tier maintains a set of video files and streams them to the second tier user nodes upon their request. The load of a supernode is defined as the number of videos it streams concurrently. To balance the load among the supernodes, all users watching the same stream construct a distinct DHT overlay. The DHT of users watching a stream is constructed and maintained by the service provider supernode that originally streams the content. Each stream is divided into chunks of identical sizes and stored over the DHT overlay of user devices interested in watching it. Each user then looks up and resolves its local DHT overlay for the chunks of the video, instead of querying the content provider supernode directly. By the local DHT, we mean the corresponding DHT of the video stream that the user is watching. In this way, the load of supernodes is balanced among its DHT-overlay of user devices.

### 4.4 Open Problems

**Dynamcity and Decentralization:** The infrastructure-oriented resource optimization solutions like [125], [126] tend to centralization by requiring to input almost the entire behavior of the system apriori, e.g., the time-based distribution of data objects over the entire system [125]. Such solutions are also static as they do not aim on reacting to the dynamics of the system, e.g., sudden changes in the data object distribution. Some efforts have been made to converge towards dynamic and fully decentralized solutions [19], [20], which operate based on the local view of the nodes, and react to the dynamics by predicting the future behavior of the system based on its present and past states [18], [121]. However, relying on the local view of the nodes for decision-making in a distributed system is prone to some margin of error. Investigating the error margin in decentralized and dynamic approaches for finding the operational trade-off points may be a potential research direction.

**Practical Abstractions:** In the infrastructure-oriented resource optimization algorithms like [126], an IaaS virtual machine is abstracted by a single computation parameter (i.e., the queue capacity for incoming requests). This abstraction is far from the real-world IaaS platforms where the virtual machines have the computation, communication, and storage capacities. Optimizing the DHT-based infrastructure solutions under a more realistic IaaS abstraction may be another potential research direction.

**Trusted Third Party Mitigation:** The entire security of solutions like [16] rely on the existence of a trusted third party that shares a common reference of time. Hence, although such solutions are assumed decentralized in their operation, they are not decentralized in providing their security objectives. Securely applying decentralized time references through utilities like vector clocks [133] and blockchains [134] can be of potential research interest.

**Consistency Model:** The replicas in [11] are assumed on an eventual consistency model with an optimistic approach, i.e. if the writes on a game object stop, its primary and backup replicas eventually converge. Additionally, the synchronization interval in [14] between the backup and the primary is 30 seconds, which incurs a high inconsistency interval considering continuous real-time changes in the state of the online game objects. Applying a stronger consistency model [29] may be a potential research direction in such scenarios.

**Uniform Load Distribution:** In P2P streaming solutions like [11], the demand distribution of video chunks is time-sensitive, i.e., all the users involved in watching a stream, follow the corresponding chunks in the same order. Storing video chunks over a DHT in such a solution does not provide a time-invariant uniform load distribution across the nodes. Rather, the load is moving over the DHT nodes, i.e., each node experiences a spike in its load of queries once all users converge towards the chunk of videos it holds. The load then subsides once users move from its chunk to the next chunk of the stream. Investigating uniform load distribution in DHT-based P2P streaming services may be a potential research direction.

**Free-riders:** The liveness of DHT-based P2P solutions like [11] is directly tied to the active participation of peers in the protocol. However, without an incentive mechanism in place, the peers may not maintain their availability in the system. Especially that the peers do not belong to the administrative domain of the system, hence, they do not necessarily follow the same interest as the administrative domain intends. In [11] where stream chunks are stored over a DHT overlay of peers involved in watching it, a peer may switch offline once it gets all the chunks of its interest, a behavior that is known as free-riding the system [29]. Applying an incentive mechanism that deters nodes from free-riding in P2P streaming scenarios may be a potential research direction.

### 5 Blockchain

#### 5.1 System Model

Blockchain has become an extremely powerful and innovative technology with virtually unlimited applications across a wide range of fields, including finance, energy resources, IoT, healthcare, supply chain and many others [135].

The structures of blockchain methodologies are similar, despite the use of different tools and infrastructures across many different domains. It is simply a distributed ledger, however, the transactions are designed to be almost tamper-proof by using hashing and distributed mechanisms. Entities can typically access blockchain historical transactions, however, changing historical transactions in the ledger is nearly impossible. This is owing to the fact that it is distributed and other considerations [136].
The key blockchain technology features can be summarized as follows.

- **Transparency and tractability:** All ledger records are accessible and traceable by a pre-defined group of members who have the right to access the records;
- **Consensus decentralization:** The nature of blockchain that requires unauthorized members to reach a consensus;
- **Automation and smart contracts:** Blockchain does not need human interaction and verification. The software is implemented so redundant transactions and conflicts are not used;
- **Security perspective:** Blockchain is replicated, shared and tamper-proof technology, which makes it vulnerable to security issues;
- **Immutability:** The records in blockchain are irreversible and cannot be repudiated.

Blockchain scheme is presented in Fig. 13. A blockchain ledger is built in a P2P manner, and whenever an alteration to historical transactions occurs, the modifications would be available to the ledger holders. Any updates over blockchain should meet a proof-of-work theory that restricts the new block by considering the root-hash idea.

When a node receives a block, it will check the validity of the list could differ with time due to new block propagation. As for the validation role, each node keeps only the latest received blocks, and replies to each query for a state element and its value. The authors implemented a protocol that turns a blockchain into an autonomous access-control director without the need for third-party trustees. Following Kademlia’s persistence applying LevelDB2, an interface to the blockchain was adopted. The DHT has been aided by a network of nodes that satisfy approved read/write transactions, and randomizing the data across the nodes to ensure the high availability. The work in [138] introduced a blockchain solution for IoT networks that provide data management and distributed access control, it used blockchain that serve as a verifiable and access control overlay to the storage layer. The proposed system does not rely on physical storage nodes, but supports utilization of cloud storage resources. DHT has been adopted in a framework that targets book search—namely the Peer Book Search and Library (PBSL)—by establishing virtual libraries based on blockchain. The search and transmission of different resources is achieved by using DHT and peer-to-peer technologies. Blockchain technology has been used for the copyright protection and trading purposes, and by introducing the aforementioned technologies PBSL has overcome the drawbacks of existing library systems, and facilitated knowledge production, distribution, acquisition and consumption.

In [34], blockchain and DHT were adopted to assist a lookup system in which blockchain enables trusted communications between nodes without the need for third parties. DHT helps the nodes store the data distribution and propagate the data efficiently. Adopting a technique that sets a data expiration period does not raise the maximum capacity of the blockchain in this system.

5.2 DHT-Based Infrastructure Solutions

5.2.1 Block Validation and State Storage

In [137], the authors introduced two roles for each node: a storage role in which each node acts as a DHT that keeps values for a subset of the state elements; and a validation role where each node is validated and broadcast throughout the network. In their model for the storage role, each defined node acts as a DHT node that retains the blockchain state and replies to each query for a state element and its value. As for the validation role, each node keeps only the latest received blocks, in which a truncated blockchain of the nodes list could differ with time due to new block propagation. When a node receives a block, it will check the validity of the new block by considering the root-hash idea.

5.2.2 Data Management: Scalability and Efficiency

Lack of scalability is considered one of the major hurdles in blockchain. The issue regarding lack of scalability has grown with the increased adoption of cryptocurrencies, and transactions considered conventional increase exponentially. Various solutions have been proposed to overcome this scalability drawback.

The authors implemented a protocol that turns a blockchain into an autonomous access-control director without the need for third-party trust. Following Kademlia’s [34], persistence applying LevelDB2, an interface to the blockchain was adopted. The DHT has been aided by a network of nodes that satisfy approved read/write transactions, and randomizing the data across the nodes to ensure the high availability. The work in [138] introduced a blockchain solution for IoT networks that provide data management and distributed access control, it used blockchain that serve as a verifiable and access control overlay to the storage layer. The proposed system does not rely on physical storage nodes, but supports utilization of cloud storage resources. DHT has been adopted in a framework that targets book search—namely the Peer Book Search and Library (PBSL)—by establishing virtual libraries based on blockchain. The search and transmission of different resources is achieved by using DHT and peer-to-peer technologies. Blockchain technology has been used for the copyright protection and trading purposes, and by introducing the aforementioned technologies PBSL has overcome the drawbacks of existing library systems, and facilitated knowledge production, distribution, acquisition and consumption.

In [34], blockchain and DHT were adopted to assist a lookup system in which blockchain enables trusted communications between nodes without the need for third parties. DHT helps the nodes store the data distribution and propagate the data efficiently. Adopting a technique that sets a data expiration period does not raise the maximum capacity of the blockchain in this system.

Some researchers applied consensus mechanisms for scalability and data availability enhancement, such as the work presented in [35]. The authors implemented an architecture that employs a Byzantine Fault Tolerant (BFT) consensus algorithm on the first layer of blockchain, as well as a DHT solution to partition the first layer blockchain ledger amongst the nodes. The authors evaluated a two layered blockchain-supported database by focusing on scalability and availability.

5.2.3 Storage Efficiency

The proposed approach in [137] helped minimize the time required by a node of a blockchain-supported network to download the data needed for particular goals. The proposed approach assigned two roles for each node: storage and validation. For storage, each node acts as a node of a DHT to store the values of the state elements. The main aspect of validation is speed; as it allows execution of the initial synchronization of nodes in seconds.

The proposed ZeroCalo model in [30] improves its ability to add thousands of nodes to the DHT structure. The model fulfills a consensus-based proof-of-work algorithm for the distributed ledger to provide efficient message
| Solution | Type         | DHT          | Nodes                      | DHT Utilization                | Domain        |
|----------|--------------|--------------|----------------------------|--------------------------------|---------------|
| Decoupling Validation [17] | Infrastructure | General      | Regular                    | Broadcast validation          | Distributed   |
| Access control [18]            | Infrastructure | Model        | General                    | Blockchain              | Distributed   |
| Lookup system [19]             | Infrastructure | Model        | General                    | Regular               | Distributed   |
| Tamper-Resistant [20]          | Infrastructure | Model        | General                    | Miner nodes             | Distributed   |
| Zerocain [21]                  | Infrastructure | Model        | General                    | Data block             | Distributed   |
| Virtual Block Group [22]       | Infrastructure | Model        | General                    | General               | Distributed   |
| LightChain [23]                | Infrastructure | Model        | Skip Graph                 | General               | Distributed   |
| PingER [24]                    | General        | General       | Regular                    | Blockchain             | Distributed   |
| Hash validation technique [25] | General        | Method        | General                    | Blockchain             | Distributed   |
| BHEEM [26]                     | General        | Framework     | General                    | Blockchain             | Distributed   |
| SPROOF [27]                    | General        | Framework     | General                   | Blockchain             | Distributed   |
| Supply Chain Physical Distribution [28] | General | Framework     | Normal                    | Blockchain             | Distributed   |
| Hawk compiler [29]            | General        | Framework     | General                    | Blockchain             | Distributed   |
| Security enhancement [30]      | General        | Framework     | General                    | Blockchain             | Distributed   |
| Trust Management in Social IoT [31] | General | Framework     | General                    | Blockchain             | Distributed   |
| Encrypted Keyword Search [32]  | General        | Scheme        | General                    | Blockchain             | Distributed   |
| KARAKASA [33]                  | General        | Scheme        | General                    | Blockchain             | Distributed   |
| Bitcoin Node Clustering [34]   | General        | Method        | General                    | Blockchain             | Distributed   |

TABLE 3: A summary of DHT-supported solutions in Blockchain

broadcast criteria, and introduces efficient energy consumption which make it possible to be used on IoT networks.

The model addresses the node scalability issues, and a virtual block group (VBG) was proposed in [35]. Each node in the VBG system stores only a portion of the block data and maintains the storage index to DHT by treating the block data as resources, which improves query efficiency. This methodology assured the security and dependability of block data while also saving hard drive space by reducing data acquisition time.

The LightChain solution, which adopts a DHT overlay, has been proposed in [91] to improve storage scalability while also permitting decentralization in blockchain architectures. It provides addressable transactions, peers, and blocks, all of which are fully accessible on demand. It also allows each peer to replicate a subset of the transactions in order to respond to inquiries from other peers.

In [32], using DHT and the legitimate blockchain, the researchers designed a blockchain access control and data storage architecture for PingER, an end-to-end Internet service management project, in order to eliminate total reliance on a single repository. In their framework, the blockchain is used to retain the metadata of the files, while DHT saves the actual files off-chain at numerous locations by forming a network of the proposed Agents. The suggested PingER framework benefits from DHT and blockchain because they enable distributed storing, parallel computing, and effective lookup abilities.

5.2.4 Third Parties Reduction

Many proposals have been made to use blockchain to promote interoperability and eliminate external parties. For example, the decentralized apps concentrate on hash processes for all interactions by combining the concepts of different network nodes and data storage mechanisms, as well as managing the accessibility, dependability, and the privacy.

Data integrity: refers to the accuracy and validity of collected data, and maintaining data integrity is a key focus of system security solutions. Data validation and error checking mechanisms are examples of methods to address data alteration. Many blockchain-based solutions supported by DHT have been proposed, including the solutions presented in [23], [24], and others.

The work in [22] used the blockchain for implementing a secured medical information project. The authors created three sorts of nodes: the archive nodes, the light nodes and the full nodes. These different nodes manage storage overload issues, and the database and cipher managers help handle the stored hashes and ensure the level of integrity.

Kalis and Belloum [23] provided another technique to guaranteeing data integrity using blockchain technology. They proposed a blockchain-supported hash validation mechanism. Their model separates the aggregated data from the blockchain, allowing a data identity and a hash of the collected data to be transmitted to the blockchain.

They also go over some of the possible applications for such a system. The researchers believe that the blockchain hash verification assists the detection of the unintentional and malicious acts that done to the acquired data, based on the information gained from evaluating various use scenarios [23], [24] is another approach that leverages blockchain technology to assure data integrity. They presented a blockchain-supported hash validation technique in which the model is maintained independently and the collected data from the blockchain is used to direct identifiers and hashes from the data to the blockchain. The authors found that the blockchain-supported hash validation approach facilitates the detection of malicious activities based on all of the use cases mentioned in the study [24].

Data privacy: Some proposals require privacy for transactions. There is, however, a mechanism for implementing public and private ledgers, as well as their connection to individual transactions. Hashes in the public ledger can lead to an entry in the private ledger that contains an individual event linked with that hash. Which is in some how a distributed implementation of event storage. Even with the distinction of private and public ledgers, the structure is still constrained by the general benefits of blockchain [139].

The Hawk compiler, a decentralized smart contract system, was presented in [88] as a means to achieve data privacy by enabling transaction anonymity. It functions by translating the generic codes written by programmers, into cryptographic primitives. Another project, known as Enigma, was presented in [140]. This idea relies on splitting the data into recognizable chunks and distributing them over the network, thereby ensuring that no node has access to the data. Enigma applies off-chain DHT to store the data references. DHT has been proposed to build secure and optimal repositories by [89]. The authors introduced a method to automate contract management with hierarchical
conditionality structures within a hierarchy of intelligent agents, using hierarchical cryptographic key-pairs. In addition, they proposed a method to produce a hierarchy of common secrets in order to facilitate hierarchical communication channels of increased security.

**Trustworthiness:** The work in \[24\] considered trustworthy perspectives at the network-level of a node. By collecting the trust information of every node in a single DHT that is managed by Pre-Trusted Objects (PTOs). Every single node can request the used DHT for knowledge on some other nodes’ trustworthiness, with the PTOs ensuring that no malicious nodes are participating in the information exchange. In \[34\], using blockchain and DHT, the authors suggest a novel lookup method. DHT allows nodes in the system to store dispersed data and propagate it effectively, whereas Blockchain facilitates communication between nodes without engaging a trusted third party. Adopting a mechanism to establish a data expiration period does not raise the maximum capacity of a system’s blockchain. The researchers in \[29\] proposed a protocol that helps monitor and attests to the nodes in distributed networks. With this, each node in a network will be continuously monitored and attested to by the search queries in DHTs. The output of each attestation process has been recorded to the blockchain which identifies compromised nodes that can be removed. This solution achieves high levels of security, efficiency and robustness.

### 5.3 DHT Applications in Blockchain

#### 5.3.1 Load Balancing

Load balancing refers to the process of distributing incoming traffic from groups of servers or devices. Many studies have considered load balancing.

**KARAKASA** \[27\] is a load balancing function proposed by \[27\] that enables storage load balancing by using DHT as a distributed storage to the storage of the bitcoin adopted nodes. It is based on the idea of maintaining node independencies of the nodes to keep the whole blockchain among DHT networked nodes. The proposed model proves that the DHT cluster’s nodes can act as complete nodes without accessing the entire blockchain, and that the user can manage a Bitcoin node without the need to trust other users.

With KARAKASA, the users in a Bitcoin network who run the storage resource-constrained machines, cooperate with each other to form clusters. Every Bitcoin node carries a part of the blockchain that is allocated according to the adopted DHT process. Once the new transactions and blocks are verified, each node will query the needed block to the DHT cluster. It is important to note that with DHT clusters, each node can handle new transactions or block verification processes in the same way full nodes do. The proposed Bitcoin nodes include two storage functions: the BlockStorage which keeps the original data that will be stored among the DHT clustered nodes, and the ChainState that has the UTXOs. Each block ID in the Chord will be established by the cryptographic hashing process in order to map blocks to the accepted Chord ring. The same authors have proposed a storage load balancing technique based on DHT \[28\]. They coined the phrase “full node”, which refers to a Bitcoin node that can store all historical transaction data in order to check whether new transactions are valid or not.

In the proposed model, the DHT cluster’s nodes behave as full nodes with no need to involve the entire blockchain \[28\]. Another load balancing solution that has been considered is proposed in \[29\]. This involves a state where all participant nodes are divided into mining nodes in a P2P fashioned network. On the other hand, blockchain data also have nodes in a (DHT)-based network.

#### 5.3.2 Data verification

**SPROOF** \[24\], a platform for verifying documents in blockchain has been proposed in \[24\]. With SPROOF, all data is stored in decentralized and transparent functions. In addition to data integrity, the platform helps manage scalability and privacy issues. Within a transaction, SPROOF adds hashes of data to the blockchain, and the raw data is then kept in a DHT. If a cryptographically secure hash function is employed to create the hash, the stored data will gain the integrity and ordering qualities from the blockchain.

### 5.4 Open Problems

**Security Measures:** Constructing and maintaining a DHT overlay in blockchains can lead to numerous security concerns such as routing attacks, Sybil attacks, Eclipse attacks, and storage/retrieval attacks. With DHT, request routing is the main component and each node must keep its own routing table correctly and update it accordingly. However, many routing attacks could target this major component in different forms. For example, a compromised node may target the lookup routing function by forwarding lookups to incorrect nodes, or corrupt the nodes’ routing tables by forwarding faulty updates. Blockchains are also vulnerable to the Sybil attacks where a malicious node might self-control a portion of node identifiers. Under the Eclipse attack some nodes could mislead other nodes by providing them with false neighbors hence directing newly joining nodes to a different network under malicious control, and blocking or manipulating the honest traffic for the victim nodes. A compromised node may also attack DHT storage layer and refuse to provide data to clients when they request it.

**Permission-less Environments:** Though blockchain is a permission-less ledger, some users could use centralization that requires the proof-of-work algorithm to be replaced by a few trusted users. In permission-less conditions node behavior is unpredictable, and a malicious node could deny processing or directing messages to its own partitioned network. A permission-less system also depends on normal user behavior and can guarantee how well a system is working by rewarding normal behavior and disciplining negative activity. Without a procedure for recognizing the malicious behaviors, the DHT cannot be considered a secure system for permission-less environments.

### 6 INTERNET OF THINGS (IoT)

#### 6.1 System Model

The Internet of Things (IoT) is a fundamental component of industrial evolution, where all devices (things) connect to each other in order to collect and share data. Currently,
innovations in IoT networks have revealed new potential for developers to create IoT-based services using various facilities, including processing, storage and communications. Consequently, IoT solutions have been proposed in many different fields, such as traffic applications (e.g., smart traffic control), healthcare (e.g., smart health monitoring) and smart management infrastructures. Blockchain has been introduced as a promising solution to managing IoT applications [141]. Fig. 14 represents the architecture of the IoT network, and the characteristics are summarized as follows.

**Heterogeneity**: The IoT network includes various services, devices, sensors and operating systems that interrelate through different protocols. Blockchain technology has recently been adopted to manage heterogeneous IoTs [141]. **Energy limitation**: IoT devices are typically small and lightweight with limitations on resource usage. Hence, the devices are designed to function with minimal energy.

**Vast amount of collected data**: Since the number of IoT devices is huge (i.e., into billions), the generated amount of data from these devices is also enormous. **Unique identity**: IoT devices have unique IDs and identifiers provided by manufacturers that can be used to upgrade the devices to different platforms. **Intelligence**: IoT devices are considered smart devices that can interact intelligently according to combinations of hardware and software. **Large scale**: As IoT devices are produced in billions, management of their generated data is critical. **Dynamic environment**: The IoT considers that, as a dynamic network, devices will continually join the network and others leave. **Complex system**: IoT has a prodigious number of devices, and coordination at this massive scale is highly complicated due to resource limitations.

The (IoT) faces the same issues as any other communication system in terms of providing an architecture that can handle various stakeholders, a large number of devices distributed globally, and their limited connectivity. An architecture like this must be scalable and allow for smooth operation across networks and devices with minimal human interaction. DHT has been adapted by many studies to handle such items.

Table 4 summarizes the DHT-supported solutions in IoT networks.

### 6.2 DHT-Based Infrastructure Solutions

#### 6.2.1 Data Management (scalability and flexibility)

A common issue in most IoT-solutions is scalability, and the need for highly dynamic adjustment capabilities on such a large scale is complex. Each device (thing) in IoT is known by a unique distinctive ID. Many solutions apply DHT to IoT-based infrastructures to manage scalability issues.

The work in [37] presented an architecture that applied DHT to describe the flow of data in IoTs, from tiny sensors to entire applications. The main focus of this research was scalability perspectives, and the authors proposed a Holistic Peer-to-Peer Protocol (HPP) for low capability devices as a reliable means of independently exchanging core network. They also introduced the HPP channel as a link among peers that can conceal the network details, as well as the HPP endpoint that refers to the communication endpoint involving the HPP channels. HPP adopts DHT with Kademlia k-buckets as the basis for P2P overlay. Kademlia was chosen because it has proven scalability and robustness for different applications, and it reduces the configuration number. The authors used Kademlia-DHT buckets for node identification and XOR-based routing, and started with one bucket in order to reduce the required storage [37].

P2P networks help achieve scalability related to data sharing and data distribution. A study comparing P2P networks is presented in [39]. DHT-supported P2P networks, with DHT as a substrate, can locate the data values using the peers’ identifiers that match the object’s key. DHT-supported networks feature a property that assigns random IDs to peers in a variety of identifiers on a regular basis.

A DHT-supported overlay network with packets routed within an overlay network that uses DHT is presented in [39]. Using DHT in such networks overcomes scalability challenges due to the increasing number of intermediate nodes, and also achieves placement flexibility and controllable replication. The authors focused on data placement, information durability and access latency, and presented the Global Data Plane (GDP), which adopts the location-independent routing in large spaces in order to support the heterogeneous platforms and help with a variety of storage policies. DHT has addressed the scalability challenge that arise with the increased number of overlay hops [39].

An IoT software-update delivery network, where individuals (nodes) are compensated by vendors with digital currency for update-delivery purposes is proposed in [41]. In their model, the decentralized storage network (DSN) is accessible by all individuals in the network. The DHT is adopted with a tracker-less peer discovery scheme to achieve optimal accessibility.

IoT needs a decentralized control plane that can manage multiple stakeholders, large numbers of devices, restricted connectivity and power limitations among devices. [40] proposed a distributed control plane based on DHT that leverages the scalability and flexibility of P2P-DHT. The DHT is between the IoT devices and their masters, and the proposed solution enables remote sensor and device control without limitations involving security and bootstrapping. The authors used a RELOAD/Chord in their implementation, and enhanced the RELOAD specifications so it can run securely and efficiently.

A Chord algorithm-based on overlay management architecture for heterogeneous IoT device management is presented in [42]. The proposed model adopts the three components of rings, nodes and sensors, as well as multiple peer Chord rings, and considers each ring in a smart context which uses chord to discover and organize things.
The nodes are divided into two types: single nodes that participated in one ring and shared nodes that simultaneously participated in at least two rings. The sensors refer to actual devices with computation, communication and storage limitations that prevent them from joining the rings as nodes; thus, they are connected to specific gateways. The authors identified each gateway, sensor and ring using unique hashed IDs, and some peer rings could intersect with others via shared nodes. The proposed model proved its ability to perform identification, key insertion and removal, key lookup and node joining and leaving. The model also met scalability and robustness requirements. In IoT, everything (e.g. device) is assigned a unique identity, and management of these identities plays an important role in evaluating IoT system efficiency. The authors in [146] proposed a correlated lookup scheme to enhance identity management performance. DHT has been implemented as the fundamental structure to build the basic methodology.

The work in [147] proposes a framework that controls false alarms generated by Intrusion Detection Systems (IDSs), by considering prioritization that allocates a priority indicator to each alert. Kademlia-based DHT has been adopted for efficient alert transportation, event correlation has been utilized to discover similarities among events collected by various sensors in order to reduce false alarm rates. In their proposed architecture, the generated messages are directed to the collectors via the DHT for processing, and Kademlia is used to store and convey alarm information. The collector nodes use clustering and correlation mechanisms to investigate anomalous behaviours and notify neighboring nodes of specified attacks. In addition, Kademlia the nodes form an overlay network and keep a routing table to help find nodes, and inquiry nodes for communication. The results showed that DHT-supported solutions offer more accommodations than others solutions, and the Kademlia is adopted for information routing due to the high number of generated messages. By increasing false positive accuracy to more than ≈ 80%, the suggested framework reduced message generation by ≈ 62% [147]. Another management function that targets IoT flexibility, was proposed in [148]. The authors presented a DHT-based design and overlay architecture that meets IoT requirements (e.g. mobility and flexibility).

### 6.2.2 Service Discovery

Service discovery refers to the automatic process of finding services on a network. DHT has been investigated by numerous researchers as a potential service discovery approach, since it offers essential identifier lookup functionality, and can also perform essential roles for highly scalable and robust global discovery services, as presented in [146], [149], [43], [138] and [143]. In [43], a DHT-supported framework for service discovery in IoT has been proposed. The authors analyzed the various requirements for service discovery, and presented a summary of five approaches summarized from industrial and literature works. They presented structured P2P systems using DHT as an approach that can provide high fault tolerance, load balancing, and the elimination of single points of failure.

**OIDA**, a DHT-based discovery service, was introduced in [44]. OIDA is a Bamboo-based DHT, it has been tested on 350 highly distributed nodes. The experiments showed that OIDA is capable of meeting all of the basic functional and non-functional requirements for IoT name services (e.g. security). The DHT inclusion also promoted the scalability and load balancing advantages.

The authors in [138] proposed a Blockchain assisted IoT system that employs data management and distributed control. They presented a centralized trustworthy capability and gave users control over their data. By employing blockchain as an auditable and decentralized control layer for the storage layer, their proposed system enabled secure sharing of data and robust and reliable access control management. This proposed work introduced blockchain-based locality-aware decentralized storage that facilitates the data storage at the networks’ edge.

Another discovery service scheme that employs DHT is presented in [45]. This method employs a P2P network scheme to ensure system expansion, resilience, and easy maintenance. The authors created a layered method by separating three key features: range query support, multi attribute indexing, and p2p routing [45]. To ensure ease of design and execution, they adopted an over-DHT indexing method. The authors adopted different techniques for managing different layer functions, such as the SFC linearization technique to map the multiple dimension field as a one dimension field, they also used a search structure namely Prefix Hash Tree (PHT) that leverages a generic-based DHT to get an interface for the second layer and the Kademlia-based DHT implementation.

Other studies have adopted P2P DHT-based systems to implement their discovery services, such as the works of [46], [47] and [48]. The authors in [46] proposed a P2P-based model to support information exchanges between members.
of a supply chain. The authors adopted the Pastry DHT, and their work highlighted its feasibility for large P2P networks with twenty thousand nodes, and proved its scalability for large networks. The work in [47] proposed a P2P network in which members of the supply chain operate the network nodes and, thereby, form a structured P2P entire network with a distorted view of the of all the other nodes. In [49], the authors focused on the EPCglobal network, and proposed a discovery service that provides item track and trace capabilities along the entire supply chain. The work in [144] proposed a dynamic and self-configurable infrastructure on top of a structured P2P network. The authors also considered the heterogeneity issue and data access by introducing a set of communication protocols. Some mechanisms that achieved information flow security and privacy were introduced as well. The proposed infrastructure relied on a DHT to set up the infrastructure, along with route messages among peers.

6.3 DHT-based Applications in IoT

6.3.1 Information Discovery

Multi-Attribute Addressable Network (MAAN) has been proposed in [142]. This extends the Chord to enable multi-attribute and range queries by mapping the attribute values to the Chord identifier using the uniform locality preserving hashing. It operates by resolving multi-attribute questions using a single attribute query routing algorithm. In MAAN, the Chord utilizes a consistent hash to map keys to nodes and allocates an m-bit identification for each node using a base hashing function (ex. SHA1). By using SHA1, which generates randomly dispersed identifiers, this mapping aids in load balancing. The authors suggested employing a consistent locality-preserving based hashing function to provide uniform hashing value distributions. They analyzed the complexity, and found that each node in MAAN has only \( O(\log N) \) neighbors for \( N \) nodes. However, the number of routing is \( O(\log N + N \times S_{\text{min}}) \), where \( S_{\text{min}} \) is the minimum selectivity range for all aspects [142].

Squid [143] is a P2P system that enables efficient information discovery, and has been used for flexible keyword searches by implementing a DHT-supported structured keyword search. The authors introduced the definition of multi-dimensional information spaces with locality maintenance in the spaces. This dimensionality reduction scheme maps the multi-dimensional information space to the physical peers. Each data component in Squid has a set of keywords associated with it in a multi-dimensional keyword space. The data components are points in space, and the keywords are the coordinates [143]. The Devify framework, a new IoT software architecture, has been proposed in [144]. It is intended to address P2P IoT networks and inter-operable IoT development. The authors adopted the flow-based programming (FBP) paradigm in the IoT in order to consider the application as a data exchange network.

6.4 Open Problems

With the growth of IoT devices, the networks’ management still has open issues. Many challenges arise with managing IoT networks from the devices’ management to connectivity. The following items represent the main challenges of managing IoT networks.

Lack of trust in peers behaviours: IoT newly connected devices might be a possible entry point for intruders to target the IoT network. It is an important role to prevent unlicensed devices from joining the network in order to retain network safe. Reflecting the newly connected devices to the DHT record with securing the routing is still an open issue.

Self-management: With the expanding number of IoT devices, power management, device management and data management grow with it. Such as some IoT devices operate on AC power, however, other devices operate on batteries. As well as, each device in IoT networks needs to be installed, configured, maintained and updated to tackle issues. Additionally, IoT devices produce a huge amount of data and such an amount creates a challenge, and appropriate data management grows to be essential. DHT solutions helped somehow in data management hence the power management and device management still have open issues.

7 SOCIAL NETWORKS

7.1 System Model

In a Peer-to-Peer (P2P) Online Social Network (OSN), the social networking services are implemented relying on the users’ storage and computation capacity without the deployment of a central service provider. For example, users are able to share information with their friends as well as to discover new friends while having no complete knowledge of the network. DHT-based social networks are proposed to realize the P2P OSNs by providing efficient decentralized storage management and routing services.

A sample system model of P2P OSNs is depicted in Figure 15. In a DHT-empowered OSN, nodes are usually OSN users. The users’ connections in the DHT are managed through identifiers, which are either randomly selected by peers or upon various performance-concerned metrics with no central mediator. On the DHT overlay, the identifier of a node does not necessarily reflect a social factor, hence, the DHT connections may not necessarily reflect the social connections. Rather, the services provided by DHTs are empowering users to discover their social connections and their relative activities on the OSN, e.g., each others’ posts. As explained in Section 7, the DHT is utilized to make both the nodes as well as their resources addressable and efficiently accessible within the network. The resources in a DHT-based OSN are the social network data objects such as posts and news feeds, which makes users enabled to efficiently locating each others’ as well as each others’ social interactions.

Apart from efficient and distributed routing, storage management, and query processing, DHT-based P2P OSN solutions provide more advanced tools and services concerning security, privacy, access control, and service efficiency. A comprehensive list of such services with their impact on P2P OSNs is presented in the remaining of this section and is summarized in Table 6. In this table, the Nodes column refers to the primary representation of the nodes once a DHT overlay of physical users’ devices is shaped. The
Identifiers column signifies the nature of the DHT identifiers in the corresponding service. The Architecture indicates the structure of DHT connections, which can be P2P, super-peer, or decentralized. In a P2P architecture, all the DHT nodes exist at an equal hierarchical level and collaboratively supply the DHT-relevant services. In a super-peer architecture, a resourceful subset of participants gets involve in the DHT construction and services. In a decentralized architecture, the DHT operations are moderated by a known set of administrative domains where each domain has custody of its nodes.

7.2 DHT applications in P2P Social Networks

7.2.1 Federated Social Networks

OSN providers mostly follow a closed design and do not provide a common platform for the exchange of information across different providers [50]. Users willing to participate in two different OSN platforms have to create separate accounts on each platform. The OSN federation allows users to communicate their information across different OSN platforms in a transparent manner. The federation would lead to an open and decentralized ecosystem of OSN platforms in which users get to freely decide on their preferred platform and yet not losing their established connections in other networks.

Verifiable Distributed Directory Service [49], [50]: The key to achieve OSN federation is to provide a common protocol connecting separate OSN platforms and enable them exchange and share information about their users. The communication protocol should handle the heterogeneity of the OSNs implementations and the fact that users’ profiles are hosted by different servers on each platform. At the heart of it is the ability to uniquely, globally and verifiably locate a user account and retrieve its profile content. SONIC [49] features a cross-platform communication protocol that allows different OSNs to federate. SONIC promotes a DHT-based directory service for user identification [50]. Each peer generates a unique pair of signature and verification keys and shares the verification key with her connections. A user’s information is stored on the DHT overlay of federated providers as a key-value pair, where the key is derived from user’s verification key and the value is the certified (i.e., cryptographically-signed) network address of the users’ profile. This structure allows unique user identification by only knowing the verification keys. Moreover, the key-value bundle has verifiable authenticity due to the associated author-generated signature [50], [150]. As such, no malicious storing service provider would be able to block accessibility to a profile by falsifying its network address without having access to the corresponding signature key.

7.2.2 Spam Protection

Users’ activities in a social network e.g., data exchange are vulnerable to spammers. Social spammers are entities that generate invalid data and advertise commercial spam messages and disseminate malware. Observations prove that spammers mostly spread their malicious posts or victim links in a short period. Therefore, the prime challenge to defeat spammers and spam content is to be able to distinguish spam data from genuine data in a real-time fashion. The conventional spam classifiers are centralized and examine an offline log of message histories [51]. However, such designs are not adaptable to P2P architecture where data gets generated in a distributed manner. For a P2P environment, a spam classifier must adhere to a decentralized architecture for the data collection and classification, and be real-time, efficient, and scalable. DHT-based group management techniques provide a key component toward timely data aggregation and classification. To address spam protection, Oases [51] and Sifter [52] utilize DHT-based group management. Groups are formed around OSN users who are willing to participate in spam protection. The purpose of groups is to perform data collection, aggregation, and classification in a collaborative and coordinated manner. Ultimately, the result of classification, indicating a data item being spam or not, is released to the entire group members, and potentially the entire network.

Oases [51] and Sifter [52] utilize Pastry DHT to manage OSN users connections. In specific, OSN users form the nodes of DHT and the published social contents constitute the data items stored in the DHT. To enable group management, a DHT-based aggregation tree is deployed called Scribe. Scribe is a multi-cast tree and an application-level group communication system built upon Pastry. Users in a Scribe tree are divided into two types, the root, and the leaves. The root acts as the coordinator for the leaves whereas leaves are accountable for the data collection and processing. Each group is associated with an identifier that is derived from the group topic. The membership to a group is done by sending a join message in the DHT overlay to the group identifier. An overview of spam protection through DHT-based group management, inspired by Oases design, is shown in Figure [16].

The utilization of Scribe, as a DHT-based hierarchical tree, allows the Oases root to disseminate datasets and instructions through $O(\log n)$ hops, instead of $n$ point-to-point connections for $n$ leaf agents. Scribe enables a balanced workload where all the nodes in overlay have an equal possibility to take different roles (i.e., a root, parent, leaf agent, or any combination of the above) in different groups. Moreover, the Scribe structure allows multiple groups to be supported in one single DHT overlay. As such, the overhead of maintaining a complex overlay gets amortized over all the groups. Scribe can also enjoy a
In a DHT-based routing overlay, nodes are assigned random identifiers which result in a random connection among the peers. This imposes communication costs on the nodes who get involved in the search process of queries that are not interested in. Moreover, having the search being traversed through unknown nodes introduces security issues and reliability concerns where misbehaving nodes can misroute or drop a query [151], [152]. The existing studies aim at enhancing the DHT routing efficiency and security by incorporating social factors such as users’ mutual trust, and common interest in the routing process so that queries get deliberately routed through more trusted and reliable peers. A summary of these methods is provided in the following.

Socially-aware DHT [53]: In this solution the users’ social proximity is integrated into the DHT routing overlay. The idea is that users with more mutual friends, as the social proximity measure, will be placed closer in the identifier space. Closeness is defined as the Euclidean distance of the identifiers as well as the number of hops in the overlay. Nodes initially form a DHT from their random identifiers, then they step into a refinery process during which each node swaps her identifier with one of her immediate peers, evaluates the cost of the identifier swapping, and accepts the new identifier in case it brings her closer to her social connections. Upon a successful swap, finger tables also get exchanged between the two nodes.

Auxiliary lookup tables (ROUTIL) [54]: ROUTIL [54] is a P2P routing algorithm that leverages users’ common interests and social links to resolve search queries. In a nutshell, social network users form the underlying DHT connections and each node is associated with a DHT identifier. In addition to the DHT lookup tables, nodes maintain two auxiliary tables reflecting nodes’ friendships and common interests. The friendship table is the outcome of the SPROUT algorithm [153] in which the table entries are the identifier of the node’s online friends. The interest table contains the identifier of nodes that share or look for similar content as the table owner. The interest table gets populated incrementally, i.e., when a data search query of a peer is resolved, the identifier of the data holder gets inserted into the querying peer’s interest table. Moreover, the nodes in the interest table are weighted based on the number of quires for which they hold the queried data item. The higher value of the weight indicates a higher degree of similarity. To resolve a query, a node consults its interest table, then invokes the SPROUT algorithm, and finally proceeds with the regular DHT lookup. ROUTIL adopts Chord as the DHT routing overlay and enhances its performance through the utilization of interest tables where the probability of a query being resolved in a lower number of steps gets higher. Moreover, ROUTIL improves the security of Chord by incorporating the SPROUT routing algorithm to use social links to forward queries.

Clustering in DHTs [55], [56]: Further studies towards a reliable and efficient DHT-based routing propose clustering methods to identify groups of peers with common features, e.g., interests and trust relationships. Once such groups are identified, the data sharing and message routing get restricted among the nodes within the same or similar clusters. This way, the routing process enjoys better reliability and efficiency as well as becomes resilient against nodes’ malicious actions such as providing faulty files or dropping query messages. Clusters can be further divided into smaller groups based on various factors to empower various levels of granularity on the security and efficiency of the routing paths. Clustering schemes usually utilize methods to sample users’ identifiers from a $k$-dimensional space where each dimension represents an attribute and $k$ is the desired number of attributes. As such, identifier closeness indicates the similarity in the attribute space. Clusters are formed around the peers with similar identifiers based on some similarity metrics. Social P2P [55] features one-dimensional clustering by using Hilbert curve. Each user picks an interest vector and derives a numerical identifier called Hilbert value using the Hilbert curve. The users with a close Hilbert value are then clustered together. The connections inside a cluster are usually based on social links, e.g., friendship. A DHT overlay is constructed from clusters ambassadors, i.e., nodes

| Solution                                      | DHT Service | Nodes | Identifiers                                  | DHT Type | Architecture |
|-----------------------------------------------|-------------|-------|----------------------------------------------|----------|--------------|
| OSN Federation                                | Verifiable Distributed Directory Service [49], [50] | Providers | Hash of user verification key | Kademlia | Super-peer |
| Spam protection                               | Group Management [51], [52] | Users | Hash of group title & creator | Pastry   | Decentralized |
| Efficient & Trustworthy Routing & File Discovery | Socially-aware DHT [53] | Users | Random | Symphony | Super-peer |
|                                               | Auxiliary lookup tables [54] | Users | Random | Chord | P2P |
|                                               | One-way Clustering [55] | Users | Hilbert value of interests | Cycloid | P2P |
|                                               | Two-way Clustering [56] | Users | Physical location & interests | - | P2P |
|                                               | Auxiliary Identifier [57] | Users | Hash of original & re-encrypted data | - | P2P |

Table 5: A summary of DHT-based solutions in P2P OSNs
the hash of the original data. For a key-value pair, the DHT lookup tables with an additional column holding tractability over encrypted content, Ushare \[57\] augments the tie between the original and the copied data. To enable the randomization used in encryption schemes breaks the forcing this becomes non-trivial when content is encrypted.

The ability of the users to control, trace, and claim ownership of the content they share is vital given the recent wide development of digital assets. Users must be able to trace the number of copies/reshares made out of their data. Ensuring this becomes non-trivial when content is encrypted. The randomization used in encryption schemes breaks the tie between the original and the copied data. To enable tractability over encrypted content, Ushare \[57\] augments the DHT lookup tables with an additional column holding the hash of the original data. For a key-value pair \(H(C'), C'\) where \(C'\) is the re-encryption of \(C\), an extra identifier \(H(C)\) will be retained. This is to reflect the link between the original data and its replicas. The tuple \((H(C'), H(C))\) will constitute the DHT identifier of \(C'\). Data items whose first component of their identifiers is identical are copies of the same data.

7.2.4 Managing Data Dependency

The ability of the users to control, trace, and claim ownership of the content they share is vital given the recent wide development of digital assets. Users must be able to trace the number of copies/reshares made out of their data. Ensuring this becomes non-trivial when content is encrypted. The randomization used in encryption schemes breaks the tie between the original and the copied data. To enable tractability over encrypted content, Ushare \[57\] augments the DHT lookup tables with an additional column holding the hash of the original data. For a key-value pair \(H(C'), C'\) where \(C'\) is the re-encryption of \(C\), an extra identifier \(H(C)\) will be retained. This is to reflect the link between the original data and its replicas. The tuple \((H(C'), H(C))\) will constitute the DHT identifier of \(C'\). Data items whose first component of their identifiers is identical are copies of the same data.

7.3 Super-peers: A Common Architectural Pattern

In DHT-based P2P social networks, a large portion of OSN clients is mobile devices that are resource-constrained and cannot afford bandwidth, liveliness, or storage capacity for maintaining a DHT structure. As such, super-peer P2P architecture is widely adopted \[49, 50, 55, 55, 56, 150\] to address peers heterogeneity. In this architecture, more stable peers with adequate storage, bandwidth, and processing power maintain the DHT structure and support other peers for complex operations. Thereby, a lower number of peers get involved in the DHT overlay which yields more efficient churn handling and lighter DHT maintenance. Due to this light maintenance overhead, this super-peer architecture also features scalability, reliability in content distribution and autonomy in administration \[154\].

7.4 Open Problems

Authenticated Dependency Management: The data dependency management methods can address contents’ copy-right in a P2P environment. However, the existing solutions rely on the trustworthiness of nodes in admitting the dependency of their files to the existing contents. However, nodes can deliberately misbehave and do not disclose the origin of the re-shared files. More robust and reliable solutions can utilize incentivization to encourage the resharing transparency e.g., financial rewards for re-sharing content. Alternatively, zero-knowledge proof of non-membership can be leveraged where a data publisher proves her content is not a copy of any existing OSN content.

Reliable Storage and Retrieval: The reliable storage and retrieval of data in a DHT-based OSN become a concern when data hosts are picked randomly. Such hosts have no mutual trust with the data owner and may refuse to serve the recent content, and pose an availability and accessibility threat to the system. One can adopt data replication over multiple non-colluding hosts to enable better reliability.

Interest-based Identifiers: The interest-based routing is adopted by ROUTIL \[54\] to enable reliable and secure and efficient routing. Two nodes have a common interest if one of them retains the data item that is queried by the other node. However, this relation would not hold when storage is assigned to DHT nodes based on their random identifiers. To cope with this issue, interest-driven identifiers like Hilbert values \[155\] can be utilized to enable interest-based identifier assignment.

8 MOBILE AD HOC NETWORKS

8.1 System Model

Advances in networking technologies expedite the deployment of self-organized wireless ad hoc networks. With the proliferation of the Internet and IoT-enabled devices, wireless ad hoc networks gain momentum and their first-of-their-kind applications come into reality. In typical wireless ad hoc networks, nodes communicate with each other through wireless links and collaborate to perform specific tasks. Mobile Ad Hoc Networks (MANETs) are kind of wireless ad hoc networks in which the participating nodes set up a temporary network that is capable of self-configuration and self-healing without any infrastructure. Nodes in MANET can be any device that is equipped with storage, sensing, communication, and computation. In MANETs, the nodes freely move and perform networking at any time and anywhere. The applications of MANETs are present in various domains such as Wireless Personal Area Networks (WPANs), Body Area Networks (BANs), Flying Mobile Ad Hoc Networks (FANETs). MANETs can be formed by any kind of wireless device as demonstrated in Fig. 18. The wireless devices are equipped with wireless transmitters and receivers including radio interfaces (e.g., IEEE 802.11, IEEE 802.11p, IEEE 802.15, IEEE 802.15.4, IEEE 802.16, Wi-Fi, Bluetooth, ZigBee and WiMAX).
In MANET, the topology changes frequently and all participating nodes need to participate in routing and equally contribute to maintenance. The MANET protocols should be adaptive to such dynamic topological change which is challenging. Nodes are communicating with each other through intermediate nodes in a multi-hop manner to deliver messages from source to destination. Although MANETs have been investigated for more than a decade, limited communication range, communication link breakage, efficient routing, and management protocols are still major challenges in many applications. To address these issues in different environments and settings, many solutions have been proposed in the literature. These solutions propose different approaches and/or methods to address unique MANET challenges in which they commonly share the usage of DHT. The DHT is mainly used for storing information and stored information is leveraged to come up with efficient routing and management protocols. However, there are still several challenges that need to be addressed. In this part of the paper, we want to shed light on this and want to explore more on the following. First, we want to understand how DHT is utilized to address the unique challenges of MANET in existing applications. Second, we aim to analyze the current limitation of DHT-based solutions and present several open problems and opportunities for future research. Table 6 summarizes DHT applications in MANET and the following subsections will discuss them in detail next.

### 8.2 DHT Applications in MANET

The research attempting to use the DHT in MANET can be grouped according to four perspectives as: efficient routing [58]–[61], data transmission [62], [63], handling the dynamic topology [64]–[66] and mitigation of the traffic overhead [67].

#### 8.2.1 Routing

Among the challenges in MANET, routing is the most popular one. Due to varying topologies and infrastructure-less architecture, routing becomes the center of many works in MANET literature. The DHT is used for different purposes for the sake of achieving scalable and efficient routing. A survey that compares the features, strengths and weaknesses of existing DHT-based routing protocols is presented in [59]. In DHT-assisted routing, nodes have a logical identifier (LID) in addition to the universal identifier (UID) (e.g., IP/media access control (MAC) address). The nodes are interconnected with each other via their LIDs on a logical network. However, if the logical structure does not represent the physical proximity of nodes then the topology mismatch problem rises. The topology mismatch problem is further exacerbated by the network partitioning and merging. Due to the limited transmission range and self-organizing nature of MANET, network partitioning and merging can happen frequently. The DHT is leveraged to keep the relation between the logical and physical address of nodes in [58]–[61] to solve the network partitioning and merging. Through the simulation-based evaluation, it has been shown that DHT-assisted network partitioning and merging is beneficial in terms of achieving efficient and scalable routing in MANET.

#### 8.2.2 Data Transmission

In MANET, each node acts autonomously and takes its own decision. Nodes have direct access to nearby other nodes, which are located in the communication range. When the data needs to be disseminated to a destination node, which is out of the transmission range, then nodes depend on each other in forwarding the data for reliable communication. However, some nodes do not want to share resources while delivering the data at larger distances. These nodes, on the other hand, are defined as selfish nodes and it is a major problem in cooperative communication-based MANET applications. To address the selfish node detection, reputation scores of the nodes are computed and kept in DHT to decide the next hop while relaying the data from source to destination in [62], [63]. Locality-aware DHT is constructed collaboratively to gather the node’s reputation which constitutes the global reputation. Based on the tracked reputation scores, selfish nodes are identified and blacklisted for the sake of reliable data transmission.

#### 8.2.3 Dynamic Topology

The high mobility and frequent network topology changes are the distinguishing characteristics of MANETs. Handling the high mobility and topology changes, on the other hand, are the most popular research problems that have been worked on for more than a decade. Researchers leveraged the DHT and proposed many solutions and/or protocols to have a scalable and efficient MANET application. For example, a cluster-based DHT routing protocol is proposed in [54] to handle the high mobility of nodes. Nearby nodes are clustered and information of nodes is kept in DHT. The gateway nodes (e.g., single or multiple nodes) which are in the radio range of cluster heads act as a relay node while forwarding data packet among clusters. [55] investigates multipath routing to solve the link failures which is caused by the dynamic network topology. Multi-path Dynamic Address Routing (M-DART) is proposed in which DHT is leveraged for two main reasons: (i) mapping the node’s identifier and routing address in a dynamic environment and (ii) distributing the node’s location information is distributed throughout the network.

#### 8.2.4 Traffic Overhead

MANET is capable of self-configuration and self-healing without any infrastructure. However, both the limited transmission range and high mobility of nodes cause network

---

| Ref. | Solution                                      | Communication Type | Nodes of DHT                      | Purpose of DHT          |
|------|----------------------------------------------|--------------------|-----------------------------------|------------------------|
| 58   | Network Partitioning & Merging               | IEEE 802.11        | Information of Nodes              | Routing                |
| 59   | Selfish Node Detection                       | IEEE 802.11        | Reputation Score of Nodes         | Data Transmission       |
| 60   | Clustering                                   | IEEE 802.11        | Information of Nodes              | Dynamic Topology        |
| 61   | Multi-path Routing                           | IEEE 802.11        | Information of Nodes              | Dynamic Topology        |
| 62   | Network Partitioning                         | IEEE 802.11        | Information of Neighbour          | Traffic Overhead        |

**Table 6: A summary of DHT-based solutions in MANET**
dis-connectivity which results in loss of Logical Space (LS) information. The LS of nodes stores the mapping information of the LID and UID node pairs. The LS is important especially in network partitioning where the loss of it may cause recurrent network partitioning and traffic overhead. Detecting the partitioning beforehand and replication of important mapping information may be the solution. [62] addressed this issue and proposed distributed partitioning management to improve the performance of DHT-based routing in MANET. In their proposed solution, the critical nodes are identified without creating additional traffic overhead and mapping information of them is replicated to minimize the information loss and communication disruption.

8.3 Open Problems

Utilizing DHTs to address the unique challenges of MANET brings various research questions in which we believe they can be further improved in the following three perspectives.

How to enable energy-efficient DHTs? With the proliferation of mobile devices, more research effort has been put into scalable and efficient MANET protocols. The larger MANET grows, the more overhead incurs which makes maintenance, self-configuration, and self-healing challenging. If we consider the battery constraint of MANET nodes, power consumption and energy efficiency became crucial. Despite many solutions rely on DHT usage to address the unique challenge of MANET, the energy efficiency of DHTs is orphaned. MANET has lots of applications and serves many users at the same time. Ignoring the power consumption of DHT may put MANET into services unavailability. An energy-efficient DHTs which dynamically adjust the DHT participating nodes is emerging technology for future MANET application.

How to preserve DHTs in lossy networks? MANET is a Low power and Lossy Networks (LLNs) that consists of many embedded devices with limited power, memory, and processing resources. The network formation may be triggered based on events and nodes start to send their local state to the network. However, due to limited bandwidth and communication channels shared by different applications, a small set of nodes can send information through the network within some specified time interval. DHTs are utilized to come up with routing strategies including multi-path route generation with an assumption of DHTs are managed by nodes through communication. However, a lossy network is challenging and it is not realistic to assume that there exists a 100% packet delivery ratio. A detailed study is needed to understand the DHTs in the lossy network and a brand new approach is a must to ensure the MANET service availability even in high lossy networks.

Can DHT itself be standardized? The general trend of DHT usage in MANET is nodes collaboratively keep and manage the DHT according to underlying network topology. Researchers come up with a different version of implementation according to needs in which there is no standard DHT in the literature. Many studies claim the usage of DHTs but the implementation details are hidden. A standardized DHT implementation with open-source implementation is still an open issue that should be addressed before any practical deployments of DHT-assisted MANET application.

9 Vehicular Ad Hoc Networks

9.1 System Model

Cars today are equipped with a set of rich resources consisting of storage, sensing, communication, and computation [156]. Through Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), and Vehicle-to-Cloud (V2C) communications, vehicles form Vehicular Ad Hoc Networks (VANETs) and collaborate over vehicle-to-X (V2X) networks as demonstrated in Fig. [19]. Despite such heterogeneous V2X networking brings many challenges, it also paves the way for great opportunities. For example, heterogeneous communication capabilities of vehicles are leveraged to come up with a hybrid architecture for delivering the safety messages with shorter delay and high packet delivery ratio in [157]. Similarly, radio frequency and visible light hybrid communication-based architecture are proposed in [158] to ensure the safety of traveling and maneuvering under different security attacks.

Although vehicular networking technologies have been investigated for more than a decade, increasing data demand is still a problem. Today, a major part of the provided services for connected vehicles relies on interaction with remote servers. The communication with the data center, on the other hand, is achieved by cellular communication over the underlying backbone network which may suffer from large end-to-end delay and capacity limits. To overcome these issues, Mobile Edge Computing (MEC) is recently proposed and standardized over the years. The basic idea in MEC is to deploy small-scale computing facilities near the edge of the network to partially take over the computational tasks of cloud servers. MEC is beneficial in terms of reducing the end-to-end communication latency as well as improving the capacity of backbone networks. However, the high demand and huge data traffic in the radio access network are still problems. Recently, leveraging vehicle resources in such a heterogeneous networking environment has given birth to the Vehicular Cloud (VC) concept [159]. VCs are a promising solution in which connected vehicles collaborate with each other through V2X networks and offer their processing, storage and communication services as virtual edge servers (see Fig. [19]). Through such virtual edge servers, the data can be aggregated and/or cached and the latency and communication overhead in cellular networks could be significantly reduced. Furthermore, VCs can be complemented with conventional cloud and edge computing infrastructure and vehicle resources can be rented out by other users. Such architecture can be an enabler of a wide range of novel applications such as collaborative data storage [160].

Fig. [19] demonstrates the general architecture of VANET which consists of VCs as virtual edge servers. In such an architecture, the collaboration among vehicles is coordinated to generate advanced vehicular cloud services, which an individual vehicle cannot make alone. It has been demonstrated that collaboration enabled vehicular architecture is an emerging paradigm to utilize the ever-growing computational resources of intelligent vehicles to form small-scale virtual edge servers [161]. Although conventional cloud
technologies are mature enough to provide services to vehicles, the high mobility of vehicles is the limiting factor in achieving scalable and efficient VANET applications. To provide robust service provisioning under different road topology and vehicle densities, on the other hand, many solutions have been proposed in the literature. One shared point in most of the proposed solutions is the utilization of DHT. DHT is mainly used for storing/retrieving location and time-sensitive information and it provides a lookup service with name and value pairs. Vehicles can search for a service with the name associated with a provided service. However, there are still several challenges that need to be addressed. In this part of the paper, we want to go one step further and shed light on this by exploring the following. First, we want to understand how DHT is utilized to address the unique challenges of VANET in existing applications. The DHT has been studied for some key VANET applications as summarized in Table 7. Second, we aim to analyze the current limitation of DHT-based solutions and present several open problems and opportunities for future research.

9.2 DHT Applications in VANET

DHT is leveraged for service directory and discovery [68–72], routing and scalability [73–77], security and privacy [78]. Following subsections will discuss them in detail.

9.2.1 Service Directory and Discovery

One key functionality of DHT usage in VANET is the so-called service directory and discovery. In the service directory and discovery, vehicles in and around the vehicular network can register their available services as well as look up the services offered by other vehicles. Recent research works have studied some key features in the realization of DHT-assisted service directory and discovery. Authors in [68] proposed to form a VC and vehicle’s resources are provided as virtual edge servers to others. Vehicles are organized in interconnected groups and the DHT keeps the vehicles’ provided services. The members of VCs leveraged the DHT-assisted lookup service to reduce the delay of service discovery and data transfer. [69] established connected clouds of parked vehicles as temporary network and storage infrastructure to maintain network connectivity and provide storage capabilities as a service to other road users. A Virtual Chord Protocol (VCP) is proposed to track the connected vehicles as well as their available storage capabilities. The vehicle resources are utilized as virtual network infrastructures and moving service directories are proposed in [70–72] to bridge service providers and service users. Vehicles collaboratively keep a DHT-based service directory to provide media for other vehicles for registering their services. Cooperative downloading in vehicular heterogeneous networks is proposed in [73]. Vehicles collaboratively maintain a DHT. The DHT is leveraged as a lightweight coordination mechanism for the vehicles to agree on non-overlapping subsets of data segments that they are responsible for downloading on behalf of other members.

9.2.2 Routing and Scalability

Routing and scalability are heavily investigated topics in VANET [162]. Simple broadcasting algorithms are proposed for local information and geo-routing is leveraged for reaching more distant destinations. Proposed routing methods work quite well for shorter and highly local transmission. However, vehicular data on roads are highly dynamic. Moreover, the system load is much higher when routing is performed under tens of thousand vehicles at the same time. The DHT is leveraged and utilized to come up with scalable and reliable routing strategies. DHT-assisted storage and lookup methods are proposed to evaluate the trustworthiness and credibility of vehicles in [72]. The trust and reputation values are computed and updated as the vehicles live inside the vehicular network. Anyone in the network can query the DHT to retrieve the trust and reputation values in a scalable manner. A scalable secure communication method
is proposed in [25]. Block-chain-assisted DHT-based secure communication architecture is proposed to keep the hash values of transmitted data. A survey that explores the intrusion detection system in different domains is presented in [76]. An intrusion detection system requires extensive search and computation. The survey demonstrates that tracking the identified intrusions by DHT is beneficial in terms of detection accuracy and predicting future intrusions. A name data networking architecture is combined with DHT to improve the routing and communication efficiency in [77]. The roadside units keep track of the names of the vehicles (a.k.a. usernames) and the data is forwarded according to the usernames of vehicles dynamically.

9.2.3 Security and Privacy

Advances in artificial intelligence and MEC accelerates the Vehicular Cyber-Physical Systems (VCPS). Services such as content caching, dynamic resource assignment, efficient data sharing, and distributed computing become the enabler methodologies in reducing the cost and enhancing the utility of VCPS. Since the data is cached and computed in a distributed way, security and privacy become a major vulnerabilities in VCPS. To address this issue privacy preserved learning method is proposed in [28]. DHT is kept by roadside units and all related vehicles are determined by searching the DHT before the learning process starts.

9.3 Open Problems

The rapid growth of VANET opens a specific line of research. The proposed concept of combining DHT with the vehicle and cloud/edge layers brings various research questions in which we believe are central in the following four questions.

Which vehicles should keep the DHT? There exist many applications that utilize the DHT in the vehicle layer. However, it is not clear how they elect the vehicles to keep DHT. Cars today have various sets of computing, storage, communication resources. Leveraging too many cars might cause overhead and the consistency/synchronization of DHT becomes problematic. Electing a fewer number of vehicles, on the other hand, results in a bottleneck in terms of reaching DHT nodes. An intelligent vehicle election mechanism that handles the dynamic join and leave of vehicles is an emerging enabler technology for future VANET applications.

Which layer should manage the DHT? As illustrated in Fig. [79] the VANET applications leverage not only the vehicle but also the cloud/edge layer. Despite it is application-oriented, there is no clear distinction under what conditions which layer the DHT should rely on. Collaborative DHT in the vehicle layer is beneficial in terms of latency via short-range communications but it becomes problematic while handling the dynamic join and leave of vehicles. The cloud/edge layer DHTs is more stable compared to the collaborative approach in the vehicle layer. However, exchanging large amounts of data may require longer-lasting sessions which is currently one of the limiting factors in cloud/edge layer DHT applications. A more detailed study is needed to understand the advantages and drawbacks of DHT in different layers. Moreover, a hybrid DHT protocol that functions in both vehicle and cloud/edge layers is another direction of DHT applications that can potentially improve the benefits.

How to connect DHTs with each other? Due to the distributed nature of VANET, many DHTs may be kept not only in the vehicle but also in cloud/edge layers. Sometimes, messages need to be sent from one DHT to another for service discovery. The DHTs are not necessarily disconnected from each other therefore the service discovery messages can be delivered and responded immediately. An efficient communication protocol to maintain a stable connection among DHTs in both vehicle and cloud/edge layers is still an open problem that should be addressed before any practical deployments of DHT-assisted VANET applications.

10 Conclusion

As distributed key-value stores, DHTs are among the most significant P2P overlay mechanisms enabling efficient services such as data storage, replication, query resolution, and load balancing. With the advances in various distributed system technologies, the design of novel and efficient DHT-enabled solutions becomes more and more important. In this paper, we presented the first survey on the state-of-the-art DHT-based solutions in the emerging technological domains of edge, fog, and cloud computing, blockchains, IoT, MANETs, VANETs, and OSNs from system architecture, communication, routing, and technological perspectives, and identified their open problems along with future research guidelines.

In the context of edge and fog computing, we studied DHT utilization as decentralized object storage platforms for a variety of data objects ranging from simple plain data objects to intermediary computation results and access control lists. In the domain of cloud computing, we studied the applications of DHTs in sharing data objects among the federated clouds, providing low-latency and highly-available storage and streaming services, and task managements on the cloud of containers. When coming to the blockchains, we showed that DHTs are utilized to support authentication, scalable storage management, efficient information dissemination, reliable communication, and augmenting the decentralized trust in the system. In the area of IoT, our survey presented DHT-based solutions addressing scalable service and information discovery. In the OSN domain, we surveyed DHT-based solutions enabling friend discovery, data sharing, spam protection, OSNs federation, reliability, and trustworthiness. Finally, in the context of MANETs and VANETs, we studied DHT-based solutions to improve the
quality of sensing the environment and sharing the observations, provide distributed service directory, and adapt to the high mobility and frequent network topology changes.

References

[1] I. Stoica, R. Morris, D. Karger, M. F. Kaashoek, and H. Balakrishnan, “Chord: A scalable peer-to-peer lookup service for internet applications,” ACM SIGCOMM Computer Communication Review, vol. 31, no. 4, pp. 149–160, 2001.

[2] A. Rowstron and P. Druschel, “Pastry: Scalable, decentralized object location, and routing for large-scale peer-to-peer systems,” in IFIP/ACM International Conference on Distributed Systems Platforms and Open Distributed Processing. Springer, 2001, pp. 329–350.

[3] P. Maymounkou and D. Mazieres, “Kademlia: A peer-to-peer information system based on the xor metric,” in International Workshop on Peer-to-Peer Systems. Springer, 2002, pp. 53–65.

[4] M. Simić, M. Stojkov, G. Sladić, and B. Milosavljević, “Edge computing system for large-scale distributed sensing systems,” in 8th International Conference on Information Society and Technology, 2018, p. 36.

[5] J. Song, T. Gu, Y. Ge, and P. Mohapatra, “Smart contract-based computing resource trading in edge computing,” arXiv preprint arXiv:2006.15824, 2020.

[6] I. Riabi, L. A. Saidane, and H. K.-B. Ayed, “A proposal for a distributed access control over fog computing: The its use case,” in 2017 International Conference on Performance Evaluation and Modeling in Wired and Wireless Networks. IEEE, pp. 1–7.

[7] K. Sonbol, Ö. Özkasap, I. Al-Oqily, and M. Aloqaily, “Edgekv: Decentralized, scalable, and consistent storage for the edge,” Journal of Parallel and Distributed Computing, 2020.

[8] G. Tanganelli, C. Vallati, and E. Mingozzi, “A fog-based distributed look-up service for intelligent transportation systems,” in 2017 IEEE 18th International Symposium on a World of Wireless, Mobile and Multimedia Networks (WoWMoM). IEEE, 2017, pp. 1–6.

[9] J. Santos, T. Wauters, B. Volckaert, and B. De Turck, “Towards dynamic fog resource provisioning for smart city applications,” in 2018 14th International Conference on Network and Service Management (CNSM). IEEE, pp. 290–294.

[10] X.-L. Xie, Q. Wang, and P. Wang, “Design of smart container cloud based on dht,” in 2017 13th International Conference on Natural Computation, Fuzzy Systems and Knowledge Discovery (ICNC-FSKD). IEEE, 2017, pp. 2971–2975.

[11] R. K. Gupta, R. Hada, and S. Sudhir, “2-tiered cloud based content delivery network architecture: An efficient load balancing approach for video streaming,” in 2017 International Conference on Signal Processing and Communication (ICSPC). IEEE, pp. 431–435.

[12] I. Nakagawa, Y. Hashimoto, M. Goto, M. Hiji, Y. Kicuchi, M. Fukumoto, and S. Shimojo, “Dht extension of m-cloud: scalable and distributed privacy preserving statistical computation on public cloud,” in 2015 IEEE 99th Annual Computer Software and Applications Conference, vol. 3. IEEE, 2015, pp. 682–683.

[13] K. Govindarajan, V. S. Kumar, and T. S. Somasundaram, “A distributed cloud resource management framework for high-performance computing (hpc) applications,” in 2016 Eighth International Conference on Advanced Computing. IEEE, pp. 1–6.

[14] H. Kavalionak, E. Carlini, L. Ricci, A. Montresor, and M. Coppola, “Integrating peer-to-peer and cloud computing for massively multiplayer online games,” Peer-to-Peer Networking and Applications, vol. 8, no. 2, pp. 301–319, 2015.

[15] J. Benet, “Ipfs-content addressed, versioned, p2p file system,” arXiv preprint arXiv:1407.3561, 2014.

[16] J. Xiong, F. Li, J. Ma, X. Liu, Z. Yao, and P. S. Chen, “A full lifecycle privacy protection scheme for sensitive data in cloud computing,” Peer-to-Peer Networking and Applications, vol. 8, no. 6, pp. 1037–1058, 2017.

[17] Y. Hassanzadeh-Nazarabadi, A. Kúpcu, and Ö. Özkasap, “Locality-aware skip graph,” in 2015 IEEE 35th International Conference on Distributed Computing Systems Workshops. IEEE, 2015, pp. 105–111.

[18] ——, “Awake: decentralized and availability aware replication for p2p cloud storage,” in 2016 IEEE International Conference on Smart Cloud (SmartCloud). IEEE, 2016, pp. 289–294.

[19] ——, “Laras: Locality aware replication algorithm for the skip graph,” in NOMS 2016-2016 IEEE Network Operations and Management Symposium, pp. 324–332.
“Incentivized delivery network of iot software updates based on trustless proof-of-distribution,” in 2018 IEEE European Symposium on Security and Privacy Workshops (EuroS&PW). IEEE, pp. 29–39.

B. M. Nguyen, H.-N. Q. Hoang, L. Huclchy, T. T. Vu, and H. Le, “Multiple peer chord rings approach for device discovery in iot environment,” Procedia Computer Science, vol. 110, pp. 125–134, 2017.

S. Evdokimov, B. Fabian, S. Kunz, and N. Schoenemann, “Comparison of discovery service architectures for the internet of things,” in 2010 IEEE International Conference on Sensor Networks, Ubiquitous, and Trusted Computing. IEEE, pp. 237–244.

B. Fabian, “Implementing secure p2p,” Internation Conference on Communications. IEEE, 2009, pp. 1–5.

F. Paganelli and D. Parlanti, “A dtb-based discovery service for the internet of things,” Journal of Computer Networks and Communications, vol. 2012, 2012.

J. Fisher, F. Burstein, R. Manasewicz, and K. Lazarenko, “P2p architecture for ubiquitous supply chain systems,” 2009.

S. Shrestha, D. S. Kim, S. Lee, and J. S. Park, “A peer-to-peer rdf resolution framework for supply chain network,” in 2010 Second International Conference on Future Networks. IEEE, pp. 318–322.

P. Manzanares-Lopez, J. P. Muñoz-Gea, J. Malgosa-Sanahuja, and J. C. Sanchez-Armontse, “An efficient distributed discovery service for epglobal network in nested package scenarios,” Journal of Network and Computer Applications, vol. 34, no. 3, pp. 925–937, 2011.

S. Gündör, F. Beierle, and S. Sharhan, “Sonic: bridging the gap between different online social network platforms,” in 2015 IEEE International Conference on Smart City/SocialCom/SustainCom. IEEE, pp. 399–406.

S. Gündör and F. Beierle, “Distributed and domain-independent identity management for user profiles in the sonic online social network federation,” in International Conference on Computational Social Networks. Springer, 2016, pp. 226–238.

H. Xu, L. Hu, P. Liu, Y. Xiao, W. Wang, J. Dayal, Q. Wang, and Y. Tang, “Oases: an online scalable spam detection system for social networks,” in 2018 IEEE 11th International Conference on Cloud Computing (CLOUD). IEEE, 2018, pp. 98–105.

H. Xu, B. Guan, P. Liu, W. Escudero, and L. Hu, “Harnessing the nature of spam in scalable online social spam detection,” in 2018 IEEE International Conference on Big Data, 2018, pp. 3733–3736.

M. A. U. Nasir, S. Girdzijauskas, and N. Kourtellis, “Socially-aware distributed hash tables for decentralized online social networks,” in 2015 IEEE International Conference on Peer-to-Peer Computing (P2P). IEEE, 2015, pp. 1–10.

L. Badis, M. Amad, A. Aisssani, K. Bedjguelal, and A. Benkerrou, “Routil: P2p routing protocol based on interest links,” in 2016 International Conference on Advanced Aspects of Software Engineering (ICAASE).

G. Liu, H. Shen, and L. Ward, “An efficient and trustworthy p2p and social network integrated file sharing system,” IEEE transactions on computers, vol. 64, no. 1, pp. 54–70, 2013.

H. Shen, Z. Li, and K. Chen, “Social-p2p: an online social network based p2p file sharing system,” IEEE Transactions on Parallel and Distributed Systems, vol. 26, no. 10, pp. 2874–2889, 2014.

A. Chakravorty and C. Rong, “Ushare: user controlled social media based on blockchain,” in Proceedings of the 11th international conference on ubiquitous information management and communication, 2017, pp. 1–6.

S. A. Abid, M. Othman, N. Shah, O. Sabir, A. U. R. Khan, M. Ali, J. Shafi, and S. Ullah, “Merging of dtb-based logical networks in manets,” Transactions on Emerging Telecommunications Technologies, vol. 26, no. 12, pp. 1347–1367, 2015.

N. Shah, A. Ahmad, B. Nazir, and D. Qian, “A cross-layer approach for partition detection at overlay layer for structured p2p in manets,” Peer-to-Peer Networking and Applications, vol. 9, no. 2, pp. 356–371, 2016.

S. A. Abid, M. Othman, N. Shah, M. Ali, and A. Khan, “3d-rp: A dtb-based routing protocol for manets,” The Computer Journal, vol. 58, no. 2, pp. 258–279, 2015.

N. Shah, A. Ahmad, W. Mehmood, D. Qian, and R. Wang, “An efficient and scalable routing for manets,” Wireless personal communications, vol. 75, no. 2, pp. 987–1004, 2014.

K. Ramya and T. Kavitha, “Deterring selfish nodes using hierarchical acknowledgments,” Journal of Systems Architecture, vol. 98, no. 1, pp. 219–236, 2019.

V. Harish and Y. Simmhan, “Demystifying fog computing: Characterizing architectures, applications and abstractions,” in 2018 IEEE 11th International Conference on Information Communication and Embedded Systems (ICICES). IEEE, 2016, pp. 1–5.

M. Ibrar, M. Ahmad, M. Umar, M. Habib, and M. Iqbal, “Stability analysis of dtb based multi-path routing protocol under group-based mobility models and entity-based mobility models in mobile ad-hoc networks,” in 2016 IEEE Information Technology, Networking, Electronic and Automation Control Conference. IEEE, 2016, pp. 777–783.

A. Arunachalam and O. Sornil, “A broadcast based random query gossip algorithm for resource search in non-dht mobile peer-to-peer networks,” Journal of Computers, vol. 28, no. 1, pp. 209–223, 2017.

S. Zahid, S. A. Abid, N. Shah, S. H. A. Naqvi, and W. Mehmood, “Distributed partition detection with dynamic replication management in a dtb-based manet,” IEEE Access, vol. 6, pp. 18731–18746, 2018.

F. Dressler, G. S. Panu, F. Hagenaer, M. Gerla, T. Higuchi, and O. Altintas, “Virtual edge computing using vehicular micro clouds,” in 2019 International Conference on Cloud Computing, Networking and Communications (ICNC), pp. 537–541.

F. Dressler and P. Handle, “Towards a vehicular cloud-using parked vehicles as a temporary network and storage infrastructure,” in Proceedings of the 2014 ACM international workshop on Wireless and mobile technologies for smart cities, pp. 11–18.

F. Hagenauer, C. Sommer, T. Higuchi, O. Altintas, and F. Dressler, “Poster: Using clusters of parked cars as virtual vehicular network infrastructure,” in 2016 IEEE Vehicular Networking Conference (VNC), pp. 1–2.

F. Hagenauer and C. Sommer, “Vehicular micro cloud in action: On gateway selection and gateway handovers,” Ad Hoc Networks, vol. 78, pp. 73–83, 2018.

S. Ucar, T. Higuchi, and O. Altintas, “Platoon as a mobile vehicular cloud,” in 2019 IEEE GlobeCom Workshops, pp. 1–6.

T. Higuchi, R. V. Rabbsat, M. Gerla, O. Altintas, and F. Dressler, “Cooperative downloading in vehicular heterogeneous networks at the edge,” in 2019 IEEE GlobeCom Workshops, pp. 1–5.

N. Malik, P. Nanda, X. He, and R. Liu, “Trust and reputation in vehicular networks: A smart contract-based approach,” in 2018 IEEE International Conference On Trust, Security And Privacy In Computing And Communications/13th IEEE International Conference On Big Data Science And Engineering, 2019, pp. 34–41.

S. Rowan, M. Clear, M. Gerla, M. Haggard, and C. M. Goldrick, “Securing vehicle to vehicle communications using blockchain through visible light and acoustic side-channels,” arXiv preprint arXiv:1704.02553, 2017.

S. Raj and R. Rajesh, “Descriptive analysis of hash table based intrusion detection systems,” in 2016 International Conference on Data Mining and Advanced Computing. IEEE, 2016, pp. 234–240.

K. Jain and A. Jeyakumar, “An rsu based approach: A solution to overcome major issues of routing in vanet,” in 2016 International Conference on Communication and Signal Processing (ICCPP). IEEE, 2016, pp. 1265–1269.

Y. Lu, X. Huang, Y. Dai, S. Maharjan, and Y. Zhang, “Federated learning for data privacy preservation in vehicular cyber-physical systems,” IEEE Network, vol. 34, no. 3, pp. 50–56, 2020.

A. S. Tanenbaum and M. Van Steen, Distributed systems: principles and paradigms. Prentice-Hall, 2007.

S. Androulidakis-Theotokis and D. Spinellis, “A survey of peer-to-peer content distribution technologies,” ACM computing surveys (CSUR), vol. 36, no. 4, pp. 335–371, 2004.

G. Fersi, W. Louati, and M. B. Jemaa, “Distributed hash table-based routing and data management in wireless sensor networks: a survey,” Wireless networks, vol. 19, no. 2, pp. 219–236, 2013.

G. Urdaneta, G. Pierre, and M. V. Steen, “A survey of dt security techniques,” ACM Computing Surveys (CSUR), vol. 43, no. 2, pp. 1–49, 2011.

A. Yousefpour, C. Fung, T. Nguyen, K. Kadiyala, F. Jalali, A. Nikanlaihiji, J. Kong, and J. P. Jue, “All one needs to know about fog computing and related edge computing paradigms: A complete and technical roadmap,” Journal of Systems Architecture, vol. 98, no. 1, pp. 219–236, 2019.

P. Varshney and Y. Simmhan, “Demystifying fog computing: Characterizing architectures, applications and abstractions,” in
