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Abstract

As multiple adverse events in 2021 illustrated, virtually all aspects of our societal functioning – from water and food security to energy supply to healthcare – more than ever depend on the dynamics of environmental factors. Nevertheless, the social dimensions of weather and climate are noticeably less explored by the machine learning community, largely, due to the lack of reliable and easy access to use data. Here we present a unique not yet broadly available NASA’s satellite dataset on aerosol optical depth (AOD), temperature and relative humidity and discuss the utility of these new data for COVID-19 biosurveillance. In particular, using the geometric deep learning models for semi-supervised classification on a county-level basis over the contiguous United States, we investigate the pressing societal question whether atmospheric variables have considerable impact on COVID-19 clinical severity.

1 Introduction

Recent events – from emergence of new viral pathogens to Texas power crisis to heatwaves of 2021 – have re-emphasized how vulnerable the security, sustainability, and wellbeing of our society to the human-induced climate change. Despite the increasing number of initiatives in the machine learning (ML) and data mining (DM) communities to develop more efficient methodology to track climate change and quantify the associated impact on the society [4, 5, 6], integration of the state-of-the-art ML and DM methods into climate studies still remains relatively limited, especially, with respect to expansive applications in other disciplines such as social science, bioinformatics, and analysis of cyber-physical systems.

The ultimate goal of this paper is to make the first step toward bridging this interdisciplinary gap and to bring the unique dataset of NASA’s satellite observations, particularly, on aerosol optical depth (AOD), surface air temperature, and relative humidity to the ML and DM communities. Instruments on NASA’s Earth Observing System (EOS) satellites, especially the MODerate resolution Imaging Spectroradiometer (MODIS) [29] provides high-accuracy measurements of AOD over both land and ocean for the last two decades. These long-term observations of AOD contribute to estimating ground-level PM$_{2.5}$ pollution and provide exposure estimates for many epidemiological studies (e.g., [20, 26, 21, 31]). Furthermore, since September 2002, the Atmospheric InfraRed Sounder (AIRS; [11]) aboard NASA’s Aqua satellite also provides vertical profiles of air temperature and moisture. Thanks to the broad spatial coverage of AIRS, these observations from AIRS have advanced our understanding of annual cycles in near-surface temperature and moisture all over the globe. Figure 1 shows spatial distributions of AOD, and surface air temperature (temperature afterwards) and relative humidity. These three maps can be drawn by averaging the datasets over time.

Motivated by the pressing question whether atmospheric conditions exhibit any contribution to COVID-19 dynamics, in this paper we illustrate how the new NASA dataset can be used to evaluate predictive utility and limitations of multiple Recurrent Neural Networks (RNN)-based models and Graph Neural Networks (GNNs) for forecasting COVID-19 clinical severity as a function of atmospheric factors. Indeed, as the recent studies indicate, GNNs and other deep learning (DL) models which are adapted to data in non-Euclidean spaces such as graphs and manifolds and which are often referred to as geometric deep learning (GDL) [16], can outperform more traditional DL tools in spatio-temporal forecasting tasks. However, systematic comparison of utility and limitations across such GDL models is limited. In turn, given the irregular lattice structure of the available COVID-19 and other epidemiological data reported at a country level (or county or state levels in the U.S.) and the wide range of uncertainties in the information due to the delayed, incomplete, and noisy official records, GDL using the key spatio-temporal patterns in satellite observations as predictors appears to be one of the most promising forecasting approaches for tracking the hidden mechanisms behind spatio-temporal COVID-19 dynamics.

Making better use of unique NASA’s satellite observations by the ML, DM and, generally, broader scientific community is our top priority. Our long-term vision is to provide a one-stop shop for publicly available, easy to use and systematically updated datasets of AOD, temperature, and relative humidity over the entire surface of the Earth which can be used to address a broad range of ML tasks for social good – from climate risk mitigation to digital health solutions to fairness in artificial intelligence algorithms for precision farming.

The novelty and contribution of our work can be outlined as follows:
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To the best of our knowledge, this is the first project addressing potential relationships between atmospheric variables and COVID-19 clinical severity using not only multiple Geometric DL models but DL, in general. Our findings shed a new light on potential environmental risk factors during COVID-19 pandemic, and the new NASA’s satellite benchmark NASAdat lays ground for better understanding sensitivity and robustness of diverse models.

Our NASAdat provides both county-level and state-level information with unique remote sensing features for different regions of the US (i.e., West: CA, South: TX, Northeast: PA) that opens a path for multiple cross-disciplinary applications at the interface of ML, DM and environmental sciences also well beyond COVID-19 surveillance. This includes, for instance, analysis of fairness in healthcare AI algorithms for assessing cancer dynamics in such vulnerable areas as Louisiana Cancer Alley [35, 56].

Due to urgent and effective actions required to quell the impact of COVID-19 on worldwide, the datasets from NASA’s Distributed Active Archive Centers (DAAC), the data preprocessing technique developed by NASA’s Jet Propulsion Laboratory (JPL), and the application of this satellite benchmark datasets shown in this paper provide the guidance for future data collection, the pipeline for remote sensing dataset preprocessing, and model selection.

2 Related Work

Related datasets. There are few openly available datasets that provides climate data for both research and application purposes. The National Oceanic and Atmospheric Administration (NOAA) [8], through the National Centers for Environmental Information (NCEI), provides datasets that includes weather variables such as temperature, precipitation, dew point, visibility, etc. However, most of observations in land rely on ground-based stations which limits the resolution on covered areas across U.S., e.g., many counties are far away from land-based stations. Other online services and repositories channel or adapt datasets from previous sources; e.g., National Weather Service [9], Intergovernmental Panel on Climate Change [7], WorldClim [10], etc. In comparison to existing datasets, our daily climatologies of temperature, relative, and humidity provides annual cycles in these three variables for each county with the Federal Information Processing Standard Publication 6-4 (FIPS 6-4) code, as a result, being easier to match with datasets using the same granularity: e.g., COVID-19, Population, Health and Socioeconomic indicators, Mobility, and so on for each county. The original satellite datasets include those three variables at regular Gaussian grids. However, we calculated spatially averaged values in such a way that correspond with county geographical locations. Finally, long-term AOD observations from a single instrument over the entire CONUS is only available from satellites. Temperature and relative humidity data for the entire globe including those over ocean are another benefit of using satellite observations when running ML models for different spatial domains other than the US. Hence, our proposed dataset, NASAdat, is the first dataset that can be easily used by the broader community to take advantage from NASA’s satellite observations.

Deep Learning for Spatio-temporal Processes. One of the most common methods to model multivariate temporal processes are Recurrent Neural Networks (RNN)-based
models [23]. In particular, the family of the Long Short Term Memories (LSTM) [23] models demonstrates competitive performance in time series forecasting tasks and capabilities to selectively capture various complex temporal patterns and the Gated Recurrent Units (GRU) [19] as a modification for LSTM for time series forecasting but with simpler computation and implementation. However, RNN-based models are not designed to handle structured data with spatial information, nor naturally extend to non-Euclidean domains. To capture spatial dependency of dynamic structured data and complex spatial and temporal correlations, spatio-temporal dependence-based methods are needed [32, 54, 31, 12, 13, 30] which have achieved promising results in traffic flow, human motion, and financial time series forecasting.

Recently, Graph Neural Networks (GNNs) and other GDL tools emerged as a powerful alternative for modeling spatial dependencies in multivariate spatio-temporal processes. In particular, [32, 54, 53] introduce graph convolution methods into spatio-temporal networks for multivariate time series forecasting which allows us to more accurately capture nonstationary inter- and intra-dependencies among entities [52, 13, 17] and to handle data heterogeneity, especially, in nonseparable cases. (By non-separability here, we mean a scenario when spatial dependency varies over time and temporal dependency change with location.) Since epidemiological data are always reported over the irregular polygons of census units, e.g., counties, provinces and states, and also tend to exhibit a highly nontrivial structure of spatio-temporal dependencies due to complexity of socio-environmental and pathogen interactions, GDL can model the connection between adjacency counties as contributions (i.e., RMSE).

Let a positive integer $h$ be the forecasting horizon. Under the concepts of Granger causality, our objective is to assess how different a conditional distribution of $Y_{t+h}$, given $\{Y_t\}_{t=1}^h$, from a conditional distribution of $Y_{t+h}$, given $\{Y_t, X_t\}_{t=1}^h$, that is, whether time series of atmospheric variables are useful in predicting time series of COVID-19 clinical severity [51]. In practice, this problem is addressed by constructing the baseline model $M_0$ trained on $\{Y_t\}_{t=1}^h$ and the alternative model $M_1$ trained on both $\{Y_t\}_{t=1}^h$ and $\{X_t\}_{t=1}^h$, and then comparing means of the conditional distributions (i.e., RMSE).

To train Spatio-temporal Graph Convolutional Networks, we represent the connection between adjacency counties as a weighted undirected graph $G = \{V, E, W\}$, where $V$, $E$ and $W$ are the node set, edge set and weight set, respectively. Records of variables $Y_t$ and $X_t$ serve as node features of each node $\nu \in V$. Hence, the remote sensing data (i.e., AOD, temperature, RH) are a part of the node (county) features along with hospitalization numbers. In the experiments, the node feature matrix is fed into the DL/GDL model. That is, GDL propagates and transforms node features to learn the node representations and perform final classification/prediction tasks.

Remark 1 Hospitalization and mortality due to COVID-19 are often shown to be closely linked to a prior medical history of lung and other respiratory diseases [49, 22, 37]. Some epidemiological studies have also associated exposure

### 3 The NASAdat dataset

The original datasets are publicly available through NASA’s Distributed Active Archive Centers (DAAC) servers. The AIRS3STD product (doi: 10.5067/Aqua/AIRS/DATA3STD) provides the daily temperature and relative humidity datasets since August 31st, 2002 to the present. The daily datasets are provided at regular Gaussian grids with $1^\circ \times 1^\circ$ resolution. For each day, there is a file containing multiple variables including air temperature and relative humidity at the surface. To prepare our daily climatology data, we downloaded 6209 files for the 6209 days between January 1st, 2003 and December 31st, 2019. The Atmosphere Daily Global Product from MODIS on Terra (MOD08_D3, http://dx.doi.org/10.5067/MODIS/MOD08_D3.006) contains about 80 variables, including AOD at 550 nm wave-
to particulate matter (PM) air pollution having an aerodynamic diameter smaller than $2.5\mu m$ (PM2.5) with increased risk of respiratory diseases [43, 33]. As such, ambient PM pollution, which has been estimated with AOD observations, may shed an important light on assessing and predicting the severity of COVID-19 burden and associated survival rates. Furthermore, in a post-pandemic world, it will become much more important to evaluate the implemented strategies for lockdown and vaccine allocation, while accounting for various latent factors associated with COVID-19 dynamics, in particular, the increasingly more evidenced impact of polluted air on higher risks of hospitalization due to COVID-19.

Remark 2 Note that connectivity among county-geographical locations, e.g. shared borders, provides a natural transmission network to track the disease spread. To account for temporal and spatial dependencies simultaneously, we perform experiments using a wide variety of Recurrent Graph Neural Networks (see Figure 2 for the employed architecture).

Remark 3. Note that we intentionally do not incorporate any social variables into analysis of COVID-19 clinical severity. First, it is questionable which variables and how impact COVID-19 clinical severity [3]. Second, our primary focus is to assess conditional predictive utility of atmospheric variables, given that socio-economic, socio-demographic, social-mobility etc factors are fixed. Third, as noted by [1, 2], more polluted areas tend to be populated by economically disadvantaged groups, thereby further increasing unfairness in healthcare outcomes, and it is of critical importance to account for such predisposition in a systematic manner such that the contribution of a single environmental risk factor is analyzed, conditionally on all other factors being fixed.

Experimental settings The methods are trained on a google colab server with Intel(R) Xeon(R) CPU @ 2.20GHz, 52 GB RAM, K80,T4 and P100 graphic cards. We use daily data from February 1st to December 31st of 2020, and split the graph signals into train set, first 80% of days, and test set, last 20% of days. Our training step uses 5 lags of daily reported values to produce a 15 days ahead forecasting. We use the AMSGrad optimizer with the same learning rate decay strategy to train all methods with fix learning rate 0.02 without weight decay. In addition, the dropout rate is 0.5 and epoch number is 500. When training whole architecture, for all methods, we train the model with the same hidden layer dimension ($hidden\_dim1 = 128$) and the same output dimension ($hidden\_dim2 \in \{55, 60, 251\}$ for CA, PA, and TX respectively). For all methods, we run 10 times in the same partition and report the average accuracy along with standard errors. All experiments are conducted with the following setting: 500 epochs, 1 layer, 128 units, 0.5 as the dropout probability, 0.02 as the learning rate and optimization via AMSGrad. Appendix B shows the average running time and standard error of all models on CA, PA, and TX. All methods are public which can be found at the PyTorch Geometric Temporal library [42].
Table 1: Root Mean Squared Errors (RMSE) for 15-day ahead forecasts of COVID-19 related hospitalizations, based on DL models in three U.S. states: (a) CA, (b) PA, and (c) TX, averaged over each state. Results (RMSE ± s.d.) are averaged over 10 runs with different seeds; **Bold** indicates the best; while baseline is printed in italic font. The significance of difference (p < 0.05) between Baseline and Baseline + {AOD, Temp, RH} have been highlighted in yellow via performing with one-sided two-sample t-test. The best performance for each state is highlighted in blue.

| Model         | CA          |          |          |          |          |          |          |          |          |          |          |          |          |
|---------------|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
|               | Baseline    | AOD       | Temp      | RH        | Baseline  | AOD       | Temp      | RH        | Baseline  | AOD       | Temp      | RH        |
| LSTM [23]     | 300.4±23.8  | 344.2±25.0| 353.9±5.6 | 352.0±5.2 | 109.7±1.8 | 93.1±2.2 | 91.0±1.7 | 98.7±5.3 | 73.0±3.9  | 61.2±5.6  | 69.7±3.2  | 59.3±4.3  |
| DCRNN [52]    | 301.6±22.2  | 221.5±19.5| 370.3±6.2 | 351.9±4.3 | 97.2±1.6  | 94.0±2.0 | 92.2±2.0 | 97.7±1.3 | 66.1±1.4  | 49.2±2.5 | 79.6±7.2 | 79.5±5.2  |
| LGRCN [31]    | 295.6±26.5  | 344.8±15.1| 352.8±10.2| 351.5±5.3 | 108.8±0.9 | 115.4±9.4| 100.5±5.2| 103.1±4.0| 71.9±4.7  | 77.2±5.7  | 79.8±3.6 | 56.9±5.5  |
| AT3-GCN [12] | 257.7±7.4   | 370.9±8.2 | 347.2±7.5 | 341.7±4.4 | 88.9±2.7  | 95.0±2.4 | 97.0±8.9 | 99.9±2.9 | 66.1±1.6  | 50.8±1.3  | 65.1±6.8 | 57.9±8.0  |
| MPNN+LSTM [39]| 338.7±4.5   | 302.9±11.2| 333.4±7.0 | 386.9±14.0| 109.3±1.1 | 106.3±3.3 | 113.5±4.3| 101.3±2.3| 68.4±1.2  | 69.9±2.5  | 68.7±1.8 | 73.1±1.3  |
| EvolveGCN [17]| 301.5±7.2   | 347.7±1.3 | 339.9±1.4 | 346.7±2.1 | 71.5±1.7  | 100.2±3.4| 98.5±6.4 | 53.0±5.5 | 54.6±3.9  | 75.8±0.3  | 77.2±0.2 | 51.5±3.9  |
| EvolveGCN [40]| 310.3±12.8  | 337.8±7.4 | 338.9±10.8| 310.6±19.6| 88.6±18.7 | 101.2±27.9| 91.1±29.7| 74.1±21.3| 52.7±5.5  | 81.8±8.0  | 84.6±6.1 | 57.4±9.5  |
| GconvLSTM [27] | 310.9±23.0  | 330.1±9.1 | 351.6±10.9| 342.4±2.0 | 95.2±5.7  | 91.2±2.5 | 86.2±1.6 | 94.3±0.8 | 56.1±5.4  | 62.6±8.1  | 60.1±4.6 | 57.8±5.7  |
| DyGrEncoder   | 288.5±25.8  | 367.8±25.4| 345.6±8.4 | 353.3±9.4 | 107.7±4.8 | 103.2±5.8 | 95.3±3.8 | 102.5±7.7| 71.5±4.0  | 71.0±10.5 | 65.4±7.9 | 70.7±4.1  |

Benchmarking neural network models We benchmark two broad classes of neural networks (i) Recurrent Neural Networks (RNNs): Long Short-Term Memory (LSTM) [23] can forecast univariate time series with LSTM hidden units; (ii) Spatio-Temporal Graph Convolutional Networks: spatio-temporal model with the framework of graph convolutional network (GCN) exploit GCN and temporal convolution to capture dynamic spatial and temporal patterns and correlations; we report performances for eight types of state-of-the-arts methods on our benchmark datasets. Further details in Appendix B.

To the best of our knowledge, this is the first attempt to utilize GDL and, particularly, consensus among multiple models. We report performances for eight types of models: (i) LSTM, (ii) GDN, (iii) DCNN, (iv) GCRNN, (v) GconvLSTM, (vi) GconvGCN, (vii) EvolveGCN, and (viii) GconvGCN + LSTM. These findings indicate that atmospheric factors can help GNN-based model effectively encode the spatial dependencies into a meaningful node representation vector. Overall, our results suggest that emphasizing the importance of modeling the spatial and temporal dependencies outline some avenues for further research on clinical forecasting via dynamics of environmental factors.

Figure 3 shows spatial distribution of DL model consensus (measured as number of DL model votes for declaring AOD a useful predictor of COVID-19 clinical severity) on a county level for CA, PA, and TX. We find that a very high proportion of the DL models agree that COVID-19 hospitalizations in North Eastern TX, Great Houston and South-Eastern PA are impacted by higher AOD rates. This phenomenon can be attributed to a higher than average number of unhealthy air days in these counties. For instance, Houston experiences 9 times more on-road air pollution than its metro area counterparts, while Philadelphia ranks as one of the 25 worst US metro areas for ozone and year-round particle pollution. Interestingly, a relatively high number of the DL models also agree that AOD impacts COVID-19 hospitalizations in Trinity County of TX. Trinity is the fourth least populated counties in CA with no incorporated cities. We hypothesize that such findings for Trinity might be explained by the potential discrepancies in COVID-19 records or insufficient epidemiological information. Overall, in contrast to CA which is largely characterized by lower AOD levels and substantially more heterogeneous landscape properties, both PA and TX tend to exhibit higher AOD and higher sensitivity of COVID-19 clinical severity to poor air quality.

Finally, we also find that LSTM encoder can largely improve the local spatial information propagation (see LSTM, DCRNN, MPNN+LSTM, and DyGrEncoder). In appendix B we show further experimental results and analysis on under/over-forecasting of models, and computed time complexity statistics for each DL and GDL models in the three US states: TX, PA, and CA. Additionally, we also illustrate the benefit of including atmospheric factors into GCN-based models percentages of counties in each state, where the DL predictive performance has been improved.
that AOD is a useful predictor for COVID-19 hospitalizations, see Table 3 in Appendix B).

Figure 3: Spatial distribution of the consensus among DL models which find that AOD exhibits predictive utility for COVID-19 clinical severity (a, c, e) and AOD maps (b, d, f) at the county level (i.e., number of model votes agreeing that AOD is a useful predictor for COVID-19 hospitalizations, see Table 3 in Appendix B).
upon adding (one) atmospheric variable as predictor. As a future work, we plan to feed spectral graph convolution into the LSTM encoder to learn the dynamics of clinical events.

5 Limitations and Broader Impacts

While the presented dataset on AOD, temperature and relative humidity provides multiple opportunities both for the ML community as a spatio-temporal benchmark for GDL, RNNs and other models, and for a broad range of ML for Social Good initiatives, e.g., development of pro-active health risk mitigation strategies, precision agriculture, and resilience quantification, we also foresee a number of limitations. First, we currently cannot improve spatial resolution of the presented data and offer records only over USA. As AIRS and MODIS on Terra provides longest observation records for the three variables, in the future, it is necessary to fuse datasets at higher spatial resolutions from multiple instruments and provide uncertainty for the fused data. Second, since it is known that areas with poorer air quality tend to be often populated by socio-economically disadvantaged groups, the results of our study, particularly, in conjunction with the linkages among COVID-19 clinical severity and AOD can dis-proportionally negatively impact such subpopulations in terms of further urban segregation, elevated health and house insurance premiums, and ghost town effects. Appendix C shows further details about the global impact and applications beyond bio-surveillance.

6 Discussion

Despite the considerable impacts of aerosols on the Earth's radiation budget and air quality, aerosol response to the changing climate and even its mean state in the current climate are poorly represented in climate models according to the Intergovernmental Panel on Climate Change (IPCC) [13]. Hence, NASA's role as provider of significant satellite data for the scientific community is crucial to improve the current modeling tools. Furthermore, this work complements the ongoing and planned missions funded by NASA for better understanding aerosols in Earth’s climate system. Aerosols and their effects on air quality and human health meet the outlined observation strategy of the 2017-2027 Decadal Survey for Earth Science and Applications from Space (ESAS) [14] with the highest priority of “Designated”. Nevertheless, NASA's data presented in this paper remain yet largely unavailable to the broader ML community and the ultimate goal of this project is to open a two-way street where both NASA's data are more widely used in various ML tasks and ML initiatives for social good such as biosurveillance, spatio-temporal forecasting, and pattern matching, as well as more state-of-the-art ML algorithms are brought into climate studies. Finally, we are confident that the proposed benchmark dataset will further enhance the utility of various NASA's instruments to the ML community for present and future problems.

Acknowledgement The project has been supported by NASA grant 20-RRNES20-0021 under the Rapid Response and Novel Research in Earth Science.

References

[1] Air north texas. https://www.airnorthtexas.org/ozone.
[2] American lung association. https://www.lung.org/media/press-releases/air-quality-in-philadelphia.
[3] Environmental defense fund. https://www.edf.org/airqualitymaps/houston.
[4] ICLR2020 workshop tackling climate change with machine learning. https://www.climatechange.ai/events/iclr2020.html.
[5] ICLR2021 workshop AI: Modeling oceans and climate change. https://oceania.inria.cl/#aimocc.
[6] ICML2021 workshop tackling climate change with machine learning. https://www.climatechange.ai/events/icml2021.html.
[7] IPCC: data distribution centre (dcc) of the intergovernmental panel on climate change (ipcc). http://www.ipcc-data.org. Accessed: 2021-08-21.
[8] NOAA: national oceanic and atmospheric administration – climate data online. https://www.ncdc.noaa.gov/cdo-web/datasets. Accessed: 2021-08-21.
[9] NOAA-NWS: national weather service. https://www.weather.gov. Accessed: 2021-08-21.
[10] WorldClim: database of high spatial resolution global weather and climate data. https://www.worldclim.org. Accessed: 2021-08-21.
[11] H.H. Aumann, M.T. Chahine, C. Gautier, M.D. Goldberg, E. Kalnay, L.M. McMillin, H. Revercomb, P.W. Rosenkranz, W.L. Smith, D.H. Staelin, L.L. Strow, and J. Susskind. Airs/amsu/hsb on the aqua mission: design, science objectives, data products, and processing systems. IEEE-TGRS, 41(2):253–264, 2003.
[12] Jiandong Bai, Jiawei Zhu, Yujiao Song, Ling Zhao, Zhixiang Hou, Ronghua Du, and Haifeng Li. A3tgen: Attention temporal graph convolutional network for traffic forecasting. ISPRS International Journal of Geo-Information, 10(7):485, 2021.
[13] Lei Bai, Lina Yao, Can Li, Xianzhi Wang, and Can Wang. Adaptive graph convolutional recurrent network for traffic forecasting. Advances in Neural Information Processing Systems, 33, 2020.
[14] Board, Space Studies and National Academies of Sciences, Engineering, and Medicine. A midtern assessment of implementation of the decadal survey on life and physical sciences research at nasa, 2018.

[15] P. J. Brockwell, R. A. Davis, S. E. Fienberg, J. O. Berger, J. Gani, K. Krickeberg, I. Olkin, and B. Singer. Time Series: Theory and Methods: Theory and Methods. Springer Series in Statistics. Springer New York, 1991.

[16] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst. Geometric deep learning: going beyond euclidean data. IEEE Signal Processing Magazine, 34(4):18–42, 2017.

[17] Defu Cao, Yujing Wang, Juanyong Duan, Ce Zhang, Xia Zhu, Congrui Huang, Yunhai Tong, Bixiong Xu, Jing Bai, Jie Tong, and Qi Zhang. Spectral temporal graph neural network for multivariate time-series forecasting. In Advances in Neural Information Processing Systems, volume 33, pages 17766–17778, 2020.

[18] Intergovernmental Panel On Climate Change. Climate change widespread, rapid, and intensifying – ipcc. Climate change, 2021.

[19] Kyunghyun Cho, Bart van Merrienboer, Çaglar Gülçehre, Dzmitry Bahdanau, Fethi Bougares, Holger Schwenk, and Yoshua Bengio. Learning phrase representations using rnn encoder-decoder for statistical machine translation. In EMNLP, 2014.

[20] Dan L. Crouse, Paul A. Peters, Aaron van Donkelaar, Mark S. Goldberg, Paul J. Villeneuve, Orly Brion, Saeeda Khan, Dominic Odwa Atari, Michael Jerrett, C. Arden Pope, Michael Brauer, Jeffrey R. Brook, Randall V. Martin, David Stieb, and Richard T. Burnett. Risk of nonaccidental and cardiovascular mortality in relation to long-term exposure to low concentrations of fine particulate matter: a canadian national-level cohort study. Environmental health perspectives, 120(5):708–714, 2012.

[21] M. Franklin, O. V. Kalashnikova, and M. J. Garay. Size-resolved particulate matter concentrations derived from 4.4 km-resolution size-fractionated multiangle imaging spectroradiometer (misr) aerosol optical depth over southern california. Remote Sensing of Environment, 196:312–323, 2017.

[22] S. Gupta, G. S. Raghuvanshi, and A. Chanda. Effect of weather on covid-19 spread in the us: A prediction model for india in 2020. Science of the total environment, 728:138860, 2020.

[23] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8):1735–1780, 1997.

[24] Ming Hu, Jennifer D. Roberts, Gesine Pryor Azevedo, and David Milner. The role of built and social environmental factors in covid-19 transmission: A look at america’s capital city. Sustainable Cities and Society, 65:102580, 2021.

[25] Lara Jehi, Xinge Ji, Alex Milinovich, Serpil Erzurum, Amy Merlino, Steve Gordon, James B. Young, and Michael W. Kattan. Development and validation of a model for individualized prediction of hospitalization risk in 4,536 patients with covid-19. PLOS ONE, 15(8):1–15, 08 2020.

[26] I. Kloog, B. Ridgway, P. Koutrakis, B. A. Coull, and J. D. Schwartz. Long- and short-term exposure to pm2.5 and mortality: Using novel exposure models. Epidemiology, 24(4):555–561, 2013.

[27] Adèle Lasbleiz, Bertrand Cariou, Patrice Darmon, Astrid Soghomonian, Patricia Ancel, Sandrine Boullu, Marie Houssays, Fanny Romain, Jean Lagier, Mohamed Boucekine, Noémie Resseguiere, Pierre Gourdy, Matthieu Pichelin, Matthieu Wargny, Anne Dutour, and Bénédicte Gaborit. Phenotypic characteristics and development of a hospitalization prediction risk score for outpatients with diabetes and covid-19: The diab-covid study. Journal of Clinical Medicine, 9:3726, 11 2020.

[28] Huikyo Lee, Michael Garay, Olga Kalashnikova, Yan Yu, and Peter Gibson. How long should the misr record be when evaluating aerosol optical depth climatology in climate models? Remote Sensing, 08 2018.

[29] RC Levy, S Mattoo, LA Munchak, LA Remer, AM Sayer, F Patadia, and NC Hsu. The collection 6 modis aerosol products over land and ocean. Atmospheric Measurement Techniques, 6(11):2989–3034, 2013.

[30] Bin Li, Xi Li, Zhongfei Zhang, and Fei Wu. Spatio-temporal graph routing for skeleton-based action recognition. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 8561–8568, 2019.

[31] Jia Li, Zhichao Han, Hong Cheng, Jiao Su, Pengyun Wang, Jianfeng Zhang, and Lujia Pan. Predicting path failure in time-evolving graphs. In Proceedings of the 25th ACM SIGKDD, pages 1279–1289, 2019.

[32] Yaguang Li, Rose Yu, Cyrus Shahabi, and Yan Liu. Diffusion convolutional recurrent neural network: Data-driven traffic forecasting. In ICLR, 2018.

[33] Wen-Miin Liang, Hsing-Yu Wei, and Hsien-Wen Kuo. Association between daily mortality from respiratory and cardiovascular diseases and air pollution in taiwan. Environmental research, 109(1):51–58, 2009.
Claudia L. Persico. Can pollution cause poverty? the Aldo Pareja, Giacomo Domeniconi, Jie Chen, Tengfei George Panagopoulos, Giannis Nikolentzos, and Dorcas Ofori-Boateng, Huikyo Lee, Krzysztof M. Julia Mizutani. In the backyard of segregated neighborhoods: An environmental justice case study of louisiana. Geo. Envtl. L. Rev., 31:363, 2018.

Lucas Mohimont, Amine Chemchem, F. Alin, Michael Krajecki, and Luiz Angelo Steffenel. Convolutional neural networks and temporal cnns for covid-19 forecasting in france. Applied Intelligence, 04 2021.

A. Núñez-Delgado, Y. Zhou, and J. L. Domingo. Editorial of the vsi “environmental, ecological and public health considerations regarding coronaviruses, other viruses, and other microorganisms potentially causing pandemic diseases”. Environmental Research, 192:110322, 2021.

Dorcas Ofori-Boateng, Huikyo Lee, Krzysztof M. Gorski, Michael J. Garay, and Yulia R. Gel. Application of topological data analysis to multi-resolution matching of aerosol optical depth maps. Frontiers in Environmental Science, 9:200, 2021.

George Panagopoulos, Giannis Nikolentzos, and Michalis Vazirgiannis. Transfer graph neural networks for pandemic forecasting. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 4838–4845, 2021.

Aldo Pareja, Giacomo Domeniconi, Jie Chen, Tengfei Ma, Toyotaro Suzumura, Hiroki Kanezashi, Tim Kaler, Tao B. Scharld, and Charles E. Leiserson. Evolvegcn: Evolving graph convolutional networks for dynamic graphs, 2019.

Claudia L. Persico. Can pollution cause poverty? the effects of pollution on educational, health and economic outcomes. Econometric Modeling: Microeconometric Studies of Health, 2020.

Benedek Rozemberczki, Paul Scherer, Yixuan He, George Panagopoulos, Alexander Riedel, Maria Aste-fanoaei, Oliver Kiss, Ferenc Beres, , Guzman Lopez, Nicolas Collignon, and Rik Sarkar. PyTorch Geometric Temporal: Spatiotemporal Signal Processing with Neural Machine Learning Models. In Proceedings of the 30th ACM International Conference on Information and Knowledge Management, 2021.

Dean E Schraufnagel, John R Balmes, Clayton T Cowl, Sara De Matteis, Soon-Hee Jung, Kevin Mortimer, Rogelio Perez-Padilla, Mary B Rice, Horacio Riojas-Rodriguez, Akshay Sood, et al. Air pollution and non-communicable diseases: A review by the forum of international respiratory societies’ environmental commit-

tee, part 2: Air pollution and organ systems. Chest, 155(2):417–426, 2019.

I. Segovia-Dominguez, H. Lee, Y. Chen, M. Garay, K. M. Gorski, and Y. R. Gel. Does air quality really impact covid-19 clinical severity: Coupling nasa satellite datasets with geometric deep learning. kdd’21. 2021.

I. Segovia-Dominguez, Z. Zhen, R. Wagh, H. Lee, and Y. R. Gel. Tlife-lstm: Forecasting future covid-19 progression with topological signatures of atmospheric conditions. In PAKDD (1), pages 201–212, 2021.

Ignacio Segovia-Dominguez, Huikyo Lee, Yuzhou Chen, Michael Garay, Krzysztof M. Gorski, and Yulia R. Gel. Does air quality really impact covid-19 clinical severity: Coupling nasa satellite datasets with geometric deep learning. In Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining, KDD ’21, page 3540–3548, New York, NY, USA, 2021. Association for Computing Machinery.

Youngjoo Seo, Michaël Defferrard, Pierre Vanderheynst, and Xavier Bresson. Structured sequence modeling with graph convolutional recurrent networks. In ICONIP, pages 362–373. Springer, 2018.

Lucile Sesé, Isabella Annesi-Maesano, Catherine Cav-alin, and Hilario Nunes. Air pollution and poverty: a deadly mix in idiopathic pulmonary fibrosis? European Respiratory Journal, 2021.

M. H. Shakil, Z. H. Munim, M. Tasnia, and S. Sarowar. Covid-19 and the environment: A critical review and research agenda. Science of the Total Environment, page 141022, 2020.

Aynaz Taheri, Kevin Gimpel, and Tanya Berger-Wolf. Learning to represent the evolution of dynamic graphs with recurrent models. In Companion Proceedings of The 2019 World Wide Web Conference, pages 301–307, 2019.

Halbert White, Karim Chalak, and Xun Lu. Linking granger causality and the pearl causal model with settable systems. In Florin Popescu and Isabelle Guyon, editors, Proceedings of the Neural Information Processing Systems Mini-Symposium on Causality in Time Series, volume 12 of Proceedings of Machine Learning Research, pages 1–29, Vancouver, Canada, 10 Dec 2011. PMLR.

Zonghan Wu, Shirui Pan, Guodong Long, Jing Jiang, and Chengqi Zhang. Graph wavenet for deep spatiotemporal graph modeling. In Proceedings of the 28th International Joint Conference on Artificial Intelli-
gence, 2019.
[53] Huaxiu Yao, Fei Wu, Jintao Ke, Xianfeng Tang, Yitian Jia, Siyu Lu, Pinghua Gong, Jieping Ye, and Zhenhui Li. Deep multi-view spatial-temporal network for taxi demand prediction. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 32, 2018.

[54] Bing Yu, Haoteng Yin, and Zhanxing Zhu. Spatio-temporal graph convolutional networks: a deep learning framework for traffic forecasting. In Proceedings of the 27th International Joint Conference on Artificial Intelligence, pages 3634–3640, 2018.

[55] Yong Yu, Xiaosheng Si, Changhua Hu, and Jianxun Zhang. A review of recurrent neural networks: Lstm cells and network architectures. Neural Comput., 31(7):1235–1270, 2019.

[56] Ming Yuan, Vikas Kumar, Muhammad Aurangzeb Ahmad, and Ankur Teredesai. Assessing fairness in classification parity of machine learning models in healthcare. arXiv:2102.03717, 2021.
Appendix A  Further Details of the collected NASAdat Dataset

Data Preprocessing and Format AOD is a measure of the amount of light that atmospheric aerosols scatter and absorb and a monotonic function of air quality related to particulate matter near the ground. We generated daily climatology of AOD using the 19-year observations between January 1st, 2001 and December 31st, 2019 (Figure 1 (a)) and used the climatological AOD in the team’s previous studies [16, 45]. To calculate a climatological mean for each day of the year, we average 19 observations between January 1st, 2001 and December 31st, 2019. For example, the climatological AOD on January 1st is an average of the 19 New Year’s days from 2003 through 2019.

We also provide data on daily climatology of surface air temperature and RH from the Atmospheric InfraRed Sounder [11] as shown in Figures 1 (b) and (c). To fully take advantage of its high spatial resolution, we use surface air temperature and relative humidity from AIRS and CrIs in years 2020 and 2021. For example, GDL models can use topological summaries of the Community Long-term Infrared Microwave Coupled Atmospheric Product System (CLIMCAPS) products as input. The underlying hypothesis to be tested over the next three years is that surface air temperature and RH may affect COVID-19 hospitalization and death indirectly.

The collected dataset include a unique identifier for each county and is saved in the netCDF format. NASAdat can be accessed via:

Temperature
DOI: 10.48577/jpl.z31y-2r10

Relative Humidity
DOI: 10.48577/jpl.ws86-1q81

AOD
DOI: 10.48577/jpl.k37v-y751

By including the Federal Information Processing Standard code (FIPS) of each county, now NASA’s atmospheric data in NASAdat is easily matched with county level datasets from other public and private entities.

Uniqueness The collected NASAdat dataset is unique in multiple aspects. First, long-term AOD observations from a single instrument over the entire CONUS, such as our NASAdat, is only available from satellites. While AOD observations are also available from NASA’s remote sensing Aerosol Robotic Network (AERONET) stations, AERONET coverage is noticeably sparser. In turn, many previous studies which compare AOD observations from MODIS with those from AERONET report reasonable agreement between the two, which also can serve as an additional measure of data quality control. Second, while NOAA through NCEI provides data on such weather variables as temperature, precipitation, drew point, visibility, etc. Almost all of NOAA’s records rely on ground-based stations. As a result, in contrast to NASAdat, the NOAA data are limited to the resolution on covered areas across U.S., and many counties are far away from land-based stations which further increases uncertainty in applications requiring better resolution, such as biosurveillance. Third, in comparison to all other existing data, our daily climatologies of temperature and relative humidity provide annual cycles in these variables for each county with the Federal Information Processing Standard Publication 6-4 (FIPS 6-4) code, thereby making it easier to match NASAdat with various key biosurveillance, socio-economic and socio-demographic information of the best available granularity (i.e., at a county level) such as COVID-19 hospitalizations, cancer rates, and number of houses with solar panels. Fourth, temperature and relative humidity data for the entire globe including those over ocean are another benefit of using satellite observations when running ML models for different spatial domains other than the US. Fifth, the climatology datasets such as NASAdat can be used to study the impacts of the nation’s climate change on various sectors, from digital agriculture to resilience of critical infrastructures to adverse climate events. Moreover, given multiple types of ground truth instances associated with these data, e.g., dust storms and teleconnection patterns, the presented benchmark NASAdat can serve as a test bed for a very broad range of ML tasks such as spatio-temporal forecasting with graph neural networks, transfer learning of climatic scenarios, dynamic clustering, anomaly detection, and multi-resolution pattern matching.

Quality of the dataset NASAdat undergoes standard data quality control checks under NASA guidelines. The original datasets were generated by averaging quality-controlled observations. As a part of retrieval algorithms, a quality flag is automatically assigned to each retrieved value of temperature, relative humidity, and AOD. The algorithms assign a quality flag of each pixel by comparing the observed values with predefined ranges of valid observations. A quality flag is a kind of automated annotation by a machine that is already considered in the original datasets. As such, we were confident about the quality of our newly generated datasets. Due to low-quality retrievals, there exists a small fraction of missing values in the original datasets. As per the standard statistical practice, these missing values are stripped when calculating a spatial and temporal average for each county. Both MODIS and AIRS missions provide more detailed information on the quality flag.

MODIS
https://atmosphere-imager.gsfc.nasa.gov/sites/default/files/ModAtmo/documents/QA_Plan_C61_Master_2021_09_22.pdf

AIRS
https://publicserver.gesdisc.eosdis.nasa.gov/project/AIRS/V7_L2_Quality_Control_and_Error_Estimation.pdf
Both AIRS and MODIS datasets cover the entire globe. The total sizes of 6209 AIRS and and 6939 MODIS files are about 2.5 and 4.2 gigabytes respectively. In our processed data, each file for temperature, relative humidity, or AOD has a size of 95 MB.

**Maintenance Plan** Our previous work [28] indicates that even 19 years (2001-2019) may not be long enough to define statistically stable AOD climatology. Also, we recognize that continuous updates are the key for these data utilities, especially for biosurveillance and other time sensitive applications. JPL NASA/Caltech will update our datasets 2 times per year and also whenever new versions of the NASA products are released through NASA’s Distributed Active Archive Centers (DAACs).

In our maintenance plan we are taking advantage from the fact that these benchmark data are one of the first projects within the most recent broader NASA’s JPL initiative on hosting datasets, such as these and assigning DOIs so there is persistence for papers, and also capturing the raw and any derived results. As such, JPL will continue updating and maintaining these benchmark data under this broader NASA’s initiative, with external access to a hub under the subdomain of jpl.nasa.gov. Our team will keep producing daily temperature, relative humidity, and AOD datasets from AIRS/CrIS and MODIS/VIIRS in a NetCDF format which can serve as input for multiple projects across the ML and atmospheric sciences communities. To take full advantage of the highest spatial resolution, we plan to expand and use level 2 surface air temperature and relative humidity from AIRS and CrIs of next years. With the combination of using NASA front-end servers, NVIDIA DGX clusters at the NASA Center for Climate Simulation, and parallel processing capabilities and elastic scalability of the Advanced Data Analytics Platform (ADAPT) science cloud, we expect to have no issue maintaining our data for years to come as these services will provide us all the resources necessary with no cost to NASAdat end-users.

**Appendix B** Further Experimental Results

**Benchmarking neural network models** We benchmark two broad classes of neural networks (i) Recurrent Neural Networks (RNNs): Long Short-Term Memory (LSTM) [29] can forecast univariate time series with LSTM hidden units; (ii) Spatio-Temporal Graph Convolutional Networks: spatio-temporal model with the framework of graph convolutional network (GCN) exploit GCN and temporal convolution to capture dynamic spatial and temporal patterns and correlations; we report performances for eight types of state-of-the-arts methods on our benchmark datasets including (1) Diffusion Convolutional Recurrent Neural Network (DCRNN) [32]; diffusion convolution recurrent neural network that captures both spatial and temporal dependencies through random walks on graph and encoder-decoder architecture for multi-step forecasting, (2) Long Short-Term Memory R-GCN (LRGCN) [31]; time-evolving neural network which integrates relational GCN (R-GCN) into the LSTM to fully investigate both intra-time and inter-time relations, (3) Attention Temporal Graph Convolutional Network (A3T-GCN) [12]; an attention temporal GCN that combines GCNs and GRUs with attention mechanism which can capture both spatio-temporal dependencies and global variation trends; (4) Message Passing Neural Networks with LSTM (MPNN+LSTM) [39]; a time-series version of message passing neural networks consists of a series of neighborhood aggregation layers to model in detail the dynamics of the spreading process; (5) Evolving Graph Convolutional Networks (EvolveGCNO and EvolveGCNH) [40]; evolving graph convolutional network that utilizes the recurrent model to update the trainable parameters of GCN for understanding and forecasting graph structure dynamics; (6) Graph Convolutional Recurrent Network (GconvLSTM) [37]; graph convolutional recurrent network model which replaces convolution by graph convolution to extract the spatial-temporal information; (7) Gated Graph Neural Networks for Dynamic Graphs (DyGrEncoder) [50]; gated graph neural networks for dynamic graphs which uses a gated graph neural network equipped with standard LSTM for dynamic graph classification.

**Under/Over Prediction analysis** Table 2 shows fraction of days the DL and GDL models deliver COVID-19 hospitalization forecasts which are higher than the true records (i.e., over-predict). We find that under all considered scenarios the DL and GDL models, with or without atmospheric variables, largely tend to under-forecast COVID-19 related hospitalizations. Such phenomena may be due to inherent model bias and can be addressed by developing ensemble approaches allowing us to more systematically quantify predictive uncertainty. Under-forecasting is particularly prominent for PA and TX. While under- and over-forecasting have its own limitations, it is especially important to account for such under-forecasting phenomena in tasks related to allocation of healthcare resources such ICU beds.

**Time complexity** Table 3 shows the average running time and standard error of all models on CA, PA, and TX.

**Percentage of improvements** To further illustrate the benefits of including the atmospheric factors into GCN-based models for COVID-19 hospitalizations analysis, we also present percentages of counties in each state, where the DL predictive performance has been improved upon adding (one) atmospheric variable as predictor (see Table 4). As Table 4 suggests, compared to Temp and RH, most GCN-based models with AOD tend to deliver noticeably higher numbers of counties where the DL model performance improvement is recorded. These
findings also echo the results in Table 1 and reconfirm the earlier hypothesis that AOD is an important factor for understanding COVID-19 clinical severity.

Further comments on experimental settings We do not explicitly incorporate social variables by purpose. First, it is questionable which variables and how impact COVID-19 clinical severity [24]. Second, even if someone smokes (potentially a negative factor), does it mean that smokers in polluted and unpolluted areas have the same COVID-19 prognosis? To address such questions, we focus on assessing conditional predictive utility of atmospheric variables, given that socio-economic, socio-demographic, social-mobility etc factors are fixed. Third, as noted by [33, 41], more polluted areas tend to be populated by economically disadvantaged groups, thereby further increasing unfairness in healthcare outcomes, and it is of critical importance to account for such predisposition in a systematic manner such that the contribution of a single environmental risk factor is analyzed, conditionally on all other factors being fixed.

Why RMSE? In our experiments we use the RMSE metric rather than $\bar{R}^2$ since RMSE is the standard metric for validation of predictive models in space-time forecasting [13]. Despite statistical criticism, $\bar{R}^2$ is still used in epidemiology. As such, we present a summary of results for $\bar{R}^2$. While we find that $\bar{R}^2$ for actual observations and hospitalization forecasts with/without AOD are generally similar in CA, in TX and PA $\bar{R}^2$ for GCNs with AOD tends to be from 0.05 to 0.25 higher than $\bar{R}^2$ for the same GCN but without AOD, with ranges from 0.6 to 0.88 in PA and from 0.71 to 0.93 in TX. These findings echo our conclusions on contributions of AOD to COVID-19 clinical severity, based on predictive RMSE.

Why Not Regression Models? Furthermore, we do not consider simpler models, such as regression, ARIMA and other Box-Jenkins class of models, because such tools focus only on linear relationships between variables and, as a result, cannot capture nonlinear nonseparable spatio-temporal dependencies of COVID-19 dynamics (and many other infectious diseases with high virulence). In turn, our analysis includes a broad range of DL architectures that allow us to address such nonlinear dependencies. Furthermore, the model consensus analysis presented in our paper enables us to address such pressing question as whether a relative risk to be affected by COVID-19 is higher for some areas due to their higher exposure to poor air quality.

### Appendix C Global Impact and Applications Beyond Bio-surveillanee

Let us emphasize that NASA’s satellite observations such as NASADat have played an important role in the international assessment reports on climate change that provide scientific resources for understanding human-induced climate change and assessing impacts crucial for informing policy. As such, the climatology datasets such as NASADat can be used to study the impacts of the nation’s climate change on various sectors, from digital agriculture to resilience of critical infrastructures to adverse climate events. Moreover, given
Table 4: Fraction of counties (in %) in three US states: CA, PA, and TX where the forecasting performance for COVID-19 hospitalizations has been improved upon adding atmospheric variables from the proposed NASAdat dataset into DL models. Highest fractions for each state are in bold.

| Model               | CA          |      | PA          |      | TX          |      |
|---------------------|-------------|------|-------------|------|-------------|------|
|                     | AOD | Temp | RH | AOD | Temp | RH | AOD | Temp | RH |
| LSTM [23]           | 5.45 | 5.45 | 5.45 | 88.33 | 90.00 | 78.33 | 82.47 | 33.86 | 47.41 |
| DCRNN [32]          | 92.73 | 1.82 | 3.64 | 23.33 | 33.33 | 26.67 | 96.41 | 10.36 | 4.38 |
| LRGCN [51]          | 9.09 | 5.45 | 5.45 | 6.67 | 58.33 | 65.00 | 65.74 | 31.08 | 75.70 |
| AT3-GCN [12]        | 7.27 | 5.45 | 5.45 | 1.67 | 1.67 | 1.67 | 71.71 | 73.31 | 59.36 |
| MPNN-LSTM [39]      | 92.73 | 10.91 | 5.45 | 98.33 | 75.00 | 90.00 | 41.43 | 42.23 | 10.36 |
| EvolveGCNO [40]     | 7.27 | 7.27 | 5.45 | 6.67 | 11.67 | 95.00 | 3.19 | 3.19 | 86.06 |
| EvolveGCNH [40]     | 5.45 | 3.64 | 30.91 | 0.00 | 48.33 | 61.67 | 3.19 | 1.20 | 47.41 |
| GconvLSTM [47]      | 9.09 | 5.45 | 5.45 | 53.33 | 73.33 | 35.00 | 64.54 | 15.54 | 64.94 |
| DyGrEncoder [50]    | 10.91 | 12.73 | 10.91 | 91.67 | 95.00 | 80.00 | 45.02 | 49.40 | 26.29 |

Multiple types of ground truth instances associated with these data, e.g., dust storms and teleconnection patterns, the presented benchmark NASAdat can serve as a test bed for a very broad range of ML tasks such as spatio-temporal forecasting with graph neural networks, transfer learning of climatic scenarios, dynamic clustering, anomaly detection, and multi-resolution pattern matching. For example, scientists can explore transferability of the developed topological and geometric machine learning approaches to monitoring and forecasting spread and clinical severity of (re)emerging SARS- and MERS-associated viruses and arboviral diseases such as Zika. Alternatively, we can study how transferable is the response of the Dallas power grid network to Texas’ winter storms to other adverse climate events and/or across power grid networks in other US cities.

Although the current NASAdat benchmark is limited to the CONUS, it is important to take advantage of a global coverage in the observations from polar-orbiting satellites. Prior to application of NASAdat worldwide, it is also important to test the data over the CONUS where ground-based observations of temperature and relative humidity observations are available from NOAA. Not surprisingly, the comparison between the AIRS observations and those from NOAA’s network would show some difference. However, based on the previous studies conducted at JPL, we are confident that there is almost negligible difference in annual cycles of these two variables.

The biggest advantage of using satellite observations is their wide coverage over the entire globe. We already prepared the same datasets of temperature, relative humidity, and AOD averaged for each country, but have not applied to them to model COVID-19 clinical severity outside the United States yet. Such COVID-19 biosurveillance analysis using GDL and other DL applied to the worldwide dataset will be our future work. Furthermore, we have experimented with multi-resolution pattern matching using topological ML in application to the worldwide dataset [38], and we think that such multi-resolution pattern matching will be of interest not only in environmental sciences but in broader problems of image processing and computer vision.