Research on Melon Fruit Selection Based on Rank with YOLOv4 Algorithm
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Abstract. Melon is one of the most popular fruits that is exceptionally favoured in Indonesia because it can be consumed directly as fresh fruit or processed as juice or salad. To meet the national market demand, several technologies are used to increase production, one of which is fruit selection. Plants need to be pruned based on fruit size so that fruit quality is maintained. One of the new approaches to detect plant fruits is using deep convolutional neural networks. The goal is to build a melon fruit detection system based on fruit size ranking for selection reliability. Recent work in deep neural networks has developed an excellent object detector, namely the one-stage You Only Look Once (YOLO) algorithm. We used the YOLOv4 model, the fourth generation of YOLO with speed acceleration and detection accuracy better than the previous versions. In addition, eight model schemes were tested with three different hyper-parameters: batch size, iterations, and learning rate. It was found that Scheme G using batch size 64, iterations 2000, and learning rate 0.001 obtained the highest score for both F1-score and mAP with values of 84.47% and 87.68%, respectively. It can be said that the F1-score value is directly proportional to the mAP value.

1. Introduction
Melon is one of Indonesia's foremost fruit products, adding up to the production of 122,150 tons in 2019[1]. The demand for this fruit is relatively high because it can be consumed as fresh fruit, juice, salad, even used as primary ingredients for industry and cosmetics [2,3]. To meet the national market demand, the main attention is focused on stability and increasing melon production. This can be maintained if handled intensively through specific treatments. One form of special treatment is thinning or pruning fruit. Pruning is a particular treatment intended for cell enlargement, reducing competition between fruits, and improving plant position to maximize fruit size and quality[4,5]. Besides, the decline in the number of farmers of productive age and dominated by old age also exceptionally affects agricultural productivity[6].

One solution is to use agricultural robots with object detection methods; besides helping and facilitating the work of farmers, they can also detect and select pruned melons using deep learning methods in real-time compared to traditional ones[7]. Two sorts of deep learning-based object detection algorithm models are developed, namely one-stage and two-stage detectors. One-stage has the advantage that its computation time is speedy compared to the two stages because of the absence of the proposed region [8].

The current eminent one-stage detection algorithm, the YOLO (You Only Look Once) series algorithm, has high detection exactness and quick detection and is broadly utilized in different target location assignments [9]. YOLOv4 is the fourth series of YOLO that puts more accentuation on the
speed and precision of object detection seen from the increment in AP (Average Precision) and FPS (Frame Per Second) by 10% and 12% compared to YOLOv3[10]. Considering that there is still a lack of research on object detection in melons accompanied by ranking, especially for pruning, this study aims to detect and select with rank the pruned melons using the YOLOv4 algorithm.

2. Research theory and method
2.1. Fruit detection
In recent years, object detection has been widely developed in the agricultural sector, specifically in detecting fruit to be harvested, called fruit detection. Whereas object detection is a procedure for estimating the approximate location of an object and the class to which it belongs by yielding the bounding box around the object[11]. Research related to deep learning-based fruit detection, such as works in [12–14].

2.2. You only look once version 4 (YOLOv4)
YOLOv4 is a one-stage algorithm that is currently excellent, has increased speed and performance is represents continued improvements to the previous generation of YOLO[10]. YOLO principally detects objects by dividing the input image into an S × S grid can be seen in Figure 1. Then the regional proposal and classification process is carried out in one network to detect so that it is called one-stage [15]. Examples of YOLO applications are presented in[16,17].

![Figure 1. YOLO algorithm detection principle](image1)

2.3. Data acquisition, augmentation features, and labeling

![Figure 2. Image acquisition schematic](image2)

The experimental data were collected from Agribusiness and Technology Park (ATP) Cikarawang Bogor, West Java, using an Intel Real Sense camera. The image-taking process is carried out by photographing the part of the melon plant that contains young melons with three viewing angles, 0°,
45°, and 90° positions, and four height levels, namely a height of 20 cm, 30 cm, 40 cm, and 50 cm from the planting medium, as shown in Figure 2. A total of 900 original images were obtained from data acquisition. Referring to Queiroga et al. [18], melon pruning keeps the fruit set between nodes 5 and 9, because it is located not far from the roots so that the optimal distribution of photoassimilate makes melons higher dry mass, flesh thickness, and taste is sweet.

The acquired data is then augmented to overcome the problem of limited data quantities to reduce overfitting. The three augmentation techniques used are crop, horizontal flip, and rotation. Then, the image is labeled. Labeling is a process of giving the same label to a set of pixels forming objects that are close together in an image [19]. The labeling process is carried out utilizing labelImg software to find out the coordinates and bounding boxes of the image. The block diagram of this research method is shown in Figure 3.

**Figure 3.** Block diagram of research method

### 2.4. Model building and training

The experimental environment is to build a connected neural network utilizing the deep learning framework YOLOv4 running on HPC of LIPI. This infrastructure was accessed using a PC with IntelCore i3-4005U processor, integrated graphics Nvidia Tesla V100-SXM2, and Linux operating system. YOLOV4 provides Darknet-53 as the backbone of the pre-trained models. This experiment uses the data set proportion of 80% training data and 20% test data. Meanwhile, there are 3 hyperparameters used, namely batch size, epoch, and learning rate. The hyperparameter configuration scheme is shown in Table 1.

| Scheme | Batch Size | Epoch | Learning Rate |
|--------|------------|-------|---------------|
| A      | 32         | 1000  | 0.001         |
| B      | 32         | 1000  | 0.0001        |
| C      | 32         | 2000  | 0.001         |
| D      | 32         | 2000  | 0.0001        |
| E      | 64         | 1000  | 0.001         |
| F      | 64         | 1000  | 0.0001        |
| G      | 64         | 2000  | 0.001         |
| H      | 64         | 2000  | 0.0001        |

### 2.5. Rank technique

The rank technique is carried out on the detected bounding box by taking the horizontal line bounding box used as the diameter or width of the fruit. Then the diameters of the fruit obtained were classified from the largest to the smallest and ranked. The bigger the size, the smaller the ranking and vice versa.
Based on expert knowledge at ATP Cikarawang and Silva et al. [5], no more than two fruits per plant are raised because it will make a better fruit quality and provide a high production value. The pseudocode of ranking and selection on melons can be seen in Figure 4.

```
Algorithm: Ranking melon for pruning selection based on width bounding box

Input: Width (Horizontal line) bbox value
Output: Ranked melon and decision pruning
1 image_h, image_w ← image.shape; out_boxes, num_boxes ← bbox
2 new_width : / /
3 for i ← range(num_boxes[0]) do
4 coor ← out_boxes[0][i]
5 coor[0] ← int(coor[0] * image_w)
6 coor[1] ← int(coor[1] * image_h)
7 coor[2] ← int(coor[2] * image_w)
8 coor[3] ← int(coor[3] * image_h)
9 x1 ← (coor[1], coor[0])
10 x3 ← (coor[3], coor[0])
11 width ← euclidean(x1, x3)
12 iwidth ← int(width)
13 new_width.extend(iwidth)
14 s ← sorted(new_width, reverse=True)
15 rank ← ranking_melon
16 for rank ← enumerate(s, 1) do
17 | print (rank)
18 if rank > 2
19 | print ("pruned")
```

**Figure 4.** Pseudocode for ranking and decision pruned

### 2.6. Evaluation

Evaluation is carried out to determine the performance of the detection algorithm. According to the assessment of the neural network model, this paper uses Recall (R), Precision (P), F1-score, and mean Average Precision (mAP) as assessment indexes. Precision measures the fraction of correctly detected items, while recall is the part of items correctly detected things among all ground truth samples [20,21]. The F1-score is a weighted comparison of the average recall and precision [22]. The True Positives (TP) demonstrates the number of melons that the algorithm has detected successfully. The False Positives (FP) demonstrates the number of non-melon objects that were wrong recognized as melons. The False Negative (FN) shows the number of melon objects that are not recognized as melons. In representation, if the F1-score has a good score, it indicates that the classified model has good precision and recall go.

The calculation Recall (R), Precision (P), and F1-score calculations are shown in Equations 1, 2, and 3.

\[
R = \frac{TP}{TP + FN} \quad (1)
\]

\[
P = \frac{TP}{TP + FP} \quad (2)
\]

\[
F1 - score = 2 \times R \times P / (P + R) \quad (3)
\]

The calculation formula for Average Precision (AP) is shown in Equation 4, where \( r \) represents the integral variable used to determine the integral precision (P) \( \times \) recall (R) between 0 and 1. Meanwhile, the mean Average Precision (mAP) is the average of several, shown in Equation 5.

\[
AP = \int_0^1 P \times R \, dr \quad (4)
\]

\[
mAP = \bar{x} \, AP \quad (5)
\]
3. Results & discussion

3.1. Results

The experimental result of the comparison of eight models is shown in Table 2.

| Scheme | TP   | FP   | FN   | Recall(R) | Precision(P) | F1-score(%) | mAP(%) |
|--------|------|------|------|-----------|--------------|-------------|--------|
| A      | 2229 | 46   | 887  | 0.72      | 0.83         | 77.1        | 78.5   |
| B      | 1776 | 678  | 1330 | 0.57      | 0.72         | 63.6        | 59.9   |
| C      | 2864 | 607  | 1154 | 0.71      | 0.83         | 76.5        | 78.3   |
| D      | 2120 | 395  | 986  | 0.68      | 0.84         | 75.1        | 76.3   |
| E      | 2356 | 557  | 750  | 0.76      | 0.81         | 78.4        | 79.6   |
| F      | 1869 | 677  | 1237 | 0.60      | 0.73         | 65.8        | 62.23  |
| G      | 2591 | 413  | 515  | 0.85      | 0.86         | 85.4        | 87.6   |
| H      | 2193 | 480  | 913  | 0.71      | 0.82         | 76.1        | 77.45  |

Table 2. Validation set experiment results.

Figure 5. Result detection, rank and decision pruning on models (a) scheme A; (b) scheme B; (c) scheme C; (d) scheme D; (e) scheme E; (f) scheme F; (g) scheme G; (h) scheme H
Based on Table 2., the average F1-score is 70%. Scheme G gives the highest F1-score, 85.4%. Meanwhile, the lowest value is obtained in the model that uses scheme B of 63.6%. The results of the F1-score in batch size 64 are higher than batch size 32. In addition, the Recall, Precision, and F1-score values are also higher at a learning rate of 0.001 than 0.0001. A significant decrease in FN and a significant increase in TP are the main reason to upgrade correctly identified positive samples, demonstrating their effectiveness of algorithm improvements.

Likewise, for the mAP value scheme G achieved the highest score of 87.6%, and scheme B gave the lowest value which did not reach 60%. For comparison, the F1-score and mAP values are not much different. So it can be said that the higher the F1-score, the higher the mAP. This shows that the better the F1-score and mAP values, the better the model detects and ranks the objects based on ground truth.

In line with the results of the F1-score and mAP, Figure 5. shows that the scheme G provides the best detection results and can provide an appropriate ranking, which predicts 5 out of 7 objects. Meanwhile, the model with the least number of detections was the schema B. model, which could only detect and rank 3 of the 7 actual objects. An overlap detected object occurred in the Scheme because only using 1000 iterations during training makes the loss value not stable. That condition needs to be avoided because it can be challenging to decide the fruit that needs to be pruned. Moreover, this model succeeds in making decisions for ranking values greater than 2 then there is a pruned sign.

3.2. Discussion
Comparing the visual result in Figure 5. Gotten utilizing model scheme G has considerably higher precision and recall values. Besides, in Figure 5. that scheme G has markedly higher values of F1-score and mAP. Thus, model scheme G for YOLOv4 can handle detection and rank better in terms of the number of detected objects compared to other models. Using YOLOv4 for detecting and ranking melons in our research surpasses the past work. The F1-score values for model scheme G on YOLOv4 from Table 2. exceed the values of F1-score 0.832 on rockmelon reported in Sa et al. [23]. In line with the results of research from Li et al. [24] and Srivastava et al.[25] who said the YOLO algorithm could be generally complete, fast, and accurate compared to faster R-CNN.

For decision pruning, ranking techniques based on fruit size are very helpful in selecting fruit. In line with research, Barzegar et al. [26] and Ferreira et al. [27] Ferreira et al. said the less fruit that is maintained at the time of pruning or thinning, the less distribution of photoassimilate to all parts of the plant. So that the fruit produced is of the maximum size, mass thickness and tasted sweet. There is a challenging problem to be able to robustly detect and rank the melon fruit only based on small and imbalanced data.

4. Conclusion
At present, deep learning detection using YOLOv4 is successfully applied to detecting, ranking, and making decision pruning for melon. We achieved 85.49% and 87.68% for the F1-score and mAP using the G scheme with 64 batch size, 2000 epoch, and 0.001 learning rate. Experimental results show that this scheme G works well on YOLOv4 to detect melons in study of using ranking for fruit selection, which is important for applications such as pruning fruits.

In further research, one could consider other tuning hyperparameters and different algorithms. In addition, including the depth data of the object as an extra input layer to YOLOv4 may be a conceivable way to get a much better result.
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