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Abstract

In biomedical images, one of the serious issues is noise which affects their coherent nature. To analyze the results for the detection and treatment of disease, it is essential to remove the noise. The advancement in brain imaging technologies requires reasonable techniques for pre-processing steps like denoising, deblurring, contrast enhancement, etc. Magnetic resonance imaging (MRI) images of the human brain are often corrupted with noises due to the application of various image acquisition techniques, operator performance, and types of equipment. In this paper, we evaluate several fuzzy logic based denoising filters. A combined approach of fuzzy logic and a convolutional autoencoder has been also used on a brain image dataset for the performance evaluation. The experimental results show that the combined approach performs better than other methods.
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1. Introduction

Medical imaging such as X-rays, computed tomography (CT), and magnetic resonance imaging (MRI) are susceptible to noise. The reason behind is physical source which causes the thermal fluctuations in the receiver or sometimes the limitations of equipment. MRI images usually suffer from Gaussian noise, salt & pepper noise, Poisson noise and speckle noise. This increases the requirement for an appropriate denoising technique for good image analysis.

Based on different characteristics, various denoising methods have been proposed. An image registration method called PORTR (pre-operative and post-recurrence brain tumor registration) was introduced which removes the pathological regions from the image-based processing term after completion of the mapping of the images [1]. It also estimates the overlap between aligned and resection. Some techniques based on non-local means filter use averaging the similar image pixels according to their intensity distance.

Block-matching and 3D filtering (BM3D) denoising method collects the group patches from similar reference patches to construct a 3D array [2]. Similar denoising performance can be achieved using multi-layer perception (MLP) model. Wavelet transformation method denoises the images by holding all the signal characteristics irrespective of its frequency [3][4]. The wavelet filter removes the noisy artifacts from the signal. But it also filtered those pixels/structures, whose size are similar to noisy pixels which is a major drawback.

Fuzzy techniques have been already applied in many domain of image processing such as
filtering, image enhancement, etc. The fuzzy based filtering is basically considered as nonlinear filtering method [5]. The advantage is to detect the uncertainty of noise and removing that noise by forming fuzzy rules and membership function generated by understanding the image properties [6].

The recent research on image denoising with the development of deep convolutional neural network has shown a progressive approach with highly improved results [2]. The results based on deep neural architectures are encouraging with the recent evolution in deep learning. Autoencoders for image denoising showed better performance than conventional denoising methods [8]. An autoencoder is a type of artificial neural network that tries to learn an approximation of the input using identity function with the help of back propagation algorithms. An autoencoder model aims to learn a representation of set of data (encoding), commonly for dimensionality, by training the model to ignore signal noise. Using convolutional layer in autoencoders enhances the performance for their ability to exploit strong spatial correlations.

In this paper we evaluate the performance of several denoising approaches of fuzzy filtering and convolutional denoising autoencoding (CDAE) and their combination on MRI images of the human brain [9, 10]. The performance comparison has been done using PSNR (Peak Signal to Noise Ratio) [11].

2. Denoising Approaches

2.1 Fuzzy Filtering

Linear filtering methods are insufficient in noise reduction if the noise has abnormal distribution in the image. Linear filtering methods have limited impact in noise reduction. Therefore, a need of non-linear noise filters are highly desirable. The main idea behind the fuzzy filter is to average a pixel value using other neighborhood pixel values [6]. If the input image is \( x(i,j) \), the output of the fuzzy filter is can be calculated by Eq. (1):

\[
y(i,j) = \frac{\sum_{(r,s) \in A} F[x(i+r,j+s)] \cdot x(i+r,j+s)}{\sum_{(r,s) \in A} F[x(i+r,j+s)]},
\]

where, \( F[x(i,j)] \) and \( A \) are a window function and the area of the window, respectively. For \( N \times N \) window, the range of \( r \) and \( s \) are \( -R \leq r \leq R \) and \( -S \leq s \leq S \), respectively, where \( N = 2R + 1 = 2S + 1 \). We use the gaussian fuzzy filter, in which the center value of the window is a median. In this case the window function can be defined by Eq. (2):

\[
F[x(i+r,j+s)] = e^{\frac{1}{2}\frac{(x(i+r,j+s) - x_{med}(i,j))^2}{\sigma(i,j)}},
\]

where \( x_{med}(i,j) \) and \( \sigma(i,j) \) are a median value and a variance value for all the input values \( x(i+r,j+s) \) for \( r, s \in A \), respectively.

Practically, if the width of a window is small \((N = 3)\), the preservation of edges is maximum. Generally, for low level of noise the low window width is suitable however in case of high level noise larger window width should be considered.

2.2 Convolutional Denoising Autoencoder

An autoencoder is a self-supervised neural network in which the input and output are supposed to be same. An autoencoder takes input and encode it to hidden representation. These hidden representation decoded back to generate an output. The output should have the same shape as input. A basic structure of an autoencoder has been shown in Figure 1.

In Figure 1, the first layer is input layer, second layer called hidden layer which stores the hidden representation of input data (encoding) and final layer is output layer (decoding). One of the main characteristics of autoencoder is that if the number of hidden layers is less than the input layers, then the model maps the compressed approximation. This process is similar to Principal Component Analysis (PCA) which is restricted to linear map. However, an autoencoder uses non linear activation function and multiple layers which enable it to learn non-linear transformation.

A convolutional autoencoder is based on a basic autoencoder architecture having convolutional encoding and decoding layers. In the architecture the weights are shared among all input location. The feature map for a mono channel input can be defined by Eq. (3):

\[
h^l = s(x \ast W^l + b^l),
\]
where \( * \) and \( s \) denote the convolution and an activation function, respectively. And the reconstruction of encoded images is obtained by Eq. (4):

\[
y = s \left( \sum_{i \in H} h^i * W^i + c \right),
\]

where \( c \) and \( H \) are a bias per input and a feature map group, respectively. A back-propagation algorithm is used for calculation of gradient of the error function.

2.3 Combined Approach

A combination approach of fuzzy filtering and convolutional autoencoder method has been used for the denoising of human brain MRI images. Firstly, the noisy brain MRI images have been denoised by fuzzy filtering and then the resulting images are used as test images for pretrained convolutional denoising autoencoder (CDAE). The final image has a superior quality as compared to separate algorithm results.

3. Experimental Results

In this paper, a dataset of human brain MRI Lesion Segmentation in Multiple Sclerosis has been used which is freely available on e-health laboratory webpage, Department of Computer Science, University of Cyprus [12]. It has 1,600 human brain MRI images. The sample test images have been shown in Figure 2.

For the experiment, Gaussian noise and Poisson noise have been used to corrupt the images. The noise parameters have been given in Table 1. Here, \( p \) is a proportion of noise introduced, \( \sigma \) and \( \mu \) are standard deviation and mean of normal distribution, respectively. \( \lambda \) is a mean of Poisson distribution sample of noisy images. It has been shown in Figure 3.

| Noise type | Corruption values |
|------------|------------------|
| Gaussian   | \( p = 0.1, \sigma = 1, \mu = 0 \) |
| Possion    | \( p = 0.1, \lambda = 1 \) |

In Figure 3, images contain high Gaussian and Poission noises. A fuzzy filtering has been applied on 50 randomly selected images and these 50 images are used as a test images. An architecture for the CDAE model has been shown in Figure 4.

All images are pre-processed for training and two different criteria of training has been used. In first case, all images have been resized to \( 64 \times 64 \), with batch size=5 and the model has been trained with training rate=0.00 for 100 epochs.

In second case, all images have been resized to \( 128 \times 128 \), with batch size=8 and with same training rate for 100 epochs. The model has been implemented using Keras and OpenCV libraries on Samsung PC (Intel Core i5-4590, 16 GB RAM, Nvidia GEFORCE GTX 1070 Ti GPU). The denoising performance has been compared by using PSNR calculation.

The denoising results using CDAE and combination of fuzzy filtering and CDAE are presented in Figures 5 and 6, respectively.

As shown in Figure 5, the performance of CDAE in high and complex noise is impressive but it has some blurred effect on high contrast regions. However, the combined approach reflects good visual results because the convolution mapped the important features of training images in encoding process and it considers the very important details of the image features while generating denoised image. In Figure 6, test image resolution is \( 128 \times 128 \) however if it still has the blurry effect in important regions of MRI image.
Figure 4. Model architecture of CDAE.

Figure 5. Denoising results using fuzzy filtering and combined approach ((64 × 64), 100 epochs).

Training and validation loss curves for both cases have been presented in Figure 7.

Table 2. Comparison of PSNR for fuzzy filtering and combined approach denoising methods

| Images      | CDAE  | Combined approach |
|-------------|-------|-------------------|
| Figure 5(a) | 17.16 | 19.20             |
| Figure 5(b) | 16.41 | 17.23             |
| Figure 6(a) | 21.30 | 23.17             |
| Figure 6(b) | 20.81 | 23.87             |

Training loss is an error of the training set of data and validation loss is an error of running the validity data on the network after training. If the resolution increase, CDAE can map more valuable features and give better results even if the number of epochs are less (Figure 7(b)).

As demonstrated in Table 2, the combined approach of fuzzy logic and CDAE can be useful for brain MRI image denoising.

4. Conclusion

The combined performance of these two techniques also very powerful and can be effective in diagnosing the abnormalities in MRI images. Low resolution images can be denoised remark-
ably by training CDAE model with high epochs and suitable learning rate. Therefore we can conclude that the combination approach has better performance than individual algorithms.
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