Abstract

We present an iterative technique to generate phrase tables for SMT, which is based on force-aligning the training data with a modified translation decoder. Different from previous work, we completely avoid the use of a word alignment or phrase extraction heuristics, moving towards a more principled phrase generation and probability estimation. During training, we allow the decoder to generate new phrases on-the-fly and increment the maximum phrase length in each iteration. Experiments are carried out on the IWSLT 2011 Arabic-English task, where we are able to reach moderate improvements on a state-of-the-art baseline with our training method. The resulting phrase table shows only a small overlap with the heuristically extracted one, which demonstrates the restrictiveness of limiting phrase selection by a word alignment or heuristics. By interpolating the heuristic and the trained phrase table, we can improve over the baseline by 0.5% BLEU and 0.5% TER.

1 Introduction

Most state-of-the-art SMT systems get the statistics from which the different component models are estimated via heuristics using a Viterbi word alignment. The word alignment is usually generated with tools like GIZA++ (Och and Ney, 2003), that apply the EM algorithm to estimate the alignment with the HMM or IBM-4 translation models. This is also the case for the phrases or rules which serve as translation units for the decoder. All phrases that do not violate the word alignment are extracted and their probabilities are estimated as relative frequencies (Koehn et al., 2003).

A number of different approaches have tried to do away with the heuristics and close this gap between the phrase table generation and translation decoding. However, most of these approaches either fail to achieve state-of-the-art performance or still make use of the word alignment or the extraction heuristics, e.g. as a prior in discriminative training or to initialize a generative or generatively inspired training procedure and are thus biased by their weaknesses. Here, we aim at moving towards the ideal situation, where a unified framework induces the phrases based on the same models as in decoding.

We train the phrase table without using a word alignment or the extraction heuristics. Different from previous work, we are able to generate all possible phrase pairs on-the-fly during the training procedure. A further advantage of our proposed algorithm is that we use basically the same beam search as in translation. This makes it easy to re-implement by modifying any translation decoder, and makes sure that training and translation are consistent. In principle, we apply the forced decoding approach described in (Wuebker et al., 2010) with cross-validation to prevent over-fitting, but we initialize the phrase table with IBM-1 lexical probabilities (Brown et al., 1993) instead of heuristically extracted relative frequencies. The algorithm is extended with the concept of back-off phrases, so that new phrase pairs can be generated at training time. The size of the newly generated phrases is incremented over the training iterations. By introducing fallback decoding runs, we are able to successfully align the complete training data. Local language models are used for better phrase pair pre-selection.
The experiments are carried out on the IWSLT 2011 Arabic-English shared task. We are able to show that it is possible and feasible to reach state-of-the-art performance without the need to word-align the bilingual training data. The small overlap of 18.5% between the trained and the heuristically extracted phrase table demonstrates the limitations of previous work, where training is initialized by the baseline phrase table or phrase selection is restricted by a word alignment. With a linear interpolation of phrase tables an improvement of 0.5% BLEU and 0.5% TER over the baseline can be achieved. The result in BLEU is statistically significant on the test set with 90% confidence. Further, we can confirm the observation of previous work, that phrases with near-zero entropies seem to be a disadvantage for translation quality. Although we use a phrase-based decoder here, the principles of our work can be applied to any statistical machine translation paradigm. The software used for our experiments is available under a non-commercial open source licence.

The paper is organized as follows. We review related work in Section 2. The decoder and its features are described in Section 3 and we give an overview of the training procedure in Section 4. The complete algorithm is described in Section 5 and experiments are presented in Section 6. We conclude with Section 7.

2 Related Work

Marcu and Wong (2002) present a joint probability model, which is trained with a hill-climbing technique based on break, merge, swap and move operations. Due to the computational complexity they are only able to consider phrases, which appear at least five times in the data. The model is shown to slightly underperform heuristic extraction in (Koehn et al., 2003). For higher efficiency, it is constrained by a word alignment in (Birch et al., 2006). DeNero et al. (2008) introduce a different training procedure for this model based on a Gibbs sampler. They make use of the word alignment for initialization.

A generative phrase model trained with the Expectation-Maximization (EM) algorithm is shown in (DeNero et al., 2006). It also does not reach the same top performance as heuristic extraction. The authors identify the hidden segmentation variable, which results in over-fitting, as the main problem.

Liang et al. (2006) present a discriminative translation system. One of the proposed strategies for training, which the authors call bold updating, is similar to our training scheme. They use heuristically extracted phrase translation probabilities as blanket features in all setups.

Another iteratively-trained phrase model is described by Moore and Quirk (2007). Their model is segmentation-free and, confirming the findings in (DeNero et al., 2006), can close the gap to phrase tables induced from surface heuristics. It relies on word alignment for phrase selection.

Mylonakis and Sima’an (2008) present a phrase model, whose training procedure uses prior probabilities based on Inversion Transduction Grammar and smoothing as learning objective to prevent over-fitting. They also rely on the word alignment to select phrase pairs.

Blunsom et al. (2009) perform inference over latent synchronous derivation trees under a non-parametric Bayesian model with a Gibbs sampler. Training is also initialized by extracting rules from a word alignment, but the authors let the sampler diverge from the initial value for 1000 passes over the data, before the samples are used. However, as the model is too weak for actual translation, the usual extraction heuristics are applied on the hierarchical alignments to infer a distribution over rule tables.

Wuebker et al. (2010) use a forced decoding training procedure, which applies a leave-one-out technique to prevent over-fitting. They are able to show improvements over a heuristically extracted phrase table, which is used for initialization of the training.

In (Saers and Wu, 2011), the EM algorithm is applied for principled induction of bilexica based on linear inversion transduction grammar. The model itself underperforms the baseline, but the authors show moderate improvements by combining it with the baseline phrase table, which is similar to our results.

(Neubig et al., 2011) also propose a probabilistic model based on inversion transduction grammar, which allows for direct phrase table extraction from unaligned data. They show results similar to the heuristic baseline on several tasks.

A number of different models that can be trained from forced derivation trees are shown in (Duan et al., 2012), including a re-estimated translation model, two reordering models and a rule se-
quence model. For inference, they optimize their parameters towards alignment F-score. The forced derivations are produced by the decoder on the whole training data. The heuristically extracted relative frequencies serve as a prior, and the probabilities are updated with a maximum BLEU criterion based on the $n$-best lists.

3 Translation Model

We use the standard phrase-based translation decoder from the open source toolkit Jane 2 (Wübben et al., 2012a) for both the training procedure and the translation experiments. It makes use of the usual features: Translation channel models in both directions, lexical smoothing models in both directions, an $n$-gram language model (LM), phrase and word penalty and a jump-distance-based distortion model. Formally, the best translation $\hat{e}_1$ as defined by the models $h_m(e_1^{I}, s_1^{K}, f_1^I)$ can be written as (Och and Ney, 2004)

$$\hat{e}_1 = \arg \max_{I, e_1} \left\{ \sum_{m=1}^{M} \lambda_m h_m(e_1^{I}, s_1^{K}, f_1^I) \right\}, \quad (1)$$

where $f_1^I = f_1 \ldots f_J$ is the source sentence, $e_1^{I} = e_1 \ldots e_I$ the target sentence and $s_1^{K} = s_1 \ldots s_K$ their phrase segmentation and alignment. We define $s_K := (i_k, b_k, j_k)$, where $i_k$ is the last position of $k$th target phrase, and $(b_k, j_k)$ are the start and end positions of the source phrase aligned to the $k$th target phrase. Different from many standard systems, the lexical smoothing scores are not estimated by extracting counts from a word alignment, but with IBM-1 model scores trained on the bilingual data with GIZA++. They are computed as (Zens, 2008)

$$h_{lex}(e_1^{I}, s_1^{K}, f_1^I) = \sum_{k=1}^{K} \sum_{j=b_k}^{j_k} \log \left( p(f_j|e_0) + \sum_{i=i_{k-1}+1}^{i_k} p(f_j|e_i) \right), \quad (2)$$

Here, $e_0$ denotes the empty target word. The lexical smoothing model for the inverse direction is computed analogously. The log-linear feature weights $\lambda_m$ are optimized on a development data set with minimum error rate training (MERT) (Och, 2003). As optimization criterion we use BLEU (Papineni et al., 2001).

4 Training

4.1 Overview

In this work we employ a training procedure inspired by the Expectation-Maximization (EM) algorithm.

The E-step corresponds to force-aligning the training data with a modified translation decoder, which yields a distribution over possible phrasal segmentations and their alignment. Different from original EM, we make use of not only the two translation channel models that are being learned, but the full log-linear combination of models as in translation decoding. Formally, we are searching for the best phrase segmentation and alignment for the given sentence pair, which is defined by

$$\hat{s}_1^K = \arg \max_{K, s_1^K} \left\{ \sum_{m=1}^{M} \lambda_m h_m(e_1^{I}, s_1^{K}, f_1^I) \right\}$$

(3)

To force-align the training data, the translation decoder is constrained to the given target sentence. The translation candidates applicable for each sentence pair are selected through a bilingual phrase matching before the actual search.

In the M-step, we re-estimate the phrase table from the phrase alignments. The translation probability of a phrase pair $(\tilde{f}, \tilde{e})$ is estimated as

$$p_{FA}(\tilde{f}, \tilde{e}) = \frac{C_{FA}(\tilde{f}, \tilde{e})}{\sum_{\tilde{f}'} C_{FA}(\tilde{f}', \tilde{e})}$$

(4)

where $C_{FA}(\tilde{f}, \tilde{e})$ is the count of the phrase pair $(\tilde{f}, \tilde{e})$ in the phrase-aligned training data.

In contrast to original EM, this is done by taking the phrase counts from a uniformly weighted $n$-best list. The limitation to $n$ phrase alignments helps keeping the number of considered phrases reasonably small. Because the log-linear feature weights have been tuned in a discriminative fashion to optimize the ranking of translation hypotheses, rather than their probability distribution, posterior probabilities received by exponentiation and renormalization need to be scaled similar to (Wübben et al., 2012b). Uniform weights can alleviate this mismatch between the discriminatively
trained log-linear feature weights and the actual probability distribution, without having to resort to an arbitrarily chosen global scaling factor. This corresponds to the count model in (Wuebker et al., 2010) and was shown by the authors to perform similar or better than using actual posterior probabilities. In our experiments, we set the size of the \( n \)-best list to \( n = 1000 \).

The first iteration of phrase training is initialized with an empty phrase table. We use the notion of backoff phrases to generate new phrase pairs on-the-fly. To avoid over-fitting, we apply the cross-validation technique presented in (Wuebker et al., 2010) with a batch-size of 2000 sentences. This means that for each batch the phrase and marginal counts from the full phrase table are reduced by the statistics taken from the same batch in the previous iteration. The phrase translation probabilities are then estimated from these updated counts. Phrase pairs only appearing in a single batch are assigned a fixed penalty.

4.2 Backoff Phrases

Backoff phrases are phrase pairs that are generated on-the-fly by the decoder at training time. When aligning a sentence pair, for a given maximum phrase length \( m \), the decoder inserts all combinations of source \( m_s \)-grams and target \( m_t \)-grams into the translation options, that are present in the sentence pair and with \( m_s, m_t \leq m \). Formally, for the sentence pair \( (f^l_1, e^l_1), f^l_1 = f_1 \ldots f_j, e^l_1 = e_1 \ldots e_j \), and maximum length \( m \), we generate all phrase pairs \( (f, e) \) where

\[
\exists m_s, m_t, j, i : \\
1 \leq m_s, m_t \leq m \land 1 \leq j \leq J - m_s + 1 \\
\land 1 \leq i \leq I - m_t + 1 \\
\land \tilde{f} = f^j_1 \cdot m_s - 1) \land \tilde{e} = e^i_1 + m_t - 1). \tag{5}
\]

These generated phrase pairs are given a fixed penalty \( p_{\text{en}} \) per phrase, \( p_{\text{en}} \) per source word and \( p_{\text{en}} \) per target word, which are summed up and substituted for the two channel models. The lexical smoothing scores are computed in the usual way based on an IBM-1 table. Note that this table is not extracted from a word alignment, but contains the real probabilities trained with the IBM-1 model by GIZA++.

We use backoff phrases in two different contexts. In the first \( m_{\text{max}} = 6 \) iterations, they are applied as a means to generate new phrase pairs on the fly. We increase the maximum phrase length \( m \) in each iteration and always generate all possible backoff phrases before aligning each sentence. Later, when a sufficient number of phrases have been generated in the previous iterations, they are used as a last resort in order to avoid alignment failures.

At the later stage of the length-incremental training, we also make use of a modified version, where we only allow new phrase pairs \( (\tilde{f}, \tilde{e}) \) to be generated, if no translation candidates exist for \( \tilde{f} \) after the bilingual phrase matching. However, in this case, backoff phrases are only used if a first decoding run fails and we have to resort to fallback runs, which are described in the next Section.

4.3 Fallback Decoding Runs

To maximize the number of successfully aligned sentences, we allow for fallback decoding runs with slightly altered parameterization, whenever constrained decoding fails. In this work, we only change the parameterization of the backoff phrases. After \( m_{\text{max}} = 6 \) iterations, we no longer generate any backoff phrases in the first decoding run. If it fails, a second run is performed, where we allow to generate backoff phrases for all source phrases, which have no target candidates after the bilingual phrase matching. Finally, if this one also fails, all possible phrases are generated in the third run. Here, the maximum backoff phrase length is fixed to \( m = 1 \). We denote the number of fallback runs with \( n_{\text{fb}} = 2 \). In our experiments, the two fallback runs enable us to align every sentence pair of the training data after the sixth iteration.

4.4 Local Language Models

To make the training procedure feasible, it is parallelized by splitting the training data into batches of 2000 sentences. The batches are aligned independently. For each batch, we produce a local language model, which is a unigram LM trained on the target side of the current batch. We pre-sort the phrases before search by their log-linear model score, which uses the phrase-internal unigram LM costs as one feature function. One effect of this is that the order in which phrase candidates are considered is adjusted to the local part of the data, which has a positive effect on decoding speed. Secondly, we limit the number of translation candidates for each source phrase to the best scoring 500 before the bilingual phrase matching.
Using the local LM for this means that the pre-selection better suits the current data batch. As a result, the number of phrases remaining after the phrase matching is increased as compared to the same setup without a local language model.

4.5 Parameterization

The training procedure has a number of hyperparameters, most of which do not seem to have a strong impact on the results. This section describes the parameters that have to be chosen carefully. To successfully align a sentence pair, our decoder is required to fully cover the source sentence. However, in order to achieve a good success rate in terms of number of aligned sentence pairs, we allow for incompletely aligned target sentences. We denote the percentage of successfully aligned sentence pairs as sentence coverage. Note that we count a sentence pair as successfully aligned, even if the target sentence is not fully covered. the word penalty (wp) feature weight \( \lambda_{wp} \) needs to be adjusted carefully. A high value leads to a high sentence coverage, but many of their target sides may be incompletely aligned. A low word penalty can decrease the sentence coverage, while aligning larger parts of the target sentences. We denote the total percentage of successfully aligned target words as word coverage. Please note the distinction to the sentence coverage, which is defined above. Figure 1 shows the word coverages and BLEU scores for training iterations 2 through 6 with different word penalties. In the first iteration, the results are identical, as only one-to-one phrases are allowed and the number of aligned target words is therefore predetermined. For \( \lambda_{wp} = -0.1 \), the word coverages are continuously decreasing with each iteration, although not by much. For \( \lambda_{wp} = -0.3 \) to \( \lambda_{wp} = -0.7 \) the word coverage slightly increases from iteration 2 to 3 and then decreases again. In terms of BLEU score, \( \lambda_{wp} = -0.3 \) has a slight advantage over the other values and we decided to continue using this value in all subsequent experiments.

The backoff phrase penalties directly affect the learning rate of the training procedure. With low penalties, only few, very good phrases get an advantage over the ones generated on-the-fly, which corresponds to a slow learning rate. In-

![Figure 1: BLEU scores and word coverages on dev over the first 6 training iterations with different word penalties (wp).](image1)

![Figure 2: BLEU scores and percentage of surplus phrases on dev over the first 6 training iterations with different backoff phrase penalties pen0.](image2)
1. Initialize with empty phrase table.
2. Set backoff phrase penalties to \( pen_0 = 3 \) and \( m = 1 \).
3. Until \( m = m_{\max} \), iterate:
   - If iteration \( > 1 \): set \( m = m + 1 \), \( \lambda_{s1} = \lambda_{s2} + \delta \), \( \lambda_{t1} = \lambda_{t2} + \delta \).
   - Force-align training data and re-estimate phrase table.
4. Set \( m = 1 \) and \( n_{fb} = 2 \).
5. Iterate:
   - Force-align training data and re-estimate phrase table.

Figure 3: The complete training algorithm.

creasing the penalties means that a larger percentage of the phrase pairs generated in the previous iterations will be favored over new backoff phrases, which corresponds to a faster learning rate. We denote phrase pairs that are more expensive than their backoff phrase counterparts as surplus phrases. Figure 2 shows the behavior over the training iterations 2 through 6 with different penalties \( pen_0 \) in terms of percentage of surplus phrase pairs and BLEU score. Here we set \( pen_s = pen_t = pen_0 \) and \( pen_p = 5pen_0 \). We can see that \( pen_0 = 4 \) yields less than 0.1\% surplus phrases through all iterations, whereas \( pen_0 = 0.5 \) starts off with 98.2\% surplus phrases and goes down to 55.9\% in iteration 6. In terms of BLEU, a fast learning rate seems to be preferable. The best results are achieved with \( pen_0 = 3 \), where the rate of surplus phrases starts at 6.8\% and decreases to 1.7\% until iteration 6. In all subsequent experiments, we set \( pen_0 = 3 \).

5 Length-incremental Training

In this section we describe the complete training algorithm. The first training iteration is initialized with an empty phrase table. The phrases used in alignment are backoff phrases, which are generated on-the-fly. The maximum backoff phrase length is set to \( m = 1 \). Then the forced alignment is iterated, increasing \( m \) by 1 in each iteration, up to a maximum of \( m_{\max} = 6 \).

After \( m_{\max} = 6 \) iterations, we have created a sufficient number of phrase pairs and continue iterating the training procedure with new parameters. Now, we do not allow usage of any backoff phrases in the first decoding run. If the first run fails, we allow a fallback decoding run, where backoff phrases are generated only for source phrases without translation candidates. If this one also fails, in a final fallback run all possible phrases are generated. Here we allow a maximum backoff phrase length of \( m = 1 \).

The log-linear feature weights \( \lambda \) used for training are mostly standard values. Only \( \lambda_{wp} \) for the word penalty is adjusted as described in Section 4.5, and \( \lambda_{s2t}, \lambda_{t2s} \) for the two phrasal channel models are incremented with each iteration. We start off with \( \lambda_{s2t} = \lambda_{t2s} = 0 \) and increment the weights by \( \delta = 0.02 \) in each iteration, until the standard value \( \lambda_{s2t} = \lambda_{t2s} = 0.1 \) is reached in iteration 6, after which the values are kept fixed. MERT is not part of the training procedure, but only used afterwards for evaluation. The full algorithm is illustrated in Figure 3.

6 Experiments

6.1 Data

We carry out our experiments on the IWSLT 2011 Arabic-English shared task\(^1\). It focuses on the translation of TED talks, a collection of lectures on a variety of topics ranging from science to culture. Our bilingual training data is composed of all available in-domain (TED) data and a selection of the out-of-domain MultiUN data provided for the evaluation campaign. The bilingual data selection

|        | Arabic | English |
|--------|--------|---------|
| train  | Sentences | 305K    |
|        | Running Words | 6.5M    |
|        | Vocabulary    | 104K    |
|        |                | 74K     |
| dev    | Sentences     | 934     |
|        | Run. Words    | 19K     |
|        | Vocabulary    | 4293    |
|        |                | 3182    |
|        | OOVs (run. words) | 445    |
|        |                | 182     |
| test   | Sentences     | 1664    |
|        | Run. Words    | 31K     |
|        | Vocabulary    | 5415    |
|        |                | 3650    |
|        | OOVs (run. words) | 658     |
|        |                | 159     |

Table 1: Statistics for the IWSLT 2011 Arabic-English data. The out-of-vocabulary words are denoted as OOVs.

\(^1\)www.iwslt2011.org
is based on (Axelrod et al., 2011). Data statistics are given in Table 1. The language model is a 4-gram LM trained on all provided in-domain monolingual data and a selection based on (Moore and Lewis, 2010) of the out-of-domain corpora. To account for statistical variation, all reported results are average scores over three independent MERT runs.

### 6.2 Results

To build the baseline phrase table, we perform the standard phrase extraction from a symmetrized word alignment created with the IBM-4 model by GIZA++. The length of the extracted phrases is limited to a maximum of six words. The lexical smoothing scores are computed from IBM-1 probabilities. We run MERT on the development set (dev) and evaluate on the test set (test). A second baseline is the technique described in (Wuebker et al., 2010), which we denote as leave-one-out. It is initialized with the heuristically extracted table and run for one iteration, which the authors have shown to be sufficient.

Length-incremental training is performed as described in Section 5. After each iteration, we run MERT on dev using the resulting phrase table and evaluate. The set of models used here is identical to the baseline.

The results in BLEU are plotted in Figure 4. We can see that the performance increases up to iteration 5, after which only small changes can be observed. The performance on dev is similar to the baseline, on test the trained phrase tables are consistently slightly above the baseline. The optimum on dev is reached in iteration 12. Exact BLEU and TER (Snover et al., 2006) scores of the optimum on dev and the baseline are given in Table 2. The phrase table trained with leave-one-out (Wuebker et al., 2010) performs similar to the heuristic baseline. Length-incremental training is slightly superior to the baseline, yielding an improvement of 0.3% BLEU and 0.4% TER on test. Similar to results observed in (DeNero et al., 2006) and (Wuebker et al., 2010), a linear interpolation with the baseline containing all phrase pairs from either of the two tables yields a moderate improvement of 0.5% BLEU and 0.5% TER both data sets. The BLEU improvement on test is statistically significant with 90% confidence based on bootstrap resampling as described by Koehn (2004).

### 6.3 Analysis

In Figure 5 we plot the number of phrase pairs present in the phrase tables after each iteration. In the first 6 iterations, we keep generating new phrase pairs via backoff phrases. The maximum of 14.4M phrase pairs is reached after three iterations. For comparison, the size of the heuristically extracted table is 19M phrase pairs. Afterwards, backoff phrases are only used in fallback decoding runs, which leads to drop in the number of phrase pairs that are being used. It levels out at 10.4M phrases.

When we take a look at the phrase length distributions in both the baseline and the trained phrase table shown in Figure 6, we can see that in the latter the phrases are generally shorter, which con-
firms observations from previous work. In the trained phrase table, phrases of length one and two make up 47% of all phrases. In the heuristically extracted table it is only 32%. This is even more pronounced in the intersection of the two tables, where 68% of the phrases are of length one and two.

Interestingly, the total overlap between the two phrase tables is rather small. Only about 18.5% of the phrases from the trained table also appear in the heuristically extracted one. This shows that, by generating phrases on-the-fly without restrictions based on a word alignment or a bias from initialization, our training procedure strongly diverges from the baseline phrase table. We conclude that most previous work in this area, which adhered to the above mentioned restrictions, was only able to explore a fraction of the full potential of real phrase training.

Following (DeNero et al., 2006), we compute the entropy of the distributions within the phrase tables to quantify the ’smoothness’ of the distribution. For a given source phrase $\tilde{f}$, it is defined as

$$H(\tilde{f}) = \sum_{\tilde{e}} p(\tilde{e}|\tilde{f})\log(p(\tilde{e}|\tilde{f})).$$

A flat distribution with a high level of uncertainty yields a high entropy, whereas a peaked distribution with little uncertainty produces a low entropy. We analyze the phrase tables filtered towards the dev and test sets. The average entropy, weighted by frequency, is 3.1 for the table learned with length-incremental training, compared to 2.7 for the heuristically extracted one. However, the interpolated table, which has the best performance, lies in between with an average entropy of 2.9. When we consider the histogram of entropies for the phrase tables in Figure 7, we can see that in the baseline phrase table 3.8% of the phrases have an entropy below 0.5, compared to 0.90% for length-incremental training and 0.16% for the linear interpolation. Therefore, we can confirm the observation in (DeNero et al., 2006), that phrases with a near-zero entropy are undesirable for decoding. The distribution of the higher entropies, however, does not seem to matter for translation quality. This also gives us a handle for understanding, why phrase table interpolation often improves results: It largely seems to eliminate near-zero entropies from either table.

6.4 Training time

The training was not run under controlled conditions, so we can only give a rough estimate of how the training times between the different methods compare. Also, some of the steps were parallelized while others are not. To account for the computational resources needed, we report the training times on a single machine by summing the times for all parallel and sequential processes.

Heuristic phrase extraction from the word alignment took us about 1.7 hours. A single iteration of standard phrase training (leave-one-out) needs about 24 hours. The first iteration of length-

Figure 5: Number of generated phrase pairs over 20 training iterations.

Figure 6: Histogram of the phrase lengths present in the phrase tables.
incremental training as well as all iterations after the sixth also took roughly 24 hours. The iterations two through six of length-incremental training are considerably more expensive due to the larger size of backoff phrases. Iteration six, with a maximum backoff phrase size of six words on source and target side, was the slowest with around 740 hours.

7 Conclusion

In this work we presented a training procedure for phrase or rule tables in statistical machine translation. It is based on force-aligning the training data with a modified version of the translation decoder. Different from previous work, we completely avoid the use of a word alignment on the bilingual training corpus. Instead, we initialize the procedure with an empty phrase table and generate all possible phrases on-the-fly through the concept of backoff phrases. Starting with a maximum phrase length of \( m = 1 \), we increment \( m \) in each iteration, until we reach \( m_{\text{max}} \). Then, we continue training in a more conventional fashion, allowing creation of new phrases only in fallback runs. As additional extensions to previous work we introduce fallback decoding runs for higher coverage of the data and local language models for better pre-selection of phrases. The effects of the most important hyper parameters of our procedure are discussed and we show how they were selected in our setup. The experiments are carried out with a phrase-based decoder on the IWSLT 2011 Arabic-English shared task. The trained phrase table slightly outperforms our state-of-the-art baseline and a linear interpolation yields an improvement of 0.5% BLEU and 0.5% TER. The BLEU improvement on test is statistically significant with 90% confidence. The small overlap of 18.5% between the trained and the heuristically extracted phrase table shows how initialization or restrictions based on word alignments would have biased the training procedure. We also analyzed the distribution of entropies within the phrase tables, confirming the previous observation that fewer near-zero entropy phrases are advantageous for decoding. We also showed that, in our setup, near-zero entropies are largely eliminated by phrase table interpolation.

In future work we plan to apply this technique as a more principled way to train a wider range of models similar to (Duan et al., 2012). But even for the phrase models, we have only scratched the surface of its potential. We hope that by finding a meaningful way to set the hyper parameters of our training procedure, better and smaller phrase tables can be created.
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