THE ENRICHMENT HISTORY OF THE INTERGALACTIC MEDIUM—MEASURING THE C IV/H I RATIO IN THE Lyα FOREST
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ABSTRACT

We have obtained an exceptionally high signal-to-noise, high-resolution spectrum of the gravitationally lensed quasar Q1422 + 231. A total of 34 C IV systems are identified, several of which had not been seen in previous spectra. Voigt profiles are fitted to these C IV systems and to the entire Lyα forest in order to determine column densities, b-values, and redshifts for each absorption component. The column density distribution for C IV is found to be a power law with index $\alpha = 1.44 \pm 0.05$, down to at least $\log N(C\ IV) = 12.3$. We use simulations to estimate the incompleteness correction and find that there is in fact no evidence for flattening of the power law down to $\log N(C\ IV) = 11.7$—a factor of 10 lower than previous measurements. In order to determine whether the C IV enrichment extends to even lower column density H I clouds, we utilize two analysis techniques to probe the low column density regime in the Lyα forest. First, a composite stacked spectrum is produced by combining the data for Q1422 + 231 and another bright QSO, APM 08279 + 5255. The signal-to-noise ratio of the stacked spectrum is 1250, and yet no resultant C IV absorption is detected. We discuss the various problems that affect the stacking technique and focus in particular on a random velocity offset between H I and its associated C IV which we measure to have a dispersion of $\sigma_v = 17$ km s$^{-1}$. It is concluded that, in our data, this offset results in an underestimate of the amount of C IV present by a factor of about 2, and this technique is therefore not sufficiently sensitive to probe the low column density Lyα clouds to meaningful metallicities. Second, we use measurements of individual pixel optical depths of Lyα and corresponding C IV lines. We compare the results obtained from this optical depth method with analyses of simulated spectra enriched with varying C IV enrichment recipes. From these simulations, we conclude that more C IV than is currently directly detected in Q1422 + 231 is required to reproduce the optical depths determined from the data, consistent with the conclusions drawn from consideration of the power-law distribution.
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1. INTRODUCTION

Our understanding of the intergalactic medium (IGM) has undergone a paradigm shift in recent years, largely as a result of powerful hydrodynamical simulations. When the Lyα forest was first observed in the late 1960s, the rich field of H I absorption blueward of the QSO’s Lyα emission was interpreted as the detection of discrete intergalactic clouds (e.g., Lynds & Stockton 1966; Lynds 1971; Sargent et al. 1980). In order to understand the existence of such isolated absorbers, various theories of cloud confinement, including self-gravity (Melott 1980), cold dark matter minihaloes (Rees 1986), and the presence of an intercloud medium (e.g., Sargent et al. 1980; Ostriker & Ikeuchi 1983) were proposed. However, the advent of hydrodynamical simulations, which model the growth of structure in the high-redshift universe, provided a significant revision to our picture of the IGM (see the recent review by Elstathiu, Schaye, & Theuns 2000). It has been found that in the presence of a UV ionizing background, the “bottom-up” hierarchy of structure formation knitted a complex, but smoothly fluctuating “cosmic web” in the IGM (e.g., Cen et al. 1994; Hernquist et al. 1996; Bi & Davidsen 1997). The absorption in the Lyα forest is caused not by individual, confined clouds, but by a gradually varying density field characterized by overdense sheets and filaments and extensive, underdense voids. The advance in theoretical simulations has been matched by increasingly high-quality data, as comprehensively reviewed by Rauch (1998). One of the major discoveries concerning the IGM has been the identification of metal absorption lines associated with many of the Lyα forest clouds (Cowie et al. 1995; Tytler et al. 1995). Thus, while the Lyα forest was once thought to be chemically pristine, it has now been well established that a large fraction of the high column density Lyα clouds ($N(H\ I) > 14.5$) associated with collapsing, overdense structures contain metals (most notably C IV)—the signature of enrichment by the products of stellar nucleosynthesis (Songaila & Cowie 1996).

The presence of metals in the Lyα forest may be reasonably explained either by in situ enrichment (local star formation in the H I cloud itself or in a nearby galaxy) or by early pre-enrichment by a high-redshift episode of Population III stars. While the effects of supernova feedback are still not fully understood, and therefore the spatial extent of wind-driven ejecta is poorly constrained, enrichment by galactic winds and superbubbles is unlikely to be an efficient way to distribute metals over distances large in com-
comparison with the mean separation between galaxies (Mac Low & Ferrara 1999). Instead, models have appealed to larger scale processes such as merging and turbulent diffusion as the dominant mixing mechanisms (Gnedin & Ostriker 1997; Gnedin 1998; Ferrara, Pettini, & Shchekinov 2000). Such processes would take time to smooth out the metallicity of the IGM so that at \( z \approx 3 \) the metal enrichment is still expected to be very patchy. While the deep potential wells of galaxies inhibit efficient, widespread distribution of metals far from their sites of formations, small regions of star formation at high redshift may be able to eject their nucleosynthetic products for more homogeneous mixing (e.g., Nath & Trentham 1997 and references therein). An episode of Population III star formation may therefore have spread metals far from their sites of formation, seeding “sterile” regions of the IGM with metals (Ostriker & Gnedin 1996). Clearly, distinguishing between in situ and Pop III scenarios has important implications for understanding not only the first generation of stars, but also the mechanisms by which metals are mixed and distributed from their stellar birthplaces.

Several papers (Cowie & Songaila 1998; Lu et al. 1998; Ellison et al. 1999a, hereafter Paper I) have addressed this question by attempting to probe the low-density regions of the IGM where the difference in metallicity predicted by in situ and Pop III enrichment may be most marked. The detection of C IV with low column density Ly\( \alpha \) clouds (log \( N(H\ I) < 14.0 \)) is observationally challenging, even with the capabilities of Keck, because of the extreme weakness of the metal lines. Analysis techniques have therefore been developed to effectively enhance the sensitivity of the data beyond the normal equivalent-width limits of the spectra. Two in particular have received recent attention, namely the production of a stacked C IV spectrum (Lu et al. 1998) and the use of individual pixel optical depths of Ly \( \alpha \) and C IV (Cowie & Songaila 1998). In Paper I we attempted to reconcile the apparently conflicting results obtained from these two techniques with an analysis of a very high signal-to-noise (S/N) ratio spectrum of the ultraluminous BAL quasar APM 08279+5255. Rigorous testing of the analysis procedures revealed that both methods suffered from hitherto unrecognized limitations, and it was concluded that the question of whether or not the low-density regions of the IGM have been enriched remains unanswered.

In order to probe deeper into the low-density IGM, we have obtained an exceptionally high S/N spectrum of the well-known lensed QSO, Q1422+231, using the HIRES spectrograph (Vogt 1992) on the Keck I telescope in 1999 February, using the 1:14 × 7” slit. The resultant resolution is \( R = 37,000 \). Individual exposure times varied between 30 minutes and 40 minutes, for a total exposure of 630 minutes in two (overlapping) grating settings to provide total wavelength coverage between the quasar’s Ly\( \alpha \) and C IV emission lines. The data were reduced as described in Songaila (1998) and added to the spectrum of Q1422+231 obtained under similar conditions by Songaila & Cowie (1996). The total integration time for the two data sets is 1130 minutes resulting in a S/N of 200–300 redward of the QSO’s Ly\( \alpha \) emission, a quality superior to all previously published data.

After extraction and sky subtraction, we noted that the cores of the saturated absorption lines contain a very small systematic residual flux. This error in the zero level is possibly due to light from a foreground source or a small underestimate of the background sky. The correction required to bring the line cores to zero was found to vary slightly with wavelength, ranging from 0.8% for the bluest absorption lines (\( \lambda < 4850 \) Å) to 0.2% at \( \lambda \approx 5500 \) Å. No correction could be estimated redward of the QSO’s Ly\( \alpha \) emission since the absence of saturated lines gave us no basis for estimating the adjustment required. However, since the correction factor required appears to diminish with increasing wavelength and is already very small at 5500 Å, and given that such an adjustment will make little difference to the relatively weak C IV lines studied in the red, we consider any residual error to be unimportant for the analysis presented here.

The continuum fit was achieved using the STARLINK package DIPSO with a cubic spline polynomial applied to windows of the spectrum judged to be free from absorption. Voigt profiles were fitted to the entire normalized Ly\( \alpha \) forest using VPFIT (Webb 1987) to decompose the complex absorption into individual components defined by a column density \([N(H\ I)]\), a \( b\)-value (Doppler width), and a redshift. This task, though time consuming, is an important feature of our analysis since synthetic spectra can be simulated based on the line list of Voigt profile parameters. For example, additional C IV associated with the fitted H\ I can be included in these synthetic spectra according to any desired enrichment recipe. As will be discussed later in this paper, this is an essential step for testing the analysis techniques used here.

3. Q1422+231—SUITSIBILITY AND SAMPLE DEFINITION

Q1422+231 (\( z_{\text{em}} = 3.625 \)) is a well-studied quasar and actually consists of four closely spaced lensed images with separations of 0:5–1:3; the lensing galaxy is at \( z_{\text{lens}} = 0.34 \) (Patnaik et al. 1992; Kundic et al. 1997; Tonry 1998). Gravitational lenses enhance the emission from high-redshift QSOs making them more powerful probes of the
intergalactic and interstellar medium, but obviously the sight lines will sample different spatial regions of the intervening material. Its redshift and luminosity ($V = 16.5$) have made Q1422 + 231 an ideal candidate with which to probe intervening material through closely spaced sight lines (Petry, Empey, & Foltz 1998; Rauch, Sargent, & Barlow 1999). The observations reported here are of the closely spaced A and B components. In our observations the sight lines are unresolved. It is well established that multiple lines of sight through quasar pairs separated by several arcseconds show coherence between Lyz clouds on scales greater than 100 kpc (e.g., Bechtold et al. 1994; Dinshaw et al. 1997). This is consistent with the scenario that has emerged from hydrodynamical simulations, which portrays structure in the IGM not as discrete localized clouds but as a smoothly fluctuating medium. For metal-line systems, while there may be slight differences in the individual components that constitute C IV complexes, Rauch, Sargent, & Barlow (1998) have shown that the total system column density remains largely unchanged over $\sim$ 10 kpc. The small linear separations probed by Q1422 + 231 ($< 0.14$ kpc $h^{-1}$ for the C IV systems in the $z$ range considered here) are therefore unlikely to give rise to line-of-sight differences so large as to compromise our column density determinations.

In order to avoid confusion between Lyz and higher order Lyman lines, we restrict our analysis of the Lyz forest in Q1422 + 231 to the interval 4740 $< \lambda$(Lyz) $< 5520$ Å which corresponds to a redshift range of $2.90 < z_{\text{abs}} < 3.54$. The lower limit of this interval is determined by the onset of Ly$\beta$ absorption, and the upper limit is enforced in order to avoid effects due to quasar proximity (e.g., Lu, Wolfe, & Turnshek 1991) and corresponds to a velocity separation of $\sim 5500$ km s$^{-1}$ relative to the emission redshift, $z_{\text{em}}$ = 3.625. In order to improve the statistics and S/N of stacked data (§ 5), we have, in some of the work presented here, included the spectrum of APM 08279 + 5255, recently analyzed in Paper I. APM 08279 + 5255 is an ultraluminous broad absorption line (BAL) quasar with a systemic redshift $z_{\text{em}}$ = 3.911 and a broadband magnitude $R$ = 15.2. The data obtained for this quasar (as presented in Paper I) are of excellent quality, though the broad absorption lines make some portions of the spectrum less ideal for this problem than the spectrum of Q1422 + 231, and taken together with Q1422 + 231 they represent a premium data set for this work. The wavelength region used for APM 08279 + 5255 is 4995 $< \lambda$(Lyz) $< 5720$ Å ($3.11 < z_{\text{abs}} < 3.70$) which, in addition to the selection criteria applied to Q1422 + 231, takes into account the BAL nature of this quasar. Finally, a region contaminated by atmospheric absorption from 6865 $< \lambda$(C IV) $< 6940$ Å (corresponding to $3.43 < z < 3.48$ for C IV) was excluded from both spectra.

4. DETECTED C IV SYSTEMS

Q1422 + 231 has been the target of several observing campaigns over the years, which have resulted in spectra of various signal-to-noise ratios. While the primary motivation for obtaining such a high S/N spectrum was our scientific goal of probing the low column density Lyz forest, continued focus on this target has produced important results for IGM enrichment on a range of column density scales. In this section we present all of the detected C IV systems within the redshift range defined in § 3, several of which have not been detected in previous spectra, and we show that the power-law column density distribution established for strong absorbers with $N$(C IV) $> 12.75$ (Songaila 1997) continues to significantly lower column densities.

We detect 34 C IV systems within our defined wavelength interval, 29 of which are associated with saturated Lyz clouds ($log \, N$(H i) $\geq 14.5$). These systems exhibit a wide variety of column densities and complexity (i.e., number of components), as can be seen in Figure 1. The column densities, $b$-values, and redshifts determined for each C IV component using the Voigt profile-fitting program VPFIT, are presented in Table 1.4 Examples of C IV systems detected in our spectrum which have not been observed in other published spectra (Songaila & Cowie 1996; Songaila 1998) are the weak systems at $z_{\text{abs}} = 3.276$, 3.317, and 3.518 (C24, C25, and C33 in Fig. 1).

4.1. Column Density Distribution of C IV Systems

Previous studies of C IV absorbers in a variety of quasar sight lines have established a power-law column density distribution (with index $\alpha \sim 1.5$, see eq. [1]) complete down to $log \, N$(C IV) $\approx 12.75$ at $z > 3$ and 12.25 at $z < 3$ (Songaila 1997). The column density distribution function is defined as

$$f(N)dN = BN^{-\alpha}dN,$$

where $f(N)$ is the number of systems per column density interval per unit redshift path. The redshift path (used instead of $z$ in order to account for comoving distances) is given by $X(z) = 2[(1 + z)^{3/2} - 1]$ for our adopted cosmology. An important question is how much of the iceberg has been exposed? To what limit does this power-law distribution continue? As spectral data have improved, early determinations of the column density distribution of C IV absorbers have been shown to be incomplete at low column densities (compare for example Petitjean & Bergeron 1994 and Songaila 1997). The superb quality of this single spectrum can address whether the established power-law continues to lower $N$(C IV), in which case the apparent fall off toward low $N$(C IV) seen previously is due to incompleteness, or whether there is a real turnover in number density. In Figure 2 we show the column density distribution of C IV derived from the systems in Q1422 + 231, assumed to be a power law of the form of equation (1). A maximum likelihood fit to the data (binned in Fig. 2 for display purposes only) gives a power-law index of $\alpha = 1.44 \pm 0.05$ consistent with other recent estimates. This high-quality spectrum, however, clearly uncovers more of the iceberg than previous studies, and the power law continues down to $log \, N$(C IV) $\sim 12.3$ (Fig. 2, filled points). Below this column density, $f(N)$ shows an apparent departure from the power law which may be due to incompleteness or alternatively reflect a real turnover in the $N$(C IV) distribution. The formal 5 $\sigma$ detection limit for C IV in our spectrum is $log \, N$(C IV) = 11.6, for the median $b$-value of the observed C IV absorption lines, $b_{\text{median}} = 13$ km s$^{-1}$. This detection limit is

4 The 1548 Å doublet component of system C11 is blended with the 1550 Å component of C10. Both of these components fall at 6302 Å, which coincides with a strong sky line, whose subtraction has left some residuals in our spectrum. However, the C11 system is also observed in the spectrum of Boksenberg, Sargent, & Rauch (2000), where clearly more absorption is required at 6302 Å than is accounted for by the 1550 line of C10. The Voigt profile for C11 presented here is based only on the 1550 Å line, which itself is found in a region of weak atmospheric absorption and therefore is likely to be less reliable than our other fits.
for one C iv line and is based on the $\lambda1548$ Å doublet component. However, identification of a suspected C iv system is dependent on confirmation from the weaker C iv $\lambda1550$ Å line whose oscillator strength is only half of the $f$-value of the $1548$ Å line. This effectively reduces our sensitivity for detecting C iv systems by a factor of 2 to a 5 $\sigma$ detection limit of $\log N(\text{C iv}) = 11.9$. Moreover, lines with $b$-values significantly larger than the median $b = 13$ km s$^{-1}$,
may not be detected. In order to estimate the incompleteness for systems with log $N(\text{C} \, \text{IV}) < 12.3$ due to large $b$, 40 C IV doublets were simulated for the two bins in Figure 2 which show a departure from the established power law, i.e., $N(\text{C} \, \text{IV}) = 12.05$ and $N(\text{C} \, \text{IV}) = 11.75$. The $b$-value for each line was drawn at random from the real distribution of Doppler widths and noise was added at the appropriate level. Each simulated line was then inspected to assess whether it would have been identified in the original spectrum so that a correction factor could be determined to estimate incompleteness. For $N(\text{C} \, \text{IV}) = 12.05$ a correction factor of 2.4 was determined (17/40 test C IV systems detected in the incompleteness trial), with the largest $b$-value in the lines detected being 13 km s$^{-1}$. In the lowest
column density bin, $N(\text{C} \text{IV}) = 11.75$, only 9 out of 40 C IV lines (with $b < 8 \text{ km s}^{-1}$) were identified, corresponding to a correction factor of 4.4. Clearly, these correction factors assume that the $b$-value distribution does not significantly change with decreasing C IV column density. The two data points adjusted for incompleteness are represented by open circles in Figure 2. Thus, it appears that the power-law distribution of column densities continues down to at least log $N(\text{C} \text{IV}) = 11.75$.

4.2. Homogeneous or Variable Metallicity?

Recently, hydrodynamical simulations have been used to predict the expected scatter in individual C IV/H I ratios within strong Ly$\alpha$ absorbers for a fixed $[\text{C}/\text{H}]$ (Hellsten et
TABLE 1

| System No. | Redshift | log N(C IV) | b (km s⁻¹) |
|------------|----------|-------------|------------|
| C1         | 2.90969  | 12.44       | 8.8        |
|            | 2.91005  | 11.90       | 11.4       |
| C2         | 2.94522  | 11.74       | 4.2        |
|            | 2.94551  | 12.32       | 12.6       |
| C3         | 2.94754  | 12.47       | 7.2        |
| C4         | 2.96065  | 12.50       | 13.4       |
|            | 2.96110  | 12.68       | 13.6       |
|            | 2.96146  | 12.61       | 7.6        |
|            | 2.96197  | 13.28       | 19.3       |
|            | 2.96235  | 12.80       | 9.7        |
| C5         | 2.97143  | 12.23       | 13.3       |
| C6         | 2.97584  | 12.46       | 35.3       |
|            | 2.97622  | 12.76       | 9.2        |
| C7         | 2.99922  | 12.66       | 16.7       |
|            | 2.99959  | 11.61       | 6.2        |
| C8         | 3.03505  | 12.14       | 8.3        |
| C9         | 3.03672  | 12.35       | 28.4       |
| C10        | 3.06338  | 12.98       | 24.5       |
|            | 3.06433  | 12.66       | 11.0       |
|            | 3.06383  | 12.01       | 5.6        |
| C11        | 3.07101  | 12.43       | 7.9        |
| C12        | 3.08666  | 12.95       | 12.8       |
| C13        | 3.08990  | 12.59       | 7.9        |
|            | 3.09020  | 13.33       | 30.5       |
|            | 3.09051  | 13.10       | 47.8       |
|            | 3.09108  | 12.91       | 8.8        |
| C14        | 3.09468  | 12.17       | 14.1       |
| C15        | 3.11930  | 11.87       | 11.1       |
|            | 3.11973  | 12.12       | 14.4       |
| C16        | 3.13252  | 12.46       | 26.0       |
| C17        | 3.13379  | 12.80       | 17.5       |
|            | 3.13409  | 12.27       | 6.4        |
|            | 3.13448  | 13.00       | 16.2       |
| C18        | 3.13712  | 12.89       | 16.9       |
|            | 3.13799  | 12.33       | 27.5       |
| C19        | 3.19143  | 12.09       | 6.5        |
| C20        | 3.22330  | 11.77       | 2.6        |
| C21        | 3.24047  | 12.53       | 40.4       |
| C22        | 3.25716  | 12.50       | 42.5       |
| C23        | 3.26564  | 12.65       | 26.9       |
|            | 3.26584  | 11.95       | 9.8        |
| C24        | 3.27596  | 12.02       | 13.0       |
| C25        | 3.31710  | 12.35       | 13.0       |
| C26        | 3.33410  | 11.84       | 7.7        |
| C27        | 3.37994  | 12.55       | 15.5       |
|            | 3.38045  | 12.30       | 12.3       |
|            | 3.38135  | 11.87       | 5.0        |
|            | 3.38167  | 13.27       | 11.6       |
|            | 3.38223  | 13.23       | 14.0       |
|            | 3.38271  | 12.61       | 8.1        |
|            | 3.38316  | 12.22       | 20.4       |
| C28        | 3.41080  | 12.20       | 10.7       |
| C29        | 3.41149  | 12.90       | 21.2       |
| C30        | 3.44691  | 12.97       | 8.5        |
| C31        | 3.44736  | 13.46       | 13.4       |
| C32        | 3.51465  | 12.85       | 31.7       |
|            | 3.51497  | 12.59       | 15.3       |
| C33        | 3.51770  | 11.87       | 10.2       |
| C34        | 3.53490  | 12.57       | 34.7       |
|            | 3.53505  | 12.69       | 16.0       |
|            | 3.55549  | 12.43       | 7.7        |
|            | 3.55599  | 13.69       | 19.9       |

TABLE 1—Continued

| System No. | Redshift | log N(C IV) | b (km s⁻¹) |
|------------|----------|-------------|------------|
| 3.53659    | 13.12    | 21.7        |
| 3.53738    | 13.22    | 17.2        |
| 3.53872    | 13.58    | 9.2         |
| 3.53937    | 13.58    | 14.1        |
| 3.54005    | 12.82    | 25.6        |
| 3.53848    | 13.33    | 25.0        |
| 3.54140    | 12.10    | 4.4         |

al. 1997; Rauch, Haehnelt, & Steinmetz 1997; Davé et al. 1998). When compared with observations, these models show that the data are consistent with a mean IGM metallicity [C/H] = −2.5 with variations of up to a factor of 10 around this average value. In these models, the C IV systems associated with high column density Lyα clouds are dominated by metals from in situ star formation, since simulations show that these metal-enriched clouds are found within a few tens of kiloparsecs from collapsed, dense clumps at z ~ 3 (e.g., Haehnelt 1998 and references therein). We would then expect the metallicity of such clouds to be variable, being dependent on the local star formation history, and therefore the scatter amongst individual C IV/H I ratios at a given N(H I) to be larger than that predicted for a homogeneous [C/H].

We can calculate C IV/H I ratios for 19 systems in our spectrum of Q1422 + 231. Of the 34 detected C IV systems in the spectrum presented here, 29 are associated with saturated Lyα lines. Although it is not possible to determine accurate H I column densities from these lines alone, for 14 of the C IV systems higher order Lyman lines are both accessible and suitably uncontaminated by blends, so that an accurate N(H I) can in fact be derived. In addition, five of the systems in Q1422 + 231 are associated with clouds with

![Figure 2](image-url)
log $N$(H i) < 14.5 which are not saturated, so that the column densities can be determined from the Voigt profile fit of Lyα only. The C IV and H I column densities determined for these 19 systems are presented in Table 2.

Davé et al. (1998) have also extensively studied the C IV/ H I ratios in Q1422+231, as determined from the spectrum of Songaila & Cowie (1996). They constructed a mock spectrum of Q1422+231 from hydrodynamic simulations for comparison with the data. Having both simulated and observed spectra at their disposal, they measured C IV/H I ratios in both data sets in a consistent manner (using the AutoVP Voigt profile fitter, Davé et al. 1997), and found that an intrinsic scatter of approximately 0.5 dex in metallicity is required to fit the data. However, the observed range of C IV/H I ratios is the result of many complex effects, which include not only spatial variations in the temperature-density relationship, but also, for example, fluctuations in the ionizing background. These complex effects have not yet been fully incorporated into models, and therefore we should be mindful that the scatter in measured values of C IV/H I is an upper limit to the variations in [C/H] when compared with homogeneously enriched simulations with a uniform ionizing background.

Davé et al. (1998) also found that the most robust diagnostic for determining the mean carbon abundance in detected C IV systems is $\langle \log N$(C IV)$ \rangle$, although this statistic is clearly dependent on the sensitivity of the data. As a consistency check, we determine the $\langle \log N$(C IV)$ \rangle$ for those C IV systems identified in our spectrum of Q1422+231 whose column densities are above the detection limit of the Songaila & Cowie (1996) spectrum (estimated to be $\log N$(C IV) > 12.0). We calculate $\langle \log N$(C IV)$ \rangle$ = 12.77, which compares well with the value of 12.72 determined by Davé et al. (1998), considering the errors associated with column density determinations of individual C IV systems. This demonstrates that the different line-finding and fitting procedures used on different spectra reproduce the same answer, even when the same systems are observed with a higher S/N. For Voigt profile fitting, this is an important point to make in a process that is sometimes not clear cut. It is also an illustration that the detection limit of the spectrum used by Davé et al. (1998) was well determined and did not suffer from serious incompleteness. Ideally, one would like to see how the mean [C/H] varies as we detect progressively weaker C IV systems. However, a simple extrapolation to lower column densities is not possible, since the relation between $\langle \log N$(C IV)$ \rangle$ and [C/H] presented in Davé et al. (1998) is tailored specifically for the detection limits of their data. In order to apply this technique to the full sample of C IV systems detected in the new Q1422+231 spectrum presented here, it would be necessary to recreate a model spectrum to match our data. However, we remind the reader that the caveats mentioned in relation to the scatter of C IV/H I are also applicable here, a fact of which one should be aware when comparing observational and simulated results and interpreting the conversion to metallicity.

We can summarize the results from this section with the following conclusions. By obtaining an ultrahigh S/N spectrum of the $z = 3.625$ quasar Q1422+231, we have detected 34 C IV absorption systems with 2.91 < $z_{abs}$ < 3.54. Some hitherto undetected weak C IV systems are reported whose column densities are consistent with the established $f$(N) distribution, showing that this power law ($\alpha = 1.44 \pm 0.05$) continues down to at least log $N$(C IV) = 11.75, a factor of 10 deeper than the previous determination at $z > 3$ in Songaila (1997). By fitting down the Lyman series, we are able to determine accurate C IV/H I ratios for 19 of the identified systems, rather than relying on a statistical estimate of the median metallicity as has often been done. Davé et al. (1998) have previously determined that the scatter in C IV/H I in the Q1422+231 spectrum of Songaila & Cowie (1996) requires an intrinsic scatter in the [C/H] of a factor of $\sim 3$. Finally, by considering only the C IV systems above the detection limit, we obtain the same $\langle \log N$(C IV)$ \rangle$ as Davé et al. (1998), a statistic used to infer that the mean [C/H] = −2.5. However, we stress that these simulations do not take into account the full complexity of the physical processes determining the C IV/H I ratio in the IGM, so that both the mean [C/H] and its scatter may change with future more detailed work.

### 5. STACKING

As discussed in previous sections, the C IV/H I ratio in low-$N$(H i) systems may hold the key to understanding metal enrichment mechanisms in the IGM. Since one of the major limitations in detecting weak C IV lines is S/N, stacking many sections of the spectrum is one way to circumvent this problem (e.g., Norris, Peterson, & Hartwick 1983; Tyler et al. 1995).

In our application of this technique, we select Lyα lines with $13.5 < \log N$(H i) < 14.0 whose corresponding C IV spectrum shows no obvious metal lines or contamination from other absorption features. Each section is deredshifted to the rest frame, rebinned to the dispersion of the lowest $z$ system, weighted according to its S/N, stacked, and finally renormalized. The optimal weighting used to co-add the C IV sections is given by

$$w_j = \frac{1}{\sigma_j^2} \sum_k \frac{1}{\sigma_k^2},$$

### Table 2

| Redshift | log $N$(H I) | log $N$(C IV) | log C IV/H I |
|----------|-------------|--------------|-------------|
| 2.947    | 15.18 ± 0.06 | 12.47        | −2.71       |
| 2.999    | 15.77 ± 0.05 | 12.70        | −3.07       |
| 3.035    | 14.64 ± 0.07 | 12.14        | −2.50       |
| 3.037    | 14.63 ± 0.03 | 12.34        | −2.29       |
| 3.063    | 15.36 ± 0.03 | 13.18        | −2.18       |
| 3.071    | 13.85 ± 0.01 | 12.43        | −1.42       |
| 3.132    | 13.74 ± 0.10 | 12.46        | −1.28       |
| 3.134    | 15.71 ± 0.03 | 13.26        | −2.45       |
| 3.137    | 15.93 ± 0.09 | 13.00        | −2.93       |
| 3.191    | 14.89 ± 0.20 | 12.09        | −2.80       |
| 3.276    | 14.07 ± 0.01 | 12.02        | −2.05       |
| 3.318    | 13.97 ± 0.10 | 12.35        | −1.62       |
| 3.334    | 14.78 ± 0.06 | 11.84        | −2.94       |
| 3.332    | 16.70 ± 0.40 | 13.68        | −3.02       |
| 3.411    | 15.19 ± 0.02 | 12.98        | −2.21       |
| 3.497    | 15.29 ± 0.02 | 12.85        | −2.44       |
| 3.515    | 15.34 ± 0.20 | 13.02        | −2.32       |
| 3.518    | 13.29 ± 0.03 | 11.87        | −1.42       |
| 3.539    | 16.17 ± 0.20 | 14.29        | −1.88       |

* Column densities for H I systems whose Voigt profile fits could be accurately determined from Lyα (if unsaturated), or Lyβ and Lyγ. The C IV column densities are determined to better than 5%.
where \( \sigma^2 \) is the variance of the data. To achieve maximum sensitivity, we use low column density H I lines from both the APM 08279 + 5255 and Q1422 + 231 spectra. Within the ranges defined in \( \S \) 3, a total of 67 low–N(H I) lines were identified in the two QSO sight lines. The resulting composite spectrum has a \( S/N = 1250 \) and shows no absorption at the rest wavelength of \( \text{C IV} \), \( \lambda_0 = 1548.2 \), as can be seen from the top panel of Figure 3.

In order to place a significance limit on this nondetection, a synthetic spectrum was created, reproducing the Ly\( \alpha \) forest of the two 2 quasars from the fitted H I line lists. \( \text{C IV} \) was included for H I lines with log \( N(\text{H I}) < 14.5 \) assuming a fixed \( \text{C IV}/\text{H I} \) ratio and \( b(\text{C IV}) = 1/2b(\text{Ly}\alpha) \) (representing a combination of thermal and bulk motion, as found in Paper I). Figure 3 shows the results of stacking synthetic spectra with log \( \text{C IV}/\text{H I} = -3.1 \). The resultant absorption in this stack has an equivalent width of 0.15 mA and represents a 4 \( \sigma \) feature, which we therefore adopt as the detection limit for our stacked data. Several analyses (e.g., Songaila & Cowie 1996; Paper I) have determined the \( \text{C IV}/\text{H I} \) ratio in high column density Ly\( \alpha \) clouds to be in the range from log \( \text{C IV}/\text{H I} = -2.9 \) to –2.6. The detection limit of the synthetic stack is almost factor of 2 lower than the metal-poor limit of this range, and thus it would appear to indicate a drop in the \( \text{C IV}/\text{H I} \) ratio at lower H I column densities. It must be understood, however, that this technique has several potential problems which may compromise its efficiency in detecting weak absorption features. We now discuss these problems in turn.

1. In order to co-add each section, the data must be rebinned, usually to the dispersion of the lowest redshift system. This could smooth out a weak feature, although the scale of smoothing is very small compared with the width of the expected line so that this is not likely to be a major effect.

2. Even for a fixed carbon abundance there will be a scatter in the values of \( \text{C IV}/\text{H I} \) (as discussed in the previous section). Therefore, if absorption is detected in the composite spectrum it will be averaged over a range of column densities that cannot be recovered individually. Moreover, depending on the scatter of \( \text{C IV}/\text{H I} \) values, the absorption may be dominated by the strong tail end of this metallicity range. In fact, it is conceivable that residual absorption could be caused by only a few relatively strong lines, since this method relies on an average which is very sensitive to a non-Gaussian tail. Interpreting a residual signal in the composite spectrum is therefore not straightforward, although in the analysis presented here we find that there is no absorption in the stacked data, and so we can determine a useful detection limit.

More serious problems for the present analysis are:

1. This method is sensitive to errors in continuum fitting, anomalous pixels and other forms of contamination. The usual procedure is to visually inspect each section before adding it to the stack in order to ensure that it is “clean.” This will filter out major contamination by, for example, uncorrected cosmic-ray events or absorption due to systems other than \( \text{C IV} \). However, small errors in the continuum fit or deviant pixels could seriously compromise the efficiency of the stack. In addition, a renormalization of the composite spectrum is usually required, since the small errors in the original continuum fit have now been compounded by stacking.

2. Stacking the individual sections of spectrum in order to build up a signal is pivotal upon centering the absorption feature in the composite. If there is a significant error in the stack center, i.e., if an offset exists between the redshift of the parent Ly\( \alpha \) line and its associated \( \text{C IV} \) complex, the composite signal would be smeared out. Depending on the magnitude of the offset, this effect may lead us to underestimate the amount of absorbing material. This problem could be exacerbated by the aforementioned need for a renormalization, because it may be difficult, if not impossible, to distinguish a weak, smeared signal from the compound continuum errors.

5.1. Redshift Offset Between \( \text{C IV} \) and Ly\( \alpha \)

In Paper I, we showed that there is indeed a random redshift offset (\( \Delta z \)) between the measured positions of the Ly\( \alpha \) and corresponding \( \text{C IV} \) lines. In that work it was found that the redshift offset had a distribution with \( \sigma_z \sim 4 \times 10^{-4} \), equivalent to a velocity difference of 27 km s\(^{-1}\), although this statistic was based on a relatively small number of systems. The addition of a second quasar to the analysis has improved the statistics, and for a total of 56 \( \text{C IV} \) systems in the two quasars we now determine a \( \sigma_z = 2.6 \times 10^{-4} \) (\( \sigma_z \sim 17 \text{ km s}^{-1} \) for an average redshift of 3.45).
This redshift offset was determined in two different ways. In both cases the redshift of the C IV was estimated by taking the centroid of the system since it is often complex, consisting of several blended components. For most of the corresponding Lyα lines, the absorption is well represented by a single component, and so in the first instance the redshift of the H I cloud was obtained from the Voigt profile fit. For comparison, the redshift of Lyα was also determined using the same centroid method applied to the C IV systems, and it was found that both determinations yielded almost identical results for the distribution of Δz, shown in Figure 4. Since it is the strongest component in each C IV complex that first emerges from the noise in the weak systems, this will be the feature enhanced by the stacking procedure. Therefore, we also investigated the distribution of offsets between the fitted z of Lyα, and the redshift of the deepest C IV trough and once again the value σv ～ 17 km s~1 was found.

We investigated how seriously the composite spectrum would be affected by this offset which effectively shifts the expected positions of the C IV lines by a random amount. Again, synthetic spectra were produced, this time including a redshift offset applied to the position of the C IV line with Δz drawn at random from a Gaussian distribution with σv = 2.6 × 10~4. We find that in order to reproduce a 4 σ detection in the presence of a redshift offset, twice as much C IV must be included in the Lyα forest clouds [i.e., log (C IV/H I) = − 2.8, see the bottom panel of Fig. 3]. This is consistent with the measured C IV/H I in log N(H I) > 14.5 lines and is therefore not a sufficiently sensitive limit to establish whether the low column density Lyα clouds contain significantly less C IV than the stronger lines. We conclude that a factor of at least 2 improvement in sensitivity is required in order to show conclusively whether the low column density absorbers are more metal deficient than their high column density counterparts. Alternatively, it must be shown that the redshift offset in these lines is < 17 km s~1 and dilution of absorption from smearing the stack is unimportant.

The redshift offset in saturated lines could have two possible explanations, one physical and the other an observational artifact. There could be an intrinsic redshift difference between the C IV and Lyα absorbers, caused by, for example, ionization effects or outflows. An additional effect could be a redshift offset caused by the blending of strong Lyα lines which, when saturated, cannot be distinguished into separate components. Two examples of this are shown in Figure 5. Plotted in velocity space are two examples of Lyα absorbers (black solid line) and corresponding C IV (dashed line). Both saturated (systems b and c) and weak (systems a and d) Lyα lines are shown, and in the top panel the Lyβ (in gray) is also included. The C IV system c is associated with an apparently monolithic Lyα absorber centered at v = 0 and exhibits a redshift offset of approx-

![Fig. 4. Top panel: Offset distribution calculated from the C IV centroids and Voigt profile fitted redshifts of H I in the metal systems in APM 08279 + 5255 and Q1422 + 231. Bottom panel: For 19 C IV systems in Q1422 + 231, an accurate N(H I) can be determined by tracing down the Lyman series. In 16 of these systems, the C IV is associated with a single H I line, the offsets for which are plotted here. For the remaining 15 C IV systems, higher order lines were either not available or were too severely blended for line fitting.](image1)

![Fig. 5. Top panel: Example of absorption components in H I and C IV λ1548 in Q1422 + 231. The solid black line is Lyα absorption and the gray line is the corresponding Lyβ. The dashed line depicts the C IV absorption for 3 associated C IV complexes, marked “a,” “b,” and “c.” The weak C IV system a is associated with an unsaturated Lyα cloud and has a Δz < 1 km s~1. Bottom panel: Second example of an unsaturated Lyα line, here Δz ~ 15 km s~1.](image2)
approximately 25 km s\(^{-1}\). However, as seen from the Ly\(\beta\) absorption, this system is made up of more than one component, and the C IV clearly has a redshift that more closely matches the strongest of these. The unsaturated Ly\(\alpha\) absorber associated with the C IV system does not break down into a multicomponent system in Ly\(\beta\), and the redshift offset is correspondingly small (\(\Delta z < 1 \text{ km s}^{-1}\)). However, there are other examples of C IV systems associated with weak Ly\(\alpha\) that do show a significant offset, for example system d in the bottom panel of Figure 5. Unfortunately, higher order Lyman lines are not available for this particular case. We remeasured the redshift offset for each of the 19 C IV systems in Table 2 for which an accurate \(N(\text{H} \, \text{I})\) had been obtained by tracing down the Lyman series. For 16 of these systems, the C IV appeared to be associated with a single H I component (i.e., not obviously blended), as seen from Ly\(\beta\) and/or Ly\(\gamma\). The offsets associated with the subcloud whose redshift most closely matches that of the C IV are shown in the bottom panel of Figure 4. Given the small number of systems for which the Lyman series can be traced, at least to Ly\(\beta\), the statistics of the offset distribution are not very meaningful. However, the scatter is now clearly smaller, although the high \(N(\text{H} \, \text{I})\) Ly\(\alpha\) lines at the top end of the column density distribution may still have several subcomponents that are unresolved in our data, and the offset may be further reduced if the Lyman series could be traced down to subsequent transitions.

5.2. An Improvement on the Stacking Method?

We investigated a possible solution to the problem of an unknown offset from the predicted position of C IV systems discussed above. The technique involves scanning for the maximum absorption around the predicted position of C IV absorption and recentering the stack at this wavelength. In practice, each (deredshifted) data section is scanned \(\pm 2 \sigma_z\) from the predicted C IV line center (i.e., for \(\Delta z = 0\)) and the section recentered on the pixel with the maximum optical depth (\(\tau_{\text{max}}\)) prior to stacking. Figure 6 shows an example of how this technique is clearly able to improve upon a direct stack in the presence of a \(\Delta z\) for a synthetic spectrum containing lines with \(\log \text{C IV}/\text{H I} = -2.0\). It can be seen that without recentering, while the overall level of the continuum is below unity for the “smeared” stack, all profile information is lost. Such a broad depression may be mistaken for compound errors in the continuum level and lost in the subsequent renormalization of the stacked spectrum. Executing a recenter on the \(\tau_{\text{max}}\) pixel before stacking recovers almost all of the original signal in this simulation, the characteristic line profile is prominent and will not be lost when the post-stacking continuum is refitted.

However, as one attempts to detect progressively weaker absorption, the likelihood of centering on a noise pixel becomes higher, and this technique is no longer efficient. In order to determine whether a recenter is a viable improvement to the stacking method, given the S/N of the data and the low column density of the targeted features, we performed a feasibility study in which test absorption lines were created over a range of \(\log \text{C IV}/\text{H I}\) ratios. The results of this study are shown in Figure 7, where we plot the distribution of \(\sigma_z\) caused by line center misidentification (i.e., where \(\tau_{\text{max}}\) is a noise feature rather than line trough) as a function of \(\log \text{C IV}/\text{H I}\) ratio. Clearly, when the \(\sigma\) of the offset caused by trough misidentification exceeds the value of the intrinsic offset we are trying to overcome, this recentering technique is no longer useful. However, these are conservative estimates for how well the centering would perform on real data, since we would expect some trough misidentification from contaminating (i.e., anything but C IV) lines in addition to the effects of noise investigated here. Since we need to determine whether the low column density Ly\(\alpha\) lines have the same metallicity as their high–\(N(\text{H} \, \text{I})\) counterparts, we must ideally reach levels of sensitivity deeper than \(\log \text{C IV}/\text{H I} = -2.9\). Figure 7 shows that for \(\log \text{C IV}/\text{H I} < -2.6\), this technique no longer compensates adequately for the intrinsic offset and is therefore unable to improve the stacking technique in the search for weak lines. Smoothing the spectrum over several pixels before locating \(\tau_{\text{max}}\) improves the preshifting slightly as shown by the gray squares in Figure 7. However, even with smoothing, this recentering procedure cannot compensate for a \(\sigma_z = 2.6 \times 10^{-4}\) below a \(\log \text{C IV}/\text{H I} = -2.75\).

In summary, by stacking together the C IV regions associated with low column density Ly\(\alpha\) lines in Q1422+231 and APM 08279+5255, we have obtained a S/N = 1250 com-
composite spectrum which shows no residual C IV absorption. Using simulated spectra we find that for log C IV/H I ratio, 1000 C IV absorption lines are produced with $b = 13$ km s$^{-1}$ and S/N = 200, corresponding to log N(H I) = 13.75. For each line, the offset between the true line center and the position of $\tau_{e}$ is calculated. The black squares represent the $\sigma$ of the offset distribution for each simulation of 1000 lines and is plotted in terms of both redshift and the equivalent velocity (assuming an average $z = 3.45$). The gray squares are the results of the same procedure but with a 3 pixel smooth applied to the spectrum prior to locating $\tau_{e}$. The measured value of the offset determined from 55 C IV systems in APM 08279 + 5255 and Q1422 + 231 ($\sigma_{e} = 2.6 \times 10^{-4}$ or $\sigma_{e} = 17$ km s$^{-1}$) is marked in the a dotted line.

6. ANALYSIS OF OPTICAL DEPTHS

A potentially more robust way of measuring weak absorption in high-S/N spectra is to analyze the optical depths in each Lyα forest pixel and its corresponding C IV pixel (Cowie & Songaila 1998). This technique also has the advantage that by tracing down the Lyman series, one can determine the C IV/H I ratio in each pixel over a very large range of $\tau$(Lyα). In Paper I we investigated the potential of this method with APM 08279 + 5255 and critically analyzed its performance on synthetic spectra. Specifically, we investigated the effect of including a redshift offset and how the results depended on the $b$-value of C IV. We concluded that, despite the excellent quality of the spectrum, the results from the spectrum of APM 08279 + 5255 were inconclusive and could not determine whether the metallicity of the IGM is constant or diminished at low values of H I, because at the lowest values of $\tau$(Lyα) both scenarios were consistent with the observations. The spectrum of Q1422 + 231 presented here not only has a significantly higher S/N than that of APM 08279 + 5255, but has many of its higher order Lyman lines accessible for analysis and considerably less contaminating absorption by, for example, Mg II systems (Ellison et al. 1999b). This spectrum therefore represents the best data yet obtained for this analysis of the low column density Lyα forest.

6.1. The Analysis Procedure

Briefly, the optical depth technique consists of stepping through the Lyα forest measuring $\tau$(Lyα) for each pixel. The noise ($\sigma$) array is used to determine which pixels are included in the analysis via a series of optical depth criteria to account for effects such as saturation. Using the values in the noise arrays, rather than fixing the rejection criteria, provides maximum flexibility for this technique so that it can be readily applied to spectra of different signal-to-noise ratios.

For pixels with a residual flux ($F = e^{-\tau}$ for a normalized spectrum) $F < 3 \sigma$ above the zero level, we trace down the Lyman series since there is too little residual flux in these saturated pixels to determine an accurate optical depth from Lyα alone. However, the danger here is that higher order lines may be contaminated by lower redshift Lyα. We therefore use $\tau$(Lyα) = minimum[$\tau$(Lyα)/$\lambda_{1548}$, $\lambda_{1550}$] for all observed higher order lines using the higher order pixel if $3 \sigma < F$(Lyα) $< (1 - 3 \sigma)$. This minimizes the effect of contamination and maximizes the number of usable pixels and range of $\tau$(Lyα) which can be considered for analysis. If no $3 \sigma < F$(Lyα) $< (1 - 3 \sigma)$ pixels are found, then the pixel is discarded. The position of the associated C IV $\lambda_{1548}$, 1550 lines are calculated and, again to avoid contamination, we use $\tau$(1548) = minimum($\tau$(1548), 2$\tau$(1550)), if the flux in the 1550 Å component is less than 1–3 $\sigma$, otherwise only $\tau$(1548) is considered. The C IV optical depths are then binned according to their corresponding $\tau$(Lyα) and the median determined for each interval. Taking the median of a large number of pixel optical depths not only provides a statistical advantage over considering a relatively small number of lines (as for the stacking method), but also is much less susceptible to non-Gaussian effects. In order to estimate 1 $\sigma$ errors for the optical depth determinations, we used bootstrap resampling with 2 Å sections of the Lyα forest and corresponding C IV; i.e., we drew $n$ random sections from the complete set of $n$ sections (in this case $n = 361$) that comprise the original data, with replacement. This procedure was repeated 250 times and the 1 $\sigma$ error was taken to be the dispersion of these 250 realizations.

6.2. Results

Figure 8 shows the results obtained for the optical depth analysis of Q1422 + 231. The shape of the optical depth

\[ \text{The ratio of the line } f\text{-values (oscillator strengths) in the C IV doublet is } 2:1. \]
distribution appears consistent with a constant level of C IV/H I (i.e., parallel to the dashed line) over optical depths from \( \tau(\text{Ly}\alpha) \approx 100 \) down to \( \sim 2-3 \), below which \( \tau(\text{C IV}) \) flattens off to an approximately constant value. Each of the low optical depth bins \([\tau(\text{Ly}\alpha) < 3]\) contains approximately 10% of the H I pixels. This percentage decreases with increasing \( \tau(\text{Ly}\alpha) \) with only approximately 2% of pixels in \( \tau(\text{Ly}\alpha) = 10 \) bin. In addition, we determine optical depths in pixel pairs separated by the C IV doublet wavelength ratio over the entire wavelength range considered (redward of Ly I) shows the optical depths expected from a spectrum with a constant log C IV/H I = -2.6.

### Testing the Results

As we saw in the previous section, thorough simulations of the analysis technique are vital for interpreting our results. Here, we have taken the Ly\(\alpha\) forest directly from the data and artificially enriched it with C IV to test our methods and address several questions. In Paper I we explored the effect of \( b \)-values, redshift offset, and noise on synthetic spectra in order to determine whether a break in the C IV/H I distribution could be distinguished from a constant ratio in the spectrum of APM 08279 + 5255. To review these findings and to give a visual impression of the optical depth analysis, we show the results of this technique on four synthetic spectra in Figure 9 and compare them with the results from Q1422 + 231 (filled points). The top panel (a) of this figure shows the optical depth analysis of two spectra, one of which has a constant log C IV/H I = -2.6 in all Ly\(\alpha\) lines (dotted line) and a second spectrum which has log C IV/H I = -2.6 only in log N(H I) > 14.5 lines, with no noise added to either spectrum. (b): Same as panel a, except that a signal-to-noise ratio (taken from the error array) has now been added to both spectra. All four spectra use the real Ly\(\alpha\) forest of Q1422 + 231 and have had C IV added to the synthetic spectrum based on the fitted H I line list. In addition all four synthetic spectra have a \( \sigma_b = 2.6 \times 10^{-4} \) and \( b(\text{C IV}) = 1/2b(\text{Ly}\alpha) \). The dashed line indicates constant log C IV/H I = -2.6.
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**Fig. 8.**—Results from the optical depth analyses of Q1422 + 231. Error bars are 1 \( \sigma \) as determined from the bootstrap method, as described in the text. The median absorption determined from pixel pairs separated by the C IV doublet wavelength ratio over the entire wavelength range considered (redward of Ly I) is shown by the dotted horizontal line. The dashed diagonal line shows the optical depths expected from a spectrum with a constant log C IV/H I = -2.6.

![Figure 9](image9.png)

**Fig. 9.**—The optical depth distribution of Q1422 + 231 (filled points) is shown compared with the results from simulated spectra. (a): The dotted line shows the optical depth analysis of a simulated spectrum with constant log C IV/H I = -2.6 in all Ly\(\alpha\) lines and the dot-dash line shows the results from simulated spectrum which has log C IV/H I = -2.6 only in log N(H I) > 14.5 lines, with no noise added to either spectrum. (b): Same as panel a, except that a signal-to-noise ratio (taken from the error array) has now been added to both spectra. All four spectra use the real Ly\(\alpha\) forest of Q1422 + 231 and have had C IV added to the synthetic spectrum based on the fitted H I line list. In addition all four synthetic spectra have a \( \sigma_b = 2.6 \times 10^{-4} \) and \( b(\text{C IV}) = 1/2b(\text{Ly}\alpha) \). The dashed line indicates constant log C IV/H I = -2.6.
approximately constant value. The inclusion of noise also causes the same apparent flattening in the spectrum of constant C IV/H I, although the τ(C IV) in this spectrum is consistently above the value measured for the dot-dashed line. There is also a small contribution to this flattening from line blending which changes the overall slope of the expected C IV/H I, an effect that is exacerbated for larger b(C IV). This shows that even in relatively high-S/N spectra, distinguishing a break in the C IV/H I distribution is very difficult. Instead, as we shall see later in this section, one of the main uses of this method is to determine whether the optical depths measured with this technique can be adequately accounted for with the detected C IV systems or whether there must be significant amount of C IV still below our current detection limit. We also note that for large τ(Lyα) the measured τ(C IV) is always less than expected from the dashed line, given the input ratio of C IV/H I. This is due to two effects. First, since this technique considers τ(Lyα) as the minimum value obtained by tracing down the Lyman series when a line is saturated, if contamination is successfully removed will we tend to underestimate τ(Lyα) at these optical depths due to noise (remember that the real Lyα forest is used in the simulated spectra so that this will be an effect even in Fig. 9a). Second, the C IV that is included in the synthetic spectra is based on a line list of fitted H I values which will probably not be accurate for saturated lines. These effects also account for the drop of τ(C IV) at very large τ(Lyα) which contain <1% of the total H I pixels and are therefore very uncertain.

Clearly, the exact results of the optical depth analysis are sensitive to the combination of several factors including blending, b-values, and noise, which will be discussed further later in this section. Therefore, rather than attempting to directly fit the observed distribution of optical depths in Q1422 + 231 we aim to determine whether the optical depths measured in the spectrum can be explained solely by the relatively strong C IV absorbers detected directly and presented in §4 or whether the results from this analysis are indicative of additional C IV. If the latter is true, are these metals in the low-density IGM? We must also investigate whether our results can be explained in terms of contamination, noise, or some other limiting factor in the data. Finally, we consider the effect of scatter and redshift offset (Δz), which have been found to compromise the efficiency of the stacking method.

Three synthetic spectra were produced with Lyα forest absorption taken directly from the data (i.e., not reconstructed from a line list) and the 34 detected C IV systems reproduced from the Voigt profile parameters in Table 1. Spectrum A has no further metals added and therefore shows the results expected of an optical depth analysis if we had already uncovered all of the C IV in the spectrum. Spectra B and C have both been enriched with additional metals. In spectrum B, C IV is included in all strong (log N(H I) > 14.5) lines with N(C IV) = 12.0, i.e., the detection limit for directly identifiable C IV systems. This spectrum therefore represents the maximum amount of C IV that could be “hidden” in high column density Lyα lines. In addition to this hidden C IV in strong H I lines and the fitted C IV in Table 1, spectrum C has been enriched with a constant log C IV/H I = −2.6 in weak Lyα lines (N(H I) < 14.5). The results from analysis of these three synthetic spectra are compared with the data in Figure 10. For all three spectra, we include noise taken from the σ error array, a random redshift offset in the position of C IV (σ_z = 2.6 × 10^{-4}), and take b(C IV) = 1/2b(Lyα).

The conclusions that can be drawn from Figure 10 are as follows. First, there is clearly more C IV in the data than we have directly identified in §4, since the dotted line of the synthetic spectrum in the top panel is well below the solid line at all but the very highest τ(Lyα) points. For τ(Lyα) > 3, the C IV optical depths can be recovered when additional metals are added into strong Lyα absorbers, but below our current detection limit (spectrum B). This supports the
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results of § 4, where we determine that \( f(N) \) is consistent with a power-law distribution that continues down to \( \log N(C\ IV) = 11.75 \), with no evidence for a turnover in column density distribution. However, adding C IV at the limit of our detection in \( \log N(H\ I) > 14.5 \) lines with no extra metals in weaker \( \text{Ly}z \) clouds cannot reproduce the measured \( \tau(C\ IV) \) in \( \tau(Lyz) < 3 \) pixels. The results from spectrum C in the bottom panel of Figure 10 which include \( \log C\ IV/H\ I = -2.6 \) in weak \( \text{Ly}z \) lines show that the observed C IV optical depths in the low-\( \tau(Lyz) \) pixels are consistent with the presence of some metals in significantly lower column density H I clouds, although for \( \tau(Lyz) > 1 \), \( \tau(C\ IV) \) exceeds the observed value. From Figure 9 we have also seen that a constant \( \log C\ IV/H\ I = -2.6 \) in all \( \text{Ly}z \) lines is a good approximation to the data. We stress here that these simulations are not an attempt to fit the observed distribution of optical depths, rather they are tests to determine whether the C IV systems in Table 1 can account for the measured absorption. If not, then the objective is to investigate in which H I column density regime additional metals could be added in order to achieve the observed quota.

The results from these simulations show that the analysis of optical depths in the spectrum of Q1422+231 is consistent with hitherto undetected C IV in both the strong and weak \( \text{Ly}z \) lines. While the results from our determination of the column density distribution from detected C IV systems is consistent with a power-law function \( f(N) \) that continues down to at least \( \log N(C\ IV) = 11.7 \), these optical depth results provide direct evidence that there are more metals lurking below our current detection limit.

We investigate the effect that contaminating lines may have on this result. The analysis may be affected not only by low-level contamination from other metal lines such as Si IV or telluric absorption (strong absorbers will have been rejected by the C IV doublet strength comparison discussed in § 6.1), but also effects due to nonuniformity of ionizing sources and noise/fluuctuations in the continuum level due to fitting errors. This latter effect will cause fluctuations around the true continuum which will be important only if they are greater than the level of the noise. An additional (possibly systematic) error may be present if the low-order polynomial fit to the continuum is consistently over- or underestimated. To test the continuum fit of the C IV regions, sections of the data reworkd of \( \text{Ly}z \) deemed to contain no obvious absorption were examined. From a total of \( \sim 5000 \) pixels, a mean flux of 1.0002 and a median of 1.0001 were determined, values 1 order of magnitude lower than \( \tau(C\ IV) \sim 10^{-3} \). It therefore seems unlikely that a systematic error in the continuum fit is the cause of the observed flattening of C IV optical depths seen in Figure 8. The distribution of noise pixels would also suggest that there is no significant effect from weak telluric lines. Errors in the continuum fit blueward of \( \text{Ly}z \) emission, however, are likely to be a more serious effect, first, because selection of absorption-free zones is difficult and, second, because the S/N is lower (50–150). The result of continuum-fitting errors in the forest in this analysis will be to classify pixels with small \( \tau(\text{Ly}z) \) into the wrong optical depth bin. This will effectively associate C IV with the wrong \( \tau(\text{Ly}z) \), and averaging out the metal absorption by this “misbinning” could explain the observed flattening of the measured optical depths. The effect of a small continuum error is therefore similar to the effect of noise, affecting only those pixels with optical depths smaller than the fitting error. We also find that including a large number of weak contaminating lines such as Si IV or Mg II could increase the measured \( \tau(\text{C IV}) \) at low \( \tau(\text{Ly}z) \) to the constant level determined. However, while realistic column densities do have a small effect on the optical depth result, it is unlikely that weak contaminating lines account for all of the observed absorption.

As discussed previously, a scatter is expected in the observed C IV/H I values even if \([\text{C/H}]\) and the ionizing background remain uniform. To investigate the importance of this effect, we simulated a “control” spectrum by reproducing directly the \( \text{Ly}z \) forest of Q1422+231 and using \( b(C\ IV) = 1/2(b(\text{Ly}z)) \) and an input \( \log C\ IV/H\ I = -2.6 \) with no scatter and no redshift offsets. For comparison, we then produced a second spectrum in the same way, but rather than adopting a constant \( C\ IV/H\ I \), a Gaussian scatter was introduced with \( \sigma(C\ IV/H\ I) = 1 \times 10^{-3} \). The comparison between the two simulated spectra is presented in Figure 11 where the control spectrum is shown as open squares connected with a solid line, and the spectrum containing a scatter of metallicities is shown as filled diamonds connected with a dotted line. The points have been offset from one another in the figure for clarity. The points at high \( \tau(\text{Ly}z) \) are again very uncertain due to the reasons previously discussed with regard to Figure 9. The error bars are estimated using the same bootstrap technique as employed for the data. The results from the two spectra are entirely consistent with one another and indicate that a Gaussian scatter will therefore not affect the overall median of \( \tau(C\ IV) \). While the extent and magnitude of the scatter in the distribution of C IV/H I values has not yet been fully investigated in simulations down to column densities below \( \log N(H\ I) \sim 14.0–13.5 \), this result should not be significantly affected unless the scatter becomes highly non-Gaussian at low \( N(H\ I) \). Also plotted in Figure 11 are the

![Fig. 11.—Optical depth results from three synthetic spectra with the \( \text{Ly}z \) forest recreated from the spectrum of Q1422+231. In all cases \( b(C\ IV) = 1/2(b(H\ I)) \). The open squares (joined with solid line) show the optical depths measured for an input \( \log C\ IV/H\ I = -2.6 \) (with no scatter and no \( \Delta z \)) in \( \text{Ly}z \) lines of all \( H\ I \) column densities. The filled diamonds (connected with a dotted line) have \( C\ IV/H\ I = -2.6 \), but include a scatter of \( \sigma = 1 \times 10^{-3} \). The spectrum represented by the filled triangles (dot-dash line) has no scatter, but a redshift offset with \( \sigma = 2.6 \times 10^{-3} \) has been included in the position of the C IV lines. Bootstrap 1 \( \sigma \) errors from 250 iterations are shown and points have been offset here to facilitate distinction. Clearly the effect of scatter and redshift offset on the results of this analysis are minimal.](image)
results of the optical depth analysis if a redshift offset is included in the position of the C IV line. As before, metals are added to all Lyα lines with a metallicity log C IV/\(H\ I = -2.6\). There is no scatter in these values, but an offset in the position of C IV has been included, drawn at random from a Gaussian distribution with \(\sigma = 2.6 \times 10^{-4}\) (\(\sigma_{\text{e}} = 17\ \text{km s}^{-1}\)). These points are also consistent with the control spectrum, so we can conclude from this simulation batch that neither scatter in the metallicity nor redshift offset will have a large effect on the outcome of our optical depth analysis.

Finally we note that more spectra are required in order to provide a representative analysis of the high-redshift IGM, since our view of the enrichment of the Lyα forest probed with a single sight line is clearly blinkered. From the list of C IV systems in Table 1 it can be seen that these absorbers are not uniformly distributed in redshift. For example, splitting this spectrum in two by redshift produces vastly different optical depth distributions due to a relative dearth of C IV systems that spans over 300 Å in this spectrum in the range 3.13 < \(z_{\text{abs}}\) < 3.33. With more spectra, there is the possibility of not only developing a more representative study of these high-redshift absorbers but also investigating the redshift evolution of C IV systems.

7. CONCLUSIONS

In this paper, we have addressed the enrichment history of the IGM by studying the Lyα forest and its associated C IV systems in a very high-S/N (~200), high-resolution (~8 km s\(^{-1}\)) spectrum of the well-known lensed quasar, Q1422+231 obtained with Keck/HIRES. The numerous C IV systems associated with high column density Lyα absorbers are fitted with Voigt profiles defined by a redshift, \(b\)-value, and column density for each component line. We investigate the C IV column density distribution, \(f(N)\), to very sensitive levels and detect several weak C IV systems which had not been previously identified in lower quality spectra of the same object. We determine a power-law index \(z = 1.44 \pm 0.05\) which continues down to log N(C IV) = 12.2 before starting to turnover. By simulating synthetic absorption lines with \(b\)-values taken at random from the observed distribution, we estimate a correction factor to account for incompleteness and find that the corrected data points now indicate that the power law continues down to at least log N(C IV) = 11.75, a factor of 10 more sensitive than previous measurements (e.g., Songaila 1997). This shows that even at these low column densities there is no evidence for a flattening of the power law, and therefore there are probably many more C IV systems that lie below the current detection limit.

We investigate two methods with which it may be possible to recover these weak C IV systems. First, we select 67 Lyα lines with 13.5 < \(N(H\ I)\) < 14.0 in Q1422+231 and APM 08279+5255 and produce a stacked spectrum centered on the predicted position of C IV λ1548. The composite stack has a \(S/N = 1250\) and shows no residual absorption; we use synthetic stacked spectra to determine a 4 \(\sigma\) upper limit of log C IV/\(H\ I = -3.1\). We critically assess the accuracy of this method by performing the stacking procedure on a suite of simulated, synthetic spectra and identify several associated problems. We investigate, in particular, the effect of a redshift offset between the position of the Lyα line and its associated C IV. With improved statistics, we refine the redshift offset determined in Paper I and find that a \(\sigma_{\text{e}} = 17\ \text{km s}^{-1}\) is present in the C IV systems which we detect directly. By including a random redshift offset drawn from a Gaussian distribution with \(\sigma_{\text{e}} = 17\ \text{km s}^{-1}\) in our stacking simulations, we find that log C IV/\(H\ I = -2.8\) is now required to achieve a 4 \(\sigma\) detection. This limit is still consistent with current measured metallicities in higher column density Lyα clouds and is therefore not sufficiently sensitive to determine whether the C IV/\(H\ I\) ratio drops in low-\(N(H\ I)\) lines. A feasibility study is performed to assess the effectiveness of a “recenter” on the maximum optical depth pixel prior to stacking for removing the effect of an unknown offset. We find that this technique cannot improve the quality of the stack result in the C IV/\(H\ I\) regime that we are targeting. It is not yet clear whether the observed redshift offset persists in the low column density Lyα clouds, but it must be considered a factor. Moreover, the effects of contamination, continuum-fitting errors, and anomalous pixels also pose problems for this technique, although in simulations the redshift offset appears to be the major effect. Therefore, if this technique is to be pursued further to reach a meaningful detection limit, an improvement in S/N by at least a factor of 2 is required.

The optical depth technique introduced by Cowie & Songaila (1998) is considered as an alternative approach. This technique is shown to exhibit several advantages over the stacking method such as its insensitivity to redshift offsets and its ability to exclude contamination from other absorption features. We develop this technique as a method that can be used to test whether the detected C IV systems represent the full tally of absorbers. The data have optical depths consistent with an almost constant log C IV/\(H\ I\) ~ −3 down to \(\tau(\text{Ly}\alpha) \sim 2−3\), below which \(\tau(\text{C IV})\) flattens off to an approximately constant value. It is unlikely that this flattening is real and is most probably caused by the effect of noise and/or continuum errors, even at such high signal-to-noise ratios as have been achieved in this spectrum. Given the many effects that may alter the measured \(\tau\)-values, such as blending and noise, we do not attempt to fit the observed distribution of optical depths. Instead, our strategy is to test whether the detected C IV systems are sufficient to reproduce the measured \(\tau(\text{C IV})\) and, if not, determine how much additional C IV may be present below our current detection limit. By simulating synthetic spectra with different enrichment recipes, we have shown that the C IV systems detected directly in the spectrum are not sufficient to reproduce the results of the optical depth analysis of Q1422+231. This is in agreement with the conclusions drawn from the column density distribution of C IV, i.e., that the data are consistent with a continuous power law \(f(N)\) down to at least N(C IV) = 11.75 and that there is therefore likely to be a large number of weak metal lines not yet directly detected. This agrees with the conclusions of Cowie & Songaila (1998).

In order to interpret the results from the optical depth method, we have simulated synthetic spectra with a range of input C IV/\(H\ I\) ratios. We find that including C IV associated with strong Lyα lines (\(N(H\ I) > 14.5\)) but below the current detection limit, in addition to the 34 identified C IV systems, can reproduce the optical depths measured in the observed spectrum for \(\tau(\text{Ly}\alpha) > 3\). For smaller values of \(\tau(\text{Ly}\alpha)\), some additional metals are required, and we find that including C IV in low column density \(H\ I\) lines (\(N(H\ I) < 14.5\)) with log C IV/\(H\ I = -2.6\) produces optical depth results consistent with those measured in the data. However, determining
the precise C IV/H I in the low-N(H I) Lyα clouds and the density to which the enrichment persists is still uncertain due to effects such as noise and continuum fluctuations, and it is therefore not possible to say whether the low column density forest is pristine. Nevertheless, we find that even in the high optical depth H I pixels (which will not be seriously affected by noise or small continuum errors) the detected C IV systems are not sufficient to cause all the measured absorption and clearly there are more metals in the IGM than we can currently detect.
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