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Abstract—This paper proposes a semidefinite programming based method for estimating moments of a stochastic hybrid system (SHS). For polynomial SHSs – which consist of polynomial continuous vector fields, reset maps, and transition intensities – the dynamics of moments evolve according to a system of linear ordinary differential equations. However, it is generally not possible to solve the system exactly since time evolution of a specific moment may depend upon moments of order higher than it. One way to overcome this problem is to employ so-called moment closure methods that give point approximations to moments, but these are limited in that accuracy of the estimations is unknown. We find lower and upper bounds on a moment of interest via a semidefinite program that includes linear constraints obtained from moment dynamics, along with semidefinite constraints that arise from the non-negativity of moment matrices. These bounds are further shown to improve as the size of semidefinite program is increased. The key insight in the method is a reduction from stochastic hybrid systems with multiple discrete modes to a single-mode hybrid system with algebraic constraints. We further extend the scope of the proposed method to a class of non-polynomial SHSs which can be recast to polynomial SHSs via augmentation of additional states. Finally, we illustrate the applicability of results via examples of SHSs drawn from different disciplines.

I. INTRODUCTION

Stochastic Hybrid System (SHS) is a mathematical framework that is applicable to a wide-array of phenomena in engineering, biological and physical systems [1]–[13]. An SHS is specified by a finite number of discrete states (modes), stochastic dynamics of a continuous state, a set of rules governing transitions that can change the continuous state as well as the discrete state, and reset maps that define how the states change after a transition [14]–[16]. Despite wide-applicability of SHSs, their formal analysis is often challenging. For example, the probability density function of the SHS state space can be characterized by Kolmogorov equations, but solving them analytically is not possible in most cases. The probability density function can also be estimated by running a large number of Monte Carlo simulations; however, it is typically computationally prohibitive.

Computing moments of SHS is another approach that provides important insights into its dynamics. For an SHS whose continuous state, transition intensities, and reset maps are described via polynomials, the time evolution of its moments is governed by a system of linear ordinary differential equations [3]. However, the moment dynamics is not closed (except for few special cases, e.g., [17], [18]) as in the time-evolution of a moment of certain order depends on moments of order higher than it. Furthermore, when the SHS consists of non-polynomial nonlinearities, the moment dynamics also contains non-polynomial moments, in addition to the higher order moments as in the polynomial case. In presence of these issues, it is desirable to develop methods that provide approximate values of desired moments with provable guarantees.

For polynomial SHSs, the problem of unclosed moments is usually overcome by using the moment closure methods [19]–[24]. These methods truncate the infinite-dimensional moment equations to some finite order and then approximate the higher order moments appearing in them in terms of the moments of lower order. There are numerous methods proposed for this purpose which either assume that the probability density function of the state follows a certain distribution, or that some higher order moments/cumulants are zero [24]–[27]. A limitation of these methods is that they provide point approximations to moments of interest without any guarantee on errors. Although not-widely used in practice, the moment closure methods are applicable to non-polynomial SHSs that can be casted to polynomial SHSs by defining additional states [25], [28].

Recently, a semidefinite programming based method to estimate moments of polynomial jump diffusion processes (and its special cases) has been developed [29]–[31]. This method utilizes the semidefinite inequalities that are satisfied by the moments of the system under consideration and finds monotonic sequence of lower and upper bounds on a moment of interest. In this paper, we extend the method to both polynomial and non-polynomial SHSs, thus covering a large class of stochastic systems. The key difference between the jump-diffusion and the SHS based models is that the SHS model has a (typically finite) number of discrete modes. While previous works have dealt with moment dynamics for multiple discrete modes, their approach has been to analyze the moments of continuous state given a discrete state. Here, we present an augmented state space method that transforms the system to a single-mode SHS and allows joint analysis of discrete and continuous states. We use a similar idea of appending additional states to write moment dynamics and estimate moments of a class of SHSs defined over non-polynomial functions. The method is illustrated via two examples drawn from communication systems, and biology.
For stochastic processes and their moments, we omit explicit dependence on time unless it is not clear from the context. Inequalities for vectors are element-wise. Random variables are denoted in bold. The $n$-dimensional Euclidean space is denoted by $\mathbb{R}^n$. The set of non-negative integers is denoted by $\mathbb{N}$. $E(x)$ is used for expectation of a random variable $x$. An $N$-dimensional vector consisting of zeros except for $i^{th}$ position is denoted by $\mathbb{1}_i$.

II. BACKGROUND ON STOCHASTIC HYBRID SYSTEMS

In this section, we provide brief overview of a SHS construction and its mathematical characterization. The reader is referred to [14]-[16] for technical details on SHS, and its relationship with various other classes of stochastic systems.

A. Basic Setup

The state space of a SHS consists of a continuous state $x(t) \in \mathbb{R}^n$ and a discrete state $q(t) \in Q = \{s_1, s_2, \ldots, s_N\}$. There are three components of SHS that define how its states evolve over time. First, the continuous state evolves as per a stochastic differential equation (SDE)

$$dx = f(q, x)dt + g(q, x)dw,$$  

(1a)

where $f : Q \times \mathbb{R}^n \to \mathbb{R}^n$ and $g : Q \times \mathbb{R}^n \to \mathbb{R}^{n \times k}$ are respectively the drift and diffusion terms, and $w$ is a $k$-dimensional Weiner process. Second, the state $(q, x)$ changes stochastically through $R$ transitions/ resets that are characterized by the transition intensities

$$\lambda_r(q, x), \quad \lambda_r : Q \times \mathbb{R}^n \to [0, \infty), \quad r = 1, 2, \ldots, R. \quad (1b)$$

Third, the transition for each $r = 1, 2, \ldots, R$ has an associated reset map

$$(q, x) \to (\theta_r(q), \phi_r(q, x)), \quad \theta_r : Q \to Q, \phi_r : Q \times \mathbb{R}^n \to \mathbb{R}^n$$  

(1c)

that defines how the pre-transition discrete and continuous states map into the post-transition discrete and continuous states. One way to think about an SHS is to consider the discrete states as different modes, each of which has an associated SDE describing the time evolution of the continuous state. The reset events can either reset the continuous state and remain in the same mode (i.e., the continuous state evolves via the same SDE as before the reset occurred), or reset both the continuous state and the mode.

For purpose of this work, we first assume that for a given discrete state, the functions $f$, $g$, $\lambda_r$, and $\phi_r$ are polynomials in $x$. We then consider the case when these could be non-polynomial functions that are composition of rational functions, trigonometric functions, exponential, and logarithm.

B. Extended Generator

Mathematical characterization of SHS [1] requires computation of expectation of some large class of functions evaluated on its state space. To this end, the extended generator describes time evolution of a scalar test function $\psi : Q \times \mathbb{R}^n \to \mathbb{R}$ which is twice continuously differentiable with respect to its second argument (i.e., $x$). This is given as

$$\frac{dE[\psi(q, x)]}{dt} = E[(L\psi)(q, x)],$$  

(2a)

where $E$ denotes the expectation operator and $L$ is called the extended generator

$$(L\psi)(q, x) := \frac{\partial\psi(q, x)}{\partial x} f(q, x) + \frac{1}{2} \text{Trace} \left( \frac{\partial^2\psi(q, x)}{\partial x^2} g(q, x)g(q, x)^\top \right) + \sum_{r=1}^R \left( \psi(\theta_r(q), \phi_r(q, x)) - \psi(q, x) \right) \lambda_r(q, x). \quad (2b)$$

The terms $\frac{\partial\psi(q, x)}{\partial x}$ and $\frac{\partial^2\psi(q, x)}{\partial x^2}$ respectively denote the gradient and the Hessian of $\psi(q, x)$ with respect to $x$ [3]. Appropriate choice of $\psi(q, x)$ gives a dynamics of moments of SHS as described in the next section.

III. MOMENT ANALYSIS OF POLYNOMIAL SHS

In this section, we focus on SHS defined over polynomials: for each discrete state $q$, the functions $f$, $g$, $\lambda_r$, and $\phi_r$ are polynomials in the continuous state $x$. We describe how the extended generator gives time evolution of its moments. We then discuss the problem of moment closure, and propose our methodology to estimate moments.

A. Moment dynamics for polynomial SHS with single discrete state

We first consider a simpler system that has only one discrete mode/state ($q$ can be dropped for ease of notation). For a given $n$-tuple $m = (m_1, m_2, \ldots, m_n) \in \mathbb{N}^n$, moment dynamics can be computed by plugging in the monomial test function

$$\psi(x) = x_1^{m_1}x_2^{m_2} \ldots x_n^{m_n}$$  

(3)

in (2). Here order of the moment $E(x_1^{m_1}x_2^{m_2} \ldots x_n^{m_n})$ is given by $\sum_{i=1}^n m_i$, and there are $(\sum_{i=1}^n m_i + n - 1)$ moments of the order of $\sum_{i=1}^n m_i$. The following standard result shows how dynamics of a collection of moments of $x$ evolves over time for a special class of SHS that are defined via polynomials.

Lemma 1: Let $f(x)$, $g(x)g(x)^\top$, $\lambda_r(x)$ and $\phi_r(x)$ be polynomials in $x$. Denoting the vector consisting of all moments up to a specific order of $x$ by $X$, its time evolution can be compactly written as

$$\frac{dX}{dt} = AX + B\mathcal{X}$$  

(4)
for appropriately defined matrices $A, B$. Here $\mathcal{X}$ is a collection of moment whose order is higher than those stacked up in $\mathcal{X}$.

**Proof:** Since $f(x), g(x)g(x)^T, \lambda_r(x)$ and $\phi_r(x)$ are polynomials, the extended generator in (15) maps monomials of the form $x_1^{m_1}x_2^{m_2} \ldots x_n^{m_n}$ to a linear combination of monomials of different orders. Collecting all moments up to some order (including the zeroth order moment) in a vector $X$, the form in (4) follows from (2a).

The moment dynamics in (4) is well-known [3]. It is worth noting that the matrix $B$ has all its elements zero if all the functions $f(x), g(x)g(x)^T, \lambda_r(x)$ and $\phi_r(x)$ are affine in $x$. In this case, the moments contained in $\mathcal{X}$ can be exactly computed. Next, we discuss moment dynamics for SHS with multiple discrete states.

**B. Moment dynamics for polynomial SHS with finite number of discrete states**

Now we consider a general SHS that has a finite, but more than one, discrete states. In this case, one is interested in knowing moments of the continuous state given a discrete state and the probability that the system is in the given discrete state. To compute these, we define an $N$-dimensional state

$$b = (b_1, b_2, \ldots, b_N) \in \mathbb{R}^N \quad (5a)$$

such that each $b_i, i = 1, 2, \ldots, N$ serves as an indicator of the discrete state being $q = s_i$

$$b_i = \begin{cases} 1, & q = s_i \\ 0, & \text{else} \end{cases} \quad (5b)$$

For example, when the discrete state $q = s_1$, then we represent it by the tuple $b = (1, 0, \ldots, 0)$. It follows that the following properties hold

$$\sum_{i=1}^N b_i = 1, \quad b_ib_j = 0, \quad i \neq j, \quad b_i^2 = b_i \quad (5c)$$

Furthermore, $\mathbb{E}(b_i)$ is equal to the probability of $q = s_i$, while $\mathbb{E}(b_ix_1^{m_1}x_2^{m_2} \ldots x_n^{m_n})$ is equal to the product of the the probability that $q = s_i$ and the moment of $x_1^{m_1}x_2^{m_2} \ldots x_n^{m_n}$, conditioned on $q = s_i$. We can recast the SHS in (1) to the new state space $(b, x)$ as described via the following lemma.

**Lemma 2:** Consider the SHS described in (1). With $b \in \mathbb{R}^N$ defined in (5), let a single-discrete mode SHS with state space $(b, x) \in \mathbb{R}^{N+n}$ be described by the continuous dynamics

$$\frac{db}{dt} = \begin{bmatrix} 0 \\ \sum_{i=1}^N b_if(s_i, x) \\ \sum_{i=1}^N b_ig(s_i, x)d\mathbf{w} \end{bmatrix}, \quad (6a)$$

reset intensities

$$\sum_{i=1}^N b_i\lambda_r(s_i, x), \quad r = 1, 2, \ldots, R, \quad (6b)$$

and reset maps

$$(b, x) \mapsto \left( b - \sum_{i=1}^N b_i1_{s_i} + \sum_{i=1}^N b_ig(s_i, x)d\mathbf{w}, \sum_{i=1}^N b_i\phi_r(s_i, x) \right). \quad (6c)$$

Then (6) recasts (1) in $(b, x)$ space.

**Proof:** Let $q(t) = s_j \in Q$. Then (6) implies that dynamics of $x$ in (6a) becomes

$$dx = f(s_j, x)dt + g(s_j, x)d\mathbf{w}, \quad (7)$$

which is same as (1a). Likewise, the rest intensities for both (6) and (1) take the form

$$\lambda_r(s_j, x), \quad r = 1, 2, \ldots, R. \quad (8)$$

As for the reset maps, (6c) yields

$$(1_{s_j}, x) \mapsto \left( 1_{s_j} - 1_{s_j} + 1_{\theta_r(s_j)} \phi_r(s_j, x) \right), \quad (9)$$

which by definition in (5) is same as (1c)

$$(s_j, x) \mapsto \left( \theta_r(s_j), \phi_r(s_j, x) \right). \quad (10)$$

Since we arbitrarily chose $q = s_j \in Q$, the equivalence between the two SHSs will hold true for any $q$.

To write the moment dynamics of SHS in (6), we can use monomial test functions

$$\psi(b, x) = b_1^{m_1}b_2^{m_2} \ldots b_N^{m_N}x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n}, \quad (11)$$

supplemented with the constraints in (5c). It is worth noting that (6) is a polynomial SHS in $(b, x)$ space if the original SHS was polynomial in $x$. The following result provides a general form for the moment dynamics.

**Theorem 1:** Consider the SHS in (6). Let $f, g, \lambda_i$ and $\phi_i$ be polynomials in $x$. Denoting the vector consisting of all moments except those of the form $\mathbb{E}(b_1^{m_1}x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n})$ are zero. Furthermore, $b_i^2 = b_i$ results in

$$\frac{dX}{dt} = AX + B\bar{X}, \quad (12a)$$

$$0 = CX + D\bar{X} \quad (12b)$$

for appropriately defined matrices $A, B, C, D$. Here $\bar{X}$ is a collection of moments whose order is higher than those stacked up in $\mathcal{X}$.

**Proof:** Since (6) is polynomial in $(b, x)$, the form in (12a) follows from Lemma 1. The property $b_ib_j = 0$ in (5c) implies that for a non-zero $m_i \in \mathbb{N}$, all moments except those of the form $\mathbb{E}(b_1^{m_1}x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n})$ are zero. Furthermore, $b_i^2 = b_i$ results in

$$\mathbb{E}(b_1^{m_1}x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n}) = \mathbb{E}(b_1x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n}), \quad (13)$$

for all $m_i \geq 1$. The constraint $\sum_{i=1}^N b_i = 1$ results in

$$\sum_{i=1}^N \mathbb{E}(b_1x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n}) - \mathbb{E}(x_1^{m_1+1}x_2^{m_2+2} \ldots x_n^{m_n+n}) = 0. \quad (14)$$
These three constraints can be compactly represented by (12b).

**Remark 1:** In Theorem 1 we have assumed that all moments up to a certain order are collected in \( \bar{X} \), and remaining, higher order moments are collected in \( X \). However, since many of these moments are equal to zero, in practice we do not include them in \( \bar{X} \) and \( X \). Similarly, higher order moments that are equal to lower order moments, as in (13), are not included.

The form of moment dynamics for polynomial SHSs implies that the moments in \( \bar{X} \) cannot be computed exactly, since they depend upon the moments in \( X \). This is often referred to the problem of moment closure, and there are many methods that have been proposed in the literature to close the moment dynamics. Some of these methods ignore the higher order moments or cumulants to find the closure, while others use dynamical systems properties or physical principles to find the closure [24]–[27]. In all these methods, the approximations are ad-hoc; they could be quite accurate for a specific system under study while they could perform poorly for other systems. In the following, we discuss a semidefinite programming based method that gives provable bounds on the moments.

**C. Bounding Moment Dynamics**

In our recent work, we proposed to approximate the moment dynamics by making use of the fact that the higher order moments cannot take arbitrary values and must conserve semidefinite properties [29]–[31]. These properties arise naturally from the fact that outer products of vectors consisting of monomials are positive semidefinite, and this semidefinite constraint is maintained by taking expectations. For instance, if \( x \in \mathbb{R} \), then

\[
\mathbb{E}\left(\begin{bmatrix} 1 \\ x \\ x^2 \end{bmatrix} \right) \begin{bmatrix} 1 & \mathbb{E}(x) & \mathbb{E}(x^2) \\ \mathbb{E}(x) & \mathbb{E}(x^2) & \mathbb{E}(x^3) \\ \mathbb{E}(x^2) & \mathbb{E}(x^3) & \mathbb{E}(x^4) \end{bmatrix} \geq 0. \tag{15}\]

In general, if \( v_1(x), \ldots, v_p(x) \) is an collection of polynomials, then there is a matrix \( M \) such that

\[
\mathbb{E}\left(\begin{bmatrix} v_1(x) \\ \vdots \\ v_p(x) \end{bmatrix} \right) ^\top \begin{bmatrix} v_1(x) \\ \vdots \\ v_p(x) \end{bmatrix} = M(\mathcal{X}, \bar{x}) \geq 0, \tag{16}\]

where \( \mathcal{X} \) and \( \bar{x} \) are the collection of moments as from (12) [29]. More constraints can be constructed by having a family of functions \( h_i(x) > 0 \)

\[
\mathbb{E}\left(\begin{bmatrix} h_i(x) \\ \vdots \\ h_p(x) \end{bmatrix} \right) ^\top \begin{bmatrix} v_1(x) \\ \vdots \\ v_p(x) \end{bmatrix} = M_i(\mathcal{X}, \bar{x}) \geq 0. \tag{17}\]

Using these inequalities, bounds on moments of an SHS defined over polynomials can be computed. In particular, a lower bound on a moment of interest \( \mu \) at a given time \( \tau \) can be computed via the semidefinite program [29]

\[
\begin{align*}
\text{minimize} & \quad \mu(\tau) \\
\text{subject to} & \quad \frac{d\mathcal{X}}{dt} = A\mathcal{X}(t) + B\bar{x}(t) \\
& \quad 0 = C\mathcal{X}(t) + D\bar{x}(t) \\
& \quad M(\mathcal{X}(t), \bar{x}(t)) \succeq 0 \\
& \quad M_i(\mathcal{X}(t), \bar{x}(t)) \geq 0 \\
& \quad \mathcal{X}(0) = \mathcal{X}_0
\end{align*} \tag{18a-f}\]

for all \( t \in [0, \tau] \). The upper bound can be computed by maximizing the objective function. Moreover, if the number of moments stacked in \( \mathcal{X} \) are increased and correspondingly the sizes of \( M \) and \( M_i \) are increased, the lower and upper bounds often improve. Theoretically, the increase implies that more constraints are added to the program and therefore the bounds cannot get worse. However, in practice they improve and converge to the true moment value.

Solving the above semidefinite program however has several challenges. First, the semidefinite program needs discretization of the time in the interval \([0, \tau]\) and thereby the size of the overall program gets large quickly. Secondly, the semidefinite matrices \( M \) and \( M_i \) are often ill-conditioned because their elements are moments. Due to these issues, the semidefinite program based approach is computationally restrictive. Nonetheless, the program becomes much simpler if bounds on only stationary moments are desired. To see this, note that if the SHS has a stationary distribution then lower bound for a stationary moment \( \mu \in \mathcal{X} \) is given by

\[
\begin{align*}
\text{minimize} & \quad \mu \in \mathcal{X} \quad \mu \in \mathcal{X} \\
\text{subject to} & \quad 0 = A\mathcal{X} + B\bar{x} \\
& \quad 0 = C\mathcal{X} + D\bar{x} \\
& \quad M(\mathcal{X}, \bar{x}) \succeq 0 \\
& \quad M_i(\mathcal{X}, \bar{x}) \succeq 0
\end{align*} \tag{19a-f}\]

The reader may refer to [32], [33] for details on when a stationary distribution would exist for a given stochastic process. Next, we extend the method to study non-polynomial SHS that can be recasted as polynomial SHS with additional states and algebraic constraints.

**Remark 2:** The proposed method of estimating bounds on moments results in trivial lower bounds for systems that have all elements in the first column of \( A \) as zero. For such systems, there are multiple steady-state solutions that are degenerate distribution.

**IV. MOMENT ANALYSIS FOR NON-POLYNOMIAL SHS**

Consider a polynomial SHS defined as in (1), with additional algebraic constraints of the form

\[
\begin{align*}
l_b \leq a_n(x) & \leq u_b, \\
a_p(x) & = 0
\end{align*} \tag{20a-b}\]
where \( a_n(x) \) and \( a_p(x) \) are appropriately defined vectors. In this section, we provide a general-purpose method that can be used to cast a variety of non-polynomial SHSs to a polynomial SHSs with constraints in (20). We then extend the semidefinite programming methodology to estimate its moments.

\[J(\mathbf{x})\mathbf{y} - 1 = 0. \quad (21)\]

While not studied formally in the context of SHSs, a similar approach to define additional states to study non-polynomial stochastic systems has been used earlier [25], [28]. We propose an heuristic methodology for SHSs, which is heavily inspired from polynomial abstraction of non-polynomial deterministic hybrid systems that consist of nonlinearities involving elementary functions, viz., exponential, polynomial deterministic hybrid systems that consist of non-linearities involving elementary functions, viz., exponential, trigonometric, logarithm, or a composition of these [34]. For simplicity we first restrict ourselves to SHSs with no resets and carry out the following steps.

(i) Suppose there are \( L_1 \) non-polynomial/non-rational functions of \( x \) in \( f \), and \( g \) wherein composite functions are counted as many times as they are composition of. Define new states \( y_1, l = 1, 2, \ldots, L_1 \), for each.

(ii) Take derivatives of each of the states \( y_l, l = 1, 2, \ldots, L_1 \) with respect to its arguments. If there are non-rational nonlinear terms consisting of \( x \) and \( y_l \) that are not absorbed by \( y_l \), define additional states to account for them. Suppose there are \( y_l, l = 1, 2, \ldots, L_2 \) states now.

(iii) Repeat step (ii) until rational terms appear. Define another state to account for the least common denominator of the rational terms. Eventually we would have \( L \) additional states \( y_l, l = 1, 2, \ldots, L \).

(iv) Defining some of the new variables is accompanied algebraic constraints that can be succinctly put polynomial equality constraints \( a_p(x, y) = 0 \) and polynomial inequality constraints \( a_q(x, y) \geq 0 \).

We explain these steps via a simple example. Let state \( \mathbf{x} \in \mathbb{R} \) of an SDE evolve as per

\[
d\mathbf{x} = - \exp(\sin(\log(\mathbf{x})))dt + dw. \quad (22a)\]

Following step (i), we defined three new states

\[
y_1 = \log(x), \quad y_2 = \sin(y_1), \quad y_3 = \exp(y_2). \quad (22b)\]

Next, we take derivatives of these states

\[
\frac{dy_1}{dx} = \frac{1}{x}, \quad \frac{dy_2}{dy_1} = \cos(y_1), \quad \frac{dy_3}{dy_2} = \exp(y_2) = y_3. \quad (22c)\]

Except for \( \cos(y_1) \), other terms are in terms of rational functions of the states \( x \) and \( y_l \). As per step (iii), we define \( y_4 = \cos(y_1) \).

Since we have \( \frac{d\cos(y_1)}{dy_1} = \sin(y_1) = y_2 \), we do not need to define additional states except for one to absorb the least common denominator of the rational terms

\[
y_5 = \frac{1}{x}. \quad (22d)\]

By definition of these states, we can obtain algebraic constraints as

\[
y_2^2 + y_4^2 - 1 = 0, \quad xy_5 - 1 = 0, \quad (22f)\]

where the first constraint arises from the trigonometric identity relating \( \sin \) and \( \cos \) while the second constraint arises from the definition of \( y_5 \). These states also allow one to get some constraints such as

\[
0 < x, \quad -1 \leq y_2 \leq 1, \quad 0 < y_3, \quad -1 \leq y_4 \leq 1. \quad (22g)\]

Recall the extended generator in (25). For rational SHSs with polynomial reset maps, or SHSs with elementary functions but no resets, the above recipe ensures that a monomial of the form

\[
x_1^{m_1}x_2^{m_2}\cdots x_n^{m_n}y_1^{m_{n+1}}y_2^{m_{n+2}}\cdots y_L^{m_{n+L}}\]

is mapped to monomials of the same form. This is because the state space is closed under derivatives.

Remark 3: For SHSs with rational functions, if the reset map is rational then each monomial in \( x \) is mapped to a different rational function and a lot many additional states may be required to define moment dynamics up to a certain order. In light of this, the above method may seem bit restrictive, but in practice there are numerous examples of SHSs wherein only polynomial reset maps appear. Likewise, for elementary nonlinearities, we considered only SHSs that have no resets. However, the setup may be extended to include reset maps as long as the state space is closed under derivatives. For example, if \( f, g, \lambda_l \) consist of \( \exp(x) \) for \( x \in \mathbb{R} \), then simple reset maps such as \( x \mapsto c_1x + c_2 \) fall under this category.

In the following Lemma, we provide a general form of moment dynamics for non-polynomial SHSs that can be casted as a polynomial SHS with constraints of the form (20).

**Theorem 2:** Consider a single discrete mode SHS in (1) with constraints of the form (20). Collecting moments of the state space \((x, y)\) up to a specific order in the vector \(X\), the moment dynamics is given by

\[
\frac{dX}{dt} = AX + BX, \quad (23a)\]

\[
0 = C_pX + D_pX \quad (23b)\]
where \( \overline{X} \) contains moments of higher order and the matrices \( A, B, C_p, D_p \) are appropriately defined.

**Proof:** Since the test function is monomial of the form
\[
(x_1^{m_1} x_2^{m_2} \ldots x_n^{m_n} y_1^{m_{n+1}} y_2^{m_{n+2}} \ldots y_L^{m_{n+L}}),
\]
these are closed under the extended generator. Thus, (23a) follows from Lemma 1. The algebraic constraints of the form \( a_p(x, y) = 0 \) imply that the moments in which elements of \( a_p(x, y) = 0 \) appear are equal to zero. Similar to (12b), these are encoded as (23b).

We can straightforwardly extend the above form of moment dynamics to an SHS with multiple discrete states by virtue of Lemma 2.

**B. Bounds on moments via semidefinite programming**

The preceding discussion provides a recipe to write a non-polynomial SHS as polynomial SHS with algebraic constraints consisting of both equalities and inequalities. While we have incorporated the equality constraints in moment dynamics in (23b), the inequality constraints remain to be incorporated. Recall the constraints of obtained from (17) have positive polynomials \( h_i(x) \) that can absorb inequalities. We can thus embed the constraints \( a_p(x, y) \) in the matrices \( M_i(\lambda, \overline{X}) \). Formally the semidefinite program is given by

\[
\begin{align*}
\text{minimize} & \quad \mu \\
\text{subject to} & \quad 0 = A\lambda + B\overline{X} \quad (24a) \\
& \quad 0 = C_p\lambda + D_p\overline{X} \quad (24b) \\
& \quad M(\lambda, \overline{X}) \geq 0 \quad (24c) \\
& \quad M_i(\lambda, \overline{X}) \geq 0 \quad (24d) \\
& \quad \mu \geq 0 \quad (24e)
\end{align*}
\]

As mentioned earlier, if a multimode SHS were to be considered, the form of SDP remains to be similar with another constraint \( C\lambda + D\overline{X} = 0 \) being added.

**V. NUMERICAL EXAMPLES**

We illustrate our approach using two examples. The first example comprises of multiple discrete states and polynomial dynamics/resets, and the second example consists of a single discrete state with rational dynamics.

**Example 1 (TCP On-Off [3], [14]):** We consider a simple version of the TCP on-off model. Here, the continuous state of the model is denoted by \( v \), which represents the congestion window size of the TCP. The model consists of three discrete states, namely, \( \{\text{off}, \text{ss}, \text{ca}\} \), which stand for off, slow start, and congestion avoidance, respectively.

During these modes, the continuous-state evolves as

\[
f(q, v, t) = \begin{cases} 
0, & q = \text{off} \\
\log_2 \frac{2}{R} v + \delta, & q = \text{ss} \\
\frac{1}{R}, & q = \text{ca}
\end{cases}
\]

The transitions between the discrete modes are of three types: drop occurrences, which correspond to transitions from the ss and ca modes to the ca mode; start of new flow, which correspond to the transitions from the off mode to the ss mode; and termination of flows, which correspond to transitions from the ss and ca modes to the off mode. These transitions are described via the reset maps

\[
\phi_{\text{drop}}(q, v) = \begin{cases} 
(\text{ca}, \frac{q}{2}), & q \in \{\text{ss}, \text{ca}\} \\
(\text{off}, 0), & q \in \{\text{off}\}
\end{cases}
\]

\[
\phi_{\text{start}}(q, v) = \begin{cases} 
(\text{ss}, v_0), & q \in \{\text{ss}, \text{ca}\} \\
(\text{off}, v), & q \in \{\text{off}\}
\end{cases}
\]

\[
\phi_{\text{end}}(q, v) = \begin{cases} 
(\text{off}, 0), & q \in \{\text{ss}, \text{ca}\} \\
(\text{off}, v), & q \in \{\text{off}\}
\end{cases}
\]

with reset intensities

\[
\lambda_{\text{drop}}(q, v) = \begin{cases} 
\frac{pv}{R}, & q \in \{\text{ss}, \text{ca}\} \\
0, & q = \text{off}
\end{cases}
\]

\[
\lambda_{\text{start}}(q, v) = \begin{cases} 
0, & q \in \{\text{ss}, \text{ca}\} \\
\frac{1}{\tau_{\text{off}}}, & q = \text{off}
\end{cases}
\]

\[
\lambda_{\text{end}}(q, v) = \begin{cases} 
\frac{q}{R}, & q \in \{\text{ss}, \text{ca}\} \\
0, & q = \text{off}
\end{cases}
\]

Here \( R \) is the round trip time, \( p \) is the packet drop rate parameter.

To write moment dynamics, we define the indicator state variables \( b_{ss}, b_{ca}, \) and \( b_{off} \) as in (32b). The resulting single-mode SHS is shown in Fig. 1. Using extended generator, we write dynamics of the non-zero moments. In particular, we have

\[
\begin{align*}
\frac{d\mathbb{E}(b_{ss} v^m)}{dt} &= \frac{m \log(2)}{R} \mathbb{E}(b_{ss} v^m) + (m+1) \mathbb{E}(b_{ss} v^{m+1}) \\
&+ \frac{v_0}{\tau_{\text{off}}} \mathbb{E}(b_{off}) - \left(p + \frac{1}{k}\right) \frac{\mathbb{E}(b_{ss} v^{m+1})}{kR}, \quad (32a)
\end{align*}
\]
Fig. 2. An equivalent single-mode representation of the Stochastic Hybrid System representation of TCP On-Off model.

\[
\begin{align*}
\frac{dE(b_{ca}v^m)}{dt} & = \frac{m}{R} E(b_{ca}v^{m-1}) + \frac{p}{2^m R} E(b_{ss}v^{m+1}) - \left( \frac{p2^m - 1}{2^m R} + \frac{1}{kR} \right) E(b_{ca}v^{m+1}), \\
\frac{dE(b_{off}v^m)}{dt} & = -E(b_{off}v^m) - \frac{E(b_{ss}v^{m+1})}{\tau_{off}} + \frac{E(b_{ca}v^{m+1})}{kR} + \frac{E(b_{ca}v^{m+1})}{kR},
\end{align*}
\]

for \( m \in \mathbb{N} \). Using these moment equations along with the semidefinite constraints and algebraic constraints arising from the definition of \( b_{ss}, b_{ca}, b_{off} \), the semidefinite program as in [19] can be set up. We can also generate matrices \( M_i \) by using non-negativity of \( b_{ss}, b_{ca}, b_{off} \), \( 1 - b_{ss}, 1 - b_{ca}, 1 - b_{off} \). Taking specific values of \( R = 5, \tau_{off} = 0.5, k = 20, p = 0.05, v_0 = 1 \), we get \( 0.0252 \leq E(b_{ss}) \leq 1 \) by utilizing moments of order 2. Considering higher order moments improves these estimates, and we get \( 0.0912 \leq E(b_{ss}) \leq 0.115 \) for moments of order 7 (see Fig. 3).

**Example 2 (Cell division):** An ubiquitous feature of living cells is their growth and subsequent division in daughter cells. Several models have been proposed to explain how growing cells decide to divide [35]–[39]. Here, we consider a model wherein the cell size grows as per the differential equation

\[
\frac{dv}{dt} = \left( \alpha_1 + \frac{\alpha_2 v}{v + v_1} \right) dt.
\]

This setup encompasses both the linear growth of cell size (if \( \alpha_2 = 0 \) or if \( v_1 = 0 \)) and the exponential growth (if \( v \ll v_1 \)). We assume that the cell divides as per a size-dependent rate

\[
\lambda(v) = \left( \frac{v}{v_2} \right)^n
\]

This rate is analogous to the so-called sizer strategy in the limit when \( n \to \infty \) wherein the cell divides as it attains a critical volume \( v_2 \). A finite value of \( n \) represents imperfect implementation of a sizer model. Upon the reset, the cell size is reset to

\[
\phi(v) = \frac{v}{2}.
\]

Since the dynamics contains a rational function, we define a new state \( y = \frac{1}{v + v_1} \). The SHS can then be recast as a polynomial SHS with the new continuous dynamics

\[
\frac{dv}{dt} = (\alpha_1 + \alpha_2 vy) dt,
\]

and an algebraic constraint

\[
v y + v_2 y - 1 = 0.
\]

The dynamics of the moment of a form \( E(v^{m+1}) \) can be computed as

\[
\frac{dE(v^{m+1})}{dt} = m_1 \alpha_1 E(v^{m-1} - 1) + m_1 \alpha_2 E(v^{m+1} y) - \frac{2m - 1}{2^m v_2^n} E(v^{m+1} y^{m+2}).
\]

These moment equations can be used along with the semidefinite constraints obtained from joint moments of the form \( E(v^{m+1} y^{m+2}) \) and utilizing the algebraic constraints \( vy + v_2 y - 1 = 0 \).

As in the previous example, here too we can solve the steady-state moment equations. The technique can be used to explore the effect of parameters in noise in cell size. To this end, we plot the noise in cell size as a function of the cell size.
exponent $n$ in Fig. 5. Our results show that the cell size noise decreases with increase in $n$, which is expected since the size control on when the division should take place becomes stronger. Similar results were obtained in [40], albeit for only exponential growth rate strategy and polynomial dynamics.

![Graph showing noise in cell size vs exponent of cell size](image)

**VI. CONCLUSION**

Stochastic hybrid systems (SHSs) consist of both discrete and continuous states. Their formal probabilistic analysis via the forward Kolmogorov equation is often analytically intractable. As an alternate, often the dynamics of its statistical moments is used to compute a few lower order moment to study the system. However, the moments themselves are generally described via an infinite dimensional coupled differential equations which cannot be solved for a few lower order moments without knowing the higher order moments. This problem is known as the moment closure problem and has been a subject of extensive study in the applied mathematics literature. In this paper, we presented a semidefinite programming based method to compute exact bounds on the moments of an SHS, and illustrated its utility in computing stationary moments of SHS defined by both polynomials and non-polynomials. Although theoretically our method computes bounds on both transient and stationary moments, its applicability is limited since the semidefinite programs do not scale very well. Our focus of future research would be to improve scalability of the technique.

**ACKNOWLEDGMENT**

AS is supported by the National Science Foundation Grant ECCS-1711548.

**REFERENCES**

[1] S. Bohacek, J. P. Hespanha, J. Lee, and K. Obrazcka, “A hybrid systems modeling framework for fast and accurate simulation of data communication networks,” in ACM SIGMETRICS Performance Evaluation Review, vol. 31, pp. 58–69, ACM, 2003.

[2] J. P. Hespanha, “Stochastic hybrid systems: Application to communication networks,” in Hybrid systems: computation and control, pp. 387–401, Springer, 2004.

[3] J. P. Hespanha, “A model for stochastic hybrid systems with application to communication networks,” Nonlinear Analysis: Theory, Methods & Applications, vol. 62, no. 8, pp. 1355–1383, 2005.

[4] J. Hu, “Application of stochastic hybrid systems in power management of streaming data,” in American Control Conference, 2006, pp. 6–pp, IEEE, 2006.

[5] D. Antunes, J. P. Hespanha, and C. Silvestre, “Stochastic hybrid systems with renewal transitions: Moment analysis with application to networked control systems with delays,” SIAM Journal on Control and Optimization, vol. 51, no. 2, pp. 1481–1499, 2013.

[6] J. P. Hespanha, “Modeling and analysis of networked control systems using stochastic hybrid systems,” Annual Reviews in Control, vol. 38, no. 2, pp. 155–170, 2014.

[7] E. Buckwar and M. G. Riedler, “An exact stochastic hybrid model of excitable membranes including spatio-temporal evolution,” Journal of mathematical biology, vol. 63, no. 6, pp. 1051–1093, 2011.

[8] A. L. Visintini, W. Glover, J. Lygeros, and J. Maciejowski, “Monte carlo optimization for conflict resolution in air traffic control,” IEEE Transactions on Intelligent Transportation Systems, vol. 7, no. 4, pp. 470–482, 2006.

[9] W. Liu and I. Hwang, “Probabilistic trajectory prediction and conflict detection for air traffic control,” Journal of Guidance, Control, and Dynamics, vol. 34, no. 6, pp. 1779–1789, 2011.

[10] J. Hu and M. Prandini, “Aircraft conflict detection: a method for computing the probability of conflict based on markov chain approximation,” in European Control Conference (ECC), 2003, pp. 2225–2230, IEEE, 2003.

[11] M. Siftelec, K. Macek, and A. Abate, “Modeling and simulation of a microgrid as a stochastic hybrid system,” in Innovative Smart Grid Technologies (ISGT Europe), 2012 3rd IEEE PES International Conference and Exhibition on, pp. 1–9, IEEE, 2012.

[12] A. David, K. G. Larsen, A. Legay, M. Mikucionis, D. B. Poulsen, and S. Sedwards, “Statistical model checking for biological systems,” International Journal on Software Tools for Technology Transfer, vol. 17, no. 3, p. 351, 2015.

[13] X. Li, O. Onotere, L. Qian, and E. R. Dougherty, “Review of stochastic hybrid systems with applications in biological systems modeling and analysis,” EURASIP Journal on Bioinformatics and Systems Biology, vol. 2017, p. 8, Jun 2017.

[14] J. P. Hespanha, “Modelling and analysis of stochastic hybrid systems,” IEE Proceedings-Control Theory and Applications, vol. 153, no. 5, pp. 520–535, 2006.

[15] A. R. Teel, A. Subbaraman, and A. Sferlazza, “Stability analysis for stochastic hybrid systems: A survey,” Automatica, vol. 50, no. 10, pp. 2435–2456, 2014.

[16] J. Hu, J. Lygeros, and S. Sastry, Towards a Theory of Stochastic Hybrid Systems, pp. 160–173. Berlin, Heidelberg: Springer Berlin Heidelberg, 2000.

[17] M. Soltani and A. Singh, “Stochastic analysis of linear time-invariant systems with renewal transitions,” in American Control Conference (ACC), 2017, pp. 1734–1739, IEEE, 2017.

[18] M. Soltani and A. Singh, “Moment-based analysis of stochastic hybrid systems with renewal transitions,” Automatica, vol. 84, pp. 62–69, 2017.

[19] P. Whittle, “On the use of the normal approximation in the treatment of stochastic processes,” Journal of the Royal Statistical Society. Series B (Methodological). pp. 268–281, 1957.

[20] I. Krishnarajah, A. Cook, G. Marion, and G. Gibson, “Novel moment closure approximations in stochastic epidemics,” Bulletin of mathematical biology, vol. 67, no. 4, pp. 855–873, 2005.

[21] Z. Konkoli, “Modeling reaction noise with a desired accuracy by using the x level approach reaction noise estimator (xarnes) method,” Journal of theoretical biology, vol. 305, pp. 1–14, 2012.

[22] P. Smadbeck and Y. N. Kaznessis, “A closure scheme for chemical master equations,” Proceedings of the National Academy of Sciences, vol. 110, no. 35, pp. 14261–14265, 2013.

[23] R. Grima, “A study of the accuracy of moment-closure approximations for stochastic chemical kinetics,” The Journal of Chemical Physics, vol. 136, no. 15, p. 04B616, 2012.

[24] C. Kuehn, Moment Closure—A Brief Review, pp. 253–271, Cham: Springer International Publishing, 2016.
[25] L. Socha, *Linearization methods for stochastic dynamic systems*, vol. 730. Springer Science & Business Media, 2007.

[26] A. Singh and J. P. Hespanha, “Approximate moment dynamics for chemically reacting systems,” *IEEE Transactions on Automatic Control*, vol. 56, no. 2, pp. 414–418, 2011.

[27] M. Soltani, C. A. Vargas-Garcia, and A. Singh, “Conditional moment closure schemes for studying stochastic dynamics of genetic circuits,” *IEEE transactions on biomedical circuits and systems*, vol. 9, no. 4, pp. 518–526, 2015.

[28] A. Borri, F. Carravetta, and P. Palumbo, “Cubification of nonlinear stochastic differential equations and approximate moments calculation of the langevin equation,” in *Decision and Control (CDC), 2016 IEEE 55th Conference on*, pp. 4540–4545, IEEE, 2016.

[29] A. Lamperski, K. R. Ghusinga, and A. Singh, “Analysis and control of stochastic systems using semidefinite programming over moments,” *arXiv preprint arXiv:1702.00422*, 2017.

[30] A. Lamperski, K. R. Ghusinga, and A. Singh, “Stochastic optimal control using semidefinite programming for moment dynamics,” in *Decision and Control (CDC), 2016 IEEE 55th Conference on*, pp. 1990–1995, IEEE, 2016.

[31] K. R. Ghusinga, C. A. Vargas-Garcia, A. Lamperski, and A. Singh, “Exact lower and upper bounds on stationary moments in stochastic biochemical systems,” *Physical Biology*, vol. 14, no. 4, p. 04LT01, 2017.

[32] S. P. Meyn and R. L. Tweedie, *Markov chains and stochastic stability*. Springer Science & Business Media, 2012.

[33] L. DeVille, S. Dhople, A. D. Domínguez-García, and J. Zhang, “Moment closure and finite-time blowup for piecewise deterministic markov processes,” *SIAM Journal on Applied Dynamical Systems*, vol. 15, no. 1, pp. 526–556, 2016.

[34] J. Liu, N. Zhan, H. Zhao, and L. Zou, “Abstraction of elementary hybrid systems by variable transformation,” in *International Symposium on Formal Methods*, pp. 360–377, Springer, 2015.

[35] P. Wang, L. Robert, J. Pelletier, W. L. Dang, F. Taddei, A. Wright, and S. Jun, “Robust growth of Escherichia coli,” *Current Biology*, vol. 20, pp. 1099–1103, 2010.

[36] J. J. Turner, J. C. Ewald, and J. M. Skotheim, “Cell size control in yeast,” *Current Biology*, vol. 22, pp. R350–R359, 2012.

[37] W. F. Marshall, K. D. Young, M. Swaffer, E. Wood, P. Nurse, A. Kimura, J. Frankel, J. Wallingford, V. Walbot, X. Qu, and A. H. Roeder, “What determines cell size!,” *BMC Biology*, vol. 10, p. 101, 2012.

[38] L. Robert, M. Hoffmann, N. Krell, S. Aymerich, J. Robert, and M. Doumic, “Division in Escherichia coli is triggered by a size-sensing rather than a timing mechanism,” *BMC Biology*, vol. 12, pp. 1433–1446, 2014.

[39] S. Modi, C. A. Vargas-Garcia, K. R. Ghusinga, and A. Singh, “Analysis of noise mechanisms in cell-size control,” *Biophysical Journal*, vol. 112, no. 11, pp. 2408–2418, 2017.

[40] C. A. Vargas-Garcia, M. Soltani, and A. Singh, “Conditions for cell size homeostasis: A stochastic hybrid systems approach,” *IEEE Life Sciences Letters*, no. Issue: 99, pp. 1–1, 2016.