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MODULES OF INFINITE REGULARITY OVER COMMUTATIVE GRADED RINGS

LUIGI FERRARO

Abstract. In this work, we prove that if a graded, commutative algebra $R$ over a field $k$ is not Koszul then, denoting by $m$ the maximal homogeneous ideal of $R$ and by $M$ a finitely generated graded $R$-module, the nonzero modules of the form $mM$ have infinite Castelnuovo-Mumford regularity. We also prove that over complete intersections which are not Koszul, a nonzero direct summand of a syzygy of $k$ has infinite regularity. Finally, we relate the vanishing of the graded deviations of $R$ to having a nonzero direct summand of a syzygy of $k$ of finite regularity.

Introduction

Let $k[x_1,\ldots,x_e]$ be a polynomial ring with coefficients in a field $k$, graded by setting $\deg x_i = d_i \geq 1$, and throughout the paper $R$ will denote the ring $k[x_1,\ldots,x_e]/I$ where $I$ is a homogeneous ideal. We denote by $m$ the maximal homogeneous ideal of $R$. The size of a minimal free resolution of a graded $R$-module $M$ is measured by its graded Betti numbers $\beta_{i,j}(M) = \text{rank}_{k} \text{Ext}_R^i(M,k)$. Invariants arising from the Betti numbers of $M$ are its projective dimension and its Castelnuovo-Mumford regularity. In [4], Avramov and Eisenbud prove that the regularity of $k$ is finite if and only if the regularity of every finitely generated module is finite. The main goal of this paper is to construct finitely generated modules of infinite regularity, provided that the regularity of $k$ is also infinite. As a result these modules can be used as “test modules” to test if $k$, and therefore all finitely generated modules, have finite regularity.

In [3], Avramov proves that if $(Q,n)$ is a local commutative ring and $M$ a tightly embeddable $Q$-module (see the beginning of Section 1 for the definition of tightly embeddable modules in the graded setting) then $M$ has infinite projective dimension, provided that $Q$ is not regular. Avramov achieves this result by proving an inequality of formal power series involving the Poincaré series of the residue field of $Q$ and the Poincaré series of $M$. Examples of tightly embeddable modules are modules of the form $nL$ for some finitely generated $Q$-module $L$. In Section 1 of this article, we prove a graded version of this result. In Theorem 1.8 we prove an inequality of formal power series involving the bigraded Poincaré series of $k$ and the bigraded Poincaré series of a tightly embeddable module. As a corollary of this theorem we prove that tightly embeddable modules have infinite regularity, provided that the regularity of $k$ is also infinite. This also gives a way to test if the regularity of $k$ is finite using tightly embeddable modules. In particular if a nonzero $R$-module of the form $mL$, with $L$ a graded and finitely generated $R$-module, has finite regularity then so does $k$.

In Section 2, we prove that if $R$ is a complete intersection then there is an inequality involving the bigraded Poincaré series of $k$ and the bigraded Poincaré
series of nonzero direct summands of syzygies of \( k \), and more generally of modules satisfying a technical hypothesis. As a consequence we deduce that if \( R \) is a complete intersection and the regularity of \( k \) is infinite, then any nonzero summand of a syzygy of \( k \) has infinite regularity. We ask whether or not these results hold true if one removes the complete intersection hypothesis. In an attempt to remove the complete intersection hypothesis, we study, in the third section of this paper, the relation between the vanishing of the graded deviations of \( R \), denoted by \( \varepsilon_{i,j}(R) \), and the existence of a homomorphic image of a syzygy of \( k \) with finite regularity.

We prove, under a technical hypothesis, that if a homomorphic image of a syzygy of \( k \) has finite regularity, then the graded deviations of \( R \), denoted by \( \varepsilon_{i,j}(R) \), are 0 if \( i \gg 0 \) and \( i \neq j \). We raise the question whether or not if \( \varepsilon_{i,j}(R) = 0 \) for \( i \gg 0 \) and \( i \neq j \), then \( \varepsilon_{i,j}(R) = 0 \) for \( i \geq d - 1 \) and \( i \neq j \).

1. Tightly embeddable modules

In this section we construct a class of modules, that have infinite regularity provided that \( k \) has infinite regularity.

**Definition.** Let \( M \) be a graded \( R \)-module. We say that \( M \) is tightly embeddable if there exists a finitely generated graded \( R \)-module \( L \) such that

\[
\mathfrak{m}M \subsetneq \mathfrak{m}L \subseteq M \subseteq L.
\]

In this case, \( M \subseteq L \) is a tight embedding.

1.1. It follows from Nakayama’s Lemma that if \( L \) is finitely generated, then \( \mathfrak{m}^iL \subseteq \mathfrak{m}^{i-1}L \) is a tight embedding for each \( i \geq 1 \) such that \( \mathfrak{m}^iL \) is not zero.

Motivated by the results in [3], we explore the relation between tightly embeddable modules and regularity.

We establish the convention that if \( V \) is a graded \( k \)-vector space then \( V^j = V_{-j} \):

1.2. The Hilbert series of a graded \( k \)-vector space \( V \) is

\[
H_V(s) = \sum_j \operatorname{rank}_k V_j s^j.
\]

If \( V \) is a bigraded \( k \)-vector space such that for any fixed \( i \) there are only finitely many non zero \( V_{i,j} \), then the Hilbert series of \( V \) is

\[
H_V(s,t) = \sum_{i,j} \operatorname{rank}_k V_{i,j} s^j t^i \in \mathbb{Z}[s^\pm 1][[t]].
\]

1.3. The bigraded Poincaré series of a finitely generated graded \( R \)-module \( M \) is

\[
P_M^R(s,t) = \sum_{i,j} \beta_{i,j}^R(M) s^j t^i \in \mathbb{Z}[s^\pm 1][[t]],
\]

where \( i \) is the homological degree and \( j \) is the internal degree.

1.4. Let \( \sum_i a_i t^i \) and \( \sum_i b_i t^i \) be formal power series in \( \mathbb{Z}[[t]] \). If \( a_i \leq b_i \) for every \( i \), then we write

\[
\sum_i a_i t^i \preceq \sum_i b_i t^i
\]
or
\[ \sum_i b_i t^i \geq \sum_i a_i t^i. \]

1.5. If \( A \) is a graded \( k \)-algebra and \( X \) is a graded \( A \)-module, then the \( s \)th shift of \( X \) is the graded \( A \)-module \((\Sigma^s X)^i = X^{i-s}\). Here, the \( A \)-action is defined as 
\[ a \cdot x = (-1)^{|a||s|} ax, \]
where \(|a|\) denotes the degree of \( a \). We denote \( \Sigma^1 X \) by \( \Sigma X \).

Remark 1.6. In accordance with a bigraded version of Gulliksen and Levin [6], the algebra \( \text{Ext}_R(k, k) \) is a (bi-)graded Hopf \( k \)-algebra. This algebra is the universal enveloping algebra of a (bi-)graded Lie algebra \( \pi^* \), \((R)\) where the first degree is homological and the second is the internal degree. This follows from bigraded versions of the theorems in [5, (5.18)] (characteristic 0), [11, Theorem 17] (positive odd characteristic) [9, Theorem 2] (characteristic 2).

Notation 1.7. We denote by \( E \) the algebra \( \text{Ext}_R(k, k) \). For every \( R \)-module \( M \), we denote by \( E(M) \) the left \( E \)-module \( \text{Ext}_R(M, k) \). If \( X \) is an \( R \)-module, then we denote by \( X^\vee \) the module \( \text{Hom}_R(X, k) \), we point out that if \( X \) is annihilated by \( m \) then \( \text{Hom}_R(X, k) = \text{Hom}_k(X, k) \). These notations will be used throughout the paper.

The following theorem is a graded version of [3, Lemma 6] and has a similar proof.

Theorem 1.8. If \( M \subseteq L \) is a tight embedding, then, with \( V = \frac{mL}{mM} \), there exists a coefficient-wise inequality
\[ H_V(s)P_k^R(s, t) \leq P_M^R(s, t) \prod_{i=1}^e (1 + s^d_i t). \]

Proof. We set the following notation
\[ \overline{M} = M/mM, \quad \overline{L} = L/mL, \]
\[ N = L/M, \quad W = L/mM. \]
Consider the following commutative diagram
(1.8.1)
\[
\begin{array}{cccccc}
0 & \to & M & \to & L & \to & N & \to & 0 \\
& & \downarrow & & \downarrow & & \downarrow & \\
0 & \to & \overline{M} & \to & W & \to & N & \to & 0
\end{array}
\]
This induces a commutative diagram of homomorphisms of bigraded left \( E \)-modules.
(1.8.2)
\[
\begin{array}{cccccc}
E(L) & \to & E(M) & \to & \Sigma E(N) \\
\downarrow & & \downarrow & & \downarrow \\
E(W) & \to & E(M) & \to & \Sigma E(N),
\end{array}
\]
where \( \overline{\delta} \) and \( \delta \) are connecting homomorphisms.

As \( m \) annihilates \( \overline{M} \) and \( N \), there are natural isomorphisms \( E(\overline{M}) \cong E \otimes_k \overline{M}^\vee \) and \( E(N) \cong E \otimes_k N^\vee \). Let \( K \) denote the universal enveloping algebra of \( \pi^2,*(R) \).
Consider the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{E}(M) & \xrightarrow{\delta} & \Sigma \mathcal{E}(N) \\
\downarrow & & \downarrow \\
M^\vee & \xrightarrow{\delta^0} & \mathcal{E}^1 \otimes_k N^\vee
\end{array}
\]

where the vertical maps are natural injective maps. Fix the \( k \)-basis

\[\mu_1, \ldots, \mu_m \text{ of } M^\vee, \ \nu_1, \ldots, \nu_q \text{ of } N^\vee, \ \xi_1, \ldots, \xi_e \text{ of } \mathcal{E}^1.\]

The map \( \delta \) is \( \mathcal{E} \)-linear and so is also \( K \)-linear. Hence, if \( \varepsilon \in \mathcal{E} \)

\[\delta(\varepsilon \otimes \mu_h) = \varepsilon \delta^0(\mu_h) = \sum_{i,j} a_{i,j,h} \xi_j \otimes \nu_i \]

where

\[\delta^0(\mu_h) = \sum_{i,j} a_{i,j,h} \xi_j \otimes \nu_i \quad \text{with } a_{i,j,h} \in k.\]

By the Poincaré-Birkhoff-Witt theorem, \( \mathcal{E} \) is a free \( K \)-module with basis

(1.8.3) \[\{\xi_{j_1} \cdot \cdots \cdot \xi_{j_k}\}_{j_1 < \cdots < j_k}.\]

Hence, \( \mathcal{E}(N) \) is a free \( K \)-module with basis

(1.8.4) \[\{\xi_{j_1} \cdot \cdots \cdot \xi_{j_k} \otimes \nu_i\}_{j_1 < \cdots < j_k,i}.\]

If \( \kappa \in K \), then

\[\delta(\kappa \otimes \mu_h) = \sum_{i,j} a_{i,j,h} \kappa \xi_j \otimes \nu_i.\]

This means that as a \( K \)-module \( \text{Im} \delta|_{K \otimes_k M^\vee} \) is generated by the elements \( \delta^0(\mu_h) \).

We can change the basis of \( M^\vee \) such that the coordinate vectors of \( \delta^0(\mu_1), \ldots, \delta^0(\mu_m') \)

with respect to the basis (1.8.4), are linearly independent over \( k \) and

\[\delta^0(\mu_{m'+1}), \ldots, \delta^0(\mu_m)\]

are all zero. Because the elements \( \xi_j \otimes \nu_i \) are part of a \( K \)-basis of \( \mathcal{E}(N) \) we deduce that \( \delta^0(\mu_1), \ldots, \delta^0(\mu_m') \) are linearly independent over \( K \).

As a result

\[\text{Im} \delta|_{K \otimes_k M^\vee} = K \otimes_k \text{Im} \delta^0.\]

This means that \( \mathcal{E}(N) \) contains a copy of \( K \otimes_k \text{Im} \delta^0 \), and based on the commutativity of the diagram (1.8.2), this gives

\[H_{\mathcal{E}(M)}(s,t) \geq H_{K \otimes_k \text{Im} \delta^0}(s,t) = H_K(s,t) H_{\text{Im} \delta^0}(s).\]

According to (1.8.3), there is an equality of formal power series

\[H_K(s,t) = \frac{H_\mathcal{E}(s,t)}{H_{\Lambda \mathcal{E}^1}(s,t)}.\]

Because \( \mathcal{E}^1 \cong (m/m^2)^\vee \) and \( H_X(s) = H_X(s^{-1}) \) for every \( R \)-module \( X \) annihilated by \( m \), we deduce

\[H_{\Lambda \mathcal{E}^1}(s,t) = \prod_{i=1}^{e}(1 + s^{-d_i}t).\]
Now, consider the following chain of equalities of Hilbert series

\[ H_{\text{Im} \delta^0}(s) = H_{M'}(s) - H_{W'}(s) + H_N(s) \]
\[ = H_{M}(s^{-1}) - H_{W'}(s) + H_N(s^{-1}) \]
\[ = H_W(s^{-1}) - H_{W'}(s) \]
\[ = H_V(s^{-1}) + H_T(s^{-1}) - H_{W'}(s) \]
\[ = H_V(s^{-1}). \]

The first equality follows from the exact sequence in cohomology induced by the second row in (1.8.1, i.e.,

\[ 0 \to N' \to W' \to M' \to \text{Im} \delta^0 \to 0, \]

the second equality follows from the already mentioned fact that \( H_X(s) = H_X(s^{-1}) \) for every graded \( R \)-module \( X \) annihilated by \( m \). The third equality follows from the second row in (1.8.1), the fourth equality follows from

\[ 0 \to V \to W \to L \to 0, \]

and the last equality follows from \( H_{W'}(s) = H_T(s^{-1}), \) indeed

\[ \text{Hom}_R(W, k) \cong \text{Hom}_R(W, \text{Hom}_k(k, k)) \]
\[ \cong \text{Hom}_k(L, k), \]

where the second isomorphism comes from adjunction, therefore \( H_{W'}(s) = H_T(s^{-1}) = H_T(s^{-1}). \)

Holistically we obtain

\[ H_{E(M)}(s, t) \cong H_{K \otimes \text{Im} \delta^0}(s, t) \]
\[ = H_K(s, t)H_{\text{Im} \delta^0}(s, t) \]
\[ = \prod_{i=1}^{\ell} (1 + s^{-d_i}t) H_V(s^{-1}). \]

Now, we observe that

\[ H_{E(M)}(s, t) = P^R_M(s^{-1}, t) \quad \text{and} \quad H_{E}(s, t) = P^R_k(s^{-1}, t). \]

Hence, we obtain

\[ P^R_M(s^{-1}, t) \cong \frac{P^R_k(s^{-1}, t)}{\prod_{i=1}^{\ell} (1 + s^{-d_i}t) H_V(s^{-1})}, \]

and replacing \( s^{-1} \) with \( s \), we obtain the desired inequality. \( \square \)

Let \( M \) be a finitely generated graded \( R \)-module. The \textit{Castelnuovo-Mumford regularity} of \( M \) is

\[ \text{reg } M = \sup \{ j - i \mid \beta_{i,j}(M) \neq 0 \}. \]

**Definition.** A ring \( R \) is \textit{Koszul} if the algebra \( \text{Ext}_R(k, k) \) is generated by \( \text{Ext}_R^1(k, k) \).

According to [5], if \( \text{reg } k < \infty \), then \( \text{reg } k = \Sigma_i(d_i - 1) \); this result can happen if and only if \( R \) is Koszul.
Lemma 1.9. Let
\[ P(s, t) = \sum_{i,j} a_{i,j} s^i t^j \in \mathbb{Z}[s^{\pm 1}][[t]], \quad Q(s, t) = \sum_{i,j} b_{i,j} s^j t^i \in \mathbb{Z}[s^{\pm 1}][[t]], \]
with \( a_{i,j}, b_{i,j} \geq 0 \) for all \( i, j \). Let
\[ P(s, t)Q(s, t) = \sum_{i,j} c_{i,j} s^j t^i. \]

1. If \( a_{i,j} = 0 \) for \( j - i > r_1 \) and \( b_{i,j} = 0 \) for \( j - i > r_2 \), then \( c_{i,j} = 0 \) for \( j - i > r_1 + r_2 \).
2. If \( a_{i,j} = 0 \) for \( j - i > r_1 \), \( a_{0,r_1} \neq 0 \) and \( c_{i,j} = 0 \) for \( j - i > r_2 \), then \( b_{i,j} = 0 \) for \( j - i > r_2 - r_1 \).

Proof. (1) By the definition of product in the ring \( \mathbb{Z}[s^{\pm 1}][[t]] \) the coefficients \( c_{i,j} \) are given by the formula
\[ c_{i,j} = \sum_{p,q} a_{p,q} b_{-p-j+q}. \]
If \( q - p > r_1 \) then \( a_{p,q} b_{-p-j+q} = 0 \). If \( q - p \leq r_1 \) and \( j - i > r_1 + r_2 \) then \( j - q - (i-p) = j - i - (q-p) \geq j - i - r_1 > r_2 - r_1 = r_2 \) and therefore \( a_{p,q} b_{-p-j+q} = 0 \). This shows that if \( j - i > r_1 + r_2 \) then \( c_{i,j} = 0 \).
(2) As before the following equality holds for all \( i, j \)
\[ c_{i,j+r_1} = \sum_{p,q} a_{p,q} b_{-p-j+r_1+q}. \]
If \( j - i > r_2 - r_1 \) then \( c_{i,j+r_1} = 0 \), therefore \( a_{p,q} b_{-p-j+r_1+q} = 0 \) for all \( p, q \).
In particular \( a_{0,r_1} b_{i,j} = 0 \) and, since \( a_{0,r_1} \neq 0 \), we deduce that \( b_{i,j} = 0 \).

Definition. If \( V \) is a finite dimensional graded \( k \)-vector space then end \( V \) is the largest \( j \) such that \( V_j \neq 0 \).

Corollary 1.10. If \( M \) is a tightly embeddable module and \( \text{reg} M < \infty \), then \( R \) is Koszul.

Proof. Set \( r := \text{reg} M \). If \( \text{reg} M < \infty \), then \( \beta^R_{i,j}(M) = 0 \) for \( j - i > r \). If
\[ \sum_{i,j} a_{i,j} s^i t^j = P_M^R(s, t) \prod_{i=1}^e (1 + s^{d_i} t), \]
then, by Lemma 1.9, \( a_{i,j} = 0 \) for \( j - i > r + \sum_{i=1}^e d_i \). Set a tight embedding \( M \subseteq L \) and denote \( mL/mM \) by \( V \), by Theorem 1.8 if
\[ \sum_{i,j} c_{i,j} s^j t^i = H^V(s) P^R_k(s, t), \]
then \( c_{i,j} = 0 \) if \( j - i > r + \sum_{i=1}^e d_i \). Because \( V \neq 0 \) we deduce, using Lemma 1.9(2), that \( \beta^R_{i,j}(k) = 0 \) if \( j - i > r - \text{end} V + \sum_{i=1}^e d_i \), which is equivalent to \( \text{reg} k < \infty \).
2. Direct summands of syzygies of the residue field

In this section, we prove that nonzero direct summands of syzygies of \( k \) have infinite regularity if \( R \) is a complete intersection that is not Koszul. Special homological properties of this class of modules were already noticed in [3, 7, 10].

**Remark 2.1.** We point out that if \( R \) is a complete intersection then \( R \) is Koszul if and only if \( I \) is generated by quadrics.

**Theorem 2.2.** If \( R \) is a complete intersection, \( M = \Omega^m k \) with \( m \geq 1 \), \( \beta : M \to N \) is an \( R \)-module homomorphism of finitely generated graded \( R \)-modules such that for some \( n \), the map induced by \( \beta \), \( \beta^n : \text{Ext}^n_R(N, k) \to \text{Ext}^n_R(M, k) \) is not zero, then for some \( b \in \mathbb{Z} \), there is a coefficient-wise inequality

\[
s^b P_k^R(s, t) \preceq P_{\Omega^m N}(s, t) \prod_{i=1}^{c} (1 + s^{d_i} t).
\]

**Proof.** We set the following notation

\[
N' = \Omega^m N, \quad \mathcal{N} = N' / mN', \quad M' = \Omega^{m+n} k.
\]

Let \( \pi \) be the canonical projection \( N' \to N' / mN' \) and \( \beta' \) be a morphism \( M' \to N' \) obtained by extending \( \beta \) to a morphism of free resolutions.

Let \( \xi \) denote the composed map

\[
\xi^* : \mathcal{E} \otimes_k (\mathcal{N})^\vee \cong \mathcal{E}(\mathcal{N}) \xrightarrow{\xi^*} \mathcal{E}(N') \xrightarrow{\beta'^*} \mathcal{E}(M') \xrightarrow{\alpha'^*} \Sigma^{m+n} \mathcal{E} \geq m+n,\]

where \( \alpha'^* \) is an iterated connecting homomorphism, and hence is an isomorphism. By construction, \( \xi^* \neq 0 \) since \( \pi^0, \alpha^0 \neq 0 \) and \((\beta')^0 = \beta^n \neq 0\).

As a result of the Poincaré-Birkhoff-Witt Theorem, \( \mathcal{E} \cong K \otimes_k \mathcal{E}_1 \) as (bi-)graded left \( K \)-modules, if \( R \) is a complete intersection, then \( \pi^i(R) = 0 \) if \( i \geq 3 \) (see for example, [2] Theorem 7.3.3 and Theorem 10.1.2 and the references given there). Because \( \pi^i(R) = 0 \) if \( i \geq 3 \), \( K \) is a polynomial ring. Hence, \( \text{Im} \xi^* \) is a torsion-free \( K \)-module (because \( \mathcal{E}_1 \geq m+n \) is a submodule of a free module over the polynomial ring \( K \)). As a result, any nonzero element in the image of \( \xi^0 \) generates a copy of \( K \) in \( \text{Im} \xi^* \), whose internal degree might be shifted by some \( b \in \mathbb{Z} \). It follows that

\[
H_{\mathcal{E}(N')}(s, t) \geq s^b H_{\mathcal{E}}(s, t) = s^b \frac{H_{\mathcal{E}}(s, t)}{\prod_{i=1}^{c} (1 + s^{d_i} t)}.
\]

Now, we conclude as in Theorem 1.8. \( \square \)

**Corollary 2.3.** Let \( R \) be a complete intersection with \( \text{reg} k = \infty \). For any \( n \geq 0 \), each nonzero direct summand of \( \Omega^n k \) has infinite regularity.

We raise the following question: can the complete intersection hypothesis be removed from Theorem 2.2? More specifically:

**Question 2.4.** If \( \beta : \Omega^m k \to N \) is an \( R \)-module homomorphism of finitely generated graded \( R \)-modules such that for some \( n \) the map

\[
\beta^n : \text{Ext}^n_R(N, k) \to \text{Ext}^n_R(\Omega^m k, k)
\]

is not zero and \( N \) has finite regularity, then is \( R \) Koszul?
3. On the vanishing of the graded deviations

In this section, we relate Question 2.4 and the vanishing of the graded deviations of \( R \). Let \( R(X) \) be an acyclic closure of \( k \) (see [2, 6.3] for the definition). Over graded rings, we require the differential of the acyclic closure to be a homogeneous map. For the differential to be homogeneous, we must give the elements of \( X \) an internal grading, making \( X \) a bigraded set.

**Definition.** The \((i, j)\)th graded deviation of \( R \) is

\[
\varepsilon_{i,j}(R) := \text{Card}(X_{i,j}),
\]

where \( X_{i,j} \) is the set of variables in the acyclic closure of homological degree \( i \) and internal degree \( j \).

**Theorem 3.1.** If \( M = \Omega^m k \) for \( m \geq 1 \) and \( \beta: M \to N \) is a homomorphism of finitely generated graded \( R \)-modules such that for some \( n \), the map induced by \( \beta \),

\[
\beta^n: \text{Ext}^n_R(N, k) \to \text{Ext}^n_R(M, k)
\]

is not zero and \( \text{reg} N < \infty \), then \( \varepsilon_{i,j}(R) = 0 \) for \( i > m + n \) and \( i \neq j \).

**Proof.** We set the following notation

\[
N' = \Omega^n N, \quad \bar{N}' = N'/mN', \quad M' = \Omega^{m+n} k.
\]

Let \( \pi \) be the canonical projection \( N' \to N'/mN' \) and \( \beta' \) be a morphism \( M' \to N' \) obtained by extending \( \beta \) to a morphism of free resolutions. Let \( \mathcal{V} \) be the universal enveloping algebra of \( \pi^{m+n} - (R) \). Let \( \xi^* \) denote the composed map

\[
\xi^*: \mathcal{E}(\bar{N}') \xrightarrow{\pi^*} \mathcal{E}(N') \xrightarrow{\beta'^*} \mathcal{E}(M') \xrightarrow{\alpha^*} \Sigma^{m+n} \mathcal{E}_{\geq m+n}.
\]

Consider the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{E}(N') & \xrightarrow{\xi^*} & \Sigma^{m+n} \mathcal{E}_{\geq m+n} \\
(\mathcal{N}')^\vee & \xrightarrow{\xi^0} & \mathcal{E}_{m+n} \\
\end{array}
\]

Let \( \theta_1, \ldots, \theta_p \) be a \( k \)-basis of \( \pi^{m+n} - (R) \) with \( |\theta_1| \leq \cdots \leq |\theta_p| \). By the Poincaré-Birkhoff-Witt theorem, a \( \mathcal{V} \)-basis of \( \mathcal{E}_{\geq m+n} \) is given by

\[
(3.1.1) \quad \{ \theta_1^{(i_1)} \cdots \theta_p^{(i_p)} \mid i_j \leq 1 \text{ if } |\theta_j| \text{ odd}, \sum_j i_j |\theta_j| \geq m + n \}.
\]

The \( \mathcal{V} \)-module \( \text{Im} \xi^*|_{\mathcal{V} \otimes_k (\mathcal{N}')} \) is generated by the elements \( \xi^0(\nu_h) \), where \( \nu_1, \ldots, \nu_q \) is a \( k \)-basis of \( (\mathcal{N}')^\vee \). We set

\[
\xi^0(\nu_h) = \sum a_{i_1, \ldots, i_p} \theta_1^{(i_1)} \cdots \theta_p^{(i_p)}, \quad a_{i_1, \ldots, i_p} \in k.
\]

We can change the basis of \( (\mathcal{N}')^\vee \) so that the coordinate vectors of \( \xi^0(\nu_1), \ldots, \xi^0(\nu_q) \),
with respect to the basis $\{3.1.1\}$, are linearly independent over $k$ and

$$\xi^0(\nu_{q+1}), \ldots, \xi^0(\nu_q)$$

are all zero. Because the elements $\theta_1^{(1)} \cdots \theta_p^{(n)}$ form a basis of $E^{\geq m+n-}$ over $V$, we deduce that $\xi^0(\nu_1), \ldots, \xi^0(\nu_q)$ are also linearly independent over $V$.

Therefore

$$\operatorname{Im} \xi^*_i |_{V \otimes_k (\mathcal{X})^*} = V \otimes \operatorname{Im} \xi^0.$$

This means that $\operatorname{Im} \xi^*$ contains a copy of $\mathcal{V}$ and by the construction of $\xi^*$ so does $\mathcal{E}(N')$.

Now, we recall that by [2, Theorem 10.2.1] $\dim_k \pi^{i,j}(R) = \varepsilon_{i,j}(R)$.

If there is an even $i > m + n$ such that $\varepsilon_{i,j}(R) \neq 0$ and $i \neq j$, then there is a nonzero element $x \in \pi^{i,j}(R)$. The powers of $x$ belong to $\mathcal{V}$. However, a copy of $\mathcal{V}$ is contained in $\mathcal{E}(N')$. Because $bideg x = (i, j)$, then $bideg x^{(t)} = (li, lj)$ and $lj - li = l(j - i)$ goes to $\infty$ as $l$ goes to $\infty$. This implies that $\operatorname{reg} N' = \infty$, which is a contradiction.

If there are only finitely many with $i > m + n$, $i$ odd, $i \neq 0$, and $\varepsilon_{i,j}(R) \neq 0$, then there are infinitely many nonzero $x_1$ with $t = 1, 2, \ldots$ belonging to $\pi^{i,j}(R)$. The products $x_1x_2 \cdots x_s$ belong to $\mathcal{V}$. However, a copy of $\mathcal{V}$ is contained in $\mathcal{E}(N')$. The bidegree of this product is

$$bideg x_1x_2 \cdots x_s = (i_1 + i_2 + \cdots + i_s, j_1 + j_2 + \cdots + j_s),$$

and because $j_1 - i_1 \geq 1$ for every $t$, the following inequality holds

$$j_1 + j_2 + \cdots + j_s - (i_1 + i_2 + \cdots + i_s) \geq s,$$

and as $s$ goes to $\infty$, we obtain $\operatorname{reg} N' = \infty$, which is a contradiction.

Now, we assume that $\varepsilon_{i,j}(R) \neq 0$ for finitely many $i$ with $i > m + n$, $i$ odd, and $i \neq j$. Let $R(X)$ be the acyclic closure of $k$. We denote by $|.|$ the homological degree of a homogeneous element in the acyclic closure and by $\deg$ its internal degree and we say that a homogeneous element $x$ is off-diagonal if $|x| \neq \deg x$. We can choose a homogeneous element $y \in X$ that is of odd degree, off-diagonal, and of maximal homological degree. We claim that $A = R(X \setminus \{y\})$ is a DG subalgebra of the acyclic closure. Indeed, if $\tilde{x}_1, \ldots, \tilde{x}_r, x$ are all the odd elements and off-diagonal, then, by [3, Lemma 7], $R(X \setminus \{\tilde{x}_1, \ldots, \tilde{x}_r, y\})$ is a DG subalgebra of the acyclic closure. To prove that $A$ is a DG subalgebra it suffices to prove that if $x \in X \setminus \{y\}$, then the differential of $x$ belongs to $A$. If $x \neq \tilde{x}_1, \ldots, \tilde{x}_r$, then this is true because $R(X \setminus \{\tilde{x}_1, \ldots, \tilde{x}_r, y\})$ is a DG algebra, if $x = \tilde{x}_t$ for some $t = 1, \ldots, r$ then the variable $y$ cannot appear in the differential of $x$ since, by maximality, $|y| \geq |x|$, therefore in all cases the differential of $x$ belongs to $A$ and hence $A$ is a DG subalgebra of the acyclic closure. Since $A$ is a DG algebra, the acyclic closure of $k$ can be written as $A(y)$, implying (by [3, Lemma 6]) that $|y| = 1$, which is a contradiction because $m \geq 1$.

**Proposition 3.2.** Let $d \geq 4$ be an even number. If $\varepsilon_{i,j}(R) = 0$ for $i \geq d$ and $i \neq j$, then $\varepsilon_{i,j}(R) = 0$ for $i \geq d - 1$ and $i \neq j$.

**Proof.** Let $R(X)$ be an acyclic closure of $k$, and let $\partial$ be its differential. Let $y$ be an element of $X$ of homological degree $d - 1$, we need to prove that $\deg y = d - 1$. We assume that $y$ appears in a boundary of a (bi)homogeneous element $x$ with $|x| \geq d$

$$\partial x = a + rwy, \quad a, w \in R(X \setminus \{y\}), r \in \mathfrak{m},$$
where \( R\langle X \setminus \{y\} \rangle \) is just a subalgebra of the acyclic closure and not a DG subalgebra, and \( r \) is in \( m \) because of the minimality of the acyclic closure.

The following string of (in)equalities is observed

\[
\deg w + \deg y = \deg (wy) \\
\geq |wy| \\
= |x| - 1 = \deg x - 1 \\
= \deg w + \deg y + \deg r - 1 \\
\geq \deg w + \deg y,
\]

where \( \deg r \geq 1 \) since \( r \in m \) and \( d_i \geq 1 \) for all \( i = 1, \ldots, e \).

We deduce that

\[
\deg w + \deg y = |w| + |y|.
\]

If \( \deg y > |y| \), then \( \deg w < |w| \), which is not possible; hence, \( \deg y = |y| \).

If \( y \) does not appear in the boundary of any element, then we can write the acyclic closure as \( A\langle y \rangle \) with \( A = R\langle X \setminus \{y\} \rangle \), and by [5, Lemma 6] \( |y| = 1 \), hence \( d = 2 \), which is not possible.

We set \( \varepsilon_i(R) = \sum_j \varepsilon_{i,j}(R) \). It is known that if \( \varepsilon_i(R) = 0 \) for \( i \gg 0 \), then \( \varepsilon_i(R) = 0 \) for \( i \geq 3 \), see [2] Theorem 7.3.3]. Motivated by this and by the previous proposition, we raise the following question

**Question 3.3.** If \( \varepsilon_{i,j}(R) = 0 \) when \( i \gg 0 \) and \( i \neq j \), is it true that \( \varepsilon_{i,j}(R) = 0 \) when \( i \geq 3 \) and \( i \neq j \)?

By [2] Theorem 7.3.3] and [2] Theorem 7.3.2],

1) \( \varepsilon_i(R) = 0 \) for \( i \geq 2 \) if and only if \( R \) is regular, and

2) \( \varepsilon_i(R) = 0 \) for \( i \geq 3 \) if and only if \( R \) is a complete intersection.

By [3] Theorem 2], if \( \varepsilon_{i,j}(R) = 0 \) when \( i \geq 2 \) and \( i \neq j \), then the ring \( R \) is of the form \( Q \otimes_k S \) with \( Q \) regular and \( S \) a standard graded Koszul ring. Motivated by these results, we raise the following question

**Question 3.4.** If \( \varepsilon_{i,j}(R) = 0 \) when \( i \geq 3 \) and \( i \neq j \), then is the ring \( R \) of the form \( Q \otimes_k S \) with \( Q \) a complete intersection and \( S \) a standard graded Koszul ring?
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