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Abstract

Event retrieval and recognition in a large corpus of videos necessitates a holistic fixed-size visual representation at the video clip level that is comprehensive, compact, and yet discriminative. It shall comprehensively aggregate information across relevant video frames, while suppress redundant information, leading to a compact representation that can effectively differentiate among different visual events. In search for such a representation, we propose to build a spatially consistent counting grid model to aggregate together deep features extracted from different video frames. The spatial consistency of the counting grid model is achieved by introducing a prior model estimated from a large corpus of video data. The counting grid model produces an intermediate tensor representation for each video, which automatically identifies and removes the feature redundancy across the different frames. The tensor representation is subsequently reduced to a fixed-size vector representation by averaging over the counting grid. When compared to existing methods on both event retrieval and event classification benchmarks, we achieve significantly better accuracy with much more compact representation.

1. Introduction

The emergence of smartphones and wearable devices and growing practice of video sharing in social media have led to enormous explosion of user-generated videos on the Internet. Such video data record various events related to both people’s private and social life. To facilitate end users to conveniently search or recognize a video event from a large corpus of videos, it is essential to build a comprehensive, compact, and yet discriminative representation at the video-clip level.
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considering information across all shots.

For instance, as shown in Figure 1, the frames of the anchors dominate in the event video related to “Dominique Strauss-Kahn arrested”. Since those frames share similar content, simply averaging frame-level descriptors may lead to over count those descriptors and reduce the discriminative-ness of the video representations. Therefore, it is crucial to balance the influence of frame features at the aggregation step.

We shall point out that there are also previous work which represent a video as a set of frame-level descriptors over a set of key-frames \[14, 13\], which can partially address the over-counting issue by selecting one key-frame from each shot \[13, 14\]. However, for a slowly and smoothly changed shot, it is difficult to select the key frames to represent the whole shot. Besides, the resulting representation is a set of features, whose size varies with the number of key-frames extracted, which makes both storage and matching to be difficult.

In order to ease the issue of over-counting while maintaining a fixed-size video-level representation, we propose a novel aggregation method for the frame-level features to balance the contribution of each frame-level feature in the video representation. Instead of considering the video as a set of independent frames \[28\], we employ a principled counting grid (CG) model \[20\] to capture the interdependence in frame features. The original CG model is proposed in \[20\] for image and scene classification tasks.

After building a CG model with a set of video frames, each individual video frame in the set can be regarded as a “window” inside the scene represented by the counting grid \[20\]. And similar video frames are aggregated to the same or similar locations on the counting grid. Based on these properties of a CG model, instead of directly averaging the frame-level descriptors, as the main contribution of this paper, we propose to aggregate the learned counting grid to form the final video representation. Our frame feature is extracted by a deep CNN model pre-trained on large image dataset. After normalizing the CNN features, we regard these normalized features as counting vectors over visual primitives, and hence fit the CG model.

One shortcomings of the original CG model is that the spatial arrangement of the CG map varies with different initialization in the estimation. Although statistically the different CG maps with different spatial arrangements are equivalent, it is inconvenient to be used for building video representations, as the video representations should be uniquely determined. To resolve this issue, we propose to learn a prior CG model from a large corpus of video data, and then build the CG map for each video by adapting from this prior model. This way, we achieve consistency in the spatial arrangement of the CG maps across different videos.

The resulting video representation of our method can be as compact as 256 dimension vector. We achieve state-of-the-art retrieval and recognition accuracy on two large-scale video datasets, while maintaining top efficiency both in terms of memory usage and retrieval/recognition speed.

2. The counting grid model

We first briefly introduce the counting grid (CG) model, which was originally proposed by Prina and Jojic \[20\] for analyzing images collections. It assumes that each image is represented by a histogram \(\{c_z\}\), e.g., using a bag of features representation, where \(c_z\) denotes the counts of features \(z\).

Formally, the basic counting grid \(\pi_{1,z}\) is a set of normal-
Figure 2. Illustration of the location distribution $q(l^t = k)$ of each frame. (a) The location distribution of three frames sampled from the video. (b) The frequency distribution obtained by accumulating all the location distribution together. The counting grid is trained with pool$_{3}$ descriptor.

ized counts of features indexed by $z$ on the 2D discrete grid $i = (i_x, i_y) \in E = [1 \ldots E_x] \times [1 \ldots E_y]$, where $i$ is an index that addresses a generic location on the grid and $\sum_z \pi_{i,z} = 1$. A given bag of features $\{c_z\}$ is generated from the counting grid by selecting a location $k$, calculating the distribution $h_k = W^{-1} \sum_{i \in W_k} \pi_i$ form the window $W_k$ in the location $k$ of the counting grid and then generating the bag $\{c_z\}$ with distribution $h_k$.

In other words, the position $k$ of the window $W_k$ in the grid is a latent variable. The probability of generating the bag of features $c = \{c_z\}$ in location $k$ is

$$p(c | l = k) = \prod_z (h_{k,z})^{c_z} = \mu \prod_z \left( \sum_{i \in W_k} \pi_{i,z} \right)^{c_z},$$

where $\mu$ is the normalization constant. Thus, the joint distribution over a training set of bags of features $\{c^t\}$, indexed by $t$, and their corresponding latent window locations $\{l^t\}$ in the grid can be derived as

$$P(\{c^t\}, \{l^t\}) \propto \prod_t \prod_z \left( \sum_{i \in W_k} \pi_{i,z} \right)^{c_z}.$$  

(2)

The counting grid $\pi$ is estimated by maximizing the log likelihood of the joint distribution with an EM algorithm, i.e.,

$$E \text{ step : } q(l^t = k) \propto \exp \left( \sum_z c^t_z \log h_{k,z} \right),$$

$$M \text{ step : } \pi_{i,z} \propto \pi_{i,z}^{\text{old}} \sum_t \left( \sum_{k | i \in W_k} q(l^t = k) \right),$$

(3)

where $q(l^t = k)$ denotes the posterior probabilities $p(l^t = k | c^t)$ and $\pi_{i,z}^{\text{old}}$ is the counting grid at the previous iteration.

After learning the counting grid with a set of training images or video frames, we obtain two outputs from the EM algorithm. The first is the counting grid $\pi$ which is able to generate all the training features. The second output is the location distribution $q(l^t = k)$ of each training image/video frame on the counting grid.

In the next section, by analyzing the location distribution, we will show that similar images (or frames from the video in our case) are usually placed in the same or nearby locations. This is expected since the distribution $h_k$ from different locations are highly tied and similar features would be more likely to be generated by the same or similar distribution $h_k$, which is calculated from the same window or overlapped windows on the counting grid.

3. Counting grid aggregation

3.1. Learning spatially consistent counting grid with a prior

Different from previous work on the counting grid models [20, 18, 12, 19], we aim at using counting grid to represent the event videos. For algorithms which build video representations, it is required that the same input video should have an unique representation output.

However, the counting grid learned form an input video (considering the video as a set of images/frames) may be different for the same video in another trial because of random initialization. To address this problem, we propose to use a pre-trained counting grid to initialize and guide the learning process.

In other words, the learning process will be kicked off from the same initial counting grid for all videos, constrained by a Dirichlet prior with parameters $\beta \pi^{ref}$, where $\pi^{ref}$ denotes the pre-trained counting grid, and $\beta$ is a
weighting factor to adjust the influence of the prior in the learning process.

By considering the prior, the joint distribution over \( \{ c^t \} \) and \( \{ l^t \} \) can be modified as

\[
P(\{ c^t \}, \{ l^t \}) \propto \left( \prod_t \sum_k \sum_z \pi_{i,z} \right)^{c^t} \prod_k \prod_z (\pi_{k,z})^{\beta \pi_{rcf}^{l^t = k}. (4)}
\]

Based on this joint distribution, the M step should be modified as

\[
M \text{ step : } \pi_{1,z} \propto \beta \pi_{1,z}^{rcf} + \pi_{1,z}^{old} \sum_t \left( c^t \sum_{k|\bar{W}_k} q(l^t = k) \right) h_{k,z}. (5)
\]

In our implementation, the pre-trained counting grid \( \pi^{rcf} \) is learned from a large set of video frames sampled from all the videos in the database. This is different from the pseudo counts \( \eta \) in [20], which was set to a constant value without training to prevent overtraining and numerical problems.

### 3.2. CNN features on counting grid

Recently, image descriptors based on the activations within deep convolutional neural networks (CNN) have emerged as state-of-the-art generic descriptors for visual recognition [24, 7]. For example, Xu et al. [29] directly use the CNN features as frame-level descriptors and aggregate them with VLAD to produce video-level representation, which significantly improves the state-of-the-art event detection results on the TRECVID MED 13 and 14 datasets.

Our experiments also confirm the superior performance of CNN features on the event retrieval task. To further improve the accuracy for event retrieval, we propose to employ the CG model to enhance the CNN-feature based video representation. Since the CG model is designed for histogram features, such as bag of features, we explain why the CNN features, in particular the activations of the first fully-connected layer and the last convolutional layer after rectified linear unit of a pre-trained AlexNet [15], may also be adopted for the CG model. Below we refer to those two CNN features as \( \text{pool}_5 \) and \( \text{fc}_6 \) descriptors.

Since both the \( \text{pool}_5 \) and \( \text{fc}_6 \) features are outputs from a rectified linear unit layer, each dimension of these two CNN features is strictly larger than or equal to zero. If we treat each dimension of the CNN features as a response to a visual primitive, then the response in each dimension can be treated as the counts of the corresponding visual primitives, which is actually activated by the corresponding convolutional filters that define the visual primitives. Therefore, with appropriate normalization, we can also regard the CNN feature as a bag of visual primitives representation.

To further demonstrate how the normalized CNN features are interacting with the CG model, in Figure 2, we visualize the location distribution \( q(l^t = k) \) of each frame in a CG model trained from a video. The counting grid is trained with \( \text{pool}_5 \) descriptors, where we simply average the feature maps from the \( \text{pool}_5 \) layer as the \( \text{pool}_5 \) descriptor to represent the frame.

We highlight the location on the counting grid of each frame with maximum probability of \( q(l^t = k) \) (Figure 2(a)). The horizontal axis denotes all the frames along the timeline and the vertical axis denotes the location of the counting grid. We extend the 2D location map to 1D following the raster-scan order for convenience in visualization. The same color means the frames are assigned to the same or similar location on the counting grid.

We also sample three frames from the video and plot the distribution of each frame as shown in Figure 2(a). Their distributions look like several discrete impulse functions combined together. As a result, each frame is assigned to one of the locations with high probability (close to 1). After accumulating all the location distributions together, we can obtain the frequency distribution (as shown in Figure 2(b)) of the frames assigned on each location.

Interestingly, this frequency distribution can be actually thought as a bag of “location” vector considering the location distribution of each frame. Since similar frames usually come from the same shot or recurrent shots and share the same or similar location distribution as shown in Figure 2 they are aggregated at the same or similar locations. In the meanwhile, according to Eq. [5] all the normalized CNN features of the frames aggregated on the same location is smoothly merged during the training step.

### 3.3. Aggregating counting grid for video representation

Our counting grid aggregation method has two steps: generating the active map and aggregating the counting grid descriptors as the video representation. We denote \( h_k = \frac{1}{W_k} \sum_{i | \bar{W}_k} \pi_i \) at the location \( k \) as the counting grid descriptor. The active map is employed to filter out the noisy counting grid descriptors which associate with the locations that no frame is assigned.

#### 3.3.1 Generating the active map

The active map is generated by converting the frequency distribution of the frames in a video to a binary map with a certain threshold. Formally, we use \( A = \{ a_k | k \in E \} \), \( a_k \in \{0, 1\} \) to denote the active map. Thus, the active map can be computed as

\[
a_k = \begin{cases} 
1 & \sum_{t=1}^{N} q(l^t = k) > \tau \\
0 & \text{otherwise}
\end{cases}
\]



where $\tau$ is the threshold. The influence of $\tau$ will be further studied and discussed in the experiments section.

### 3.3.2 Constructing the final video representation

After generating the active map, the second step is quite simple, i.e., applying sum-aggregation over the whole activated counting grid descriptors to produce the final video representation. Formally, our counting grid aggregation can be derived as

$$\phi_{CGA}(\pi, A) = \frac{\sum_{k \in E} a_k \left( \sum_{i \in W_k} \pi_i \right)}{\sum_{k \in E} a_k}.$$  

The obtained representation $\phi_{CGA}(\pi, A)$ is subsequently power normalized [22] and PCA-whitened [2, 8] and then $l_2$-normalized.

Figure 3 illustrates the framework of the counting grid aggregation method. After learning the counting grid for the video, similar frames are aggregated to the same or nearby locations. In addition, as shown in Figure 3, the frames aggregated at the same or nearby locations on the counting grid are usually from the same shot. Therefore, the activated counting grid descriptors can be thought as the representations of the shots from the video. As a result, sum-aggregate the activated counting grid descriptors will balance the contribution of each shot to the final video representation. We will show that this aggregation strategy can enhance the video representation for both the retrieval and recognition tasks.

### 4. Experiments

In this section, we first evaluate the counting grid aggregation method on an event retrieval benchmark, i.e., the EVVE dataset [25]. In addition, we also explore the performance of our compact video representation on a recognition task with the FCVID dataset [11], one of the largest datasets for video categorization with accurate manual annotations.

#### 4.1. Datasets and evaluation protocol

In this section, we briefly introduce the datasets and their evaluation protocol.

The EVVE dataset [25] is dedicated to the retrieval of particular events which differs from recognizing event categories as in the TRECVID MED task [1]. It contains 2,995 videos (620 videos are set as query) related to 13 specific event classes such as the “Concert of Madonna in Rome 2012”, and “The wedding of Prince William and Kate Middleton”, etc. Given a single video of an event, it aims at retrieving videos related to the same event from the dataset.

The evaluation is performed in a standard retrieval scenario. The mean AP (mAP) is computed per event. Then the

http://pascal.inrialpes.fr/data/evve/
http://bigvid.fudan.edu.cn/FCVID/
over all performance is evaluated by averaging the mAPs over the 13 events. In addition, a large distractors dataset (100,000 videos) is also provided to evaluate the retrieval performance on large-scale data.

The FCVID dataset contains 91,223 Web videos annotated manually to 239 categories. The categories in FCVID cover a wide range of topics such as social events (e.g., tailgate party), procedural events (e.g., making a cake), objects (e.g., panda), scenes (e.g., beach), etc. We use the same evaluation protocol as presented in [1] to evaluate our proposed video representation. The mean AP (mAP) is reported at last.

4.2. Implementation details

Frame-level descriptor. Given an input video, we sample 5 frames per second (5 fps) to extract the CNN features. We employ the pre-trained CNN model AlexNet [15] and adopt the output from the pool5 and fc6 layers (after ReLU) as the frame-level descriptors. The pool5 feature map is of size $6 \times 6 \times 256$, we average the feature map to produce the 256 dimensions vectors as the pool5 descriptor. For the fc6 layer, we directly employ the output vector after ReLU (4096 dimensions) as the fc6 descriptor. In addition, we average all the pool5 or fc6 descriptors over the video, i.e., sum-aggregation, as the baseline to evaluate our counting grid aggregation method.

Post-processing. For the baseline CNN feature based video representation, we apply the same post-processing strategy as in [2], i.e., the representation vector of a video is first $l_2$-normalized, and then PCA-whitening [8] performed and $l_2$-normalized again. For our video representations, power normalization shows better results than $l_2$-normalization in our experiments. Therefore, our video representation vector is first power normalized, then PCA-whitening performed, and $l_2$-normalized.

Re-ranking methods for event retrieval. For the event retrieval task on the EVVE dataset, we employ two variants of query expansion methods presented by Douze et al. [5] for global video representation, i.e., Average query expansion (AQE) and Difference of neighborhood (DoN) to further boost the event retrieval performance. In our experiments, we set $N_1 = 10$ for AQE and $N_1 = 10$, $N_2 = 2000$ for DoN.

Video event recognition. We evaluate the performance of our compact video representation on recognition task with linear SVM implemented by the LibLinear library [6].
Table 1. Influence of PCA-whitening operation for sum-aggregation and counting grid aggregation. “no PCA-w” denotes the video representation without PCA-whitening.

| Method       | Sum-fc6 | Sum-pool5 | Sum-(pool5+fc6) | CGA-fc6 | CGA-pool5 | CGA-(pool5+fc6) |
|--------------|---------|-----------|-----------------|---------|-----------|-----------------|
| no PCA-w     | 36.2    | 33.8      | 35.8            | 37.6    | 36.5      | 38.9            |
| PCA-w        | 38.4    | 38.3      | 40.6            | 41.4    | 42.6      | 45.5            |

We utilize cross-validation to chose the regularization coefficient $c$ in linear SVM.

4.3. Impact of parameters

Threshold of the active map. Figure 4(a) shows the retrieval performance with different threshold of the active map. We can observe that slightly large $\tau$ achieves better performance because it can filter out some very short shots (with only several frames) which are usually not that meaningful. We set $\tau = 4$ in the subsequent experiments.

Counting grid size. To evaluate the influence of counting grid size, we first fix the window size (W = 8) of the counting grid. Then we chose 7 different counting grid size to perform the counting grid aggregation. The performance of each size is presented in Figure 4(b). We can observe that no further improvement can be obtained when $E > 16$. Therefore, the size of counting grid is fixed to 16 for computation efficiency in our experiments.

Power normalization. The impact of power normalization exponent $\alpha$ is shown in Figure 5(a). We can see the different effects of power normalization for fc6 and pool5 descriptors. The counting grid aggregation based on pool5 descriptor achieves better results with lower exponent $\alpha$ yet fc6 descriptor based representation prefers higher exponent $\alpha$. Therefore, we set $\alpha = 0.8$ and 0.2 for CGA-fc6 and CGA-pool5 in the subsequent experiments, respectively.

PCA-whitening. Table 1 shows the performance gain from PCA-whitening. Consistent improvement is obtained for both sum-aggregation and counting grid aggregation. For instance, the retrieval performance (mAP) of sum-aggregation based on pool5 descriptor (Sum-pool5) is improved from 33.3 to 38.3 after PCA-whitening. And for counting grid aggregation, e.g., CGA-pool5, the result is improved from 36.5 to 42.6. To obtain a compact video representation, we also apply dimension reduction for fc6 based representation jointly with the PCA-whitening operation [8]. Figure 5 shows the influence of dimension reduction. We reduce the dimension of fc6 based representation (CGA-fc6 and Sum-fc6) to 2048 dimension for a trade-off between compactness and performance.

4.4. Evaluation results of the event retrieval task

We evaluate the performance of the counting grid aggregation on the specific event retrieval task. The sum-aggregation, i.e., producing the video representation by averaging all the frame-level descriptors, is adopted as baseline to evaluate our aggregation method.

4.4.1 Compared with sum-aggregation

Table 2 shows the retrieval performance with different aggregation methods. We shall note that sum-aggregation with CNN feature (Sum-pool5 and Sum-fc6) already achieves state-of-the-art result compared with previous work [25, 5]. Although VLAD can also improve the retrieval accuracy, it leads to much higher dimension of the video representation. Our aggregation method can improve the retrieval performance without increasing the dimension of the video representation for both fc6 and pool5 frame descriptors.

Table 3 presents the retrieval performance for each event class of EVVE. We can see that fc6 and pool5 based representation are complementary. For instance, the pool5 based representation (Sum-pool5 and CGA-pool5) achieves bet-
Table 3. Retrieval performance (mAP) per event.

| Event ID | Sum-fc6pca | Sum-pool5 | Sum-(pool5+fc6pca) | CGA-fc6pca | CGA-pool5 | CGA-(pool5+fc6pca) |
|----------|------------|-----------|-------------------|------------|----------|-------------------|
| ♯1       | 64.3       | 71.4      | 71.4              | 67.5       | 78.2     | 79.2              |
| ♯2       | 54.7       | 48.5      | 54.8              | 56.2       | 49.6     | 57.5              |
| ♯3       | 10.3       | 10.1      | 11.1              | 15.5       | 17.6     | 19.5              |
| ♯4       | 54.5       | 53.4      | 54.9              | 51.2       | 55.7     | 55.0              |
| ♯5       | 29.1       | 26.7      | 29.0              | 29.3       | 27.3     | 30.0              |
| ♯6       | 26.4       | 22.9      | 26.0              | 25.7       | 26.0     | 28.3              |
| ♯7       | 23.3       | 19.3      | 22.0              | 22.0       | 21.7     | 23.5              |
| ♯8       | 14.9       | 15.4      | 16.7              | 20.9       | 17.0     | 23.3              |
| ♯9       | 13.7       | 8.7       | 12.1              | 46.2       | 53.5     | 56.6              |
| ♯10      | 40.6       | 42.8      | 45.9              | 32.7       | 29.6     | 33.7              |
| ♯11      | 30.8       | 31.2      | 32.2              | 83.9       | 82.6     | 86.2              |
| ♯12      | 84.5       | 83.3      | 86.0              | 74.5       | 80.1     | 81.8              |
| ♯13      | 74.1       | 63.7      | 71.5              | 41.6       | 42.6     | 45.5              |

Table 4. Performance on large-scale dataset (EVVE+100K distractors) and comparison with other methods.

| Method                  | EVVE | EVVE+100K |
|-------------------------|------|-----------|
| MMV [25]                | 512  | 33.4      |
| CTE [25]                | 35.2 | 20.2      |
| MMV+CTE [25]            | 37.6 | 25.4      |
| Hyper-pooling (SSC) [5] | 16384| 36.3      |
| Sum-(pool5+fc6pca)      | 2304 | 41.0      |
| CGA-pool5               | 256  | 42.6      |
| CGA-fc6pca              | 2048 | 41.6      |
| CGA-(pool5+fc6pca)      | 2304 | 45.5      |

4.4.2 Performance on large-scale video dataset

As shown in Table 4, consistent improvement of counting grid aggregation is observed on the large-scale dataset (EVVE+100K distractors) compared with other method. After merging with 100K distractors, the mAP of CGA-(pool5+fc6pca) achieves 33.8 which is better than the baseline (mAP = 28.7) and Hyper-pooling [5] (mAP = 26.5). Different from [25] which combines the two video represen-
tations (MMV and CTE) by adding the normalized scores of each method at the ranking step, our CGA-(pool5+fc6pca) is only a single global representation for a video.

4.4.3 Combined with query expansion

As shown in Table [5], our video representation generated by counting grid aggregation is compatible with the query expansion strategies (AQE and DoN) proposed in [5]. These methods can further improve the retrieval accuracy at the re-ranking stage. However, a different observation in our experiments is that, for our video representation, no significant improvement is obtained with DoN compared with AQE (the mAP is improved from 45.5 to 52.5 by AQE and 53.5 by DoN), which is far more efficient.

4.5. Evaluation results on video recognition

Besides the event retrieval task, we also evaluate our method with a fully labeled video dataset (FCVID [11]) to explore the potential of our method for the video recognition or other applications. Table 5 presents the classification performance of the video representations generated by sum-aggregation and counting grid aggregation. For the methods from [11], “Audio”, “Motion” and “Static CNN” both use individual feature to train a neural network for classification. “Motion” employs the improved dense trajectory descriptor [27] and “Audio” combines MFCCs [4] and Spectrogram SIFT (sgSIFT) [29]. For “Static CNN”, the CNN feature (fc7 layer) is employed as video representation. “DNN” combines the CNN feature with motion and audio features to improve the performance. “rDNN-F” further improves the performance by exploring the relationships among the features. Different with those methods, we simply use the lin-
Table 5. Retrieval performance combined with query expansion (AQE and DoN).

| Method                  | EVVE  | AQE  | DoN  | EVVE+100K | AQE  | DoN  |
|-------------------------|-------|------|------|-----------|------|------|
| Hyper-pooling (SSC)     | 36.3  | 38.9 | 44.0 | 26.5      | 30.1 | 33.1 |
| Sum-(pool5+fc6pca)      | 41.0  | 47.1 | 48.5 | 28.7      | 35.7 | 36.4 |
| CGA-(pool5)             | 42.6  | 50.1 | 51.4 | 30.1      | 38.7 | 39.8 |
| CGA-(fc6pca)            | 41.6  | 48.3 | 49.4 | 29.0      | 36.7 | 36.7 |
| CGA-(pool5+fc6pca)      | 45.5  | 52.5 | **53.5** | 33.8 | 41.3 | **42.3** |

Table 6. Performance for video recognition. “MA +” denotes that the motion and audio features are combined with the representations proposed in this paper.

| Method                  | mAP  | Method                  | mAP  |
|-------------------------|------|-------------------------|------|
| Audio (Jiang et al. 2015) | 26.1 | CGA-(pool5)             | 59.0 |
| Motion (Jiang et al. 2015) | 62.8 | CGA-(fc6pca)            | 61.0 |
| Static CNN (Jiang et al. 2015) | 63.8 | CGA-(pool5+fc6pca)      | **67.0** |
| DNN (Jiang et al. 2015) | 72.1 | MA + Sum-(pool5)        | 73.8 |
| rDNN-F (Jiang et al. 2015) |      | MA + CGA-(pool5)        | 73.8 |
| Sum-(pool5)             | 46.6 | MA + CGA-(fc6pca)       | 73.6 |
| Sum-(fc6pca)            | 53.8 | MA + Sum-(fc6pca)       |      |
| Sum-(pool5+fc6pca)      | 59.5 | MA + Sum-(pool5+fc6pca) |      |
| MA + Sum-(pool5)        | 68.9 | MA + CGA-(pool5+fc6pca) |      |
| MA + Sum-(fc6pca)       | 70.1 | MA + CGA-(pool5+fc6pca) | **76.5** |

We can observe that counting grid aggregation generates better video representation for recognition task compared with sum-aggregation. The mAP of CGA-(pool5+fc6pca) is **67.0** compared with 59.5 for Sum-(pool5+fc6pca). We also achieve better result based on CNN feature compared with “Static CNN” (mAP = 63.8). In addition, to further boost the recognition performance, we also combine the motion and audio features provided by the FCVID dataset with the late fusion strategy [11], i.e., the prediction result of each feature is combined to obtain the final categorization result. We obtain better result with MA + CGA-(pool5+fc6) (mAP = 76.5) compared with “DNN” (mAP = 72.1) and “rDNN-F” (mAP = 75.4) which also combine the motion and audio information.

5. Conclusions

In this paper, we propose an unsupervised aggregation method using a principled probabilistic model, i.e., the counting grid model, to compute memory efficient video-clip level representation for video event retrieval and recognition. It comprehensively exploits relevant information from all video frames while suppresses redundant information. We evaluate our proposed video representation on large-scale video event retrieval and recognition benchmark datasets, which outperforms existing methods both in terms of retrieval/recognition accuracy and speed. Our future work will focus on how to conduct end-to-end learning of the counting grid model and fine-tuning the CNN parameters in an unsupervised fashion to further enhance the efficacy of the proposed video representation.
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