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Abstract

We construct quantum “$az + b$” groups for new values of the deformation parameter. Along the way we introduce new special functions and study their analytic properties as well as analyze the commutation relations determined by the choice of parameter.
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1 Introduction

The aim of this paper is to carry out the construction of quantum “$az + b$” presented in [16], for new values of the deformation parameter. The construction procedure form [16] will be repeated with necessary modifications. The main problems lie in developing the machinery of special functions needed for the construction and applying this machinery to analysis of appropriate commutation relations. We also propose ways to streamline some aspects of the construction known from [16].

1.1 Algebraic quantum “$az + b$” groups

On the level of Hopf $*$-algebra the quantum “$az + b$” groups we will be interested in are described as follows: let $\lambda$ be a non zero complex number. Let $H$ be a unital $*$-algebra generated by three normal elements $a, a^{-1}$ and $b$ with the relations

\[
a^{-1}a = I, \quad aa^{-1} = I, \quad ab = \lambda ba, \quad ab^* = b^*a.\]

Then $H$ can be given a structure of a Hopf $*$-algebra by

\[
\delta(a) = a \otimes a, \quad \delta(b) = a \otimes b + b \otimes a.
\]

The coinverse and counit are given on generators in the following way:

\[
\kappa(a) = a^{-1}, \quad \varepsilon(a) = 1, \quad \kappa(b) = -a^{-1}b, \quad \varepsilon(b) = 0.
\]

An important fact about $H$ is that the coinverse has a polar decomposition (cf. [8, Proposition 2.4]. By existence of a polar decomposition of $\kappa$ we mean that there exist a $*$-antiuautomorphism $R$ of $H$ and a one parameter group $(\tau_t)_{t \in \mathbb{R}}$ of $*$-automorphisms of $H$ such that for any linear functional $f$ on $H$ and any $x \in H$ the map

\[
\mathbb{R} \ni t \mapsto f(\tau_t(x)) \in \mathbb{C}
\]

has an extension to an entire function and $\kappa = R \circ \tau_1$, where $\tau_1$ is an automorphism of $H$ obtained by analytic continuation of the group $(\tau_t)_{t \in \mathbb{R}}$.

For $\lambda = e^{\frac{2\pi i}{n}}$ we can impose further condition that $a^n$ and $b^n$ be self adjoint. This corresponds to taking a quotient of $H$ by the ideal generated by $(a^n)^*$ and $(b^n)^*$.

1.2 Quantum “$az + b$” groups of S.L. Woronowicz

A great challenge taken up in [16] was to construct the quantum “$az + b$” group on $C^*$-algebra level. The construction was based on the Hopf $*$-algebraic picture with $\lambda = e^{\frac{2\pi i}{n}}$ with $n \geq 3$ and the relations $a^n = (a^n)^*$ and $b^n = (b^n)^*$ were translated into spectral conditions for $a$ and $b$. On $C^*$-algebra level the generators $a$ and $b$ become unbounded operators. The condition that their $n$th powers be self adjoint are equivalent to the condition that their spectra be contained in the closure of the set

\[
\bigcup_{k=0}^{2n-1} e^{\frac{k\pi i}{n}} \mathbb{R}_+.
\]
It was noticed that this set is a multiplicative (and self dual) subgroup of \( \mathbb{C} \setminus \{0\} \) and the commutation relations between \( a \) and \( b \) were written in the Weyl form with use of a bicharacter on this group (cf. also Subsection 3.1).

This very successful construction was then performed in a different setting. In [16, Appendix B] a construction of quantum \( "az+b" \) groups was also done for \( 0 < \lambda < 1 \). One could no longer take the Hopf \( * \)-algebra with \( a^n \) and \( b^n \) self adjoint. Therefore one starts with the Hopf \( * \)-algebra \( \mathcal{H} \) (see the previous subsection) and then imposes the condition that the spectra of \( a \) and \( b \) be contained in the closure of the following multiplicative (and self dual) subgroup of \( \mathbb{C} \setminus \{0\} \):

\[
\{ z \in \mathbb{C} : |z| \in \lambda^{\mathbb{Z}} \}.
\]

It turns out that the construction works and we obtain quantum \( "az+b" \) groups for real deformation parameter. Note that this spectral condition does not correspond to any quotient of \( \mathcal{H} \).

The quantum \( "az+b" \) groups we aim to construct in this paper will be of similar nature. They do not correspond to any quotient of the Hopf \( * \)-algebra \( \mathcal{H} \). Nevertheless some aspects of these groups are similar to those with deformation parameter assuming the value of an even root of unity.

### 1.3 Description of the paper

Let us now briefly describe the contents of the paper. In Section 2 we describe the values of the deformation parameter which we will use throughout the paper. Then we introduce the subsets \( \Gamma_q, \overline{\Gamma}_q \subset \mathbb{C} \) and define three special functions on these sets with values in the unit circle \( T \). We provide detailed proofs of special relations between these functions, discuss their asymptotic behaviour and uniqueness properties.

In Section 3 we define and analyze the commutation relations needed for the construction of new quantum \( "az+b" \) groups. This section lays foundations for the study of our quantum groups on \( \mathbb{C}^* \)-algebra level.

Section 4 is devoted to the algebraic consequences of commutation relations studied in Section 3. Since we are dealing with unbounded operators, all results are formulated with use of the affiliation relation for \( \mathbb{C}^* \)-algebras. Some results of [16] are generalized in such a way that they can be applied to our construction. This is accomplished mainly through unveiling the general mechanisms behind them. The concept of a \( \mathbb{C}^* \)-algebra generated by unbounded elements as well as by a quantum family of affiliated elements plays an important role in these considerations.

In Section 5 we define and study the basic object leading to the construction of our quantum \( "az+b" \) group, i.e the multiplicative unitary operator. Using the machinery of operator equalities and special functions developed in Sections 3 and 2 we show that this multiplicative unitary is modular in the sense of [7].

In the last section we identify the \( \mathbb{C}^* \)-algebra of continuous functions vanishing at infinity on our deformation of \( "az+b" \) group. Then we describe the generators \( a \) and \( b \) and introduce the quantum group structure. It is all done in accordance with the general procedures known e.g. from [14]. Then using the latest results of S.L. Woronowicz ([17]) we introduce the right Haar measure on our quantum group. Thus we show that the constructed object falls into the category studied in [3, 2].

### 2 Three special functions and their properties

The construction of new quantum \( "az+b" \) groups on \( \mathbb{C}^* \)-algebra level in Section 6 will extend the framework presented in [16]. It will be governed by a deformation parameter
q. We shall impose certain conditions on the value of this parameter. The admissible values of the deformation parameter are

\[ q = \exp \left( \rho^{-1} \right), \]

where \( \rho \) is a complex number such that \( \text{Re} \rho < 0 \) and \( \text{Im} \rho = \frac{N}{2\pi} \) with \( N \) an even natural number. The number \( \rho \) or the pair \( (N, \text{Re} \rho) \) can equally be taken to be the fundamental parameters of our theory. The choice of \( q \) as the main parameter is motivated by the traditional formulation of commutation relations discussed in Subsections 1.1 and 1.2 and Section 3. The choice of \( \rho \) determines a choice of logarithm of \( q \): for any \( z \in \mathbb{C} \) we set

\[ q^z = \exp \left( z \rho \right). \]

All our constructions work equally well for negative values of \( N \). The restriction to the case \( N \in 2\mathbb{N} \) helps keep our notation simpler. The case of all admissible values of \( q \) (including the ones with \( N < 0 \)) is treated in detail in [6].

The special functions discussed in this section will be defined on subsets of \( \mathbb{C} \) defined with use of the parameter \( q \). Let \( \Gamma_q \) be the multiplicative subgroup of \( \mathbb{C} \setminus \{0\} \) generated by \( q \) and \( \{q^t : t \in \mathbb{R}\} \) and let \( \overline{\Gamma_q} \) be the closure of \( \Gamma_q \) in \( \mathbb{C} \).

### 2.1 The bicharacter \( \chi \)

The group \( \Gamma_q \) with the topology inherited from \( \mathbb{C} \setminus \{0\} \) is isomorphic as a locally compact group to \( \mathbb{Z} \times \mathbb{R} \). It is therefore self dual. The isomorphism of \( \Gamma_q \) to its dual group can be encoded by a non degenerate bicharacter defined on \( \Gamma_q \times \Gamma_q \). We shall choose a particular bicharacter and use it throughout the paper.

**Proposition 2.1** There exists a unique continuous function \( \chi : \Gamma_q \times \Gamma_q \to \mathbb{T} \) such that for all \( \gamma, \gamma' \gamma'' \in \Gamma_q \)

\[
\chi(\gamma, \gamma') = \chi(\gamma', \gamma), \\
\chi(\gamma, \gamma')\chi(\gamma, \gamma'') = \chi(\gamma, \gamma'\gamma'')
\]

and

\[
\chi(\gamma, q^t) = \text{Phase} \gamma, \\
\chi(\gamma, q^{it}) = |\gamma|^{it} \tag{2.1}
\]

for all \( \gamma \in \Gamma_q, t \in \mathbb{R} \). The function \( \chi \) is non degenerate, i.e. \( \chi(\gamma, \gamma') = 1 \) for all \( \gamma' \in \Gamma_q \) implies \( \gamma = 1 \).

For \( \gamma = q^n q^{it} \) and \( \gamma' = q^{n'} q^{it'} \) we have

\[
\chi(\gamma, \gamma') = e^{it(nn' - tt') \text{Im} \rho^{-1}} e^{i(nt' + n't) \text{Re} \rho^{-1}}. \tag{2.2}
\]

The expression of \( \gamma \) as \( q^n q^{it} \) is not unique. In fact we have

\[
q^n q^{it} = q^{n+N} q^{(t - \frac{n \text{Re} \rho}{\text{Im} \rho})}
\]

for all \( n \in \mathbb{Z} \) and \( t \in \mathbb{R} \). Nevertheless one can easily check that the definition (2.2) is does not depend on the way \( \gamma \) and \( \gamma' \) are expressed in the form \( q^n q^{it} \) and \( q^{n'} q^{it'} \) respectively.
2.2 The Fresnel function $\alpha$

**Proposition 2.2** There exists a continuous function $\alpha : \Gamma_q \to T$ such that for all $\gamma, \gamma' \in \Gamma_q$

\[
\chi(\gamma, \gamma') = \frac{\alpha(\gamma \gamma')}{\alpha(\gamma) \alpha(\gamma')},
\]

and

\[
\alpha(\gamma) = \alpha(\gamma^{-1}).
\]

**Proof.** The function $\alpha$ is unique up to multiplication by a $\mathbb{Z}_2$-valued character of $\Gamma_q$. The formula

\[
\alpha(q^n q^{it}) = \text{Phase} \frac{(n + it)^2}{2\rho} = \exp \left( i \text{Im} \frac{(n + it)^2}{2\rho} \right)
\]

(2.4)

defines a function with required properties. Q.E.D.

We chose a particular formula for $\alpha$ only to make the exposition more transparent. The important properties are those described in the statement of Proposition 2.2. Formula (2.4) will make it easier to proceed with computations, but whenever we use it only the absolute value of $\alpha$ (which is uniquely determined) will enter our considerations.

The pair of functions $(\chi, \alpha)$ is in many aspects analogous to the pair of functions $\mathbb{R} \times \mathbb{R} \ni (p, x) \mapsto e^{ipx} \in T$ and $\mathbb{R} \ni x \mapsto e^{i\frac{x^2}{2}} \in T$. The latter one enters the formula for the Fresnel integral from which we borrow the name *Fresnel function* for $\alpha$.

2.3 The quantum exponential function $F_q$

From the fact that $N$ is even it follows that $-1 \in \Gamma_q$ and consequently $-q^{-2k}$ belongs to $\Gamma_q$ for all $k \in \mathbb{Z}_+$. For $\gamma \in \Gamma_q \setminus \{-q^{-2k} : k \in \mathbb{Z}_+\}$ we put

\[
F_q(\gamma) = \prod_{k=0}^{\infty} \frac{1 + q^{2k} \gamma}{1 + q^{2k} \gamma}.
\]

The infinite product is convergent since $|q| < 1$.

We have the following simple

**Proposition 2.3** The function $F_q$ extends to a continuous function $\overline{\Gamma}_q \to T$. With this extension we have $F_q(0) = 1$ and

\[
(1 + \gamma)F_q(\gamma) = (1 + \overline{\gamma})F_q(q^2 \gamma)
\]

(2.5)

for all $\gamma \in \overline{\Gamma}_q$.

**Remark 2.4** Dividing both sides of (2.5) by $(1 + \gamma)$ and calculating the limit $\gamma \to -1$, one finds that

\[
F_q(-1) = \frac{-\rho F_q(-q^2)}{\rho}.
\]

This formula will prove useful.

The function $F_q$ was first introduced in [11] with a real deformation parameter $q$. Its remarkable properties have been very useful in developing examples of quantum groups (c.f. e.g. [12]). The name *quantum exponential function* is taken from [15] and will be justified in Subsection 3.3.

For any function $f$ defined on $\overline{\Gamma}_q$ and a fixed $\gamma \in \overline{\Gamma}_q$ we can consider a function $f[\gamma]$ of a real variable given by

\[
f[\gamma](t) = f(q^{it} \gamma).
\]

Throughout the paper much attention will be given to analytic continuation of such functions.
Theorem 2.5

(1) For any \( \gamma \in \Gamma_q \) the function \( F_q[\gamma] \) has a holomorphic continuation to the lower half plane.

(2) We have the following formula

\[
F_q[\gamma] (-i) = (1 + \gamma) F_q(\gamma). \tag{2.6}
\]

(3) For any \( \gamma \in \Gamma_q, \epsilon > 0 \) and \( M > 0 \) there exists an \( R > 0 \) such that for all \( \tau \in \mathbb{R} \) with \( \lvert \tau \rvert < M \) and all \( t > R \)

\[
\lvert F_q[\gamma] (-t - i\tau) - 1 \rvert < \epsilon.
\]

Proof. Ad (1). Let \( \gamma = q^n q^l \). Denote

\[
A(t) = \prod_{k=0}^{\infty} \left( 1 + \exp \left( \frac{2k + n - i(t + r)}{\rho} \right) \right),
\]

\[
B(t) = \prod_{k=0}^{\infty} \left( 1 + \exp \left( \frac{2k + n + i(t + r)}{\rho} \right) \right),
\]

with \( t \in \mathbb{C} \). We can now write \( F_q[\gamma](t) \) as a quotient

\[
F_q[\gamma](t) = \frac{A(t)}{B(t)}. \tag{2.7}
\]

The functions \( A \) and \( B \) extend holomorphically to the whole complex plane. All zeros of both these functions are simple.

Zeros of \( A \) form the set

\[
(2Z + 1) \pi \rho - i (2Z_+ + n) - r, \tag{2.8}
\]

while zeros of \( B \) form the set

\[
(2Z + 1) \pi \rho + i (2Z_+ + n) - r. \tag{2.9}
\]

Let \( z = (2p + 1) \pi \rho + i(2l + n) - r \) be a zero of \( B \) such that \( \text{Im} z \leq 0 \). Notice that

\[
\rho = \overline{\rho} + \rho = \overline{\rho} + 2i \text{Im} \rho = \overline{\rho} + i \frac{N}{\pi}.
\]

Therefore

\[
z = (2p + 1) \pi \rho + i(2l + n) - r
= (2p + 1) \pi \rho + i((2p + 1)N + i(2l + n) - r
= (2p + 1) \pi \rho + i((2p + 1)N + 2l + n) - r
= (2p + 1) \pi \rho + i(2pN + N + 2l + 2n - n) - r
= (2p + 1) \pi \rho + i \left( 2 \left[ pN + \frac{N}{2} + l + n \right] - n \right) - r
= (2p + 1) \pi \rho - i \left( 2 \left[ -pN - \frac{N}{2} - l - n \right] + n \right) - r.
\]

The number \( - \left[ pN + \frac{N}{2} + l + n \right] \) is a positive integer, since

\[
0 \geq \text{Im} z = (2p + 1) \pi \text{Im} \rho + 2l + n
= (2p + 1) \pi \frac{N}{2} + 2l + n
= pN + \frac{N}{2} + 2l + n
= \left[ pN + \frac{N}{2} + l + n \right] + l
\]
shows that

\[ -\left[pN + \frac{k}{2} + l + n\right] \geq l \in \mathbb{Z}_+. \]

This means that \( z \) is a zero of the function \( A \). In particular all singularities of \( F_q[\gamma] \) in the lower half plane are removable. Consequently \( F_q[\gamma] \) extends holomorphically to the lower half plane.

Ad (2). To prove formula (2.6) denote

\[
\tilde{A}(t) = \prod_{k=0}^{\infty} \left( 1 + \exp\left( \frac{2k + n + 1 - i(t + r)}{\rho} \right) \right),
\]

\[
\tilde{B}(t) = \prod_{k=0}^{\infty} \left( 1 + \exp\left( \frac{2k + n + 1 + i(t + r)}{\rho} \right) \right)
\]

Then

\[
F_q[q\gamma](t) = \frac{\tilde{A}(t)}{\tilde{B}(t)}
\]

Moreover

\[
\tilde{A}(-i) = \prod_{k=0}^{\infty} \left( 1 + \exp\left( \frac{2k + n - ir}{\rho} \right) \right) = \prod_{k=0}^{\infty} \left( 1 + q^{2k}\gamma \right),
\]

\[
\tilde{B}(-i) = \prod_{k=0}^{\infty} \left( 1 + \exp\left( \frac{2(k+1) + n + ir}{\rho} \right) \right) = \prod_{k=1}^{\infty} \left( 1 + q^{2k}\gamma \right),
\]

which shows that

\[
F_q[q\gamma](-i) = \prod_{k=0}^{\infty} \left( 1 + q^{2k}\gamma \right) = (1 + \gamma) \prod_{k=0}^{\infty} \frac{1 + q^{2k}\gamma}{1 + q^{2k}\gamma} = (1 + \gamma) F_q(\gamma).
\]

Ad (3). The function

\[
\tilde{w} \mapsto \frac{1}{\prod_{k=0}^{\infty} \left( 1 + q^{2k}w \right)} = \text{Phase} \left( \prod_{k=0}^{\infty} (1 + q^{2k}w) \right)^{-2}
\]

is continuous in a neighbourhood of 0 and its value converges to 1 as \( w \) tends to 0. Now if \( w = \gamma q^{(t+i\tau)} \) with \( |\tau| \) bounded by \( M \) then \( w \) tends to 0 as \( t \) goes to \( -\infty \) and the result follows. Q.E.D.

**Remark 2.6** The function \( F_q \) can be defined for any non zero \( q \) of absolute value strictly less than 1. Then for general \( \gamma \in \Gamma_q \) the function \( F_q[\gamma] \) has a meromorphic continuation to the lower half plane. This continuation is holomorphic if and only if the imaginary part of the inverse of the logarithm of \( q \) is \( \frac{2\pi}{N} \) with \( N \in 2\mathbb{Z} \setminus \{0\} \) ([6, Twierdzenie 5.11.1]).

### 2.4 The product formula

We shall devote this subsection to proving the following theorem:

**Theorem 2.7** For any \( \gamma \in \Gamma_q \) we have

\[
F_q(\gamma)F_q(q^2\gamma^{-1}) = C_q \alpha(q^{-1}\gamma),
\]

where

\[
C_q = e^{-\frac{i}{2}\text{Im}\rho^{-1}F_q(1)^2}.
\]
We shall examine the function
\[ \Gamma_q \ni \gamma \mapsto F_q(\gamma)F_q(q^2\gamma^{-1}). \] 

(2.11)

Writing \( \gamma = q^n q^{it} \) we shall treat the right hand side of (2.11) as a meromorphic function of \( t \in \mathbb{C} \). It can be rewritten as
\[ \mathbb{C} \ni t \mapsto \prod_{k=0}^{\infty} \frac{1 + q^{2k} q^{n+it}}{1 + q^{2k} q^{-n-it}} = \frac{\varphi_n(t)}{\varphi_n(t)}, \tag{2.12} \]

where
\[ \varphi_n(t) = \prod_{k=0}^{\infty} \prod_{k=1}^{\infty} (1 + q^{2k} q^{n+it}) \prod_{k=1}^{\infty} (1 + q^{2k} q^{-n-it}). \]

The zeros of the entire function \( \varphi_n \) are all simple and constitute the set
\[ \Lambda = 2\pi \rho \left( \mathbb{Z} + \frac{1}{2} \right) + i(2\mathbb{Z} + n). \]

It is easy to see that thanks to the form of the imaginary part of \( \rho \) the set \( \Lambda \) satisfies \( \Lambda = \overline{\Lambda} \). In particular the function
\[ \mathbb{C} \ni t \mapsto \frac{\varphi_n(t)}{\overline{\varphi_n(t)}} \]

is entire.

**Remark 2.8** In fact we have
\[ \left( \Lambda = \overline{\Lambda} \right) \iff \left( \text{Im} \; \rho = \frac{N}{2\pi}, \text{ with } N \in 2\mathbb{Z} \right) \]

(cf. [6, Lemat A.1]).

By the Weierstrass theorem we have the following expression for \( \varphi_n \):
\[ \varphi_n(t) = G_n(t) \prod_{\lambda \in \Lambda} (1 - \frac{t}{\lambda}) e^{\frac{s(k)}{2\pi \rho}}, \tag{2.13} \]

where the infinite product is absolutely convergent and \( G_n \) is a nowhere vanishing entire function.

On the other hand it is easy to check that
\[ \varphi_n(t) = \prod_{k \in \mathbb{Z}} \left( 1 + \exp \left( \frac{2k+n+it}{\rho} \right) \right) \times \begin{cases} 
1 & \text{for } k \geq 0 \\
\exp \left( -\frac{2k+n+it}{\rho} \right) & \text{for } k < 0
\end{cases} \]

\[ = \prod_{k \in \mathbb{Z}} \exp \left( \frac{2k+n+it}{2\rho} \right) 2 \cosh \left( \frac{2k+n+it}{2\rho} \right) \times \begin{cases} 
1 & \text{for } k \geq 0 \\
\exp \left( -\frac{2k+n+it}{\rho} \right) & \text{for } k < 0
\end{cases}. \]

So introducing the function
\[ s(k) = \begin{cases} 
1 & \text{for } k \geq 0 \\
-1 & \text{for } k < 0
\end{cases} \]

we obtain
\[ \varphi_n(t) = \prod_{k \in \mathbb{Z}} \exp \left( s(k) \frac{2k+n+it}{2\rho} \right) 2 \cosh \left( \frac{2k+n+it}{2\rho} \right) \]

\[ = \prod_{k \in \mathbb{Z}} \exp \left( s(k) \frac{2k+n+it}{2\rho} \right) 2 \left( \prod_{\rho \in \mathbb{Z}} \left( 1 - \frac{2k+n+it}{2\pi \rho (\rho+\frac{1}{2})} \right) \exp \left( \frac{2k+n+it}{2\pi \rho (\rho+\frac{1}{2})} \right) \right). \]
This can be rewritten as

\[
\varphi_n(t) = \prod_{k \in \mathbb{Z}} 2 \exp \left( s(k) \frac{2k + n + it}{2\rho} \right)
\times \left( \prod_{\lambda \in \Lambda_k} (1 - \frac{i}{\lambda}) \left( 1 + \frac{i(t(2k + n))}{\lambda - i(2k + n)} \right) \exp \left( - \frac{i(t(2k + n))}{\lambda - i(2k + n)} \right) \exp \left( \frac{\rho}{\lambda - i(2k + n)} \right) \right),
\]

where

\[
\Lambda_k = 2\pi \rho \left( \mathbb{Z} + \frac{1}{2} \right) + i(2k + n).
\]

Of course we have \( \Lambda = \bigcup_{k \in \mathbb{Z}} \Lambda_k \). Taking into account (2.13) and (2.14) we obtain

\[
G_n(t) = \prod_{k \in \mathbb{Z}} 2 \exp \left( s(k) \frac{2k + n + it}{2\rho} \right)
\times \left( \prod_{\lambda \in \Lambda_k} (1 + \frac{i(2k + n)}{\lambda - i(2k + n)}) \exp \left( - \frac{i(2k + n)}{\lambda - i(2k + n)} \right) \exp \left( \frac{i(2k + n)}{\lambda(\lambda - i(2k + n))} - \frac{i^2}{2\rho} \right) \right).
\]

For computational reasons it will be more convenient to work with

\[
\frac{G_n(t)}{G_n(0)} = \prod_{k \in \mathbb{Z}} \exp \left( s(k) \frac{it}{2\rho} \right) \left( \prod_{\lambda \in \Lambda_k} \exp \left( - \frac{i^2}{2\rho} \right) \prod_{\lambda \in \Lambda_k} \exp \left( \frac{i(2k + n)}{\lambda(\lambda - i(2k + n))} \right) \right).
\]

especially since from (2.13) we immediately get an expression for the constant \( G_n(0) \):

\[
G_n(0) = \prod_{k=0}^{\infty} (1 + q^{2k+n}) \prod_{k=1}^{\infty} (1 + q^{2k-n}).
\]

Moreover using standard methods of complex analysis one can compute the sums

\[
\sum_{\lambda \in \Lambda_k} \frac{1}{\lambda}\left(\frac{1}{\lambda(\lambda - i(2k + n))}\right) = \frac{1}{2(2k + n)} \frac{1}{2 \rho} \tanh \left( \frac{2k + n}{2\rho} \right),
\]

\[
\sum_{\lambda \in \Lambda_k} \frac{1}{\lambda^2} = \left( \frac{1}{2 \rho} \right)^2 \left( \frac{1}{\cosh \left( \frac{2k + n}{2 \rho} \right)} \right)^2,
\]

which show that

\[
\frac{G_n(t)}{G_n(0)} = \exp \left( \frac{it}{2 \rho} \sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2\rho} \right) \right) \right) \exp \left( - \frac{i^2}{2 \rho} \sum_{k \in \mathbb{Z}} \left( \frac{1}{\cosh \left( \frac{2k + n}{2 \rho} \right)} \right)^2 \right).
\]

**Lemma 2.9** We have

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2 \rho} \right) \right) = -(n - 1).
\]

**Proof.** First of all notice that since \( \text{Re} \rho < 0 \) the series in question is absolutely convergent. To compute its sum we shall use the following, obvious, formulae:

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{k}{\rho} \right) \right) = 1, \quad \sum_{k \in \mathbb{Z} + \frac{1}{2}} \left( s(k + \frac{1}{2}) + \tanh \left( \frac{k}{\rho} \right) \right) = 0.
\]

9
Let us deal with the cases of even and odd \( n \) separately. First let \( n = 2l \). Then

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2 \rho} \right) \right) = \sum_{k \in \mathbb{Z}} \left( s(k - l) + \tanh \left( \frac{k}{\rho} \right) \right).
\] (2.18)

Subtracting the left hand side of (2.16) from the right hand side of (2.18) we obtain

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2 \rho} \right) \right) = \sum_{k \in \mathbb{Z}} \left( s(k - l) + \tanh \left( \frac{k}{\rho} \right) \right)
- \sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{k}{\rho} \right) \right) + 1
= \sum_{k \in \mathbb{Z}} (s(k - l) - s(k)) + 1 = -2l + 1
= -(2l - 1) = -(n - 1).
\]

Assume now that \( n = 2l + 1 \). Then

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2 \rho} \right) \right) = \sum_{k \in \mathbb{Z} + \frac{1}{2}} \left( s(k - l - \frac{1}{2}) + \tanh \left( \frac{k}{\rho} \right) \right).
\] (2.19)

As before we subtract the left hand side of (2.17) from the right hand side of (2.19) and arrive at

\[
\sum_{k \in \mathbb{Z}} \left( s(k) + \tanh \left( \frac{2k + n}{2 \rho} \right) \right) = \sum_{k \in \mathbb{Z} + \frac{1}{2}} \left( s(k - l - \frac{1}{2}) + \tanh \left( \frac{k}{\rho} \right) \right)
- \sum_{k \in \mathbb{Z} + \frac{1}{2}} \left( s(k - l - \frac{1}{2}) + s(k - \frac{1}{2}) \right)
= \sum_{k \in \mathbb{Z} + \frac{1}{2}} (s(k - l) - s(k)) = -2l = -(n - 1),
\]

which ends the proof of Lemma 2.9.

Q.E.D.

Let us introduce the notation

\[
\Theta_n = \sum_{k \in \mathbb{Z}} \frac{1}{\cosh \left( \frac{2k + n}{2 \rho} \right)^2}.
\]

We can summarize the analysis we have done so far in the following way:

\[
\frac{G_n(t)}{G_n(0)} = \exp \left( - (n - 1) \frac{it}{2 \rho} \right) \exp \left( - \frac{t^2}{2} \left( \frac{1}{2 \rho} \right)^2 \Theta_n \right).
\] (2.20)

Now let us return to the study of the function (2.11). Using (2.12) and (2.13) we obtain

\[
\mathcal{F}(q^n q^{it}) \mathcal{F}(q^{2-n} q^{-it}) = \frac{\varphi_n(t)}{\varphi_n(t)} = \frac{\overline{G_n(t)}}{G_n(t)} \prod_{\lambda \in \Lambda} \left( 1 - \frac{\lambda}{\chi} \right) \exp \left( \frac{t}{\chi} + \frac{t^2}{2 \lambda^2} \right) = \frac{\overline{G_n(t)}}{G_n(t)}.
\]

By (2.20) this means that

\[
\mathcal{F}(q^n q^{it}) \mathcal{F}(q^{2-n} q^{-it}) = (\text{Phase} G_n(0))^{-2} \times \exp \left( i(n - 1) \Re \left( \frac{1}{\rho} \right) t + i \Im \left( \frac{\Theta_n}{(\rho^2)^2} \right) t^2 \right).
\] (2.21)

In particular the left hand side of (2.21) extends to an entire function of \( t \). Let us denote this extension by \( t \mapsto \Phi(n, t) \).
Lemma 2.10 For any $t \in \mathbb{R}$ we have
\[ \Phi(n + 1, t - i) = q^n q^i \Phi(n, t). \] (2.22)

**Proof.** Just as in the proof of Statement (2) of Theorem 2.5 one can show that for $\gamma' \in \Gamma_q$
\[ \mathbb{E}_s[q_{\gamma'}](i) = (1 + \gamma')^{-1} \mathbb{E}_s(q^2 \gamma'). \] (2.23)

With $\gamma = q^n q^i$ we have
\[ \Phi(n, t) = \mathbb{E}_s(\gamma) \mathbb{E}_s(q^2 \gamma^{-1}) \]
and
\[ \Phi(n + 1, t + s) = \mathbb{E}_s(q\gamma q^i s) \mathbb{E}_s(q^{-1} q^{-i} s) = \mathbb{E}_s[q_{\gamma'}](s) \mathbb{E}_s[q_{\gamma'}](s). \]

Now using (2.6) and (2.23) we get
\[ \Phi(n + 1, t - i) = \mathbb{E}_s[q_{\gamma'}](-i) \mathbb{E}_s[q_{\gamma'}](-i) = \frac{1+i+\gamma'}{1+i+\gamma'} \mathbb{E}_s[q_{\gamma'}] = \gamma \Phi(n, t) \]
for $\gamma \neq -1$. For $\gamma = -1$ we use the continuity of both sides with respect to $\gamma$. Q.E.D.

Lemma 2.10 allows us to determine the constants appearing in (2.21) with simple recurrence formulae. From now on let $t$ be a real number. By (2.21) the right hand side of (2.22) is equal to
\[
\text{RHS} = q^n q^i (\text{Phase } G_n(0))^{-2} \exp \left( i(n - 1) \left\{ \frac{1}{\rho} \left( t + i \text{ Im} \left( \frac{\Theta_n}{(2 \rho)^2} \right) t^2 \right) \right\} \right) \\
= (\text{Phase } G_n(0))^{-2} \exp \left( n \text{ Re} \left( \frac{1}{\rho} \right) + i \text{ Im} \left( \frac{1}{\rho} \right) t \right) \times \exp \left( i(n - 1) \left\{ \frac{1}{\rho} \left( t + i \text{ Im} \left( \frac{\Theta_n}{(2 \rho)^2} \right) t^2 \right) \right\} \right),
\]
while the left hand side equals
\[
\text{LHS} = (\text{Phase } G_{n+1}(0))^{-2} \exp \left( i(n - 1) \left\{ \frac{1}{\rho} \left( t + i \text{ Im} \left( \frac{\Theta_n+1}{(2 \rho)^2} \right) t^2 \right) \right\} \right) \\
= (\text{Phase } G_{n+1}(0))^{-2} \exp \left( -i \left\{ \frac{\Theta_n+1}{(2 \rho)^2} \right\} + 2 \text{ Im} \left( \frac{\Theta_n+1}{(2 \rho)^2} \right) t + i \text{ Im} \left( \frac{\Theta_n+1}{(2 \rho)^2} \right) t^2 \right).
\]

Comparing these expressions gives
\[
(\text{Phase } G_n(0))^{-2} \exp \left( n \text{ Im} \left( \frac{1}{\rho} \right) \right) = (\text{Phase } G_{n+1}(0))^{-2} \exp \left( -i \left\{ \frac{\Theta_n+1}{(2 \rho)^2} \right\} \right). \] (2.24)

at all $t \in \mathbb{R}$. As first and second derivatives of LHS and RHS at $t = 0$ are equal, we obtain
\[
\text{Im} \left( \frac{\Theta_n}{(2 \rho)^2} \right) = \text{Im} \left( \frac{\Theta_n+1}{(2 \rho)^2} \right) = -1 \frac{1}{2} \text{ Im} \left( \frac{1}{\rho} \right). \] (2.25)

At the same time the equality of values of LHS and RHS at $t = 0$ shows that
\[
(\text{Phase } G_n(0))^{-2} \exp \left( n \text{ Im} \left( \frac{1}{\rho} \right) \right) = (\text{Phase } G_{n+1}(0))^{-2} \exp \left( -i \left\{ \frac{\Theta_n+1}{(2 \rho)^2} \right\} \right). \] (2.25)

Using (2.24) and (2.25) we find the recurrence relation
\[
(\text{Phase } G_{n+1}(0))^{-2} = \exp \left( i \left( n - \frac{1}{2} \right) \text{ Im} \left( \frac{1}{\rho} \right) \right) (\text{Phase } G_n(0))^{-2},
\]
which we turn into
\[
(\text{Phase } G_n(0))^{-2} = \exp \left( -\frac{i}{2} \text{ Im} \left( \frac{1}{\rho} \right) \right) \exp \left( i \left( n \right) \right) (\text{Phase } G_0(0))^{-2}. \] (2.26)
Now inserting (2.24) and (2.26) into (2.21) we get
\[
\mathbb{F}_q(q^n q^{it}) \mathbb{F}_q(q^{-n} q^{-it}) = \exp \left(-\frac{i}{2} \text{Im} \left(\frac{1}{\rho}\right)\right) 
\times (\text{Phase } G_0(0))^{-2} \exp \left(\frac{1}{\rho} ((n-1)^2 - t^2) \text{ Im} \left(\frac{1}{\rho}\right) + i(n-1)t \text{ Re} \left(\frac{1}{\rho}\right)\right),
\]
which in view of (2.4) means that
\[
\mathbb{F}_q(\gamma) \mathbb{F}_q(q^2 q^{-1}) = \exp \left(-\frac{i}{2} \text{Im} \left(\frac{1}{\rho}\right)\right) (\text{Phase } G_0(0))^{-2} \alpha(q^{-1} \gamma),
\]
where \(\gamma = q^n q^{it}\).

Finally equation (2.15) together with the definition of \(\mathbb{F}_q\) gives the expression for the constant \(C_q\) in (2.10).

This concludes the proof of Theorem 2.7. The name \textit{product formula} for Equation (2.10) is self explanatory. It is an interesting fact that for other values of the deformation parameter \(q\) than those considered in this paper, the proof of the analogous formula simplifies considerably (cf. [11, Section 1] and [16, Section 1]).

2.5 Asymptotic behaviour of \(\mathbb{F}_q\)

**Proposition 2.11** The function \(\mathbb{F}_q\) has the following asymptotic behaviour: for any \(\gamma \in \Gamma_q\) and \(t, \tau \in \mathbb{R}\) we have
\[
|\mathbb{F}_q(\gamma) (t - i\tau)| = \Xi_\gamma(t - i\tau) |q^{-1} q^{it} \gamma|^\tau,
\]
where
\[
\lim_{t \to \infty} \Xi_\gamma(t - i\tau) = 1
\]
for any \(\tau \in \mathbb{R}\).

**Proof.** The mapping
\[
t \mapsto \mathbb{F}_q(\gamma) (t) \mathbb{F}_q(q^2 q^{-1}) (-t) = \mathbb{F}_q(q^{it} \gamma) \mathbb{F}_q(q^2 (q^{it} \gamma)) = C_q \alpha(q^{-1} q^{it} \gamma)
\]
extends to an entire function on \(\mathbb{C}\). Statement (3) of Theorem 2.5 says that with bounded \(\tau\) we have
\[
\mathbb{F}_q(q^2 q^{-1}) (-t - i\tau) \xrightarrow{t \to \infty} 1.
\]
Denoting the reciprocal of the absolute value of this function by \(\Xi_\gamma\) we obtain
\[
|\mathbb{F}_q(\gamma) (t - i\tau)| \Xi_\gamma(t - i\tau)^{-1} = |\alpha[q^{-1} \gamma](t - i\tau)|.
\]
It remains to determine the asymptotic behaviour of the analytic continuation of \(\alpha\). With \(\gamma = q^m q^{is}\) we have (cf. (2.4))
\[
|\alpha[q^{-1} \gamma](t - i\tau)| = \left|e^{\frac{1}{2} \left( (m-1)^2 (s+t-t\tau)^2 \right) \text{Im } \rho^{-1} e^{i(m-1)(s+t-i\tau) \text{Re } \rho^{-1}}}\right|
\]
\[
= e^{-(s+t)\tau} \text{Im } \rho^{-1} e^{i(m-1) \text{Re } \rho^{-1}}
\]
\[
= |q^{-1} q^m q^{is} q^{it}|^\tau = |q^{-1} q^{it}|^\tau.
\]
Q.E.D.
2.6 Uniqueness of $F_q$

**Proposition 2.12** Let $\Phi$ be a continuous function on $\Gamma_q$ such that

1. $\Phi(0) = 1$,
2. For any $\gamma \in \Gamma_q$ the function $\Phi[\gamma] : \mathbb{R} \ni t \mapsto \Phi(q^t \gamma) \in \mathbb{C}$ has a holomorphic extension to the lower half plane,
3. for any $\gamma \in \Gamma_q$ we have
   \[ \Phi[q\gamma]((-i) = (1 + \gamma)\Phi(\gamma), \] (2.27)
4. For any $\delta > 0$ and any $\gamma \in \Gamma_q$ there exist constants $C_1$ and $C_2$ such that for any $0 \leq \sigma < 1$ and any $s \in \mathbb{R}$ we have
   \[ |\Phi[\gamma](s - i\sigma)| \leq C_1 + C_2|q^{-1}\gamma q^{-\sigma}|^{1+\delta}. \]

Then $\Phi = F_q$

**Proof.** Let us fix a $\gamma \in \Gamma_q$ and define

\[ \varphi_\gamma(z) = \frac{\Phi[\gamma](z)}{F_q[\gamma](z)} \]

for $z$ in the lower half plane. This way we obtain a meromorphic function $\varphi_\gamma$ on the lower half plane. Our aim is to prove that it is a constant function equal to one. We shall show this in four steps:

1. $\varphi_\gamma$ is holomorphic;
2. $\varphi_\gamma$ is periodic with non real period, in particular $\varphi_\gamma$ extends to an entire function;
3. $\varphi_\gamma$ factorizes through the map $s \mapsto q^s$, more precisely there exists an entire function $\psi_\gamma$ such that
   \[ \varphi_\gamma(s - i\sigma) = \psi_\gamma(q^{i(s-i\sigma)}); \]
4. $\psi_\gamma$ is constant equal to 1.

**AD 1.** Analysis of zeros of the function $F_q[\gamma]$ (cf. (2.7), (2.8) and (2.9)) shows that all zeros of this function have integer imaginary parts. By (2.6) we have

\[ F_q[\gamma](t - i) = (1 + q^t q^{-1})F_q(q^t q^{-1}) \]

for all $t \in \mathbb{R}$. Therefore the only possible zero on the line $\mathbb{R} - i$ exists when there is a $t_0 \in \mathbb{R}$ such that $q^{t_0} \gamma = -q$. By (2.27) we have the same facts for $\Phi$. Therefore the (only possible) zero of $F_q[\gamma]$ in the strip $\{ z \in \mathbb{C} : -2 < \text{Im} z \leq 0 \}$ cancels with one of zeros of $\Phi[\gamma]$. It follows that $\varphi_\gamma$ extends to a holomorphic function in $\{ z \in \mathbb{C} : -2 < \text{Im} z < 0 \}$. Notice further that by (2.6) and (2.27) we have

\[ \varphi_\gamma(t - i) = \frac{\Phi[\gamma](t - i)}{F_q[\gamma](t - i)} = \frac{(1 + q^t q^{-1})\Phi[q^{-1}\gamma](t)}{(1 + q^t q^{-1})F_q[q^{-1}\gamma](t)} = \varphi_{q^{-1}\gamma}(t). \] (2.28)

for all $t \in \mathbb{R}$ and so this equality remains true for $t$ in the lower half plane. Therefore for any $k \in \mathbb{N}$ holomorphy of $\varphi_\gamma$ in the strip $\{ z \in \mathbb{C} : -(k+2) < \text{Im} z < k \}$ is equivalent to that of $\varphi_{q^{-k}\gamma}$ in $\{ z \in \mathbb{C} : -2 < \text{Im} z < 0 \}$. In particular $\varphi_\gamma$ is holomorphic in the lower half plane.

**AD 2.** Using (2.28) $N$ times we get

\[ \varphi_\gamma(t - Ni) = \varphi_{q^{-N}\gamma}(t) = \varphi_{q^{-t_0}\gamma}(t), \]
for some $t_0 \in \mathbb{R}$ (namely such that $q^{i t_0} = q^{-N}$) and all $t \in \mathbb{R}$. In particular

$$\varphi_\gamma(t - Ni) = \frac{\Phi[q^{it_0} \gamma](t)}{F_q[q^{it_0} \gamma](t)} = \frac{\Phi[\gamma](t + t_0)}{F_q[\gamma](t + t_0)} = \varphi_\gamma(t + t_0)$$

or in other words $\varphi_\gamma(t - (t_0 + Ni)) = \varphi_\gamma(t)$ for all $t \in \mathbb{R}$. By holomorphy of $\varphi_\gamma$ this equality holds for $t$ in the lower half plane.

Ad 3. for any $s \in \mathbb{R}$ we have

$$\varphi_\gamma(s) = \frac{\Phi[\gamma](s)}{F_q[\gamma](s)} = \frac{\Phi[q^{is} \gamma]}{F_q[q^{is} \gamma]}.$$ 

and by periodicity

$$\varphi_\gamma(s) = \varphi_\gamma(s - (t_0 + Ni)) = \frac{\Phi\left(q^{i(s-(t_0+N)i)} \gamma\right)}{F_q\left(q^{i(s-(t_0+N)i)} \gamma\right)}$$

As $z$ goes along a path from $s$ to $s - (t_0 + Ni)$ the variable $q^{iz} \gamma$ goes along a closed path beginning and ending in $q^{is} \gamma$. Therefore the formula

$$\psi_\gamma(q^{iz}) = \varphi_\gamma(z)$$

defines a holomorphic function $\psi_\gamma$ on $\mathbb{C} \setminus \{0\}$. By Statement (3) of Theorem 2.5 we know that $F_q[\gamma](z)$ converges to 1 as the real part of $z$ goes to $-\infty$ and the imaginary part stays bounded. Also by assumption (4) of this proposition $\Phi[\gamma](z)$ is bounded when $z$ moves to $-\infty$. Therefore the quotient is bounded. Consequently $\psi_\gamma(z)$ is bounded as $z \to 0$. It follows that $\psi_\gamma$ is entire.

Ad 4. Let us fix a $0 < \delta < \frac{1}{2}$. We know that there are constants $C_1$ and $C_2$ such that

$$|\Phi[\gamma](s - i \sigma)| \leq C_1 + C_2 |q^{-1} \gamma q^{is}|^{1+\delta}$$

for all $s \in \mathbb{R}$ and $0 \leq \sigma < 1$. By Proposition 2.11, for $s \to \infty$ we have

$$|\varphi_\gamma(s - i \sigma)| \leq \frac{C_1}{\Xi_\gamma(s - i \sigma)} + \frac{C_1}{\Xi_\gamma(s - i \sigma)}|q^{-1} \gamma q^{is}|^{1+\delta-\sigma}. \quad (2.29)$$

Consider now the values of $\psi_\gamma$ on the curve $\Upsilon = \{q^{i(s-i\sigma)} \gamma : s \in \mathbb{R}\}$. As $s \to \infty$ the corresponding point of $\Upsilon$ goes to infinity. Now (2.29) shows that for $z \in \Upsilon$ we have

$$|\psi_\gamma(z)| = o(|z|^2).$$

It follows that

$$\psi_\gamma(z) = \psi_\gamma(0) + \psi_\gamma'(0)z.$$ 

However if $\sigma > 1 - \delta$ then $1 + \delta - \sigma < 2\delta < 1$ and consequently

$$|\psi_\gamma(z)| = o(|z|).$$

In particular $\psi_\gamma'(0) = 0$ and $\psi_\gamma(z) = \psi_\gamma(0)$ for all $z$. By assumption (1)

$$\psi_\gamma(0) = \lim_{t \to -\infty} \varphi_\gamma(t) = \lim_{t \to -\infty} \frac{\Phi(\gamma)}{F_q(\gamma)} = 1.$$ 

Q.E.D.

In the next subsection we shall exhibit a function satisfying conditions (1)–(4) of Proposition 2.12. In particular that will imply that $F_q$ satisfies these conditions.
2.7 Fourier transform of $F_q$

All results of this subsection can be proved with more or less standard techniques from the theory of functions of one complex variable and theory of distributions. Therefore we have decided to present only sketches of proofs. The details can have been taken care of in [6, Uzupe/nienie A.2] (cf. also [16, Appendix B]). As any locally compact group $\Gamma_q$ possesses a Haar measure $d\mu$. We shall chose the following normalization:

$$\int_{\Gamma_q} f(\gamma) d\mu(\gamma) = \sum_{k=0}^{N-1} \int_{-\infty}^{+\infty} f(q^k q^it) \, dt.$$  

Apart from integration we shall also use theory of distributions on $\Gamma_q$. To that end let us define the Schwartz space $\mathcal{S}(\Gamma_q)$ as the space of all functions $f : \Gamma_q \rightarrow \mathbb{C}$ such that the functions

$$\mathbb{R} \ni t \mapsto f(q^k q^it)$$

belong to the space $\mathcal{S}(\mathbb{R})$ (the usual Schwartz space on $\mathbb{R}$) for $k = 1, \ldots, N$. This definition is, of course, compatible with the isomorphism $\Gamma_q \cong \mathbb{Z}_N \times \mathbb{R}$ (i.e. $\mathcal{S}(\Gamma_q) \cong \mathbb{C}^N \otimes \mathcal{S}(\mathbb{R})$).

We shall consider the following function

$$\mathbb{H}_q(\gamma) = \frac{\chi(-q^{-2}, \gamma)}{(1-\gamma)\mathbb{F}_q(-q^2\gamma)}$$

defined for $\gamma \in \Gamma_q \setminus \{1\}$. This function defines a tempered distribution on $\Gamma_q$ by integration. The pole of the function $\mathbb{H}_q$ has to be rounded. Let $\ell$ be the oriented contour in $\mathbb{C}$ coinciding with $\mathbb{R}$, but rounding the point 0 from above. For $f \in \mathcal{S}(\Gamma_q)$ we have

$$(\mathbb{H}_q, f) = \int_{\ell} \mathbb{H}_q(q^it) f(q^it) \, dt + \sum_{k=1}^{N-1} \int_{-\infty}^{+\infty} \mathbb{H}_q(q^k q^it) f(q^k q^it) \, dt.$$  

We let $\Phi_q$ be the inverse Fourier transform of the tempered distribution $\mathbb{H}_q$:

$$\Phi_q(\gamma) = \int_{\ell} \mathbb{H}_q(q^it) f(q^it) \, dt + \sum_{k=1}^{N-1} \int_{-\infty}^{+\infty} \mathbb{H}_q(q^k q^it) f(q^k q^it) \, dt.$$  

(2.30)

Proposition 2.13

(1) The integral (2.30) is convergent as an improper Riemann integral. More precisely there exists the limit

$$\Phi_q(\gamma) = \lim_{R \to \infty} \int_{-\infty}^{+\infty} \frac{\chi(-q^{-2}, q^it)}{(1-q^it)\mathbb{F}_q(-q^2q^it)} \, dt$$

$$+ \lim_{R \to \infty} \sum_{k=1}^{N-1} \int_{-\infty}^{R} \frac{\chi(-q^{-2}, q^k q^it)}{(1-q^kq^it)\mathbb{F}_q(-q^{k+2}q^it)} \, dt,$$  

(2.31)

where $\ell^R$ is the part of $\ell$ starting at $-\infty$ and ending at $R$.

(2) For any $\tau \in [0, 1]$ we have

$$\Phi_q(\gamma) = -2\pi \rho_q^{|z|^2} (-q^2)^{-1}$$

$$+ \sum_{k=0}^{N-1} (q \text{Phase } (-q^{-2}))^k \int_{\mathbb{R} - i\tau} \frac{|z|^2 |q|^{-2iz} q^{iz}}{(1-q^k q^iz)\mathbb{F}_q(-q^{k+2}z)^2} \, dz.$$  

(2.32)
(3) $\Phi_q$ extends to a continuous function on $\Gamma_q$ and
\[
\lim_{\gamma \to 0} \Phi_q(\gamma) = -2\pi \rho F_q(-q^2)^{-1}.
\]

(4) For any $\gamma \in \Gamma_q$, the function $\mathbb{R} \ni t \mapsto \Phi_q(q^i t)$ has a holomorphic continuation to the lower half plane.

(5) For any $\gamma \in \Gamma_q$ we have
\[
\Phi_q[\gamma](-i) = (1 + \gamma)\Phi_q(\gamma).
\]

(6) For any $\delta > 0$ and any $\gamma \in \Gamma_q$ there exist constants $C_1$ and $C_2$ such that for any $0 \leq \sigma < 1$ and any $s \in \mathbb{R}$ we have
\[
|\Phi_q[\gamma](s - i\sigma)| \leq C_1 + C_2 |q^{-1} \gamma q^i|^{1+\delta}.
\]

Proof. Ad (1). Due to the exponential decay of $|q^it|$ for $t \to -\infty$ the integral over $\ell^R$ is convergent. After elementary manipulations we can rewrite the right hand side of (2.31) as
\[
\lim_{R \to \infty} \sum_{k=0}^{N-1} \int_{\ell^R} \frac{(q \text{Phase} \left(-q^{-2}\gamma\right))^k e^{it(\log |\gamma| - \text{Re } \rho^{-1})} e^{-t \text{Im } \rho^{-1}}}{(1 - e^{-ik \text{Im } \rho^{-1}} e^{-it \text{Re } \rho^{-1} - ek \text{Re } \rho^{-1} e^{-t \text{Im } \rho^{-1}}}) F_q[-q^{k+2}](t)} \, dt.
\]

Then we choose a number $\tau \in [0, 1]$ and deform the integration contour in the following way: Now standard methods show that the integral along the part of the contour from $R \to R$ goes to 0 as $R \to \infty$ and that the integral over the remaining part of the contour has a limit as $R \to \infty$.

Ad (2). To obtain formula (2.32) we deform further the integration contour:

Figure 1: Deformation of the contour $\ell^R$

$R - i\tau$ to $R$ goes to 0 as $R \to \infty$ and that the integral over the remaining part of the contour has a limit as $R \to \infty$.

Figure 2: Further deformation of the contour $\ell^R$
This deformation does not change the value of the summands for \( k \in \{1, \ldots, N - 1\} \). For \( k = 0 \) we obtain \(-2\pi i F_q(-q^2)\) as the residue of the integrand at the point 0. Again standard computations show that the integral over the line from \(-R \) to \(-R - i\tau \) tends to 0 as \( R \to \infty \). In the limit we get (2.32).

AD (3). This follows from (2.32).

AD (4). For \( \gamma \in \Gamma_q \) and \( s \in \mathbb{R} \) the value \( \Phi_q[\gamma](s) \) is a limit over \( R \to \infty \) of a sum of terms of the form
\[
|q^k|s q^k \text{Phase}(-q^{-2}\gamma)^k \int_{\ell_R} \frac{|-q^{k}\gamma|^{|s|} s q^i t dt}{(1-q^k q^i)} F_q[-q^{k+2}](t)
\]
Now we want to put \( s - i\sigma \) in place of \( s \) with \( \sigma > 0 \). To that end we must deform \( \ell_R \) in such a way that the integral be convergent and that we avoid all zeros of the denominator. An easy analysis of the zeros of \( F_q[-q^{k+2}] \) shows that they all lie below the line \( \mathbb{R} \rho + (k + 2)i \).

Therefore if we choose \( \tau > \sigma \) and deform the integration contour as follows:
\[
c = -(\tau + k + 2) \frac{2\pi \Re \rho}{N} + \varepsilon
\]

Figure 3: Avoiding zeros of \( F_q[-q^{k+2}] \)

The value of (2.33) will not change. Now, as before, it is possible to show that the integral over the line from \( R - i\tau \) to \( R \) goes to 0 as \( R \to \infty \). At the same time it is easy to see that the limit \( R \to \infty \) defines a holomorphic function of \( z = s - i\sigma \) for \( 0 < \sigma < \tau \). Since \( \tau \) was arbitrarily large we see that \( \Phi_q[\gamma] \) has a holomorphic extension to the lower half plane. In particular for \( z = -i \) and with \( q\gamma \) in place of \( \gamma \) we have
\[
\Phi_q[q\gamma](-i) = \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2\gamma}, q^k q^i t) (q^k q^i t)^2 dt}{(1-q^k q^i)} F_q[-q^{k+2} q^i t].
\]

AD (5). Combining (2.5) and (2.6) we get
\[
F_q[\gamma](-i) = (1 - \gamma) F_q(-q^2\gamma) = (1 - \gamma) F_q[-q^2\gamma](0)
\]
for all \( \gamma \in \Gamma_q \) and more generally
\[
F_q[\gamma](t - i) = (1 - \gamma t) F_q[-q^2\gamma](t)
\]
for all $t \in \mathbb{R}$.

Using this formula we compute

$$
\Phi_q(\gamma) = \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^k q^i t) q^k q^i dt}{(1 - q^k q^i) \mathcal{F}_q(-q^{k+2} q^i)}
$$

$$
= \sum_{k=0}^{N-1} \int_{\ell} \frac{\text{Phase}(-q^{-2}\gamma)^k | -q^{-2}\gamma|^t q^k q^i dt}{(1 - q^k q^i) \mathcal{F}_q(-q^{k+2}) (t)}
$$

$$
= \sum_{k=0}^{N-1} \int_{\ell} \frac{\text{Phase}(-q^{-2}\gamma)^k | -q^{-2}\gamma|^t q^k q^i dt}{\mathcal{F}_q(-q^{k+1}) (t-i)}
$$

$$
= \sum_{k=0}^{N-1} \int_{\ell-i} \frac{\text{Phase}(-q^{-2}\gamma)^k | -q^{-2}\gamma|^t q^k q^i (z+i) dz}{\mathcal{F}_q(-q^{k+1}) (z)}
,$$

and so

$$
\Phi_q(\gamma) = \text{Phase}(-q^{-2}\gamma)^{-1} | -q^{-2}\gamma|^{-1}
$$

$$
\times \sum_{k=0}^{N-1} \int_{\ell-i} \frac{\text{Phase}(-q^{-2}\gamma)^{k+1} | -q^{-2}\gamma|^i q^{k-1} q^i dz}{\mathcal{F}_q(-q^{k+1}) (z)}
$$

$$
= (-q^{-2}\gamma)^{-1} \sum_{k=0}^{N-1} \int_{\ell-i} \frac{\text{Phase}(-q^{-2}\gamma)^{k+1} | -q^{-2}\gamma|^i q^{k-1} q^i dz}{\mathcal{F}_q(-q^{k+1}) (z)}
.$$

Now we change the integration contour from $\ell - i$ to $\ell$ to obtain

$$
\Phi_q(\gamma) = (-q^{-2}\gamma)^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^k q^i t) q^{k-1} q^i dt}{\mathcal{F}_q(-q^{k+1}) (t)}
$$

$$
= (-q^{-2}\gamma)^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^k q^i t) q^{k+1} q^i dt}{\mathcal{F}_q(-q^{k+1}) (t)}
$$

$$
= -\gamma^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^k q^i t) q^{k+1} q^i dt}{\mathcal{F}_q(-q^{k+1}) (t)}
.$$

Now by (2.5) we have

$$
\Phi_q(\gamma) = -\gamma^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^{k+1} q^i t) q^{k+1} q^i dt}{(1 - q^{k+1} q^i) \mathcal{F}_q(-q^{k+2} q^i)}
$$

$$
= -\gamma^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^{k+1} q^i t) (1 - q^{k+1} q^i) q^{k+1} q^i dt}{(1 - q^{k+1} q^i) \mathcal{F}_q(-q^{k+2} q^i)}
$$

$$
= -\gamma^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^{k} q^i t) q^{k} q^i dt}{(1 - q^{k} q^i) \mathcal{F}_q(-q^{k+2} q^i)} + \gamma^{-1} \sum_{k=0}^{N-1} \int_{\ell} \frac{\chi(-q^{-2}\gamma, q^{k} q^i t) (q^{k} q^i)^2 dt}{(1 - q^{k} q^i) \mathcal{F}_q(-q^{k+2} q^i)}.
$$
In other words (cf. \(2.34\))

\[
\Phi_q[\gamma](0) = \gamma^{-1}\Phi_q[q\gamma](-i) - \gamma^{-1}\Phi_q[\gamma](0),
\]

i.e.

\[
\Phi_q[q\gamma](-i) = (1 + \gamma)\Phi_q[\gamma](0) = (1 + \gamma)\Phi_q[\gamma].
\]

Ad (6). \(\Phi_q[\gamma](s - i\sigma)\) is a sum of terms of the form

\[
(|q|^s q^k q^n \text{Phase } (-q^{-2}\gamma)) \int \frac{|q^t|^s |q^t|^\sigma - q^{-2}\gamma|q^t|dt}{\epsilon} F_q[-q^{k+2}](t), \tag{2.35}
\]

where the integral is understood as the limit with \(R \to \infty\) of the integral over a contour as shown in figure 3 with \(\tau = 1 + \delta\). We can divide the contour into three parts: first starting at \(-\infty\) and ending at \(c - i\tau\), the second from \(c - i\tau\) to \(R - i\tau\) ant the third part from \(R - i\tau\) to \(R\) (see Figure 3). As we have pointed out in the proof of Statement (4) the integral over the third part goes o 0 as \(R \to \infty\). Let \(M_1\) be the value of the integral over the first part of the contour. Then elementary computations show that there is a constant \(M_2\) such that the integral in (2.35) equals

\[
M_1 + M_2|q^{-1}\gamma q^s\gamma|^\tau.
\]

Since \(\tau = 1 + \delta\) there exist constants \(C_1\) and \(C_2\) such that

\[
[\Phi_q[\gamma](s - i\sigma)] \leq C_1 + C_2|q^{-1}\gamma q^s\gamma|^{1+\delta}
\]

for all \(0 \leq \sigma < 1\) and all \(s \in \mathbb{R}\).

Q.E.D.

As an immediate consequence of Propositions 2.13 and 2.12 we get the following:

**Corollary 2.14** The functions \(F_q\) and \(\Phi_q\) are proportional:

\[
F_q = -2\pi q\rho F_q(-q^2)^{-1}\Phi_q.
\]

Moreover we have

\[
\hat{F}_q(\gamma) = -\frac{F_q(-q^2)}{2\pi \rho} \int_{\mathbb{R}^2} \frac{\chi(-q^{-2}\gamma, \gamma')}{(1 - \gamma') F_q(-q^2\gamma')} d\mu(\gamma')
\]

in the sense of distribution theory (the correction of the integration contour is understood as a part of the definition of the distribution under the sign of the integral).

**Corollary 2.15** The distributional inverse Fourier transforms \(\hat{F}_q\) and \(\hat{\Phi}_q\) of \(F_q\) and \(\Phi_q\) satisfy

\[
\hat{\Phi}_q(\gamma) = \alpha(\gamma)|\gamma|\chi(-1, \gamma)\hat{F}_q(\gamma).
\]

**Proof.** By Corollary 2.14

\[
\hat{F}_q(\gamma) = -\frac{F_q(-q^2)}{2\pi \rho} \frac{\chi(-q^{-2}, \gamma)}{(1 - \gamma) F_q(-q^2\gamma)}
\]

Consequently

\[
\hat{\Phi}_q(\gamma) = \frac{\hat{F}_q(\gamma^{-1})}{2\pi \rho} = -\frac{F_q(-q^{-2})^{-1}}{\hat{F}_q(-q^2\gamma^{-1})} \frac{\chi(-q^{-2}, \gamma)(1 - \gamma^{-1})}{F_q(-q^2\gamma^{-1})}.\]
Therefore
\[ \widehat{F}_s(\gamma) = F_s(-q^2)^{-2} \frac{p}{\rho} \frac{1}{\gamma - 1} F_s(-q^2 \gamma) F_s(-q^2 \gamma^{-1}) \gamma^{-1}. \]

Using (2.5), (2.10), (2.3), the fact that \( \chi \) is a bicharacter and (2.1) we get
\[
\frac{\widehat{F}_s(\gamma)}{\widehat{F}_s(\gamma)} = -F_s(-q^2)^{-2} \frac{p}{\rho} F_s(-\gamma) F_s(-q^2 \gamma^{-1}) \gamma^{-1}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1} \gamma) \gamma^{-1}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \alpha(-q^{-1} \gamma) \gamma^{-1}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \chi(-q^{-1} \gamma) \gamma^{-1}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \frac{1}{\chi(-q, \gamma)}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \chi(q, \gamma) \chi(-1, \gamma)
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \frac{1}{\chi(q) \gamma \chi(-1, \gamma)}
\]
\[ = -F_s(-q^2)^{-2} \frac{p}{\rho} C_\alpha(-q^{-1}) \alpha(\gamma) \frac{1}{\alpha(\gamma) |\gamma| \chi(-1, \gamma)}. \]

Now inserting \( \gamma = -1 \) in (2.10) and using (2.5) we obtain
\[ C_\alpha(-q^{-1}) = F_s(-1) F_s(-q^2) = \frac{-p}{\rho} F_s(-q^2)^2, \]
and thus \( \widehat{F}_s(\gamma) = \alpha(\gamma) |\gamma| C_\alpha(-1, \gamma) \widehat{F}_s(\gamma). \)
Q.E.D.

### 2.8 Other useful functions

In this subsection we shall relate the special functions introduced above to other functions which fit well the framework developed in [15]. This step is needed to be able to freely use the theory of Zakrzewski relation presented in that reference.

Consider the function \( \text{Ph}: \Gamma_q \rightarrow \mathbb{T} \) given by \( \text{Ph}(q^n q^t) = e^{2\pi i n} \), where \( \Omega \) is the constant entering the definition of \( \rho \) (cf. beginning of this section). It is easy to check that this formula defines a function on \( \Gamma_q \) (the value does not depend on the representation of \( \gamma \) in the form \( q^n q^t \)).

Elementary computations give the following formula
\[ \gamma = \text{Ph}(\gamma) |\gamma|^{1 + \frac{2\pi i n}{\sqrt{\Omega}}} \]  
(2.36)

for any \( \gamma \in \Gamma_q \).

In [15] for a parameter \(-\pi < \hbar < \pi\) a subset \( \Omega^+_{\hbar} \) was defined in the following way
\[ \Omega^+_{\hbar} = \{ z \in \mathbb{C} \setminus \{0\} : \hbar \arg z \geq 0, |\arg z| \in [0, |\hbar|] \}. \]

In what follows we shall use the identification of the region lying between the logarithmic spirals \( q^n q^t : t \in \mathbb{R} \) and \( q^{n+1} q^t : t \in \mathbb{R} \)
\[ \{ q^n q^t : t \in \mathbb{R}, \tau \in [0, 1] \} \]
with $\Omega^+_{\text{im} \rho^{-1}}$ given by

$$q^n q^{i(t-ir)} \longleftrightarrow e^{ir\hbar |q^n q^{it}|}$$

(notice that the conditions imposed on the form of $\rho$ imply that $|\text{Im} \rho^{-1}| < \pi$).

Another tool used in [15] is the space

$$\mathcal{H}^+_h = \left\{ f \in C(\Omega^+_h) : \begin{array}{l}
\text{for any } \lambda > 0 \text{ the function } z \mapsto e^{-\lambda \ell(z)^2} f(z) \\
\text{is bounded on } \Omega^+_h
\end{array} \right\},$$

where $\ell(z) = \log |z| + i \arg z$.

For $k \in \{0, \ldots, N-1\}$ and $r > 0$ define

$$f_k(r) = E_q \left( e^{\frac{2\pi i k}{N} r^{1+2\pi i \text{Re } \rho} \hbar} \right)$$

Using the information about the function $E_q$ obtained in Theorem 2.5 and Proposition 2.11 one can without difficulty prove the following (cf. [6, Section 5.5] and [16]):

**Lemma 2.16** Let $k \in \{0, \ldots, N-1\}$. Then

1. the function $f_k$ extends to a continuous function on $\Omega^+_{\text{im} \rho^{-1}}$ which is holomorphic in the interior of that region, moreover, denoting the extension by the same symbol, we have $f_k \in \mathcal{H}^+_{\text{im} \rho^{-1}}$ and for any $\tau \in [0, 1]$ we have $f_k^{-1} \in \mathcal{H}^+_{\tau \text{im} \rho^{-1}}$;

2. for any $r > 0$ we have

$$f_k \left( e^{i \text{Im } \rho^{-1} r} \right) = (1 + q^{-1} \gamma) E_q (q^{-1} \gamma),$$

where $\gamma = e^{\frac{2\pi i k}{N} r^{1+2\pi i \text{Re } \rho} \hbar}$;

3. we have the following asymptotic behaviour of $f_k$:

$$|f_k(z)| \leq \Theta_k(z) |q^{-1} z^{\text{arg } z} \hbar|^{-\text{Im } \rho^{-1}},$$

where $\lim_{|z| \to \infty} \Theta_k(z) = 1$.

### 3 Operator equalities

#### 3.1 The commutation relations

In this section we shall examine pairs $(A, B)$ of operators on a Hilbert space satisfying the following conditions:

1. $A$ and $B$ are normal,
2. $\ker A = \ker B = \{0\}$,
3. $\text{Sp } A, \text{Sp } B \subset \Gamma_q$,
4. for all $\gamma, \gamma' \in \Gamma_q$

$$\chi(\gamma, A) \chi(B, \gamma') = \chi(\gamma, \gamma') \chi(B, \gamma) \chi(\gamma, A). \quad (3.1)$$

Formula (3.1) is called the *Weyl relation*. The set of pairs $(A, B)$ of operators on a Hilbert space $H$ fulfilling conditions 1–4 will be denoted by $\mathcal{D}_H$. 
For any infinite dimensional Hilbert space $H$ the set $\mathcal{D}_H$ is non empty. Moreover any pair $(A, B) \in \mathcal{D}_H$ is unitarily equivalent to a direct sum of so called Schrödinger pairs. The Schrödinger pair $(A_S, B_S)$ acts irreducibly on $L^2(\Gamma_0)$ in the following way:

\[
(A_S f)(\gamma) = f[q\gamma](-i), \\
(B_S f)(\gamma) = \gamma f(\gamma)
\]

(cf. [16], [6]).

The correspondence $H \mapsto \mathcal{D}_H$ satisfies the following conditions:

- If $H$ and $K$ are Hilbert spaces, $U: H \to K$ a unitary map and $(A, B) \in \mathcal{D}_H$ then $(UAU^*, UBU^*) \in \mathcal{D}_K$.
- If $H = H_1 \oplus H_2$ and operators $A$ and $B$ on $H$ decompose as $A = A_1 \oplus A_2$ and $B = B_1 \oplus B_2$ respectively then $(A, B) \in \mathcal{D}_H$ if and only if $(A_k, B_k) \in \mathcal{D}_{H_k}$ for $k = 1, 2$.

Such a structure is called an operator domain, a notion closely related to compact and measurable domains and $W^*$-categories (cf. [1, 9, 13, 16, 6]). We shall use the symbol $\mathcal{D}$ also to denote this operator domain.

Inserting in the Weyl relation $(q, q'^t)$, $(q'^t, q)$, $(q, q')$, and $(q'^t, q'^t)$ for $(\gamma, \gamma')$ and performing analytic continuation with respect to $t$ in the first two cases we obtain (cf. (2.1)):

\[
(\text{Phase } A) |B| = |q||B| (\text{Phase } A), \\
|A|(\text{Phase } B) = |q| (\text{Phase } B) |A|, \\
(\text{Phase } A) (\text{Phase } B) = e^{i\text{Im }\rho^{-1}} (\text{Phase } B) (\text{Phase } A), \\
|A|^{it'} |B|^{it} = e^{-it' \text{Im }\rho^{-1}} |B|^{it'} |A|^{it},
\] (3.2)

The last equation of (3.2) means that $|B|$ and $|A|$ satisfy the Zakrzewski relation ([15, Definition 2.1]) with $\hbar = \text{Im }\rho^{-1}$. We shall represent this graphically as $|B| \xrightarrow{\hbar} |A|$.

Let us recall the definition of a core for a family of operators introduced in [5]. Let $H$ be a Hilbert space and let $\mathcal{F}$ be a family of closable operators on $H$. A linear subset $D_0$ is a core for $\mathcal{F}$ if

1. $D_0 \subset D(T)$ for all $T \in \mathcal{F}$,
2. for any $x \in H$ there exists a sequence $(x_n)_{n \in \mathbb{N}}$ of elements of $D_0$ converging to $x$ such that

\[
(T \in \mathcal{F}, \quad x \in D(T)) \quad \Rightarrow \quad (Tx_n \xrightarrow{n \to \infty} T^* x).
\]

Throughout the paper we shall adopt the following convention. For any pair of linear operators $(X, Y)$ acting on the same Hilbert space we shall denote by $X \circ Y$ their composition. If $X \circ Y$ happens to be closable then $XY$ will denote the closure of $X \circ Y$.

Let us recall [5, Theorem 2.7].

**Theorem 3.1** Let $H$ be a Hilbert space and let $T_1, \ldots, T_p$ be normal operators on $H$. Assume that for each pair of indices $k, l \in \{1, \ldots, p\}$ there exist scalars $\mu(k, l)$ and $\lambda(k, l)$ such that

\[
(\text{Phase } T_k) |T_l| = \mu(k, l) |T_l| (\text{Phase } T_k), \\
(\text{Phase } T_k) (\text{Phase } T_l) = \lambda(k, l) (\text{Phase } T_l) (\text{Phase } T_k).
\]

Moreover assume that there exists a real number $h$ with $|h| < \pi$ such that for any $k, l \in \{1, \ldots, p\}$ one of the following conditions holds:

1. $|T_k| \quad \text{strongly commutes with } |T_l|$, 
2. $|T_k| \xrightarrow{h} |T_l|$. 

22
3. \(|T_i| \xrightarrow{h} |T_k|\).

Let \(\mathcal{F}\) be the family of all compositions of the form \(T_{i_1}^1 \circ T_{i_2}^2 \circ \cdots \circ T_{i_n}^q\) where \(i_1, \ldots, i_n \in \{1, \ldots, p\}\) and \(T^q\) denotes either \(T\) or \(T^*\). Then all operators in \(\mathcal{F}\) are densely defined and closable and there exists a core for \(\mathcal{F}\).

The original formulation of this theorem in [5] places stronger conditions on the operators \(T_1, \ldots, T_p\). Namely the constant \(\hbar^2\) is fixed as \(\frac{2}{N}\) with an even natural number \(N\) greater or equal to 6 and the numbers \(\lambda(k, l)\), \(\mu(k, l)\) are equal to 1 for all \(k, l \in \{1, \ldots, p\}\). It is, however, clear from the proof given in [5] that these restrictions are not essential.

Given a pair \((A, B) \in \mathcal{D}_H\) for some Hilbert space \(H\) we can apply Theorem 3.1 with \(p = 2\) and \(T_1 = A, T_2 = B\). The family of all finite compositions of elements of the set \(\{A, A^*, B, B^*\}\) will be denoted by \(\mathcal{F}\) and we shall use the symbol \(D_0\) for the core for \(\mathcal{F}\).

3.2 Products

**Theorem 3.2** Let \(H\) be a Hilbert space and let \((A, B) \in \mathcal{D}_H\). Then

1. The operators \(A \circ B, B \circ A, A \circ B^*\) and \(B^* \circ A\) are closable and we have

\[
AB = q^2 BA, \quad AB^* = B^* A; \tag{3.3}
\]

2. For any \(\gamma \in \Gamma\)

\[
\alpha(\gamma) \chi(B, \gamma) \chi(\gamma, A) = \alpha(B)^* \chi(\gamma, A) \alpha(B) = \alpha(A) \chi(B, \gamma) \alpha(A)^*; \tag{3.4}
\]

3. We have

\[
qBA = \alpha(B)^* A \alpha(B) = \alpha(A) B \alpha(A)^*. \tag{3.5}
\]

**Proof.** Ad (1). The closability of all finite compositions of elements of the set \(\{A, A^*, B, B^*\}\) was established in Theorem 3.1. Formula (3.3) follows from the fact that \(A(By) = q^2 B(Ay)\) and \(A(B^* y) = B^* (Ay)\) for any \(y \in D_0\).

Ad (2). In order to make our exposition shorter we shall only prove the equality

\[
\alpha(\gamma) \chi(B, \gamma) \chi(\gamma, A) = \alpha(A) \chi(B, \gamma) \alpha(A)^*.
\]

The other one can be proved in an analogous fashion.

From the Weyl relation and the fact that \(\chi\) is a bicharacter we infer that

\[
\chi(B, \gamma)^* \chi(\gamma', A) \chi(B, \gamma) = \chi(\gamma', \gamma A). \tag{3.6}
\]

Inserting \(\gamma' = q\) and \(\gamma' = q^i\) in (3.6) we obtain

\[
\chi(B, \gamma)^* \text{ (Phase } A) \chi(B, \gamma) = \text{ (Phase } \gamma) \text{ (Phase } A),
\]

\[
\chi(B, \gamma)^* |A| \chi(B, \gamma) = |\gamma||A|
\]

where in the second equality we performed analytic continuation to \(t = -i\). Multiplying left and right hand sides of these equations results in

\[
\chi(B, \gamma)^* A \chi(B, \gamma) = \gamma A \tag{3.7}
\]

for all \(\gamma \in \Gamma\). Now let us apply function \(\alpha\) to both sides of (3.7) and multiply both sides of the resulting equation by \(\alpha(A)^*\) from the right. We obtain

\[
\alpha(A) \chi(B, \gamma) \alpha(A)^* = \chi(B, \gamma) \alpha(\gamma A) \alpha(A)^*.
\]

Remembering that \(\alpha(\gamma) \alpha(\gamma)^* = 1\) for all \(\gamma \in \Gamma\) we can rewrite this as

\[
\alpha(A) \chi(B, \gamma) \alpha(A)^* = \alpha(\gamma) \chi(B, \gamma) \chi(\gamma, A) \alpha(\gamma A)^* \alpha(A)^* \alpha(\gamma A)^* \alpha(\gamma A)^{-1}.
\]
Our assertion follows now from (2.3).

Ad (3). As in the proof of (2) we put \( \gamma = q \) and \( \gamma = q^{it} \) in (3.4) and perform analytic continuation in the latter case:

\[
e^{\frac{1}{2} \ln \rho^{-1}} (\text{Phase } B) (\text{Phase } A) = \alpha(B)^* (\text{Phase } A) \alpha(B) = \alpha(A) (\text{Phase } B) \alpha(A)^*,
\]

\[
e^{\frac{1}{2} \ln \rho^{-1}} |B| |A| = \alpha(B)^* |A| \alpha(B) = \alpha(A) |B| \alpha(A)^*.
\]

Now we can multiply the left and right hand sides of the above equations and use relations (2.3) to obtain (3.2).

Q.E.D.

**Corollary 3.3** Let \( H \) be a Hilbert space and let \( (A, B) \in \mathcal{D}_H \). Then

1. for any \( \gamma_1, \gamma_2 \in \Gamma_q \) we have \( (\gamma_1 A, \gamma_2 B) \in \mathcal{D}_H \);
2. \( (B, A^{-1}) \in \mathcal{D}_H \);
3. \( (AB, B), (A, BA) \in \mathcal{D}_H \);
4. for any \( \gamma \in \Gamma_q \) we have \( \chi(q^{-1}AB, \gamma) = \alpha(\gamma) \chi(B, \gamma) \chi(\gamma, A) \).

**Proof.** Ad (1). The assertion follows by multiplying both sides of the Weyl relation 3.1 by \( \chi(\gamma_2, q) \) and using the fact that \( \chi \) is a bicharacter.

Ad (2). Applying hermitian conjugation to both sides of the Weyl relation and using the fact that

\[
\chi(\gamma, A)^* = \chi(\gamma, A^{-1}),
\]

\[
\chi(B, \gamma')^* = \chi(B, \gamma'^{-1})
\]

we obtain

\[
\chi(B, \gamma'^{-1}) \chi(\gamma, A^{-1}) = \chi(\gamma'^{-1}, \gamma) \chi(\gamma, A^{-1}) \chi(B, \gamma'^{-1})
\]

which by symmetry of \( \chi \) means that \( (B, A^{-1}) \in \mathcal{D}_H \).

Ad (3). This follows by conjugating the pair \( (A, B) \) with the unitary operators \( \alpha(B) \) and \( \alpha(A)^* \) and using Statement (3) of Theorem 3.2 and Statement (1) above.

Ad (4). By Statement (1) of Theorem 3.2 we have

\[
\alpha(\gamma) \chi(B, \gamma) \chi(\gamma, A) = \alpha(A) \chi(B, \gamma) \alpha(A)^* = \chi(\alpha(A) B \alpha(A)^*, \gamma).
\]

Now Statement (2) of the same theorem says that this is equal to

\[
\chi(qBA, \gamma) = \chi(q^{-1}AB, \gamma).
\]

Q.E.D.

### 3.3 Sums

Let \( H \) be a Hilbert space and let \( (A, B) \in \mathcal{D}_H \). Put \( S = \text{Ph}(A) |A|^\rho \) and \( R = \text{Ph}(B) |B|^\rho \). Then the pair \( (R, S) \) satisfies the commutation relations and spectral conditions considered in [16]. Therefore we can use Proposition 2.3 of that reference which yields

**Proposition 3.4** Let \( H \) be a Hilbert space and let \( (A, B) \in \mathcal{D}_H \). Then there exists a one parameter group \((\mathcal{R}_t)_{t \in \mathbb{R}_+}\) of unitary operators acting on \( H \) such that

\[
\text{Ph}(B) \mathcal{R}_t = \mathcal{R}_t \text{Ph}(B), \quad \text{Ph}(A) \mathcal{R}_t = \mathcal{R}_t \text{Ph}(A),
\]

\[
|B| \mathcal{R}_t = |B|^t \mathcal{R}_t, \quad |A| \mathcal{R}_t = |A|^t \mathcal{R}_t
\]

for all \( t \in \mathbb{R}_+ \).
In the next theorem we shall consider the operator $A + B \circ A$, where $(A, B) \in \mathcal{D}_H$ for some Hilbert space $H$. It turns out to be closable and its closure coincides with the closure of $A + BA$ (which, of course, is closable as well). The closability is more or less straightforward: $(A + B \circ A)^* \subset A^* + A^* B^*$. The core $D_0$ described after Theorem 3.1 is contained in the domain of the latter operator which is thus densely defined. The same reasoning shows that $A + BA$ is closable.

Let $x \in D(A) \cap D(BA)$ and let $(x_n)_{n \in \mathbb{N}}$ be a sequence of elements of $D_0$ such that

\[
\begin{align*}
x_n \xrightarrow{n \to \infty} x, \\
Ax_n \xrightarrow{n \to \infty} Ax, \\
BAx_n \xrightarrow{n \to \infty} BAx.
\end{align*}
\]

It follows that $(A + B \circ A)x_n \xrightarrow{n \to \infty}$ is convergent and consequently $x$ belongs to the domain of the closure of $A + B \circ A$. Moreover

\[
(A + B \circ A) x = \lim_{n \to \infty} (A + B \circ A)x_n = \lim_{n \to \infty} (Ax_n + BAx_n) = Ax + BAx = (A + BA) x.
\]

As $D(A) \cap D(BA)$ is a core for $A + BA$, we obtain $A + BA \subset A + B \circ A$. The converse inclusion is trivial and our assertion follows. From now on the closure of a sum of operators will be denoted by the symbol \(\dot{+}\). For example

\[
A + B \circ A = A + BA = A \dot{+} BA.
\]

The proof of the theorem below is almost identical to proofs of analogous theorems in [11] and [16]. Since the details are somewhat different and our notation is not fully compatible with the one used in these references, we decided to include this proof for the reader’s convenience.

**Theorem 3.5** Let $H$ be a Hilbert space and let $(A, B) \in \mathcal{D}_H$. Then

1. the operator $A + BA$ is densely defined and closable and its closure

\[
A \dot{+} BA = \mathcal{F}_s(B)^* \mathcal{A}_s(B),
\]

in particular $A \dot{+} BA$ is normal and $\text{Sp}(A \dot{+} BA) \subset \Gamma_q$;

2. the operator $A + B$ is densely defined and closable and its closure

\[
A \dot{+} B = \mathcal{F}_s(BA^{-1})^* \mathcal{A}_s(BA^{-1}),
\]

and

\[
A \dot{+} B = \mathcal{F}_s(B^{-1}A) \mathcal{B}_s(B^{-1}A)^*;
\]

it follows that $A \dot{+} B$ is normal and $\text{Sp}(A \dot{+} B) \subset \Gamma_q$;

3. the function $\mathcal{F}_s$ has the exponential property:

\[
\mathcal{F}_s(A \dot{+} B) = \mathcal{F}_s(B) \mathcal{F}_s(A).
\]

**Proof.** Ad (1). We already know that $A + BA$ is closable. First we shall show that

$A + BA \subset \mathcal{F}_s(B)^* \mathcal{A}_s(B)$.

It is easy to see that $\text{Ph}(B)^N = I$, so that the spectrum of $\text{Ph}(B)$ is contained in the set of $N^{th}$ roots of unity. Let

\[
H = \bigoplus_{k=0}^{N-1}
\]

(3.12)
be the decomposition into eigenspaces of $\text{Ph}(B)$. It is also easy to check (cf. remarks preceding Proposition 3.4) that $|A|$ commutes with $\text{Ph}(B)$ and thus preserves the decomposition (3.12). We can therefore consider each summand of this decomposition separately.

We know that $|B| \xleftarrow{\hbar} |A|$ with $\hbar = \text{Im} \rho^{-1}$. By [15, Theorem 3.1(2)] on each subspace $H_k$ we have

$$f_k \left( e^{i \text{Im} \rho^{-1}} |B| \right) \subset |A| f_k(|B|),$$

which by Lemma 2.16(2) means that

$$\left( 1 + q^{-1} e^{\frac{2 \pi i}{\hbar}} |B|^{1+\frac{2 \pi i \text{Im} \rho^{-1}}{\hbar}} \right) F_\rho \left( q^{-1} e^{\frac{2 \pi i}{\hbar}} |B|^{1+\frac{2 \pi i \text{Im} \rho^{-1}}{\hbar}} \right) |A| \subset |A| F_\rho \left( q^{-1} e^{\frac{2 \pi i}{\hbar}} |B|^{1+\frac{2 \pi i \text{Im} \rho^{-1}}{\hbar}} \right).$$

Taking a direct sum over $k$ and keeping in mind (2.36) we get

$$(1 + q^{-1} B) F_\rho (q^{-1} B) |A| \subset |A| F_\rho (B)$$

which can be rewritten as

$$|A| + q^{-1} B \circ |A| \subset F_\rho (q^{-1} B)^* |A| F_\rho (B). \quad (3.13)$$

Finally multiplying both sides of (3.13) from the left by Phase $A$, using (3.2) and taking closure of both sides we obtain

$$A + B A \subset F_\rho (B)^* A F_\rho (B).$$

In order to see the converse inclusion we shall prove that $D(A + B \circ A)$ is a core for $F_\rho (B)^* A F_\rho (B)$. Notice that apart from the relation $|B| \xleftarrow{\text{Im} \rho^{-1}} |A|$ (cf. (3.2) and following remarks), for any $\tau \in [0, 1]$ we have $|B|^{\text{Im} \rho^{-1}} |A|^{\tau}$. Therefore by Statement (1) of Lemma 2.16 and [16, Theorem 3.1(3)] we have

$$f_k \left( e^{i \tau \text{Im} \rho^{-1}} |B| \right) |A|^{\tau} = |A|^{\tau} f_k(|B|)$$

on $H_k$. Let $x \in D(F_\rho (B)^* A F_\rho (B))$ and let $x_k$ be the projection of $x$ onto $H_k$. Since for any $\tau \in [0, 1]$ we have $F_\rho (B)x \in D(|A|^{\tau})$ and $\text{Ph}(B)$ commutes with $|A|$, the vectors $F_\rho (B)x_k \in D(|A|^{\tau})$. Moreover on $H_k$ we have $F_\rho (B) = f_k(|B|)$. Therefore

$$f_k(|B|)x_k \in D(|A|^{\tau}). \quad (3.15)$$

Comparing (3.14) and (3.15) yields $x_k \in D \left( f_k \left( e^{i \tau \text{Im} \rho^{-1}} |B| \right) |A|^{\tau} \right)$, which by Proposition 3.4 gives

$$\mathcal{R}_\tau x_k \in D \left( f_k \left( e^{i \tau \text{Im} \rho^{-1}} |B| \right) |A|^{\tau} \right) \cdot (3.16)$$

By Statement (1) of Lemma 2.16 the function $\mathbb{R}_+ \ni r \mapsto \left| f_k \left( e^{i \tau \text{Im} \rho^{-1}} r^{-1} \right) \right|$ is separated from 0 and by Statement (3) of that lemma, behaves asymptotically like the function $r \mapsto r$. Therefore (3.16) implies that $|A| \mathcal{R}_\tau x_k \in D(B)$ and consequently $A \mathcal{R}_\tau x_k \in D(B)$ (Phase $A$ preserves the domain of $B$). Taking the direct sum over $k$ we see that for $\tau \in [0, 1]$

$$\mathcal{R}_\tau x \in D(A), \quad A \mathcal{R}_\tau x \in D(B).$$

It follows that

$$\mathcal{R}_\tau x \in D(A + B \circ A). \quad (3.17)$$
Moreover

\[ F_q(B) A F_q(B) R_t x = F_q \left( \text{Ph}(B) |B|^{1+ \frac{2\alpha}{N+1}} \right)^* A F_q \left( \text{Ph}(B) |B|^{1+ \frac{2\alpha}{N+1}} \right) R_t x \]

\[ = R_t F_q \left( \text{Ph}(B) |B|^{-1} \right)^* \text{Ph}(A) |A|^{\tau(1+ \frac{2\alpha}{N+1})} x \]

As the group \((R_t)_{t \in \mathbb{R}_+}\) is strongly continuous we conclude that

\[ R_t x \xrightarrow{\tau \rightarrow 1^+} x, \]

\[ F_q(B) A F_q(B) R_t x \xrightarrow{\tau \rightarrow 1^+} F_q(B) A F_q(B) x. \]

Now (3.17) implies that \(D(A + B \circ A)\) is a core for \(F_q(B)^* A F_q(B)\).

**Remark 3.6** Before continuing the proof let us notice a fact which we established in the proof of Statement (1):

Let \(H\) be a Hilbert space and let \((A_0, B_0) \in \mathcal{D}_H\). Then there is a one parameter group \((R_t)_{t \in \mathbb{R}_+}\) of unitary operators acting on \(H\) such that for all \(t \in \mathbb{R}_+\)

\[ R_t |B_0| R_t^* = |B_0|^t, \]

\[ R_t^* |A_0| R_t = |A_0|^t \]  \hspace{1cm} (3.18)

and for any \(x \in D(A_0 + B_0 A_0)\) and any \(t > 0\) the vector \(R_t x\) belongs to \(D(A_0) \cap D(B_0 \circ A_0)\) and the net \((R_t x)_{|t| \in [0,1]}\) converges to \(x\) in the graph topology of \(A_0 + B_0 A_0\) as \(t \to 1^+\).

**Ad (2).** By repeated use of Corollary 3.3 we conclude that \((A, BA^{-1}) \in \mathcal{D}_H\). Formula 3.8 applied to this pair yields (3.9).

To prove (3.10) let us observe that by Theorem 2.7 we have

\[ F_q(\gamma) = C_q \alpha(q^{-1} \gamma) F_q(q^{2\gamma^{-1}}) \]

for all \(\gamma \in \Gamma_q\). Therefore

\[ F_q(BA^{-1}) = C_q \alpha(q^{-1} BA^{-1}) F_q(q^{2} BA^{-1})^*. \]  \hspace{1cm} (3.19)

Moreover the pair \((A, q^{-1} BA^{-1})\) belongs to \(\mathcal{D}_H\), so by Statement (3) of Theorem 3.2

\[ \alpha(q^{-1} BA^{-1})^* A q^{-1} BA^{-1} = B. \]  \hspace{1cm} (3.20)

Inserting (3.19) into (3.9) and using (3.20) we obtain (3.10).

**Ad (3).** Let \(T = B^{-1} A\). By Corollary 3.3 the pairs \((T, B), (T, A) \in \mathcal{D}_H\). Then applying the transformation \(m \mapsto F_q(B^{-1} A) m F_q(B^{-1} A)^*\) to the pair \((T, B)\) we get \((T, A + B) \in \mathcal{D}_H\) by (3.10). Inserting this last pair in place of \((A, B)\) in (3.9) we obtain

\[ F_q(A + B)^* T F_q(A + B) = T + (A + B) T, \]  \hspace{1cm} (3.21)

while since \((T, B), (T, A) \in \mathcal{D}_H\) and \(A\) strongly commutes with \(BT\), we have

\[ F_q(A)^* F_q(B)^* T F_q(B) F_q(A) = F_q(A) (T + BT) F_q(A) \]

\[ = F_q(A) T F_q(A) + BT = (T + AT) + BT. \]  \hspace{1cm} (3.22)
Notice that $T$ strongly commutes with $BA^{-1} = q^2 T^{-1}$ and that $(AT, BA^{-1}) \in \mathcal{D}_H$ (as $(T, A) \in \mathcal{D}_H$ implies $(T, AT) \in \mathcal{D}_H$ and consequently $(AT, BA^{-1}) = (AT, T^{-1}) \in \mathcal{D}_H$). Therefore by (3.9) and (3.8)

\[
(A + B)T = \mathbb{F}_q(BA^{-1})^* \mathbb{F}_q(BA^{-1})T \\
= \mathbb{F}_q(BA^{-1})^* AT \mathbb{F}_q(BA^{-1}) \\
= AT + BA^{-1} \circ AT = AT + BT. 
\]

In view of Equation (3.23) the right hand side of (3.21) is equal to $T + (AT + BT)$. Moreover the operators on the right hand sides of (3.21) and (3.22) coincide on the subspace $D(T) \cap D(AT) \cap D(BT)$.

We shall need the following

**Lemma 3.7** $D(T) \cap D(AT) \cap D(BT)$ is a core for $T + (A + B)T$.

From this Lemma we immediately see that $T + (A + B)T \subset (T + AT) + BT$ and since both these operators are normal, we have $T + (A + B)T = (T + AT) + BT$. It follows now from formulae (3.21) and (3.22) that the operator $\mathbb{F}_q(B) \mathbb{F}_q(A) \mathbb{F}_q(A + B)^* \mathbb{F}_q(A)$ commutes with $T$ and thus with $|T|^i$ for all $t \in \mathbb{R}$:

\[
\mathbb{F}_q(B) \mathbb{F}_q(A) \mathbb{F}_q(A + B)^* = |T|^i \mathbb{F}_q(B) \mathbb{F}_q(A) \mathbb{F}_q(A + B)^* |T|^{-i}.
\]

On the other hand, since $(T, B)$, $(T, A)$ and $(T, (A + B))$ belong to $\mathcal{D}_H$, we have (cf. (3.2))

\[
|T|^i B |T|^{-i} = q^{it} B, \\
|T|^i A |T|^{-i} = q^{it} A, \\
|T|^i (A + B) |T|^{-i} = q^{it} (A + B).
\]

Consequently

\[
\mathbb{F}_q(B) \mathbb{F}_q(A) \mathbb{F}_q(A + B)^* = \mathbb{F}_q(q^{it} B) \mathbb{F}_q(q^{it} A) \mathbb{F}_q(q^{it} (A + B))^*
\]

for all $t \in \mathbb{R}$. The right hand side converges strongly to $I$ as $t \to -\infty$ while the left hand side is independent of $t$. Therefore $\mathbb{F}_q(B) \mathbb{F}_q(A) \mathbb{F}_q(A + B)^* = I$ and (3.11) follows. Q.E.D.

The formula (3.11) justifies the name *quantum exponential function* used in Subsection 2.3.

**Proof of Lemma 3.7.** We shall first prove that $D(T^2) \cap D((A + B)T)$ is a core for $T + (A + B)T$.

Since $(T, A + B) \in \mathcal{D}_H$ we have $|T| \overset{\hbar}{\longrightarrow} e^{\Im \rho^{-1}} |A + B|$ with $\hbar = -\Im \rho^{-1}$. For $\tau > 0$ define $f_\tau: \Omega_+^{\Im \rho^{-1}} \to \mathbb{C}$ by

\[
f_\tau(z) = \left\{ \begin{array}{ll} e^{-\tau (\log z)^2} & \text{for } z \neq 0, \\
0 & \text{for } z = 0. \end{array} \right.
\]

Then $f_\tau$ is a bounded and continuous functions on $\Omega_+^{\Im \rho^{-1}}$ which is holomorphic in the interior of this set. Moreover $f_\tau$ converges almost uniformly on $\Omega_+^{\Im \rho^{-1}}$ to the constant function equal to 1, as $\tau \searrow 0$. By [15, Theorem 3.1(2)] we have

\[
f_\tau \left( e^{-i \Im \rho^{-1}} |T| \right) |A + B| \subset |A + B| f_\tau(|T|),
\]

and it follows that

\[
f_\tau \left( e^{-i \Im \rho^{-1}} |T| \right) |A + B| T \subset |A + B| T f_\tau(|T|).
\]
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Multiplying both sides of this equation from the left by Phase $(A + B)$ and using relations (3.2) (with $(T, A + B)$ in place of $(A, B)$) we obtain

$$f_r(q^{-1}|T|)(A + B)T \subset (A + B)T f_r(|T|).$$

In particular for any $x \in D((A + B)T)$ we have $f_r(|T|)x \in D((A + B)T)$. Also, as the function $z \mapsto |z|^2 f_r(|z|)$ is bounded, the vector $x \in D(T^2)$. By the almost uniform convergence of $(f_r)_\tau \to x$ in the graph topology of $T + (A + B)T$. Indeed:

$$\left( T + (A + B)T \right) f_r(|T|)x = T f_r(|T|)x + (A + B)T f_r(|T|)x$$

$$= f_r(|T|)Tx + f_r(q^{-1}|T|)(A + B)Tx$$

and the right hand side converges to $Tx + (A + B)Tx = (T + (A + B)T)x$. We have therefore proved that $D(T^2) \cap D((A + B)T)$ is a core for $T + (A + B)T$.

Now we shall use the fact stated in Remark 3.6 with $(A_0, B_0) = (AT, BA^{-1})$. Let $x \in D(AT + BT) = D\left(\frac{AT + BA^{-1} 0 AT}{AT + BA}\right)$. We have $R_t x \in D(AT) \cap D(BT)$ and $R_t x$ converges to $x$ in the graph topology of $AT + BT$, as $t \rightarrow 1$.

Since $BA^{-1} = q^2 T^{-1}$, by (3.18) we see that

$$R_t^*|T| R_t = |T|^{-t}$$

(3.25)

for all $t \in \mathbb{R}_+$. Assume now that $\frac{1}{2} \leq t < 1$ and that $x \in D(T^2)$. We have $x \in D\left(|T|^{-t}\right)$, because $t^{-1} \leq 2$. Therefore by (3.25) the vectors $R_t x \in D(T)$. Now rewriting (3.25) as

$$|T| R_t x = R_t |T|^{-t} x,$$

shows that $R_t x \rightarrow x$ in the graph topology of $T$.

This way we showed that if $x \in D(T^2) \cap D((A + B)T)$ then $R_t x \in D(T) \cap D(AT) \cap D(BT)$ provided that $\frac{1}{2} \leq t < 1$ and moreover $R_t x \in D(T) \cap D(AT) \cap D(BT)$ and $R_t x \rightarrow x$ in the graph topologies of $T$ and $AT + BT$. It follows that $R_t x$ converges to $x$ in the graph topology of $T + (AT + BT) = T + (A + B)T$.

Now as we have established that $D(T^2) \cap D((A + B)T)$ is a core for $T + (A + B)T$, it follows that so is $D(T) \cap D(AT) \cap D(BT)$.

Q.E.D.

**Corollary 3.8** Let $H$ be a Hilbert space and let $(A, B) \in \mathcal{D}_H$. Then

$$F_q(BA) = F_q(B)^*F_q(A)F_q(B)F_q(A)^*.$$  

(3.26)

**Proof.** Applying $F_q$ to both sides of (3.8) we obtain

$$F_q(A + BA) = F_q(B)^*F_q(A)F_q(B).$$

On the other hand since $(A, BA) \in \mathcal{D}_H$, by (3.11) we have

$$F_q(A + BA) = F_q(BA)F_q(A).$$

Comparing these formulae yields (3.26). Q.E.D.
3.4 Necessity of the spectral condition

In this subsection we would like to present another aspect of analysis of the commutation relations we have considered so far. This aspect is not relevant to the construction of new quantum \("az + b"\) groups, so we have decided to present it without proof. We refer to [6, Section 6.5] for details (cf. also [11, Section 2]).

One can consider pairs \((A, B)\) of normal operators on a Hilbert space \(H\) satisfying more general commutation relations than those implied by the definition of the operator domain \(\mathcal{D}\) (we consider spectral conditions as part of the commutation relations). Namely one can ask only that \((A, B)\) satisfy the relations (3.2). Then it is easy to show that the spectra of \(A\) and \(B\) are contained in closures of unions of orbits of the group \(\Gamma_q\) in \(\mathbb{C}\). If we assume that \((A, B)\) is irreducible (the only projections commuting with Phase \((A), \) Phase \((B), |A|^t\) and \(|B|^t\) for all \(t \in \mathbb{R}\) are 0 and \(I\)) then the spectra are precisely equal to closures of single orbits. Then multiplying both operators by a non zero scalar we can suppose that \(\text{Sp} A = \Gamma_q\). The spectrum of \(B\) will coincide with \(\lambda \Gamma_q\) for some non zero \(\lambda \in \mathbb{C}\).

It is clear that in the above situation \((A, B) \in \mathcal{D}_H\) if and only if \(\lambda \in \Gamma_q\) or equivalently \(\text{Sp} B = \Gamma_q\). It turns out that this condition is equivalent to the conclusion of Theorem 3.5. More precisely we have

**Theorem 3.9 ([6, Twierdzenie 6.28])** Let \(H\) be a Hilbert space and let \((A, B)\) be an irreducible pair of normal operators acting on \(H\) satisfying relations (3.2). Assume that \(\text{Sp} A = \Gamma_q\). Then the following conditions are equivalent:

1. the operator \(A + B\) has a normal extension,
2. the operator \(A + B\) is normal,
3. \((A, B) \in \mathcal{D}_H\).

With some more effort one can get rid of the assumption of irreducibility. This theorem says that the spectral conditions imposed on pairs \((A, B) \in \mathcal{D}_H\) are necessary for the sum \(A + B\) to have the same analytic properties as \(A\) and \(B\).

4 Affiliation relation

In this section we shall deal with the affiliation relation for \(C^*\)-algebras investigated in [10] and its relationship with the special functions investigated in Section 2. We shall use the notion of a \(C^*\)-algebra generated by a finite family of affiliated elements as well as a \(C^*\)-algebra generated by a quantum family of affiliated elements. We refer to [10] and [13] for a detailed exposition of these topics.

A very simple but useful lemma presented below uses the interplay between these concepts.

**Lemma 4.1** Let \(H\) be a Hilbert space and let \(\mathfrak{A}\) be a non degenerate \(C^*\)-subalgebra of \(B(\mathcal{H})\). Let \(\mathfrak{C}\) and \(\mathfrak{B}\) be \(C^*\)-algebras and let \(F \in M(\mathfrak{C} \otimes \mathfrak{B})\) be a quantum family of affiliated elements generating \(\mathfrak{B}\). Let \(\pi \in \text{Rep}(\mathfrak{B}, H)\) and let \(R_1, \ldots, R_N\) be elements affiliated with \(\mathfrak{B}\) such that \(R_1, \ldots, R_N\) generate \(\mathfrak{B}\). Define \(T_k = \pi(R_k)\) for \(k = 1, \ldots, N\). Then

\[
\left( (\text{id}_\mathfrak{C} \otimes \pi)F \in M(\mathfrak{C} \otimes \mathfrak{A}) \right) \iff \left( T_k \eta \mathfrak{A} \text{ for } k = 1, \ldots, N \right)
\]

**Proof.** \(\Rightarrow\): Since \(F\) generates \(\mathfrak{B}\), the condition that \((\text{id}_\mathfrak{C} \otimes \pi)F \in M(\mathfrak{C} \otimes \mathfrak{A})\) implies that \(\pi \in \text{Mor}(\mathfrak{B}, \mathfrak{A})\). Therefore for \(k \in \{1, \ldots, N\}\) we have

\[
T_k = \pi(R_k) \eta \mathfrak{A}.
\]
“φ=-” As the operators $T_k = \pi(R_k)$ are affiliated with $\mathfrak{A}$ and $\{R_1, \ldots, R_N\}$ generate $\mathfrak{B}$, the representation $\pi$ is a morphism from $\mathfrak{B}$ to $\mathfrak{A}$. Consequently $(\text{id}_\mathfrak{E} \otimes \pi) \in \text{Mor}(\mathfrak{E} \otimes \mathfrak{B}, \mathfrak{E} \otimes \mathfrak{A})$ and

$$(\text{id}_\mathfrak{E} \otimes \pi)F \in M(\mathfrak{E} \otimes \mathfrak{A}).$$

4.1 Generators of some $C^*$-algebras

**Proposition 4.2** Let $F$ be the element of $M\left(C_\infty(\Gamma_q) \otimes C_\infty(\Gamma_q)\right) = C_{\text{bounded}}(\Gamma_q \times \Gamma_q)$ given by

$$F(\gamma, \gamma') = \mathbb{E}_q(\gamma \gamma').$$

Then $F$ is a quantum family of elements generating $C_\infty(\Gamma_q)$.

**Proof.** Since $F \in M\left(C_\infty(\Gamma_q) \otimes C_\infty(\Gamma_q)\right)$, the map

$$\Gamma_q \ni \gamma \mapsto F(\gamma, \cdot) \in M\left(C_\infty(\Gamma_q)\right)$$

is strictly continuous (cf. [13, Section 2]). In particular for any $\varphi \in L^1(\Gamma_q)$ we can consider the integral

$$\int_{\Gamma_q} F(\gamma, \cdot)\varphi(\gamma) \, dh(\gamma) \in M\left(C_\infty(\Gamma_q)\right).$$

Using the asymptotic behaviour $\mathbb{E}_q(\gamma) \approx \alpha(q^{-1}\gamma)$ it is easy to show that the function

$$F_\varphi : \Gamma_q \ni \gamma' \mapsto \int_{\Gamma_q} F(\gamma, \gamma')\varphi(\gamma) \, dh(\gamma) \quad (4.1)$$

belongs to $C_\infty(\Gamma_q)$. We shall show that the family of functions $\{F(\gamma, \cdot)\}_{\gamma \in \Gamma_q}$ separates points of $\Gamma_q$. Indeed: suppose that for some $\gamma_1, \gamma_2 \in \Gamma_q$ we have $F(\gamma, \gamma_1) = F(\gamma, \gamma_2)$ for all $\gamma \in \Gamma_q$. This means that

$$\mathbb{E}_q(\gamma_1) = \mathbb{E}_q(\gamma_2) \quad (4.2)$$

for all $\gamma \in \Gamma_q$. In particular for $\gamma = qq^{-1}t \ (t \in \mathbb{R})$ we obtain

$$\mathbb{E}_q(q^{-1}t \gamma_1) = \mathbb{E}_q(q^{-1}t \gamma_2) = \mathbb{E}_q^{q^{-1}}(t)$$

for all $t \in \mathbb{R}$. Performing holomorphic continuation to $t = -i$ and using (2.6) we get

$$(1 + \gamma_1)\mathbb{E}_q(\gamma_1) = (1 + \gamma_2)\mathbb{E}_q(\gamma_2),$$

which by (4.2) means that $\gamma_1 = \gamma_2$.

It follows that the family of functions $\{F_\varphi : \varphi \in L^1(\Gamma_q)\}$ also separates points of $\Gamma_q$ (e.g. by considering integrable functions approximating measures concentrated on single points of $\Gamma_q$). By Stone-Weierstrass theorem applied to one point compactification of $\Gamma_q$ the $*$-algebra generated by functions of the form (4.1) is dense in $C_\infty(\Gamma_q)$.

Now let $H$ be a Hilbert space and let $\pi \in \text{Rep}(C_\infty(\Gamma_q), H)$. Assume that for some non degenerate $C^*$-subalgebra $\mathfrak{B} \subset B(H)$ we have

$$((\text{id} \otimes \pi)F) \in M\left(C_\infty(\Gamma_q) \otimes \mathfrak{B}\right),$$

i.e. $((\text{id} \otimes \pi)F)$ is a strictly continuous function on $\Gamma_q$ with values in $M(\mathfrak{B})$. This function acts in the following way:

$$\Gamma_q \ni \gamma \mapsto \pi(F(\gamma, \cdot)) \in M(\mathfrak{B}).$$
For $\varphi \in L^1(\Gamma_q)$ let us denote the functional
\[
C_\infty(\Gamma_q) \ni f \longmapsto \int_{\Gamma_q} f(\gamma)\varphi(\gamma)\,dh(\gamma)
\]
by $\omega_\varphi$. Then
\[
\pi(F_\varphi) = \pi((\omega_\varphi \otimes \text{id})F) = (\omega_\varphi \otimes \text{id})(\text{id} \otimes \pi)F \in M(\mathfrak{B}).
\]
Since the $\ast$-algebra generated by elements of $\{F_\varphi : \varphi \in L^1(\Gamma_q)\}$ is dense in $C_\infty(\Gamma_q)$, we see that
\[
\pi(C_\infty(\Gamma_q)) \subset M(\mathfrak{B}).
\]
It remains to show that the set $\pi(C_\infty(\Gamma_q))\mathfrak{B}$ is linearly dense in $\mathfrak{B}$. We shall use the fact that $F$ is a unitary element of $M(C_\infty(\Gamma_q) \otimes C_\infty(\Gamma_q))$. It implies that $(\text{id} \otimes \pi)F$ is a unitary element of $M(C_\infty(\Gamma_q) \otimes \mathfrak{B})$. In particular the set
\[
\{(\text{id} \otimes \pi)F(f \otimes x) : f \in C_\infty(\Gamma_q), x \in \mathfrak{B}\}
\]
is linearly dense in $C_\infty(\Gamma_q) \otimes \mathfrak{B}$. Notice further that for any functional $\omega \in C_\infty(\Gamma_q)'$ we have
\[
(\omega \otimes \text{id})[(\text{id} \otimes \pi)F(f \otimes x)] = \pi[(\omega \otimes \text{id})(F(f \otimes 1))]x.
\]
In particular for $\varphi \in L^1(\Gamma_q)$
\[
(\omega_\varphi \otimes \text{id})[(\text{id} \otimes \pi)F(f \otimes x)] = \pi[(\omega_\varphi \otimes \text{id})Fx] \in \pi(C_\infty(\Gamma_q))\mathfrak{B}.
\]
For a given $y \in \mathfrak{B}$ consider $g \in C_\infty(\Gamma_q)$ and $\varphi \in L^1(\Gamma_q)$ such that $\omega_\varphi(g) = 1$. Choose a sequence $(q_n)_{n \in \mathbb{N}}$ of linear combinations of elements of (4.3) converging to $g \otimes y$. Then the sequence of elements
\[
(\omega_\varphi \otimes \text{id})(q_n) \in \pi(C_\infty(\Gamma_q))\mathfrak{B}
\]
converges to $y$. This shows that $\pi \in \text{Mor}(C_\infty(\Gamma_q), \mathfrak{B})$. Q.E.D.

Using similar methods or appealing to the theory of multiplicative unitary operators (e.g. [14, Theorem 1.6(6)]) one can also prove:

**Proposition 4.3** Let $F$ be the element of $M(C_\infty(\Gamma_q) \otimes C_\infty(\Gamma_q)) = C_{\text{bounded}}(\Gamma_q \times \Gamma_q)$ given by
\[
F(\gamma, \gamma') = \chi(\gamma, \gamma').
\]
Then $F$ is a quantum family of elements generating $C_\infty(\Gamma_q)$.

We can apply Lemma 4.1 in the two situations described below.

(a) Let $H$ be a Hilbert space and let $T$ be a normal operator acting on $H$ such that $\text{Sp}T \subset \Gamma_q$. Set $\mathfrak{B} = \mathfrak{C} = C_\infty(\Gamma_q)$ and let $F \in M(\mathfrak{C} \otimes \mathfrak{B}) = C_{\text{bounded}}(\Gamma_q \times \Gamma_q)$ be given by
\[
F(\gamma, \gamma') = F_q(\gamma \gamma').
\]
Then $F$ generates $\mathfrak{B}$. The algebra $\mathfrak{B}$ is also generated by a single affiliated element $R_1$ given by $R_1(\gamma) = \gamma$. Further define the representation $\pi$ by $\pi(f) = f(T)$ for $f \in \mathfrak{B}$.

(b) Let $H$ be a Hilbert space and let $T$ be a normal operator acting on $H$ such that $\text{Sp}T \subset \Gamma_q$ and $\ker(T) = \{0\}$. Set $\mathfrak{B} = \mathfrak{C} = C_\infty(\Gamma_q)$ and let $F \in M(\mathfrak{C} \otimes \mathfrak{B}) = C_{\text{bounded}}(\Gamma_q \times \Gamma_q)$ be given by
\[
F(\gamma, \gamma') = \chi(\gamma, \gamma').
\]
Then $F$ generates $\mathfrak{B}$. The algebra $\mathfrak{B}$ is also generated by two affiliated elements $R_1$ and $R_2$ given by $R_1(\gamma) = \gamma, R_2(\gamma) = \gamma^{-1}$. Further define a representation $\pi$ of $\mathfrak{B}$ by $\pi(f) = f(T)$ for $f \in \mathfrak{B}$.
Recall that for $\mathcal{C} = C_\infty(\Lambda)$ and any C$^*$-algebra $\mathfrak{B}$ the multiplier algebra $M(\mathcal{C} \otimes \mathfrak{B})$ is canonically isomorphic to the algebra of strictly continuous $M(\mathfrak{B})$-valued functions on $\Lambda$. Thus the two cases (a) and (b) yield the following theorems:

**Theorem 4.4** Let $H$ be a Hilbert space, $T$ a normal operator acting on $H$ such that $\text{Sp} T \subset \Gamma_q$ and let $\mathfrak{A} \subset B(H)$ be a non degenerate C$^*$-subalgebra. Then the following conditions are equivalent:

1. for any $\gamma \in \Gamma_q$ the unitary operator $F_\gamma(\gamma T)$ belongs to $M(\mathfrak{A})$ and the map
   \[ \Gamma_q \ni \gamma \mapsto F_\gamma(\gamma T) \in M(\mathfrak{A}) \]
   is strictly continuous;
2. the operator $T$ is affiliated with $\mathfrak{A}$.

**Theorem 4.5** Let $H$ be a Hilbert space, $T$ a normal operator acting on $H$ such that $\text{Sp} T \subset \Gamma_q$ and $\text{ker} T = \{0\}$. Let $\mathfrak{A} \subset B(H)$ be a non degenerate C$^*$-subalgebra. Then the following conditions are equivalent:

1. for any $\gamma \in \Gamma_q$ the unitary operator $\chi(\gamma, T)$ belongs to $M(\mathfrak{A})$ and the map
   \[ \Gamma_q \ni \gamma \mapsto \chi(\gamma, T) \in M(\mathfrak{A}) \]
   is strictly continuous;
2. operators $T$ and $T^{-1}$ are affiliated with $\mathfrak{A}$.

### 4.2 Algebraic consequences

**Theorem 4.6** Let $H$ be a Hilbert space, $\mathfrak{A} \subset B(H)$ a non degenerate C$^*$-subalgebra and let $(A, B) \in \mathcal{D}_H$ be such that $A, B \in \mathfrak{A}$. Then

1. the operator $A + B$ is affiliated with $\mathfrak{A}$,
2. the operator $BA$ is affiliated with $\mathfrak{A}$.

**Proof.** Ad (1). By Statement (1) of Corollary 3.3 for any $\gamma \in \Gamma_q$ we have $(\gamma A, \gamma B) \in \mathcal{D}_H$ and thus by (3.11)
\[ F_\gamma(\gamma (A + B)) = F_\gamma(\gamma B)F_\gamma(\gamma A). \]

Now the result follows by Theorem 4.4.

Ad (2). We apply the same method as in the proof of (1) and use (3.26) and Theorem 4.5. Q.E.D.

We end this section with the following useful proposition.

**Proposition 4.7** Let $X$ be a closed subset of $\mathbb{C} \setminus \{0\}$. Let $H$ be a Hilbert space and let $T_1, T_2$ be strongly commuting normal operators acting on $H$ such that $\text{Sp} T_1, \text{Sp} T_2 \subset \overline{X}$ and $\text{ker} T_1 = \text{ker} T_2 = \{0\}$. Let $\mathfrak{A}$ be a non degenerate C$^*$-subalgebra of $B(H)$ and assume that $T_1, T_2, T_1^{-1}$ and $T_2^{-1}$ are affiliated with $\mathfrak{A}$. Then for any $f \in C_{\text{bounded}}(X \times X)$ we have $f(T_1, T_2) \in M(\mathfrak{A})$.

The proof of this proposition is identical to that of [16, Proposition 5.3] (cf. also [6]). We have formulated it in a way which gets rid of unnecessary assumptions about the shape of $X$.

We shall use this proposition with $X = \Gamma_q$. 
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5 Multiplicative unitary and its properties

Most results of this section are direct analogues of those presented in [16, Sections 3–7]. Also most proofs are identical. Therefore we shall omit some of the proofs. It needs to be stressed that this analogy stems from the fact that the formulae arising in the study of commutation relations described in Subsection 3.1 are in most cases identical to those found in [16]. However the meaning of these formulae is different, as the commutation relations discussed in both papers are different. We shall include the proofs of the results relying on the theorems proved in this paper.

5.1 The quantum group space

As in [16] we shall begin the construction of our quantum “az+b” group with the definition of the operator domain \( G \) playing the role of the quantum space of our quantum group.

Let \( H \) be a Hilbert space. By \( G_H \) we shall denote the set of pairs \((a,b)\) of closed operators on \( H \) satisfying
1. \( a \) and \( b \) are normal,
2. \( \text{Sp} a, \text{Sp} b \subset \Gamma_q \),
3. \( \ker a = \{0\} \),
4. \( \chi(\gamma,a)\hat{b}\chi(\gamma,a)^* = \gamma b \) for all \( \gamma \in \Gamma_q \).

It follows that \( a \) preserves the decomposition \( H = \ker b \oplus (\ker b)^\perp \) and \( (a,b) \in G_H \) if and only if \( a_0 = a|_{(\ker b)^\perp} \) satisfies \( \ker a_0 = \{0\} \), \( \text{Sp} a_0 \subset \Gamma_q \) and the pair \((A,B) = (a|_{(\ker b)^\perp},b|_{(\ker b)^\perp})\) belongs to \( \mathcal{D}(\ker b)^\perp \).

The operator domain \( \mathcal{G} \) will serve as the quantum space of our quantum group in the sense that to each representation of the algebra of continuous functions vanishing at infinity on the quantum group on a Hilbert space \( H \) there will correspond a unique pair \((a,b)\in G_H\) (cf. Subsection 6.1).

It should be pointed out that the definition of \( \mathcal{G} \) is not an essential ingredient of the construction of the new quantum “az+b” groups. In practice we can always choose a faithful representation with \((a,b)\in \mathcal{G}_H\) (cf. remarks after Proposition 6.1).

**Lemma 5.1** Let \( H \) and \( K \) be Hilbert spaces and let \((a,b)\in \mathcal{G}_H\) and \((\hat{a},\hat{b})\in \mathcal{G}_K\). Then there is the following relation between operators on \( K \otimes H \):

\[
\chi(\hat{a} \otimes I, I \otimes a)(\hat{b} \otimes I) = (\hat{b} \otimes a)\chi(\hat{a} \otimes I, I \otimes a).
\]

The assertion of Lemma 5.1 follows for example from [13, Formula 2.6] (cf. also [16, 18]).

5.2 Multiplicativity

**Proposition 5.2** Let \( H \) be a Hilbert space and let \((a,b)\in \mathcal{G}_H\) be such that \( \ker b = \{0\} \).

Then the unitary operator

\[
W = \mathcal{F}_\ast(b^{-1} a \otimes b)\chi(b^{-1} \otimes I, I \otimes a)
\]

on \( H \otimes H \) satisfies

\[
W(a \otimes I)W^* = a \otimes a,
\]
\[
W(b \otimes I)W^* = a \otimes b + b \otimes a.
\]

(5.2)
PROOF. It is easy to see that \((b^{-1}, a) \in \mathcal{G}_H\). By Lemma 5.1

\[
\chi(b^{-1} \otimes I, I \otimes a)(a \otimes I)\chi(b^{-1} \otimes I, I \otimes a)^* = a \otimes a.
\]

Also since \(a \otimes a\) strongly commutes with \(b^{-1}a \otimes b\), we have
\[
W(a \otimes I)W^* = \mathbb{F}_q(b^{-1}a \otimes b)\chi(b^{-1} \otimes I, I \otimes a)(a \otimes I)\chi(b^{-1} \otimes I, I \otimes a)^* \mathbb{F}_q(b^{-1}a \otimes b)^*
\]

\[
= \mathbb{F}_q(b^{-1} \otimes b)(a \otimes a)\mathbb{F}_q(b^{-1}a \otimes b)^*
\]

\[
= a \otimes a.
\]

For the second formula of (5.2) notice that the pair \((A, B) = (a \otimes b, b \otimes I) \in \mathcal{G}_{H \otimes H}\). Also \(b \otimes I\) commutes with \(\chi(b^{-1} \otimes I, I \otimes a)\). Therefore by (3.10)
\[
W(b \otimes I)W^* = \mathbb{F}_q(b^{-1}a \otimes b)\chi(b^{-1} \otimes I, I \otimes a)(b \otimes I)\chi(b^{-1} \otimes I, I \otimes a)^* \mathbb{F}_q(b^{-1}a \otimes b)^*
\]

\[
= \mathbb{F}_q(b^{-1}a \otimes b)(b \otimes I)\mathbb{F}_q(b^{-1}a \otimes b)^*
\]

\[
= \mathbb{F}_q(B^{-1}A) \mathbb{F}_q(B^{-1}A)^* = A + B
\]

\[
= a \otimes b + b \otimes I.
\]

Q.E.D.

**Proposition 5.3** Let \(H\) and \(K\) be Hilbert spaces and let \((a, b) \in \mathcal{G}_H\) and \((\hat{a}, \hat{b}) \in \mathcal{G}_K\). Assume that \(\ker b = \{0\}\). Then the operator \(W\) defined by (5.1) and
\[
V = \mathbb{F}_q(\hat{b} \otimes b)\chi(\hat{a} \otimes I, I \otimes a) \quad (5.3)
\]

satisfy
\[
W_{23}V_{12} = V_{12}V_{13}W_{23} \quad (5.4)
\]
on \(K \otimes H \otimes H\).

PROOF. Using (5.2) we obtain
\[
W_{23}V_{12}W_{23}^* = (I \otimes W)(\mathbb{F}_q(\hat{b} \otimes I) \otimes I)(I \otimes W)^*
\]

\[
x(I \otimes W)(\chi(\hat{a} \otimes I, I \otimes a) \otimes I)(I \otimes W)^*
\]

\[
= \mathbb{F}_q(\hat{b} \otimes (a \otimes b + b \otimes I))\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes a).
\]

Also
\[
\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes a) = \chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes I \otimes a),
\]

since \(\chi\) is a bicharacter on \(\Gamma_v\).

We shall consider two cases: \(\hat{b} = 0\) and \(\ker \hat{b} = \{0\}\). Assume first that \(\hat{b} = 0\). Then \(V = \chi(\hat{a} \otimes I, I \otimes a)\) and
\[
W_{23}V_{12}W_{23}^* = \chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes a)
\]

\[
= \chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes I \otimes a)
\]

\[
= V_{12}V_{13}.
\]

In the other case \((\hat{a}, \hat{b}) \in \mathcal{G}_K\) and therefore
\[
(A, B) = (\hat{b} \otimes a \otimes b, \hat{b} \otimes b \otimes I) \in \mathcal{G}_{K \otimes H \otimes H}. \quad (5.5)
\]
Lemma 5.1 says that \((\hat{b} \otimes a)\chi(\hat{a} \otimes I, I \otimes a) = \chi(\hat{a} \otimes I, I \otimes a)\hat{b} \otimes I\), and consequently
\[
(\hat{b} \otimes a \otimes b)\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I) = \chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\hat{b} \otimes I \otimes b) \tag{5.6}
\]

Now using (3.11) with the pair (5.5) we get:
\[
E_q(\hat{b} \otimes (a \otimes b \otimes b \otimes I)) = E_q(\hat{b} \otimes a \otimes b \otimes b \otimes I) = E_q(\hat{b} \otimes b \otimes I)E_q(\hat{b} \otimes a \otimes b).
\]

Therefore
\[
W_{23}V_{12}W_{23}^* = E_q(\hat{b} \otimes (a \otimes b \otimes b \otimes I))\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes a)
\]
\[
= E_q(\hat{b} \otimes (a \otimes b \otimes b \otimes I))\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes I \otimes a)
\]
\[
= E_q(\hat{b} \otimes b \otimes I)E_q(\hat{b} \otimes a \otimes b)\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes I \otimes a)
\]
\[
= E_q(\hat{b} \otimes b \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes a \otimes I)\chi(\hat{a} \otimes I \otimes I, I \otimes I \otimes a)
\]
\[
= V_{12}V_{13}.
\]

where in the second last equality we used (5.6).

Now for general \(\hat{b}\) we split the Hilbert space \(\hat{b} \otimes H \otimes H\) into a direct sum of \((\ker \hat{b}) \otimes H \otimes H\) and \((\ker \hat{b}) \otimes H \otimes H\) and derive (5.4) separately for each summand. Q.E.D.

Setting \(K = H\) and \((\hat{a}, \hat{b}) = (b^{-1}, b^{-1} a)\) in Proposition 5.3 we obtain \(V = W\) and thus we prove Statement (1) of the following corollary:

**Corollary 5.4** Let \(H\) be a Hilbert space and let \((a, b) \in \mathcal{G}_H\) be such that \(\ker b = \{0\}\). Then

1. The operator \(W\) defined by (5.1) is a multiplicative unitary,
2. for any Hilbert space \(K\) and any \((\hat{a}, \hat{b}) \in \mathcal{G}_H\) the operator \(V\) defined by (5.3) is a unitary adapted to \(W\).

### 5.3 Modularity

In this subsection we shall show that the multiplicative unitary operator given by (5.1) is modular (cf. [7, Definition 2.1]). In what follows we shall need the partial transposition formula (cf. [16, Formula 3.15] or [6, Lemat 7.7]). More precisely we shall use the following fact: let \(H\) and \(K\) be Hilbert spaces and let \(a\) and \(\hat{a}\) be normal operators acting on \(H\) and \(K\) respectively. Then for any bounded Borel function \(f\) on \(Sp \hat{a} \times Sp a\) and all \(z, x \in K\), \(u, y \in H\) we have
\[
(\tau \otimes u \vert f(\hat{a}^\top \otimes I, I \otimes a) \vert \tau \otimes y) = (x \otimes u \vert f(\hat{a}^\top \otimes I, I \otimes a) \vert z \otimes y). \tag{5.7}
\]

**Proposition 5.5** Let \(H\) and \(K\) be Hilbert spaces and let \((a, b) \in \mathcal{G}_H\), \((\hat{a}, \hat{b}) \in \mathcal{G}_K\). Assume also that \(\ker b = \{0\}\) and \(\ker \hat{b} = \{0\}\). Further denote \(Q = \vert a\vert\) and let \(x, z \in K\), \(u \in D(Q)\) and \(y \in D(Q^{-1})\). Define functions \(\varphi, \psi : \Gamma_\nu \to \mathbb{C}\) as
\[
\varphi(\gamma) = \left( x \otimes u \right| \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \left| z \otimes y \right),
\]
\[
\psi(\gamma) = \left( \tau \otimes Q u \right| \chi(-\hat{b}^\top \otimes qa^{-1}b, \gamma)\chi(\hat{a}^\top \otimes I, I \otimes a) \left| \tau \otimes Q^{-1} y \right). \tag{5.8}
\]

Then

1. \(\psi(\gamma) = \overline{a(\overline{\gamma})}\vert \chi(-1, \gamma) \varphi(\gamma),\)
2. if \(x \in D(\hat{b}^{\pm 1})\), \(u \in D(b^{\pm 1} \circ Q^{\pm 2})\) and \(y \in D(Q^{\pm 2})\) for all possible combinations of signs then \(\varphi\) and \(\psi\) belong to the space \(\mathcal{F}(\Gamma_\nu)\).
Performing holomorphic continuation to $t = i$. Since $(a, b) \in \mathcal{D}_H$ and $Q = |a|$, we have

$$(I \otimes Q^{-it})(-\hat{b}^T \otimes qa^{-1} b)(I \otimes Q^{it}) = q^{-it}(-\hat{b}^T \otimes qa^{-1} b) \quad (\text{cf. (3.2)})$$

Applying both sides of this equation the function $\gamma' \mapsto \chi(\gamma', \gamma)$ we obtain

$$(I \otimes Q^{-it})\chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)(I \otimes Q^{it}) = \chi(q^{-it}, \gamma)\chi(-\hat{b}^T \otimes qa^{-1} b, \gamma) \quad (5.9)$$

Now $Q$ commutes with $a$ and consequently $(I \otimes Q^{it})$ commutes with $\chi(\hat{a}^T \otimes I, I \otimes a)$. Therefore

$$\left(\mathcal{Z} \otimes Q^{it} u \right| \chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes Q^{it} y \right) = \left(\mathcal{Z} \otimes u \right| (I \otimes Q^{-it})\chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) (I \otimes Q^{it}) \left| \mathcal{Z} \otimes y \right) = (5.9)$$

Performing holomorphic continuation to $t = i$ we get

$$\left(\mathcal{Z} \otimes Q u \right| \chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes Q^{-1} y \right) = |\gamma| \left(\mathcal{Z} \otimes u \right| \chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes y \right) .$$

Notice that

$$\chi(-\hat{b}^T \otimes qa^{-1} b, \gamma) = \chi(-1, \gamma)\chi(\hat{b}^T \otimes qa^{-1} b, \gamma) = \chi(-1, \gamma)\chi(\hat{b}^T \otimes I, \gamma)\chi(I \otimes qa^{-1} b, \gamma) = \chi(-1, \gamma)\chi(\hat{b}, \gamma) \otimes \chi(qa^{-1} b, \gamma).$$

Therefore we can continue our computation in the following way:

$$\left(\mathcal{Z} \otimes Q u \right| \chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes Q^{-1} y \right) = |\gamma| \chi(-1, \gamma) \left(\mathcal{Z} \otimes u \right| \chi(\hat{b}, \gamma) \otimes \chi(qa^{-1} b, \gamma) \chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes y \right) = |\gamma| \chi(-1, \gamma) \chi(\hat{b}, \gamma) \otimes \chi(qa^{-1} b, \gamma) \chi(\hat{a} \otimes I, I \otimes a) \left| \mathcal{Z} \otimes y \right) ,$$

where in the last equality we used (5.7). Then we have

$$\left(\mathcal{Z} \otimes Q u \right| \chi(-\hat{b}^T \otimes qa^{-1} b, \gamma)\chi(\hat{a}^T \otimes I, I \otimes a) \left| \mathcal{Z} \otimes Q^{-1} y \right) = |\gamma| \chi(-1, \gamma) \left(\mathcal{Z} \otimes u \right| (I \otimes \chi(qa^{-1} b, \gamma)) \chi(\hat{a} \otimes I, I \otimes a) (\chi(\hat{b}, \gamma) \otimes I) \left| \mathcal{Z} \otimes y \right) = |\gamma| \chi(-1, \gamma) \chi(\hat{b}, \gamma) \otimes \chi(qa^{-1} b, \gamma) \chi(\hat{a} \otimes I, I \otimes a) \chi(\hat{b} \otimes I, \gamma) \left| \mathcal{Z} \otimes y \right) .$$
By Lemma 5.1 this last expression equals
\[ |\gamma|\chi(-1, \gamma) \left( x \otimes u \left( (I \otimes \chi(qa^{-1}b, \gamma))(\hat{b} \otimes a, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes y \right). \]

Let us put \( A = \hat{b} \otimes a, B = I \otimes qa^{-1}b. \) It is easy to see that \((A, B) \in \mathcal{D}_{K \otimes H}.\) By Statement (4) of Corollary 3.3
\[ \chi(I \otimes qa^{-1}b, \gamma)\chi(\hat{b} \otimes a, \gamma) = \chi(B, \gamma)\chi(\gamma, A) = \alpha(\gamma)\chi(qBA, \gamma) = \alpha(\gamma)\chi(\hat{b} \otimes b, \gamma). \]

With this information we obtain
\[ \left( \mathcal{F} \otimes Qu \left( \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes Q^{-1}y \right) = \alpha(\gamma)|\gamma|\chi(-1, \gamma) \left( x \otimes u \left( \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes y \right), \]
which proves Statement (1).

A (2). In a similar way to the derivation of (5.9) we find that
\[ (I \otimes Q^{-it})\chi(\hat{b} \otimes b, \gamma)(I \otimes Q^{iit}) = |\gamma|^{-it}\chi(\hat{b} \otimes b, \gamma) \]
for all \( \gamma \in \Gamma_\nu \) and all \( t \in \mathbb{R}. \) Therefore
\[ \left( x \otimes Q^{iit}u \left( \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes Q^{iit}y \right) = |\gamma|^{-it} \left( x \otimes u \left( \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes y \right) = |\gamma|^{-it}\varphi(\gamma). \]

Performing holomorphic continuation to the point \( t = \pm 2i \) we obtain
\[ \left( x \otimes Q^{\pm 2}u \left( \chi(\hat{b} \otimes b, \gamma)\chi(\hat{a} \otimes I, I \otimes a) \right) z \otimes Q^{\pm 2}y \right) = |\gamma|^{\pm 2}\varphi(\gamma). \]

With \( \gamma = q^kq^{it} \) this means that
\[ e^{\pm 2t \text{Im } \rho^{-1}} \varphi(q^kq^{it}) = \left( x \otimes Q^{\pm 2}u \left| \text{Phase} \left( \hat{b} \otimes b \right) \hat{b} \otimes b^{it}\chi(\hat{a} \otimes I, I \otimes a) \right| z \otimes Q^{\pm 2}y \right). \]

It follows from the assumptions about \( x, y \) and \( u \) that \( x \otimes Q^{\pm 2}u \in D(\hat{b} \otimes b). \) Consequently the functions
\[ t \mapsto e^{\pm 2t \text{Im } \rho^{-1}} \varphi(q^kq^{it}) \]
have a holomorphic continuation to \( \{ z \in \mathbb{C} : -1 < \text{Im } z < 1 \} \) and this continuation is bounded in the strip. It is an easy exercise (cf. [6, Lemat 7.9]) that if a function \( u \) on \( \mathbb{R} \) has the property that the functions \( t \mapsto e^{\pm t}u(t) \) extend to bounded holomorphic functions on the strip \( \{ z \in \mathbb{C} : -1 < \text{Im } z < 1 \} \) then \( u \in \mathcal{S}(\mathbb{R}). \) In particular the functions \( t \mapsto \varphi(q^kq^{it}) \) belong to \( \mathcal{S}(\mathbb{R}), \) i.e. \( \varphi \in \mathcal{S}(\Gamma_\nu). \)

By Statement (1) we know that the functions \( t \mapsto \psi(q^kq^{it}) \) are smooth and that \( t \mapsto e^{\pm 2t \text{Im } \rho^{-1}} \psi(q^kq^{it}) \) have extensions to bounded holomorphic functions in the strip \( \{ z \in \mathbb{C} : -1 < \text{Im } z < 1 \}. \) Therefore \( \psi \in \mathcal{S}(\Gamma_\nu). \)

Q.E.D.

In the same way as [16, Proposition 3.5] we get the following:
Proposition 5.6  Let $H$, $K$, $(a,b)$, $(\hat{a},\hat{b})$, $Q$ and $x,z,u,y$ be as in Proposition 5.5. Let $f$ and $g$ be bounded Borel functions on $\Gamma_q$. Denote by $\hat{f}$ and $\hat{g}$ the inverse Fourier transforms of $f$ and $g$ (we treat $f$ and $g$ as tempered distributions on $\Gamma_q$):

\[ f(\gamma) = \int_{\Gamma_q} \hat{f}(\gamma')\chi(\gamma,\gamma')\,d\mu(\gamma'), \]  
\[ g(\gamma) = \int_{\Gamma_q} \hat{g}(\gamma')\chi(\gamma,\gamma')\,d\mu(\gamma'). \]  

Suppose that for almost all $\gamma \in \Gamma_q$ we have

\[ \hat{f}(\gamma) = \overline{a(\gamma)|\gamma}\chi(-1,\gamma)\hat{g}(\gamma). \]  

Then

\[ (x \otimes u)f(\hat{b} \otimes b,\gamma)\chi(\hat{a} \otimes I, I \otimes a)|z \otimes y) = (\pi \otimes Qu)g(-\hat{b}^* \otimes qa^{-1}b,\gamma)\chi(\hat{a}^* \otimes I, I \otimes a)|\pi \otimes Q^{-1}y) . \]  

Corollary 5.7  Let $H$ and $K$ be Hilbert spaces and let $(a,b) \in \mathcal{H}$, $(\hat{a},\hat{b}) \in \mathcal{K}$. Assume that $\ker b = \{0\}$ and $\ker \hat{b} = \{0\}$. Let $V$ be the operator introduced by (5.3) and define

\[ \tilde{V} = F_q(-\hat{b}^* \otimes qa^{-1}b)^*\chi(\hat{a}^* \otimes I, I \otimes a). \]

Then

1. for all $x,z \in K$, $y \in D(Q^{-1})$ and $u \in D(Q)$ we have
   \[ (x \otimes u|W|z \otimes y) = (\pi \otimes Qu)|\tilde{V} \otimes Q^{-1}y) ; \]  

2. the operator $W$ introduced by (5.1) is a modular multiplicative unitary.

Proof.  Ad (1). We shall use Proposition 5.6 with $f = F_q$ and $g = \overline{F_q}$. We can use it because of Corollary 2.15. The result is exactly (5.13).

Ad (2). Put $K = H$ and $(\hat{a},\hat{b}) = (b^{-1}, b^{-1}a)$. Then by Statement (1) we have

\[ (x \otimes u|W|z \otimes y) = (\pi \otimes Qu)|\tilde{V} \otimes Q^{-1}y) \]

for all $x,z \in K$, $y \in D(Q^{-1})$ and $u \in D(Q)$. Let $\hat{Q} = |\hat{b}|$. Then it is easy to verify that $\hat{Q} \otimes Q$ strongly commutes with $b^{-1}a \otimes b$, $b^{-1} \otimes I$ and $I \otimes a$. Therefore

\[ W(\hat{Q} \otimes Q)W^* = \hat{Q} \otimes Q. \]

This way we have verified that $W$ satisfies all conditions listed in [7, Definition 2.1]. Q.E.D.

6 The quantum “$az + b$” group for new values of $q$

6.1 The $C^*$-algebra

Let us describe the $C^*$-algebra which will turn out to be the algebra of continuous functions vanishing at infinity on the quantum “$az + b$” group. For $\gamma \in \Gamma_q$ and $f \in C_\infty(\Gamma_q)$ let

\[ (\beta, f)(\gamma') = f(\gamma') \]
for all $\gamma' \in \Gamma_q$. Then $\Gamma_q \ni \gamma \mapsto \beta_\gamma \in \text{Aut}(C_\infty(\Gamma_q))$ is a strongly continuous action and $(C_\infty(\Gamma_q), \Gamma_q, \beta)$ is a $C^*$-dynamical system. Let $\mathcal{B}$ be the corresponding $C^*$-crossed product. As the canonical embedding $C_\infty(\Gamma_q) \hookrightarrow M(\mathcal{B})$ is a morphism from $C_\infty(\Gamma_q)$ to $\mathcal{B}$, any element affiliated with $C_\infty(\Gamma_q)$ can be treated as an element affiliated with $\mathcal{B}$. Let $b$ be the element affiliated with $\mathcal{B}$ arising from the continuous function $\Gamma_q \ni \gamma \mapsto \gamma \in \mathbb{C}$. Let $(U_\gamma)_{\gamma \in \Gamma_q}$ be the strictly continuous family of unitary elements of $M(\mathcal{B})$ implementing the action $\beta$: $U_\gamma f U_\gamma^* = \beta_\gamma f$ for $f \in C_\infty(\Gamma_q) \subset M(\mathcal{B})$. Let us represent $\mathcal{B}$ faithfully on a Hilbert space $H$. Then $(U_\gamma)_{\gamma \in \Gamma_q}$ is a group of unitary operators acting on $H$. By SNAG theorem there is a normal operator $a$ acting on $H$ such that $\text{Sp} a \subset \Gamma_q$, $\ker a = \{0\}$ and $U_\gamma = \chi(\gamma, a)$ for all $\gamma \in \Gamma_q$ (remark that this is where we are using the fact that $\overline{\Gamma_q} = \Gamma_q$).

Now since all operators $U_\gamma$ are in $M(\mathcal{B})$ and the map $\Gamma_q \ni \gamma \mapsto U_\gamma \in M(\mathcal{B})$ is strictly continuous, by Theorem 4.5 the operators $a$ and $a^{-1}$ are affiliated with $\mathcal{B}$. It is easy to check that for any $\pi \in \text{Rep}(\mathcal{B}, H)$ we have $(\pi(a), \pi(b)) \in \mathcal{G}_H$. It is also known that

$$\{ g(a)f(b) : g \in C_\infty(\Gamma_q), f \in C_\infty(\Gamma_q) \}$$

is a linearly dense subset of $\mathcal{B}$.

Using the same technique as in the proof of [16, Propositions 4.1 and 4.2] we get the following:

**Proposition 6.1** Let $\mathcal{B}$, $a$ and $b$ be the $C^*$-algebra and two affiliated elements described in this subsection. Then

1. the $C^*$-algebra $\mathcal{B}$ is generated by the three affiliated elements $a$, $a^{-1}$ and $b$;
2. for any Hilbert space $H$ and any $(a_0, b_0) \in \mathcal{G}_H$ there exists a unique $\pi \in \text{Rep}(\mathcal{B}, H)$ such that $a_0 = \pi(a)$ and $b_0 = \pi(b)$. If $\mathcal{A}$ is a non degenerate $C^*$-subalgebra of $B(H)$ and $a_0, a_0^{-1}, b \in \mathcal{A}$ then $\pi \in \text{Mor}(\mathcal{B}, \mathcal{A})$.

Assume now that $\mathcal{B}$ is faithfully represented in a Hilbert space $H$. From the commutation relations between $a$ and $b$ and the fact that (6.1) is linearly dense in $\mathcal{B}$ we see that $\ker b$ is an invariant subspace of $H$ for the action of $\mathcal{B}$. We can therefore restrict our representation to $(\ker b)^\perp$ or, equivalently, assume that $\ker b = \{0\}$. Denote $\tilde{a} = b^{-1}$ and $\tilde{b} = b^{-1} a$ then

$$W = \mathbb{F}_q(\tilde{b} \otimes b) \chi(\tilde{a} \otimes I, I \otimes a)$$

coincides with (5.1). Therefore it is a modular multiplicative unitary. The operators $Q$, $\tilde{Q}$ and $\tilde{W}$ related to $W$ via [16, Definition 2.1] are given by

$$\tilde{Q} = |b|, \quad Q = |a|,$$

$$\tilde{W} = \mathbb{F}_q(-\tilde{b}^T \otimes qa^{-1} b)^* \chi(\tilde{a}^T \otimes I, I \otimes a).$$

Let

$$\mathcal{A} = \{ (\omega \otimes \text{id})W : \omega \in B(H)^*_+ \}^{\text{norm closure}}.$$

By the theory developed in [14, 7] $\mathcal{A}$ is a nondegenerate $C^*$-subalgebra of $B(H)$.

The proof of the following proposition is virtually identical to that presented in [16, Section 6]. We give it here because it relies on the results about special functions and commutation relations obtained in Sections 2 and 3.

**Proposition 6.2** The $C^*$-algebras $\mathcal{A}$ and $\mathcal{B}$ are equal as subsets of $B(H)$.

**Proof.** The operators $\tilde{a} \otimes I$, $I \otimes a$, $I \otimes a^{-1}$ and $\tilde{b} \otimes b$ are affiliated with $\mathcal{K}(H) \otimes \mathcal{B}$. Therefore by Proposition 4.7 and Theorem 4.4 we have

$$\chi(\tilde{a} \otimes I, I \otimes a), \mathbb{F}_q(\tilde{b} \otimes b) \in M(\mathcal{K}(H) \otimes \mathcal{B})$$
and it follows that $W \in M(K(H) \otimes \mathfrak{B})$. By the definition of $\mathfrak{A}$ we conclude that $\mathfrak{A} \subset M(\mathfrak{B})$. In particular $\mathfrak{A} \mathfrak{B} \subset \mathfrak{B}$. Using the same technique as in the proof of Proposition 4.2 (cf. also [14, Section 4] and [16, Section 6]) one can show that $\mathfrak{A} \mathfrak{B}$ is dense in $\mathfrak{B}$.

Now let us show that the elements $a, a^{-1}$ and $b$ are affiliated with $\mathfrak{A}$. For any $\gamma \in \Gamma_q$ let

$$V(\gamma) = \mathbb{F}_q(\gamma \hat{\delta} \otimes b) \chi(\hat{\alpha} \otimes I, I \otimes a).$$

It is easy to verify with Theorem 4.4 that $\{V(\gamma)\}_{\gamma \in \Gamma_q}$ is a strictly continuous family of unitary elements of $M(K(H) \otimes K(H))$. Clearly if $V(\gamma)_{12} = V(\gamma) \otimes I$ then $(V(\gamma)_{12})_{\gamma \in \Gamma_q}$ is a strictly continuous family of unitary elements $M(K(H) \otimes K(H) \otimes \mathfrak{A})$. By Proposition 5.3

$$V(\gamma)_{13} = V(\gamma)_{12}W_{23}V(\gamma)_{12}W_{23}^*.$$

Since $W \in M(K(H) \otimes A)$ the family $\{V(\gamma)_{13}\}_{\gamma \in \Gamma_q}$ is a strictly continuous family of elements of $M(K(H) \otimes K(H) \otimes \mathfrak{A})$. It follows that $\{V(\gamma)\}_{\gamma \in \Gamma_q}$ is a strictly continuous family of unitaries in $M(\mathfrak{A})$. This implies that $\mathbb{F}_q(\gamma \hat{\delta} \otimes b) = V(\gamma)V(0)^* \in M(K(H) \mathfrak{A})$ is also a strictly continuous function of $\gamma$. Using again Theorem 4.4 we see that $b \otimes b$ is affiliated with $K(H) \otimes \mathfrak{A}$. It is known ([18, Proposition A.1]) that if a tensor product of normal operators is affiliated with a tensor product of $\mathfrak{C}^*$-algebras then the factor operators are affiliated with the factor $\mathfrak{C}^*$-algebras. Thus $b \otimes b \eta(K(H) \otimes \mathfrak{A})$ implies that $b \eta \mathfrak{A}$.

Similarly using the strictly continuous family

$$\Gamma_q \ni \gamma \mapsto V(\gamma) = \chi(\gamma, a) \in M(K(\mathbb{C}) \otimes K(H))$$

we arrive at the conclusion that $\{\chi(\gamma, a)\}_{\gamma \in \Gamma_q}$ is a strictly continuous family of unitary elements of $M(\mathfrak{A})$. Consequently $a$ and $a^{-1}$ are affiliated with $\mathfrak{A}$.

Since, at the same time, $a, a^{-1}$ and $b$ generate $\mathfrak{B}$, we see that the identity mapping on $\mathfrak{B}$ is a morphism from $\mathfrak{B} \circ \mathfrak{A}$. In other words $\mathfrak{B} \subset M(\mathfrak{A})$ and $\mathfrak{B} \mathfrak{A}$ is a dense subset of $\mathfrak{A}$. This concludes the proof of the equality $\mathfrak{A} = \mathfrak{B}$. Q.E.D.

### 6.2 Quantum group structure

Having constructed a multiplicative unitary operator and established its modularity we can proceed with construction of new quantum \"$\alpha z + b^*$\" groups.

The algebra $\mathfrak{A}$ carries a comultiplication $\delta \in \text{Mor}(\mathfrak{A}, \mathfrak{A} \otimes \mathfrak{A})$. This is a coassociative morphism given by

$$\delta(c) = W(c \otimes I)W^*.$$

The next ingredient we are going to examine is the scaling group. It is the one parameter group $(\tau_t)_{t \in \mathbb{R}}$ of automorphisms of $\mathfrak{A}$ given by

$$\tau_t(c) = Q^{2it}cQ^{-2it}.$$

It is easy to check that

$$\tau_t(a) = a,$$

$$\tau_t(b) = q^{2it}b$$

for all $t \in \mathbb{R}$. Then the well known formula $W^* = W^* \otimes R$ helps in determining the unitary antipode $R$. It is the $*$-antiautomorphism of $c \mapsto c^R$ of $\mathfrak{A}$ given on generators as

$$a^R = a^{-1},$$

$$b^R = -qa^{-1}b.$$
The formula for the polar decomposition of the antipode gives now
\[ \kappa(a) = a^{-1}, \]
\[ \kappa(b) = -a^{-1}b. \]

All these formulae agree with those derived in the Hopf *-algebra framework in Subsection 1.1 with \( \lambda = q^2 \). This is why we call our quantum group a quantum “az + b” group for the deformation parameter \( q \).

The multiplicative unitary also provides information about the reduced dual \((\hat{\mathbb{A}}, \hat{\delta})\) of our quantum group. In the case of our quantum “az + b” groups the situation is described by the following proposition (recall that \( \hat{a} = b^{-1} \) and \( \hat{b} = b^{-1}a \)).

**Proposition 6.3** The operators \( \hat{a} \) and \( \hat{b} \) are affiliated with \( \hat{\mathbb{A}} \). There exists a \( C^* \)-isomorphism \( \Psi : \mathbb{A} \to \hat{\mathbb{A}} \) such that \( \Psi(a) = \hat{a}, \Psi(b) = \hat{b} \) and
\[ \hat{\delta} \circ \Psi = \sigma(\Psi \otimes \Psi) \circ \delta, \]
where \( \sigma \) is the flip on \( \hat{\mathbb{A}} \otimes \hat{\mathbb{A}} \).

The proof of this proposition is identical to that of [16, Theorem 7.1]. We shall only point out that we can avoid choosing a special representation of \( \mathbb{B} \) (as in [16]) by noticing that
\[ \{ \chi(\gamma, \hat{a})\chi(\hat{b}, \gamma') : \gamma, \gamma' \in \Gamma_q \} = \{ \chi(b, \gamma)\chi(\gamma', a) : \gamma, \gamma' \in \Gamma_q \}, \]
so that the multiplicities of the pairs \((a, b)\) and \((\hat{a}, \hat{b})\) are the same regardless of the chosen representation (cf. [6, Twierdzenie 7.28]).

According to the results of [17], for a quantum group arising from a modular multiplicative unitary \( W \) with associated operators \( \tilde{W}, Q \) and \( \tilde{Q} \), the weight
\[ h(c) = \text{Tr}(Qc\tilde{Q}) \]
is right invariant and if it is locally finite (densely defined) then it is the right Haar measure. It turns out that in our case this weight is locally finite. More precisely one finds that for \( c = g(a)f(a) \) we have
\[ h(c^*c) = \int_{\Gamma_q} |g(\gamma)|^2 d\mu(\gamma) \int_{\Gamma_q} |f(\gamma)|^2 |\gamma|^2 d\mu(\gamma). \]
In particular \((\mathbb{A}, \delta)\) together with \((\kappa, (\tau_t)_{t \in \mathbb{R}}, R, h)\) is a weighted Hopf \( C^* \)-algebra as defined in [3, Definition 1.5]. It is well known that weighted Hopf \( C^* \)-algebras are the same objects as reduced \( C^* \)-algebraic quantum groups defined in [2, Definition 4.1]. The left Haar measure is explicitly given as \( h^L = h \circ R \). In other words \((\mathbb{A}, \delta, h^L, h)\) is a reduced \( C^* \)-algebraic quantum group.

There is evidence that our quantum “az + b” groups are amenable in the sense that their reduced dual coincides with the universal one. It has been proved for the case of the deformation parameter assuming values between 0 and 1 (cf. [16, 4]).
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