Fine-Grained Image Generation from Bangla Text Description using Attentional Generative Adversarial Network
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\textbf{Abstract}—Generating fine-grained, realistic images from text has many applications in the visual and semantic realms. Considering that, we propose Bangla Attentional Generative Adversarial Network (AttnGAN) that allows intensified, multi-stage processing for high-resolution Bangla text-to-image generation. Our model can integrate the most specific details at different sub-regions of the image. We distinctively concentrate on the relevant words in the natural language description. This framework has achieved a better inception score of 3.58 ± .06 on the CUB dataset. For the first time, a fine-grained image is generated from Bangla text using attentional GAN. Bangla has achieved 7th position among 100 most spoken languages. This inspires us to explicitly focus on this language, which will ensure the inevitable need of many people. Moreover, Bangla has a more complex syntactic structure and less natural language processing resource that validates our work more.

\textbf{Index Terms}—GAN, Bangla, text-to-image, Fine-grained image.

I. INTRODUCTION

In recent years, image processing has become a promising sector to explore. Its vast application area has encouraged more and more researchers every day working in this field. Nowadays, its application is not limited to only processing daily camera-captured images. Rather, image processing is leading a very important role in the medical field, agricultural sector, and even in educational areas. Combining Natural image processing and digital image processing, a new thriving sector is emerging, which impacts highly in the research areas.

In this paper, we work on the "Bangla" natural language and generate high-resolution images (text-to-image converter) using attention GAN, a useful element of image processing.

The application of Generative Adversarial Networks (GANs)\textsuperscript{1} has increased dramatically in recent years that can generate well-constructed information at different sub parts of the captured image using a unique attentional generative network. In the deep learning filed, it has gained a lot of attention for the variety of its application and its recent popularity such as images\textsuperscript{2},\textsuperscript{3},\textsuperscript{4}, texts\textsuperscript{5},\textsuperscript{6},\textsuperscript{7},\textsuperscript{8} and generating images based on discrete labels\textsuperscript{9},\textsuperscript{10}.

Generative Adversarial Networks (GANs)\textsuperscript{1} are the latest text-to-image generation algorithms to be suggested and employed to produce life-like images based on text depiction (see Fig.\textsuperscript{1}). It has introduced a new mechanism for capturing structured word level and multi-staged text-to-image synthesis; we propose Bangla Attentional Generative Adversarial Network (AttnGAN) for synthesizing intricate scenes. Multi-stage approaches\textsuperscript{6},\textsuperscript{7},\textsuperscript{11} provide low-resolution beginning images, which are then refined to high-resolution images.

In our paper, we propose a Bangla attentional GAN for well-constructed text-to-image creation that supports attention-driven and several-stage processing inspired by this work\textsuperscript{7}. Experiments were performed to synthesize images from text descriptions, including the two most-used components AttnGAN and DAMSM, by translating the CUB\textsuperscript{12} dataset into Bangla or Bengali. To experimentally evaluate the proposed Bangla AttnGAN, a comprehensive investigation is carried out, which outperforms the previous state-of-the-art model and enhances the quality of generated images. Our contributions are as follows:

- We generate a text-to-image converter which generates high-definition (256x256), fine-grained image
- We are the first to work on Bangla language text-to-image generation

\begin{figure}[h]
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\caption{Experiment with our proposed model’s outcomes. The first line displays low-to high-resolution images, while the second and third lines display the top five most-visited terms..}
\end{figure}
II. RELATED WORKS

Creating images analyzing from natural language is one of the essential uses of ongoing conditional generative models. In art generation, image editing (brightening, enhancing), computer-aided design, and many others are the amazing applications of generating well-constructed, life-like, high-resolution images from text descriptions. Recently, incredible advancement has been accomplished toward this path with the rise of deep generative models. A combination of deep architecture and deep convolutional generative adversarial networks (GANs) formulation can effectively bridge the advancement in text and image modeling as GAN generate highly compelling images [5]. MirrorGAN considered both global and local attention, and they preserve semantic coherence to generate text-to-image [13]. A semantic text embedding module (STEM), a global-local collaborative attentive module (GLAM), and a semantic text regeneration and alignment module (STREAM) are used to build this model. AttnGAN is another proposed model to generate fine-grained text-to-image [7]. This model then is improved by Naveen et al. by solving the extraction of semantic information from the text descriptions combining BERT, GPT2, XLNet with AttnGAN [14]. Additionally, it permits attention-driven, multi-stage refinement for this type of image generation. Sharma et al. [15] came up with a new idea of adding dialogue after text-to-image generation for significant progress in the inception score. ControlGAN is word-level spatial and channel-wise attention-driven text-to-image generator [16]. Yin et al. [17] proposed another photo-realistic text-to-image generator that fulfills both the high-level and low-level semantic consistency. Attention loss and diversity loss are used to enhance the sensitivity of the GAN [18].

On the other hand, the Zero-Shot framework models the text and image tokens as a single stream of data [19]. In the ManiGAN framework, an image is semantically edited part by part matching a given text focusing on the desired attributes [20]. TediGAN was proposed by Xia et al. for multi-modal image generation. This model can effectively manipulate textual descriptions [21]. Another new model of generating face images from text is modeled by khan et al. [22]. Schulze et al. generate text-to-image using combined GAN. It can initiate photo-realistic images described as textual descriptions [23].

III. METHODOLOGY

GAN is a generative model that is trained consisting of two neural network models named "generator" or "generative network" and "discriminator" or "discriminative network" model in most cases. The "generative network" model successfully measures how to generate fresh conceivable samples. The "discriminative network" model, on the other hand, specifies how to distinguish between fabricated and actual cases.

The attentional generative network and the deep attentional multi-modal similarity model are two distinct components of our proposed Bangla Attention Generative Adversarial Network (AttnGAN).

A. Attentional Generative Adversarial Networks

The Attention Generative Adversarial Network enables attention-driven, long-range dependency modeling for picture generation tasks from Bangla Text. In wide-range resolution image analysis, conventional convolutional GANs provide fine-grained nuances as a component of only spatially local points. Subtleties can be constructed using signals from all attribute locations in the Attention Generative Adversarial Network. Furthermore, the discriminator is used to ensure the consistency of the fine-detailed feature pieces in far-flung portions of the image. The prerequisite for image generation in current GAN-based models for text-to-image generation is to encode the full sentence text portrayal into a single vector, although high-resolution word-level data is required.

The generative networks in our model are able to create distinct subregions of the picture based on the phrases that are most relevant to those subregions. The three generators in our proposed Bangla AttnGAN accept the hidden states as input and generate images on small to big scales as output. The Text Encoder encodes phrase and word features as they flow through the model at various stages. Conditioning Augmentation is used for the conversion between the sentence vector and the conditioning vector.

The word features and the image features from the preceding hidden layer are both inputs to the attention model. By introducing a new perceptron layer, the word features are first translated into the common semantic space of the image data. Then, depending on the image’s hidden features, a word-context vector is computed for each sub-region. At the next stage, with the combination of features extracted from the images and associated text features, images are generated. The attentional generating network’s final objective function is defined as to create realistic visuals with several levels (i.e., word level and sentence level) of circumstances; the attentional generative network’s final objective function is defined as:

\[ L = L_G + \beta L_{DAMSM} \] (1)

where,

\[ L_G = \sum_{i=0}^{n-1} L_{G_i} \] (2)

Here, \( \beta \) is a hyperparameter that balances the two terms of Eq. (1). The first part represents the GAN loss that approximates conditional and unconditional distributions together. Along with its corresponding discriminator \( D_i \), the adversarial loss for \( G_i \) is defined with the combination of unconditional loss and conditional loss. Unconditional loss is utilized to identify whether the image is natural or counterfeit, and the conditional loss evaluates the similarity of the image and the sentence.

Our Bangla Attention Generative Adversarial Network finds the high-resolution output from Bangla language text and sentences. Our overall architecture is shown in Fig. 2.
B. Deep Attentional Multimodal Similarity Model

The DAMSM investigates two neural networks that design sub-regions of natural language text from a sentence and an image to a common semantic space, calculating image-sentence matching compatibility at the word level to determine a well-measured loss for image production.

1) Text encoder: The text encoder is a two-way system Long Short-Term Memory (LSTM) [24] that extracts grammatical vectors from the text representation. Hence, we link its two states (hidden) to address the linguistic translation of a word.

2) Image encoder: Image encoder is Convolutional Neural Network (CNN) for mapping captured images into the grammatical structure. In this case, images are partitioned into several sub-regions. The intermediary CNN layers work with the local attributes of various sub-parts of the prime image. On the other hand, the last layers explore the global attributes of the image.

3) Attention-driven image-text matching score: The attention-driven image-text matching score aims to quantify the coordination of an image-text pair as a result of a text-to-image attention model. Finally, images for the following step are created by merging image attributes with the relevant text-context data.

Then, we do the loss minimization to group the input into the realm of natural or fake images according to AttnGAN [7].

4) DAMSM Loss: When comparing images and text descriptions, we use the DAMSM loss [7]. The DAMSM loss is important because it improves the condition of generated images with text descriptions.

IV. MACHINE CONFIGURATION

We do our experiment on a computer with GPU Core 1, CPU Core 4, Ram 61 GB. Details of our used machines are presented in Table I

| Name  | GPUs | vCPUs | RAM (GiB) | Network Bandwidth |
|-------|------|-------|-----------|-------------------|
| p2.xlarge | 1    | 4     | 61        | High              |

V. EXPERIMENTAL RESULT

We do extensive quantitative and qualitative evaluations to validate our method. We have done a large-scale experimental analysis effectively to evaluate our proposed model Bangla AttnGAN. Firstly, we explore AttnGAN and the DAMSM. After that, we make a comparison with previous GAN models mentioned earlier for text-to-image analysis. We trained DAMSM model 200 epochs and AttnGAN model 600 epochs.

A. Dataset

Same as previous text-to-image methods [25], [5], [6], [11], [7], CUB [12] is used to evaluate our proposed method. This dataset contains 200 categories bird images and 10 captions per image [25]. Table II lists the details of this dataset. By using test:train data ration 70:30, we get our best result. In that case, we achieve FID score of 41.08 which is better than the other.

| Dataset | CUB dataset |
|---------|-------------|
| #Samples | 8,855 2,935 9500 2288 7200 4588 |
| Caption/image | 10 10 10 10 10 |
| FID Score | 41.08 52.34 58.27 |

Some other methodology has used Coco dataset [26]. We are still in the process of modifying this dataset suitable to use in the Bangla language.
B. Preprocessing

For the implementation, we have used Natural Language Toolkit (NLTK) based on the Python platform for statistical natural language processing (NLP). To translate the text from English to Bengali, we used Google Translator.

C. Google translator

Google Translator is google provided API which can conveniently translate between so far 108 languages by typing. It is fast, free, and has an amazing interface that can recognize almost all existing languages. We use this to translate our input text collected from the CUB dataset. Though it does not provide a fully accurate translation, it was successful for almost 95% time.

D. Evaluation Metric

The evaluation of generative models has gotten a lot of attention recently, and numerous quantitative and qualitative methods have been presented so far. The performance of GANs needs to be closely monitored. A few metrics that can be used to verify GANs are as follows:

1) Quantitative Evaluation:

Inception Score: The Inception Score [27] is a metric for evaluating the quality of produced images, especially synthetic images generated by generative adversarial network models. It was created in order to reduce subjective human image judgment. The inception score uses a pre-trained deep learning neural network model for image classification to classify the generated images.

FID Score: Because of its concordance with human inspection and sensitivity to tiny changes in the real distribution, which is based on the Inception v3 Network, Frechet Inception Distance (FID) [29] has achieved significant usage. It is used to ensure that the images created are of high quality and uniformity. As the FID drops, the quality improves. To put it another way, authentic and produced images are strikingly similar. FID score can be calculated using:
TABLE III

| Dataset | GAN-INT-CLS [5] | StackGAN [6] | StackGAN-v2 [11] | GAWWN [25] | Bangla AttnGAN |
|---------|-----------------|--------------|-----------------|------------|----------------|
| CUB     | 2.88 ± .04      | 3.70 ± .04   | 3.82 ± .06      | 3.62 ± .07 | 3.58 ± .06     |

TABLE IV

| Medium   | References | Dataset | Technique | Measurement |
|----------|------------|---------|-----------|-------------|
| Bangla   | [5]        | CUB     | GAN-INT-CLS | 134.23 2.01 ± .02 |
|         | [6]        | CUB     | StackGAN  | 73.02 2.94 ± .09 |
|         | [11]       | CUB     | StackGAN-v2 | 58.33 3.16 ± .02 |
|         | [25]       | CUB     | GAWWN     | 98.91 2.59 ± .06 |
|         | CUB Bangla AttnGAN | 41.08 3.58 ± .06 |

TABLE I

Performance of FID and Inception scores by other GAN models [5], [6], [11], [25] and our Bangla AttnGAN on CUB datasets with Bangla text data.

\[
\text{FID} = |\mu - \mu_w|^2 + \text{tr}(\Sigma + \Sigma_w - 2(\Sigma\Sigma_w)^{1/2}).
\]  

Squaring Wasserstein metric between two multidimensional Gaussian distributions: \( \mathcal{N}(\mu, \Sigma)\mathcal{N}(\mu, \Sigma) \), FID score is calculated. The distribution of some neural network elements of the pictures produced by the GAN and \( \mathcal{N}(\mu_w, \Sigma_w)\mathcal{N}(\mu_w, \Sigma_w) \) And the distribution of similar neural network highlights from the real-world images that were used to create the GAN When the produced and real photos are given as input to the Inception network, it is measured from the mean and covariance of the initiations.

2) Qualitative evaluation:

- Fig. 5. Experiment results of our Bangla AttnGAN model trained on CUB dataset with some of the most frequently used terms in the sentence changed

Generalization Ability: Through our experiments, we have demonstrated the AttnGAN’s ability to generalize by creating images from text descriptions. Fig. 5 shows a few examples. The difference between real and model-generated images can be seen here. It illustrates that these images are modified following our text description. On the other hand, we also notice that images generated by AttnGAN are sharp with great detail and very close to realism. Moreover, as shown in Fig. 5 after modifying some of the most frequently used words in the text descriptions to see how sensitive the results are to reforms in the inputs, it demonstrates that our proposed model is capable of detecting subtle semantic variations in text descriptions. We see the AttnGAN’s intermediary outcomes with attention to better grasp what the AttnGAN has learned. As shown in Fig. 4. The AttnGAN’s initial stage just paints the basic size, structure, and tinctures of objects and provides poor-detailed images. After that, the next stages learn how to fix flaws in previous stage outcomes and add more information to create fine-detailed photos.

To summarize, our proposed Bangla AttnGAN’s generalization ability is demonstrated by the findings provided in Fig. 5 and 4.

3) Comparison with previous methods: Text-to-image generation on the CUB dataset with Bangla text description is compared between Bangla AttnGAN and previous state-of-the-art GAN models. Based on the CUB dataset, as shown in Table I and III, our Bangla AttnGAN achieves a 3.58 ± .06 Inception score and 41.08 FID score. On the other hand, Table IV demonstrates that FID and Inception score performance on CUB datasets containing Bangla text data using state-of-the-art GAN models [5], [6], [11], [25], [28] and our Bangla-AttnGAN. On the CUB dataset, our Bangla AttnGAN can generate images of 256x256 pixels for various scenarios. It has been shown in the experiments that our Bangla AttnGAN model produces more complex images of higher quality than other approaches for its novel attention mechanism.

VI. CONCLUSION AND FUTURE WORK

We present Bangla AttnGAN for high-resolution Bangla text-to-image analysis and generation in this study. To generate high-quality photos, we first develop a one-of-a-kind attentional generating network. Image quality is ensured using a multi-stage procedure. Second, a deep attentional multi-modal similarity model is presented for training the generator, which can compute the generated exquisite image-text matching loss. We outperformed the prior GAN model for text-to-image
synthesis by $3.58 \pm .06$, outperforming the best-announced inception score. Moreover, this is one of the first works collaborating the GAN model with the Bangla language. Our large-scale experimental analysis effectively exemplifies the potency and efficacy of our proposed model. We have a plan to work on a more complex COCO dataset as no such work has been processed in this area on the Bangla language. Moreover, we will look forward to analyzing more complex structure text in Bangla.
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