Mean curvature flow of graphs in generalized Robertson–Walker spacetimes with perpendicular Neumann boundary condition
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Abstract
We prove the longtime existence for the mean curvature flow problem with a perpendicular Neumann boundary condition in a generalized Robertson–Walker (GRW) spacetime that obeys the null convergence condition. In addition, we prove that the metric of such a solution is conformal to the one of the leaf of the GRW in asymptotic time. Furthermore, if the initial hypersurface is mean convex, then the evolving hypersurfaces remain mean convex during the flow.
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1 Introduction

The mean curvature flow (MCF) has been extensively studied by many authors in Riemannian ambients. Huisken [12] proved that any compact convex hypersurface in $\mathbb{R}^n$ contracts to a point as the flow decreases area. In contrast, when a hypersurface in a Lorentzian ambient moves by the MCF, it increases area and does not degenerate into a singularity. Ecker and Huisken were one of the pioneers in the study of the MCF in Lorentzian ambients. In [9] they constructed spacelike slices of prescribed mean curvature making use of the MCF. Later, Ecker dealt with the MCF of spacelike hypersurfaces in asymptotically flat spacetimes in [7]. In the sequence, he investigated in [8] longtime solutions for the MCF of noncompact spacelike hypersurfaces in Minkowski space. In this same work, he also studied the flow generated by a spacelike graph with Dirichlet boundary condition, and showed that it exists for all time and converges to a maximal hypersurface. In Lambert [13] dealt with the MCF in the Minkowski space with a perpendicular Neumann boundary condition. He proved the longtime...
existence of the flow and that it converges to a expanding hyperbolic solution (a soliton in the Minkowski space).

Our aim here is to investigate the mean curvature flow of spacelike graphs in the so-called generalized Robertson–Walker spacetimes (GRW), a special class of Lorentzian manifolds endowed with a closed conformal timelike vector field. Those special solutions of Einstein’s field equations have been studied from both mathematical and physical points of view (see, e.g., [2, 3, 15, 17]). In order to define them, we consider a connected oriented Riemannian manifold \((M^n, \sigma)\), an open interval \(I = (s_-, s_+)\) of the extended real line \(\mathbb{R} \cup \{-\infty, +\infty\}\) and a positive smooth function \(\rho : I \to \mathbb{R}\). The generalized Robertson–Walker spacetime modeled upon these data is the Lorentzian product manifold \(N^{n+1} = I \times M^n\) endowed with the metric represented by

\[
\langle \cdot, \cdot \rangle = -\pi^*_s \, ds^2 + \rho^2(\pi^*_s)\pi^*_M \sigma,
\]

where \(s\) is the natural coordinate in \(I \subset \mathbb{R}\) and \(\pi^*_s : N^1 \to \mathbb{R}\) and \(\pi^*_M : N \to M^n\) denote the canonical projections. Hence, GRW is a warped product space that we indicate by \(-I \times_\rho M^n\).

Some well-known spaces that are examples of GRW spacetimes are the Minkowski space (for \(M^n = \mathbb{R}^n\) and \(\rho(s) = s\) or \(M^n = \mathbb{R}^n_+\) and \(\rho(s) = 1\)), the deSitter space (for \(M^n = S^n\) and \(\rho(s) = \cosh s\)), the anti deSitter space (for \(M^n = \mathbb{H}^n\) and \(\rho(s) = s\)), the steady state spacetime, (for \(M^n = \mathbb{R}^n\) and \(\rho(s) = e^s\)) and Einstein deSitter space (for \(I = (0, \infty)\), \(M^3 = \mathbb{R}^3\) and \(\rho(s) = s^{2/3}\)) among others.

Along this paper, we will assume a natural energy condition on the GRW spacetime, the so-called null convergence condition (NCC). Namely, we say that the NCC holds on \(N = -I \times_\rho M^n\) provided its Ricci tensor satisfies

\[
\overline{\text{Ric}}(Y, Y) \geq 0
\]

for every light-like vector field \(Y (\langle Y, Y \rangle = 0)\). This constraint on the Ricci tensor can be physically interpreted as a necessary condition in order to \(N\) obeys the Einstein’s fields equations.

Taking [17, Proposition 7.35] into account, we have that the vector field \(X = \rho(s) \frac{\partial}{\partial s}\) satisfies

\[
\overline{\nabla}_Y X = \rho'(s) Y,
\]

for every vector field \(Y \in \Gamma(N)\), where \(\overline{\nabla}\) denotes the Levi-Civita connection of \(N\) and ‘ indicates the derivative with respect to \(s\). It means that \(X\) is a closed conformal vector field with conformal factor \(\rho’\) (see [16]).

In what follows, we consider the mean curvature flow of graphs in \(N\).

Given \(T > 0\) and a compact convex domain \(\Omega \subset M\) with smooth boundary, let \(u : \tilde{\Omega} \times [0, T) \to \mathbb{R}\) be a smooth function. This defines a one-parameter family of submanifolds \(\Sigma_t, t \in [0, T)\), parametrized as graphs by the isometric immersions

\[
\varphi(x, t) = \varphi_t(x) = (u(x, t), x) \in I \times M, \quad t \in [0, T), \ x \in \tilde{\Omega}.
\]

These graphs evolve by the mean curvature flow if the map \(\varphi : [0, T) \times \tilde{\Omega} \to N\) satisfies

\[
\frac{\partial \varphi}{\partial t} = H\nu
\]

where \(\nu = \nu(x, t)\) is the timelike unit future direct normal to \(\Sigma_t\) at the point \(\varphi_t(x)\) and

\(\text{ Springer}\)
is the (scalar) mean curvature of $\Sigma$, at that point. Now we define both initial and boundary conditions for this flow. For that, we consider the \textit{conformal cylinder} over the boundary $\partial \tilde{\Omega}$ defined by

$$K = \partial \tilde{\Omega} \times I \subset N.$$ 

Let $\mu$ be the normal to $K$ chosen in a way that its second fundamental form is nonnegative definite. Then, we impose the following \textit{Neumann boundary condition} to the mean curvature flow (4)

$$\langle v, \mu \rangle = 0 \quad \text{on} \ \partial \tilde{\Omega} \times [0, T)$$

This means that, for each $t \in [0, T)$, the graph $\Sigma_t$ is perpendicular to $K$ along the boundary $\partial \Sigma_t \subset K$. The initial condition of (4) is given by the graph $\Sigma_0$ of the function $u_0 := u(\cdot, 0)$. In sum, we have posed an initial value problem with orthogonal Neumann condition for the mean curvature flow (4) that can be read in terms of the time-dependent function $u$ as follows

$$\frac{\partial u}{\partial t}(x, t) = \frac{W}{\rho} \div \frac{Du}{\rho W} + \frac{\rho'}{\rho} \left( n + \frac{|Du|^2}{\rho^2} \right) \quad \text{in} \ \tilde{\Omega} \times [0, T),$$

$$u(\cdot, 0) = u_0, \quad \langle v, \mu \rangle = 0 \quad \text{on} \ \partial \tilde{\Omega} \times [0, T)$$

where $Du$ denotes the gradient of the function $u_t := u(\cdot, t)$ and $W = \sqrt{\rho^2 - |Du|^2}$.

Now, we are in position to enunciate our result:

\textbf{Theorem 1.1} Let $-I \times \rho M^n$ be a GRW spacetime that obeys the null convergence condition and whose warping function satisfies

$$\rho'(s) \geq 0 \quad \text{and} \quad \left( \frac{\rho'(s)}{\rho(s)} \right)' \leq 0 \quad \text{with} \quad \left( \frac{\rho'(\bar{s})}{\rho(\bar{s})} \right)' < 0 \quad \text{for some} \quad \bar{s} > \max_s \Sigma_0$$

and

$$C_- := \limsup_{s \to s_-} \frac{\rho'(s)}{\rho(s)} < +\infty \quad \text{and} \quad C_+ := \liminf_{s \to s_+} \frac{\rho'(s)}{\rho(s)} > 0.$$ 

Let $\Omega \subset M^n$ be a compact convex domain, and $K$ its respective conformal cylinder. If $\Sigma_0^n$ is a spacelike graph over $\Omega$ that intersects $K$ orthogonally, then there exist a longtime solution to the problem (4) whose metric is conformal to the one of the leaf in asymptotic time. In addition, if $\Sigma_0^n$ is mean convex (possesses positive mean curvature) and $\bar{\text{Ric}}(\partial s, \partial s)$ is bounded from above, then the solution remains mean convex for all times.

\textbf{Remark 1.2} We reinforce the reasonableness of hypothesis (8). We will see in posterior computations (17) that $(\frac{\partial}{\partial s} - \Delta)s$ is positive, and as a consequence of the maximum principle that $s$ is uniformly bounded from below; therefore $\frac{\rho'(s)}{\rho(s)}$ being bounded away from infinity will be actually a straight consequence under assumption (7).

Remark that the mean curvature of the slices $\{ s \} \times M$ are given by $H = r \frac{\rho'(s)}{\rho(s)}$ (see [17, Proposition 7.35]). In this case, the imposition involving $C_+$ means that the mean curvature
of the slices are uniformly bounded away from zero. From a phenomenon known as avoidance principle (see [4]) which asserts that if two compact manifolds are initially disjoint, then they will keep so during the mean curvature flow, if we had a maximal slice (with zero mean curvature, whose flow is stationary), then our flow would also stop in height. Henceforth the imposition involving $C_+$ may be interpreted as the flow never stopping in height.

If we rule the Minkowski as $\mathbb{R} \times \mathbb{H}^n$, then the longtime existence of [13, Theorem 1.3] as well as the preservation of the mean convexity and the asymptotic behavior are corollary of the above result. Our technique relies on the employment of the weak maximum principle in order to obtain a priori estimates that jointly with the classical parabolic equations theory will assure the longtime solvability of the problem (\ref{Eq:MeanCurvature}). Our paper is organized as follows: in Sect. 2 we describe the problem (\ref{Eq:MeanCurvature}) in a nonparametric setting. In Sect. 3 we derive the evolution of some important quantities as well as its derivatives in the boundary. In Sect. 4 we obtain a priori $C^0, C^1$ and second order estimates concerning a solution of the problem (\ref{Eq:MeanCurvature}). In Sect. 5 we summarize the proof of Theorem 1.1.

2 A nonparametric formulation of the problem

We have adopted from the beginning a graphical parametrization of the evolving hypersurfaces $\Sigma_t$, $t \in [0, T)$. This reduces the geometric mean curvature flow (\ref{Eq:MeanCurvature}) to a parabolic quasilinear PDE as we will deduce in the sequel.

The induced metric $g$ (Riemannian, since $\Sigma_t$ is supposed to be spacelike) in $\Sigma_t$ is expressed in terms of local coordinates $\{x^k\}_{k=1}^n$ in $\bar{\Omega}$ as

$$g_{ij} = -u_i u_j + \rho^2(u) \sigma_{ij},$$

where $\sigma_{ij}$ are the local components of the Riemannian metric $\sigma$ in $M$ and $u_i = \frac{\partial u}{\partial x_i}$. Note that $s = u(\cdot, t)$ along $\Sigma_t$. The timelike future pointing unit normal vector field along the graph $\Sigma_t$ is written in terms of the function $u$ and its gradient as

$$\nu = \frac{1}{\rho(u)} \frac{1}{\sqrt{\rho(u)^2 - |Du|^2}} \left( \rho^2(u) \frac{\partial}{\partial s} + \sigma_{ij} \frac{\partial u}{\partial x^i} \frac{\partial}{\partial x^j} \right),$$

where $Du = \sigma_{ij} \frac{\partial u}{\partial x^i} \frac{\partial}{\partial x^j}$ denotes the gradient of the function $u_t := u(\cdot, t)$. The fact that $\Sigma_t$ is a spacelike hypersurface, i.e., that the induced metric is Riemannian is equivalent to

$$|Du(\cdot, t)| < \rho(u(\cdot, t)).$$

We say that $\Sigma_t$ is strictly spacelike if there exists a positive constant $c$ such that $|Du(\cdot, t)| + c < \rho(u(\cdot, t))$. The mean curvature of $\Sigma_t$ associated with (\ref{Eq:MeanCurvature}) is given by

$$H = \text{div} \frac{Du}{\rho(u)W} + \frac{\rho'(u)}{W} \left( n + \frac{|Du|^2}{\rho(u)^2} \right),$$

where $W = \sqrt{\rho^2 - |Du|^2}$. Indeed one has

$$\nabla_s \frac{\partial}{\partial s} = \frac{\rho'(s)}{\rho(s)} \frac{\partial}{\partial x^i} \quad \text{and} \quad \nabla_{x_i} \frac{\partial}{\partial x^j} = \rho(s) \rho'(s) \sigma_{ij} \frac{\partial}{\partial s} + \Gamma^k_{ij} \frac{\partial}{\partial x^k},$$

(\ref{Eq:Evolution})
where \( \Gamma^k_{ij} \) are the Christoffel symbols of the Riemannian connection relative to the local coordinates \( \{x^k\}_{k=1}^n \) in \((M, \sigma)\). The second fundamental form of \( \Sigma_t \subset N \) with respect to the normal vector field \( \nu \) is given by

\[
II(Y, Z) = \langle \bar{\nabla}_Y \nu, Z \rangle,
\]

for all vector fields \( Y, Z \) tangent to \( \Sigma_t \). Therefore, the local components of this second fundamental form are given by

\[
a_{ij} = \frac{1}{\rho W} \left( \rho^2 u_{ij} - 2 \rho \rho' u_i u_j + \rho^3 \rho' \sigma_{ij} \right),
\]

where \( u_{ij} = \partial_i u_j - \Gamma^k_{ij} u_k \) are the local components of the Hessian of \( u \) in \((M, \sigma)\). Taking the trace of the second fundamental form with respect to the induced metric, one computes the mean curvature of \( \Sigma_t \), that is,

\[
H = \frac{1}{\rho^2} \left( \sigma^{ij} + \frac{1}{W^2} u^i u^j \right) a_{ij}
\]

\[
= \frac{\rho}{W^3} \frac{\partial}{\partial t} u_{ij} + \frac{1}{\rho^3 W} \left( -2 \rho^3 \rho' |Du|^2 \frac{1}{W^2} + \rho^3 \rho' \left( n + \frac{|Du|^2}{W^2} \right) \right)
\]

\[
= \frac{1}{\rho} \left( \frac{1}{W} \Delta u + \frac{1}{W^3} (DU Du, Du) \right) - 2 \rho' \frac{|Du|^2}{W^2} + \rho' \left( n + \frac{|Du|^2}{W^2} \right)
\]

\[
= \frac{1}{\rho} \left( \text{div} \frac{Du}{W} + \rho' \frac{|Du|^2}{W^2} \right) - \frac{2}{\rho} \frac{|Du|^2}{W^2} + \rho' \left( n + \frac{|Du|^2}{W^2} \right)
\]

\[
= \frac{1}{\rho} \text{div} \frac{Du}{W} + \frac{\rho'}{\rho} \frac{|Du|^2}{W} + n \frac{\rho'}{W}.
\]

A combination of (3), (4) and (9) yields

\[
H = -\left( \frac{\partial \varphi}{\partial t} \cdot \nu \right) = -\left( \frac{\partial u}{\partial t} \frac{\partial}{\partial s} \cdot \nu \right) = \frac{\rho(u)}{W} \frac{\partial u}{\partial t}.
\]

We conclude that the nonparametric formulation of (4) is given by the quasilinear parabolic PDE

\[
\frac{\partial u}{\partial t} = \frac{W}{\rho} \text{div} \frac{Du}{\rho W} + \frac{\rho'}{\rho} \left( n + \frac{|Du|^2}{\rho^2} \right).
\]

(12)

It follows easily that the initial and boundary (Neumann) conditions are expressed in terms of the function \( u \) as in the second and third lines in (6), respectively.

We observe that the conformal vector field \( X \) generates a one parameter family of conformal maps. Indeed the warped metric (1) can be rewritten as

\[
\rho^2(s) \left( -\frac{d\zeta^2}{\rho^2(s)} + \sigma \right) =: \lambda^2(\zeta) (-d\zeta^2 + \sigma),
\]

where \( \zeta \in J \) is the parameter of the conformal flow \( \Phi_\zeta := \Phi(\zeta, \cdot) : N \to N \) generated by \( X \). This parameter is given by
\[ \zeta(s) = \int_0^s \frac{dr}{\rho(r)} \]

and \( J = \zeta(t) \). The conformal factor \( \lambda = \lambda(\zeta) \) depends only on this parameter and it is related to the warping function \( \rho = \rho(s) \) by

\[ \lambda(\zeta(s)) = \rho(s). \]

Hence

\[ \frac{d\lambda}{d\zeta}(s) = \rho'(s), \]

that is,

\[ \frac{d\lambda}{d\zeta}(\zeta(s)) = \rho(s)\rho'(s). \]

We can parametrize the evolving graphs \( \Sigma_t, t \in [0, T) \), in terms of the parameter \( \zeta \) defining the time-dependent function \( z = \zeta(x, t) \). Hence

\[ \frac{\partial u}{\partial t} = \frac{dx}{d\zeta} \frac{\partial z}{\partial t} = \rho(u(x, t)) \frac{\partial z}{\partial t} \]

and

\[ Du = \rho Dz \quad \text{and} \quad W = \rho \sqrt{1 - |Dz|^2} = : \rho \mathcal{W}. \]

Hence, the prescribed mean curvature equation is written in terms of \( z \) as

\[ \text{div} \frac{Dz}{\mathcal{W}} + n \frac{\rho'}{\rho} \frac{1}{\mathcal{W}} - \rho H = 0 \]

and the nonparametric mean curvature flow equation (12) becomes

\[ \rho \frac{\partial z}{\partial t} = \frac{\mathcal{W}}{\rho} \text{div} \frac{Dz}{\mathcal{W}} + n \frac{\rho'}{\rho}. \] (13)

In local coordinates this equation becomes

\[ \frac{\partial z}{\partial t} = \frac{1}{\rho^2} \left( \sigma^{ij} + \frac{1}{\mathcal{W}^2} z^i z^j \right) z_{,ij} + n \frac{\rho'}{\rho^2}, \]

that is,

\[ \frac{\partial z}{\partial t} = \frac{1}{\rho} H \mathcal{W}. \]

We conclude from (13) that the parabolic maximum principle holds for the mean curvature flow in this setting if

\[ \rho'(s) \geq 0 \quad \text{and} \quad \left( \frac{\rho'(s)}{\rho(s)} \right)' \leq 0, \]

justifying hypothesis (7).
3 Fundamental equations

3.1 Evolution equations by MCF

In this section we will compute the evolution equations of some geometric invariants of the evolving graphs \( \Sigma_t, t \in [0, T) \). Firstly, we fix some notations. Let \( \phi : I \to \mathbb{R} \) be a solution of the equation

\[
\phi(s) = \int_{s_0}^{s} \rho(r)dr,
\]

for some fixed \( s_0 \in I \). We also consider the support function

\[
\Theta = -\langle X, v \rangle.
\]

It follows from (9) that

\[
\Theta = \frac{\rho^2}{W}. \tag{14}
\]

This function can be also written in terms of the hyperbolic angle \( \alpha \) between \( X = \rho \frac{\partial}{\partial s} \) and \( v \) as follows

\[
\Theta = \rho \cosh \alpha. \tag{15}
\]

Hence, \( \Theta \) can be used to estimate the gradient of the functions \( u(\cdot, t), t \in [0, T) \).

In what follows, \( \nabla \) denotes the Riemannian connection in \( \Sigma_t \). Hence, we have

\[
\nabla_s = - \frac{\partial}{\partial s} \tag{16}
\]

and

\[
\nabla_s = -\left( \frac{\partial}{\partial s} \right)^\top = - \frac{\partial}{\partial s} - \left\langle \frac{\partial}{\partial s}, v \right\rangle v = - \frac{\partial}{\partial s} + \frac{\Theta}{\rho} v,
\]

where \( (\cdot)^\top \) stands for the orthogonal tangential projection onto \( \Sigma_t \).

Lemma 3.1 Let \( \Delta \) be the Laplace–Beltrami operator in \( \Sigma_t \) with respect to the time-dependent induced metric \( g \) and let \( Q = \frac{\partial}{\partial t} - \Delta \). Then, we have

\[
Qs = \frac{\rho'}{\rho} (n + |\nabla s|^2) \tag{17}
\]

\[
Q\phi = n \rho' \tag{18}
\]

\[
Q \Theta = 2 \rho' H - \Theta \left( \overline{\text{Ric}}(v, v) + |A|^2 + n \frac{\rho''}{\rho} \right) \tag{19}
\]

\[
QH = -(|A|^2 + \overline{\text{Ric}}(v, v)) H \tag{20}
\]
\[ Q\kappa = C_0 n + C_0 \frac{\rho}{\rho'} \rho'' |\nabla s|^2, \]

where \( \kappa(s) = C_0 \int_{s_0}^s \frac{\rho(r)}{\rho'(r)} \, dr \), for \( s_0 \in I \) is arbitrarily fixed and \( C_0 > 0 \) a constant to be fixed later.

**Proof** First of all, we observe that

\[ \frac{\partial s}{\partial t} = \left\langle \tilde{\nabla}_s, \frac{\partial \phi}{\partial t} \right\rangle = -H \left\langle \frac{\partial}{\partial s}, \nu \right\rangle. \]  

(22)

from what follows that

\[ \frac{\partial \phi}{\partial t} = \rho \frac{\partial s}{\partial t} = -H \langle X, \nu \rangle = H\Theta. \]  

(23)

Now, since

\[ \nabla \phi = \rho(s) \nabla s = -X^T, \]  

(24)

using an orthonormal local frame \( \{ e_k \}_{k=1}^n \) in \( \Sigma \), and Eq. (2) yields

\[ \Delta \phi = -\sum_k \langle \tilde{\nabla}_{e_k} X^T, e_k \rangle = -\sum_k \langle \tilde{\nabla}_{e_k} X, e_k \rangle + \sum_k \langle \tilde{\nabla}_{e_k} \Theta \nu, e_k \rangle = -np' + H\Theta. \]  

(25)

Therefore, joining (23) and (25), one gets (18). These calculations also yield (17).

Now, recall the evolution equation of the normal vector field \( \nu \) under the mean curvature flow (4). We have

\[ \left\langle \tilde{\nabla}_{\frac{\partial}{\partial s}} \nu, \frac{\partial \phi}{\partial t} \right\rangle = -\left\langle \nu, \tilde{\nabla}_{\frac{\partial}{\partial s}} \frac{\partial \phi}{\partial t} \right\rangle = -\left\langle \nu, \tilde{\nabla}_{\frac{\partial}{\partial s}} H\nu \right\rangle = \frac{\partial H}{\partial x^i}. \]  

(26)

Therefore, using this expression and (2) one obtains

\[ \frac{\partial \Theta}{\partial t} = -\left\langle \tilde{\nabla}_{\frac{\partial}{\partial s}} X, \nu \right\rangle - \left\langle X, \tilde{\nabla}_{\frac{\partial}{\partial s}} \nu \right\rangle = \rho' H - \langle \nabla H, X \rangle. \]  

(27)

Now, we recall the evolution of the induced metric with respect to a flow \( \psi \) of the form

\[ \frac{\partial \psi}{\partial \zeta} = X, \]  

(28)

that is

\[ \frac{\partial \psi}{\partial \zeta} = \Theta \nu + X^T. \]  

(29)

We have

\[ \frac{\partial}{\partial \zeta} g_{ij} = \left\langle \tilde{\nabla}_{\frac{\partial}{\partial s}} \Theta \nu, \frac{\partial}{\partial x^j} \right\rangle + \left\langle \frac{\partial}{\partial x^j}, \tilde{\nabla}_{\frac{\partial}{\partial s}} \Theta \nu \right\rangle + \xi_{X^T} g_{ij} = 2a_{ij} \Theta + \xi_{X^T} g_{ij}, \]

where \( \xi_{X^T} g_{ij} \) stands for the Lie derivative of \( g \) in the direction of \( X^T \). The normal vector field evolves according to the expression.
\[ \vec{\nabla}_\zeta \nu = \nabla \Theta + AX, \]

where \( A \) denotes the Weingarten map of \( \Sigma, \) from what follows the evolution law of the second fundamental form

\[ \frac{\partial}{\partial \zeta} a_{ij} = \Theta_{ij} - \left( \tilde{R} \left( \frac{\partial}{\partial x^i}, \nu \right) \nu, \frac{\partial}{\partial x^j} \right) \Theta + a_{ij} \Theta + \mathcal{F}_X a_{ij}. \]

We conclude that the mean curvature evolves along flow (29) as

\[ \frac{\partial H}{\partial \zeta} = \frac{\partial g^{ij}}{\partial \zeta} a_{ij} + g^{ij} \frac{\partial}{\partial \zeta} a_{ij} = -2a^{ii} a_{ii} + \Delta \Theta - \bar{\text{Ric}}(\nu, \nu) \Theta + \rho H + \frac{\partial H}{\partial \zeta}. \]

Therefore, we obtain

\[ \Delta \Theta = |A|^2 \Theta + \bar{\text{Ric}}(\nu, \nu) \Theta + \frac{\partial H}{\partial \zeta} - \mathcal{F}_X H. \]

Combining this equation and (27) and observing that \( \mathcal{F}_X H = \langle X, \nabla H \rangle \) one concludes that

\[ \left( \Delta - \frac{\partial}{\partial t} \right) \Theta = |A|^2 \Theta + \bar{\text{Ric}}(\nu, \nu) \Theta - \rho' H + \frac{\partial H}{\partial \zeta}. \]

We can check that

\[ \frac{\partial H}{\partial \zeta} = X[H] = -\rho' H + n \frac{\rho''}{\rho} \Theta. \]

Indeed, given coordinate vector fields \( \{ \partial_i \}_{i=1}^n \) in \( \Sigma, \) we compute

\[ X(\nabla_{\partial_j} \partial_j, \nu) = \langle \nabla_X \partial_j \partial_j, \nu \rangle + \langle \nabla \partial_j \partial_j, \nabla_X \nu \rangle \]

\[ = \langle \nabla_{\partial_j} \nabla_X \partial_j, \nu \rangle + \langle \nabla_{[X, \partial_j]} \partial_j, \nu \rangle + \langle \tilde{R}(X, \partial_j) \partial_j, \nu \rangle + \langle \tilde{\nabla}_{\partial_j} \partial_j, \tilde{\nabla}_X \nu \rangle \]

\[ = \langle \nabla_{\partial_j} \tilde{\nabla}_{\partial_j} X, \nu \rangle + \langle \tilde{R}(\partial_j, X) \nu, \partial_j \rangle + \langle \tilde{\nabla}_{\partial_j} \partial_j, \tilde{\nabla}_X \nu \rangle + \langle \tilde{\nabla}_{[X, \partial_j]} \partial_j, \nu \rangle \]

\[ = \rho' \langle \tilde{\nabla}_{\partial_j} \partial_j, \nu \rangle + \langle \tilde{R}(\partial_j, X) \nu, \partial_j \rangle + \langle \nabla \partial_j \partial_j, \nabla_X \nu \rangle + \langle \tilde{\nabla}_{[X, \partial_j]} \partial_j, \nu \rangle. \]

We may choose coordinates such that \( \nabla_{\partial_i} \partial_i = 0 \) at the point we are computing. Moreover, since \( X \) and \( \partial_i \) are push-forwards of coordinate vector fields in \( \Sigma \times J \) we have \( [X, \partial_i] = 0. \) Hence

\[ X(\nabla_{\partial_i} \partial_i, \nu) = \rho' \langle \tilde{\nabla}_{\partial_i} \partial_i, \nu \rangle + \langle \tilde{R}(\partial_i, X) \nu, \partial_i \rangle. \]

Then, taking traces in the expression above we get

\[ g^{ij} X[a_{ij}] = \rho' H - \bar{\text{Ric}}(X, \nu). \]

Note that

\[ \mathcal{F}_X a_{ij} = X[a_{ij}] - \langle [X, \partial_i], A \partial_j \rangle - \langle A \partial_i, [X, \partial_j] \rangle = X[a_{ij}]. \]

Moreover

\[ \mathcal{F}_X g_{ij} = X[g_{ij}] - \langle [X, \partial_i], \partial_j \rangle - \langle \partial_i, [X, \partial_j] \rangle = \langle \tilde{\nabla}_{\partial_i} X, \partial_j \rangle + \langle \partial_i, \tilde{\nabla}_{\partial_i} X \rangle. \]
and

\[ a_\parallel \mathcal{L}_X g^{ij} = -2 \rho' H. \]

Therefore

\[ X[H] = \mathcal{L}_X H = g^{ij} \mathcal{L}_X a_{ij} + a_{ij} \mathcal{E}_X g^{ij} = \rho' H - \overline{\text{Ric}}(X, v) - 2 \rho' H = -\rho' H - \text{Ric}_\mu(X, v). \]

However

\[ \overline{\text{Ric}}(X, v) = -n \frac{\rho''}{\rho} \langle X, \partial_s \rangle \langle v, \partial_s \rangle = -n \frac{\rho''}{\rho} \langle X, v \rangle. \]

Therefore

\[ X[nH] = -\rho' H + n \frac{\rho''}{\rho} \Theta, \]

as we claimed. We refer the reader to [5, Proposition 3.1] for the proof of similar expressions in a more general context.

In the same way, using flow (4) one gets

\[ \Delta H = |A|^2 H + \overline{\text{Ric}}(v, v) H + \frac{\partial H}{\partial t} \]

from what follows (20).

Let us compute (21). We have from (17) that

\[ Q \kappa = \kappa' Q s - \kappa'' |\nabla s|^2 = \kappa' \frac{\rho'}{\rho} (n + |\nabla s|^2) - \kappa'' |\nabla s|^2 \]

\[ = n \kappa' \frac{\rho'}{\rho} + \kappa' \left( \frac{\rho'}{\rho} - \frac{\kappa''}{\kappa'} \right) |\nabla s|^2. \]

We conclude that

\[ Q \kappa = C_0 n + C_0 \frac{\rho}{\rho'} \frac{\rho''}{\rho'} |\nabla s|^2. \]

\[ \square \]

### 3.2 Derivatives on the boundary

We will study the boundary derivatives of some suitable functions in order to employ Lemma 4.1 in posterior computations.

**Lemma 3.2.** Let \( II^K \) be the second fundamental form of the conformal cylinder \( K \subset N \) with respect to the outward normal vector field \( \mu \) defined by

\[ II^K(U, V) = \langle \nabla_U \mu, V \rangle \]

for all vector fields \( U, V \) tangent to \( K \). Then, in any point of \( K \) and for any vector field \( U \) tangent to \( K \) we have
Remark 3.3 The convexity of $K$ implies that $II^K(v, v) \geq 0$.

Remark 3.4 Henceforth we will keep the notation $Q = \frac{\partial}{\partial t} - \Delta$.

Proof It follows from (16) that

$$\tilde{\nabla} \rho = \rho'(s) \tilde{\nabla} s = \frac{-\rho'(s)}{\mu(s)} \frac{\partial}{\partial s} = -\frac{\rho'(s)}{\rho(s)} X.$$  

Hence, (30) follows from the fact that $X$ is tangent to the cylinder $K$.

Now, in order to prove (31) we first note that the Neumann condition can be written as $\langle v, \mu \rangle = 0$. Using this, one has

$$II(\mu, U) = \langle \tilde{\nabla}_U v, \mu \rangle = U \langle v, \mu \rangle - \langle v, \nabla_U \mu \rangle = -II^K(v, U).$$

The proof of (32) combines (2), (31) and again the Neumann condition, as follows:

$$\langle \nabla \Theta, \mu \rangle = -\langle \tilde{\nabla} \mu, v \rangle - \langle X, \tilde{\nabla} \mu v \rangle$$

$$= -\rho'(s) \langle \mu, v \rangle - II(\mu, X^T)$$

$$= II^K(v, X^T)$$

$$= II^K(v, X) - \Theta II^K(v, v)$$

$$= -\Theta II^K(v, v),$$

where we also used the fact that $X$ is a principal direction in $K$ corresponding to a null principal curvature.

Using (4) and (26) one computes

$$0 = \frac{d}{dt} \langle \mu, v \rangle = \langle \tilde{\nabla}_H, \mu, v \rangle + \langle \mu, \nabla H \rangle = HII^K(v, v) + \langle \mu, \nabla H \rangle,$$

from what we easily deduce (33).

Finally, (34) follows from $\langle \nabla s, \mu \rangle = 0$. \qed
4 Maximum Principles and a priori estimates

Along this section we will obtain the necessary estimates relying upon the following lemmas:

**Lemma 4.1** Let \( \bar{\Omega} \) be a compact domain with smooth boundary and let \( f : \bar{\Omega} \times [0, T) \to \mathbb{R} \) be a function twice differentiable on space and once in time. Let \( Q = \left( \frac{\partial}{\partial t} - \Delta \right) \), where \( \Delta \) is the time-dependent Laplace–Beltrami operator. Suppose that

\[
\begin{align*}
Qf(x, t) &\leq 0 \text{ for all } (x, t) \in \bar{\Omega} \times [0, T) \text{ such that } \nabla f(x) = 0, \\
\langle \nabla f, \mu \rangle &\leq 0 \text{ for all } (x, t) \in \partial \bar{\Omega} \times [0, T).
\end{align*}
\]

Then, \( \sup_{\bar{\Omega} \times [0, T)} f \leq \max_{\bar{\Omega}} f(x, 0) \). In addition, if

\[
\begin{align*}
Qf(x, t) &\geq 0 \text{ for all } (x, t) \in \bar{\Omega} \times [0, T) \text{ such that } \nabla f(x) = 0, \\
\langle \nabla f, \mu \rangle &\geq 0 \text{ for all } (x, t) \in \partial \bar{\Omega} \times [0, T),
\end{align*}
\]

then \( \inf_{\bar{\Omega} \times (0, T)} f \geq \min_{\bar{\Omega}} f(x, 0) \).

**Proof** This proof is an adaptation of Theorems 5.3.2 and 5.3.3 of [11]. Suppose that we have an interior point \((x_0, t_0) \in \text{int} \bar{\Omega} \times (0, T)\) where the function \( \tilde{f} = e^{-\epsilon t}f \), for \( \epsilon > 0 \) attains a positive maximum. In this case, we have that \( \nabla \tilde{f}(x_0, t_0) = 0 \) and that the Hessian matrix \( \nabla^2 \tilde{f}(x_0, t_0) \) is non-positive definite, hence \( \Delta \tilde{f}(x_0, t_0) \leq 0 \). From \( \nabla \tilde{f} = e^{-\epsilon t} \nabla f \) and hypothesis

\[
\frac{\partial \tilde{f}}{\partial t}(x_0, t_0) \leq Q\tilde{f}(x_0, t_0) = -e\tilde{f}(x_0, t_0) + e^{-\epsilon t}Qf(x_0, t_0) \leq -e\tilde{f}(x_0, t_0) < 0,
\]

therefore \( \tilde{f} \) is decreasing in time at any interior positive maximum point.

Now suppose that we have a positive maximum point \((x_0, t_0) \in \partial \bar{\Omega} \times (0, T)\) non-decreasing in time. As above,

\[
Q\tilde{f}(x_0, t_0) \leq -e\tilde{f}(x_0, t_0) < 0,
\]

whence

\[
0 \leq \frac{\partial \tilde{f}}{\partial t}(x_0, t_0) < \Delta \tilde{f}(x_0, t_0).
\]

Then, there exists a neighborhood \( \mathcal{U} \subset \bar{\Omega} \times \{t_0\} \) of \((x_0, t_0)\) such that

\[
\Delta \tilde{f} > 0 \text{ in } \mathcal{U}.
\]

Since the domain \( \bar{\Omega} \) is convex with smooth boundary, and therefore satisfies the interior sphere condition at \( x_0 \), we can apply the well-known elliptic Hopf Lemma [Lemma 3.4, [10]] in order to achieve \( \langle \nabla \tilde{f}(x_0, t_0), \mu \rangle > 0 \), which is a contradiction with the hypothesis. Therefore

\[
\sup_{\bar{\Omega} \times [0, T)} f \leq e^{\epsilon t} \max \{ \max_{\bar{\Omega}} f(\cdot, 0), 0 \}.
\]

Sending \( \epsilon \to 0 \) we have

\[
\sup_{\bar{\Omega} \times (0, T)} f \leq \max \{ \max_{\bar{\Omega}} f(\cdot, 0), 0 \}.
\]
Setting \( S = \max_{\tilde{\Omega}} f(\cdot, 0) \) and applying the result we have just proved to \( f + S + \epsilon \), with \( \epsilon > 0 \) the above equation provides

\[
\sup_{\tilde{\Omega} \times (0, T)} f \leq \max_{\tilde{\Omega}} \{ \max_{\partial \tilde{\Omega}} f(\cdot, 0), 0 \}.
\]

The second claim of the lemma follows by applying the first one to \(-f\). \( \square \)

Henceforth we will refer to the lemma above just as \textit{maximum principle}. The following lemma is an adaptation of [6, Theorem 4.4]

**Lemma 4.2** Let \( f : \tilde{\Omega} \times [0, T) \rightarrow \mathbb{R} \) be a function twice differentiable in space and once in time. Let \( Q = \left( \frac{\partial}{\partial t} - \Delta \right) \), where \( \Delta \) is the time-dependent Laplace–Beltrami operator. Suppose that \( f \) satisfies

\[
\begin{aligned}
Qf &\leq \langle Y, \nabla f \rangle + F(f), \quad \text{for all } (x, t) \in \tilde{\Omega} \times [0, T), \\
\langle \nabla f, \mu \rangle &\geq 0 \quad \text{for all } (x, t) \in \partial \tilde{\Omega} \times [0, T),
\end{aligned}
\]

where \( Y \) is a time-dependent vector field in \( \tilde{\Omega} \times [0, T) \) and \( F : \mathbb{R} \rightarrow \mathbb{R} \) is a locally Lipschitz function. Suppose there exists \( c \in \mathbb{R} \) such that \( f(x, 0) \leq c \) for all \( x \in \tilde{\Omega} \), and let \( \gamma \) be a solution to the associated ordinary differential equation

\[
\frac{d\gamma}{dt} = F(\gamma)
\]

satisfying \( \gamma(0) = c \). Then

\[
f(x, t) \leq \gamma(t)
\]

for all \( x \in \tilde{\Omega} \) and \( t \in [0, T) \) such that \( \gamma(t) \) exists.

**Proof** Let \( \tilde{t} \in [0, T) \). Since \( \tilde{\Omega} \) is compact, then there exists a constant \( C_\tilde{t} < \infty \) such that

\[
|f(x, \tilde{t})| \leq C_\tilde{t} \quad \text{and} \quad |\gamma(t)| \leq C_\tilde{t} \quad \forall (x, t) \in \tilde{\Omega} \times [0, \tilde{t}].
\]

Since \( F \) is locally Lipschitz, there exists a constant \( L_\tilde{t} < \infty \) such that

\[
|F(a) - F(b)| \leq L_\tilde{t}|a - b| \quad \forall a, b \in [-C_\tilde{t}, C_\tilde{t}].
\]

Notice that

\[
Q(\gamma - f) = -Qf + \frac{d\gamma}{dt} \geq \langle Y, \nabla f \rangle + F(\gamma) - F(f)
\]

\[
\geq \langle Y, \nabla (\gamma - f) \rangle - \text{sign}(\gamma - f)L_\tilde{t}(\gamma - f),
\]

where \( \text{sign}(\gamma - f) \) is \(-1, 0, 1\) depending whether \( \gamma - f \) is negative, zero or positive, respectively.

Now we set \( D_\tilde{t} = -L_\tilde{t}\text{sign}(\gamma - f) \) and define

\[
J(x, t) := e^{-D_\tilde{t}t}(\gamma - f).
\]

We compute using (35)
\[ QJ = e^{-D_j} Q(\gamma - f) - D_j J \]
\[ \geq e^{-D_j} (Y, \nabla (\gamma - f)) = (Y, \nabla J). \]

We can thus apply Lemma 4.1 to \( J \) and achieve, since \( \gamma - f \geq 0 \) at \( t = 0 \) from hypothesis,

\[ J(x, t) \geq \min_{\Omega} J(x, 0) \geq 0 \ \forall (x, t) \in \bar{\Omega} \times [0, \bar{t}], \]

what means that

\[ f(x, t) \leq \gamma(t) \ \forall (x, t) \in \bar{\Omega} \times [0, \bar{t}]. \]

Since \( \bar{t} \) was arbitrary, we finish the proof.

\[ \square \]

4.1 A priori \( C^0 \) bounds

The next two results provide \( C^0 \) a priori estimates to (6).

**Lemma 4.3** Suppose that (7) and (8) hold. Then

\[ \min_{\Sigma_0} u + C_+ nt \leq u(x, t) \leq \max_{\Sigma_0} u + C_- nt \text{ for all } (x, t) \in \bar{\Omega} \times [0, T]. \]  \hspace{1cm} (36)

This estimate can be refined as

\[ \frac{C_+}{C_-} \min_{\Sigma_0} u + C_+ nt \leq u(x, t) \leq \frac{C_-}{C_+} \max_{\Sigma_0} u + C_- nt \text{ for all } (x, t) \in \bar{\Omega} \times [0, T]. \]  \hspace{1cm} (37)

**Proof** We have from (17) that

\[ Qs = n\frac{\rho'}{\rho} - n\frac{\rho''}{\rho} \left\langle \nabla s, \frac{\partial}{\partial s} \right\rangle \leq C_- n - n\frac{\rho''}{\rho} \left\langle \nabla s, \frac{\partial}{\partial s} \right\rangle. \]

Therefore

\[ Qs + n\frac{\rho'}{\rho} \left\langle \nabla s, \frac{\partial}{\partial s} \right\rangle \leq C_- n. \]

In the same way we have

\[ Qs + n\frac{\rho'}{\rho} \left\langle \nabla s, \frac{\partial}{\partial s} \right\rangle \geq C_+ n. \]

Since \( \left\langle \nabla s, \mu \right\rangle = 0 \) along \( \partial \Sigma_t \), we conclude from the maximum principle that

\[ \min_{\Sigma_0} u + C_+ nt \leq u \leq \max_{\Sigma_0} u + C_- nt \]

Now, we have from (21) that

\[ Q\kappa = C_0 n + C_0 \frac{\rho''}{\rho} \frac{\rho'}{\rho' } |\nabla s|^2 = C_0 n + C_0 \frac{\rho''}{\rho} \left\langle \nabla \kappa, \nabla s \right\rangle \]

Therefore
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\[ Q \kappa + C_0 \frac{\rho''}{\rho} \left( \nabla \kappa, \frac{\partial}{\partial s} \right) = C_0 n. \]

Using (34) we conclude from the maximum principle that

\[ \min_{\Sigma_0} \kappa + C_0 nt \leq \kappa \leq \max_{\Sigma_0} \kappa + C_0 nt \]

Since

\[ \frac{C_0}{C_-} s \leq \kappa(s) \leq \frac{C_0}{C_+} s \]

we conclude that

\[ \frac{C_+}{C_0} \min_{\Sigma_0} \kappa + C_+ nt \leq u \leq \frac{C_-}{C_0} \max_{\Sigma_0} \kappa + C_- nt. \]

Therefore,

\[ \frac{C_+}{C_-} \min_{\Sigma_0} u + C_+ nt \leq u \leq \frac{C_-}{C_+} \max_{\Sigma_0} u + C_- nt. \]

This finishes the proof. \( \square \)

**Proposition 4.4** Suppose that (7) and (8) hold. Then

\[ e^{C_+ nt} \min_{\Sigma_0} \rho \leq \rho(x, t) \leq e^{C_- nt} \max_{\Sigma_0} \rho, \text{ forall } (x, t) \in \bar{\Omega} \times [0, T]. \] (38)

**Proof** We have from (17)

\[ Q \rho = \rho' Q s - \rho'' |s|^2 = n \frac{\rho'^2}{\rho} + \rho \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) |s|^2 \]

from what follows that

\[ Q \rho + \frac{\rho'}{\rho} \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) \left( \nabla \rho, \frac{\partial}{\partial s} \right) = n \frac{\rho'^2}{\rho^2} \rho. \]

Hence, (8) implies that

\[ C_+^2 n \rho \leq Q \rho + \frac{\rho'}{\rho} \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) \left( \nabla \rho, \frac{\partial}{\partial s} \right) \leq C_-^2 n \rho. \]

Using (30) we conclude from the maximum principle that

\[ e^{-C_+ nt} \rho \leq \max_{\Sigma_0} \rho. \]

and

\[ \min_{\Sigma_0} \rho \leq e^{-C_+ nt} \rho \]

Therefore
\[ e^{C_{\mu} t} \min_{\Sigma_0} \rho \leq \rho \leq e^{C_{\mu} t} \max_{\Sigma_0} \rho. \]  

(39)

This finishes the proof. \( \square \)

### 4.2 A priori \( C^1 \) estimates

In this section we exhibit two variants of \textit{a priori} gradient estimates for solutions of (6). Before presenting the results we make the below remark that will be useful along the performing of our estimates.

**Remark 4.5** Given a vector field \( Y \) on \( N \), we have the following relation between the Ricci tensor \( \text{Ric} \) of the leaf \( M \) and the Ricci tensor \( \overline{\text{Ric}} \) of the ambient:

\[
\overline{\text{Ric}}(Y, Y) = n \frac{\rho''}{\rho} \langle Y, Y \rangle + \text{Ric}(Y^M, Y^M) - (n - 1) \left( \frac{\rho'}{\rho} \right)' \langle Y^M, Y^M \rangle,
\]

where \( Y^M = Y + \langle Y, \frac{\partial}{\partial s} \rangle \frac{\partial}{\partial s} \) and

\[
\langle Y^M, Y^M \rangle = \frac{\rho'}{\rho} \sigma(Y^M, Y^M).
\]

We refer the reader to [17, Corollary 7.43] for further details. In particular, applying equation (40) to any light-like vector field one can easily check that the validity of the null convergence condition is equivalent to have the following inequation verified

\[
\text{Ric} - (n - 1) \rho^2 \left( \frac{\rho'}{\rho} \right)' \sigma \geq 0.
\]

Therefore, a consequence of the validity of the null convergence condition is

\[
\overline{\text{Ric}}(v, v) + n \frac{\rho''}{\rho} \geq 0.
\]

(41)

**Lemma 4.6** Suppose that (7) and (8) hold and that \( N \) obeys the null convergence condition. Then

\[
|Du|(x, t) \leq C(n, \max_{\Sigma_0} |H|, \max_{\Sigma_0} \Theta, \max_{\Sigma_0} \phi, \min_{\Sigma_0} \rho, C_-, T) \rho,
\]

for all \( (x, t) \in \tilde{\Omega} \times [0, T] \), where the constant in the right-hand side is always strictly less than 1.

**Proof** Note that (7), (20), (41) imply that

\[
QH^2 = -2H^2(|A|^2 + \overline{\text{Ric}}(v, v)) - 2|\nabla H|^2 \leq 2n \frac{\rho''}{\rho} H^2 \leq 2n \frac{\rho''}{\rho^2} H^2 \leq 2nC^2 H^2
\]

for all \( t \in [0, T] \). Hence, from the maximum principle

\[
Q(e^{-2nC^2 t} H^2) \leq 0.
\]

Moreover one has from (33) and Remark 3.3 that
\[ \langle \nabla H^2, \mu \rangle = -2H^2II^K(v, v) \leq 0, \]

which implies again for the maximum principle that
\[ H^2 \leq \max_{\Sigma_0} H^2 \cdot e^{2nC^2_T} = : c^2_1 \text{ in } \bar{\Omega} \times [0, T]. \]

Then, we have
\[ |H| \leq C_1 \text{ in } \Omega \times [0, T]. \] (43)

Set \( 0 < E \leq \frac{n}{2c^2_1} \). Hence, we have from (18), (19) and (41) that
\[
Q(E\Theta - \phi) = 2E\rho'H - E\Theta(|A|^2 + \overline{\text{Ric}}(v, v) + n\frac{\rho''}{\rho}) - n\rho' \\
\leq (2C_1E - n)\rho' \leq 0.
\]

From (30) and (32) we get
\[
\langle \nabla(E\Theta - \phi), \mu \rangle = -E\Theta II^K(v, v) \leq 0.
\]

Therefore, the maximum principle and (7) implies that
\[ E\Theta \leq \max_{\Sigma_0}(E\Theta - \phi) + \max_{\bar{\Omega} \times [0, T]} \phi = : M \text{ in } \bar{\Omega} \times [0, T]. \] (44)

It follows from (14) that
\[ \frac{\rho^2}{W} \leq \frac{M}{E}. \]

Hence
\[ |Du|^2 \leq \rho^2 \left( 1 - \frac{E^2\rho^2}{M^2} \right). \]

On the other hand, (15) implies that
\[ E\rho \leq E\Theta \leq M. \]

One concludes from (38) that
\[ |Du| \leq \rho \left( 1 - \frac{E^2}{M^2}e^{2nC^2_{nt}} \min_{\Sigma_0} \rho^2 \right)^{\frac{1}{2}}. \] (45)

In this way we obtain a (time-dependent) gradient estimate of the form
\[ |Du| \leq C(n, \max_{\Sigma_0} |H|, \max_{\Sigma_0} \Theta, \max_{\Sigma_0} \phi, \min \rho, C_+, T)\rho. \] (46)

where the constant in the right-hand side is always strictly less than 1. This finishes the proof. \( \square \)

A variant of this gradient estimate is contained in the following proposition.
Proposition 4.7  Suppose that (7) and (8) and that $N$ obeys the null convergence condition. Then

$$|Du|(x,t) \leq \rho \left( 1 - \frac{1}{\mathcal{M}^2} \right)^{\frac{1}{2}}$$

(47)

for all $(x,t) \in \Omega \times [0,T]$, where $\mathcal{M} = \mathcal{M}(T)$ is a constant bigger than 1 for $T > 0$.

**Proof** Note that

$$Q\rho = \rho' Qs - \rho'' |\nabla s|^2 = n \frac{\rho'^2}{\rho} + \rho \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) |\nabla s|^2$$

Denoting

$$\theta = \frac{\Theta}{\rho}$$

one has taking (19) into account

$$Q\theta - \frac{2}{\rho} \langle \nabla \theta, \nabla \rho \rangle = \frac{1}{\rho} Q\Theta - \frac{\Theta}{\rho^2} Q\rho$$

$$= 2 \frac{\rho'}{\rho} H - \theta \left( \overline{\text{Ric}}(\nu,\nu) + |A|^2 + n \frac{\rho''}{\rho} \right)$$

$$- \theta \left( n \frac{\rho'^2}{\rho^2} + \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) |\nabla s|^2 \right).$$

Hence, (41) implies that

$$Q\theta - \frac{2}{\rho} \langle \nabla \theta, \nabla \rho \rangle \leq 2 \frac{\rho'}{\rho} H - \theta \left( n \frac{\rho'^2}{\rho^2} + \left( \frac{\rho'^2}{\rho^2} - \frac{\rho''}{\rho} \right) |\nabla s|^2 \right).$$

Using (7), (8), (15) and (43) we achieve

$$Q\theta - \frac{2}{\rho} \langle \nabla \theta, \nabla \rho \rangle \leq 2 \frac{\rho'}{\rho} H \leq 2C_- C_1.$$

Taking in account expressions (30) and (32) one deduces from the maximum principle that

$$\theta \leq 2C_- C_1 T + \max_{\bar{\Omega}_0} \theta =: \mathcal{M} \text{ in } \bar{\Omega} \times [0,T].$$

(48)

We remark that from (15) we get that $\mathcal{M} \geq 1$ and $\mathcal{M} > 1$ for $T > 0$. Taking equation (14) into account we get (47).

4.3 Mean convexity

The next result establishes that the evolving graphs $\Sigma_t$ remain mean convex if the initial graph $\Sigma_0$ is supposed to be mean convex, under the assumption that $\rho$ satisfies (49). This is the case when $N$ has constant sectional curvature $\gamma$ for instance.
Proposition 4.8 Suppose that $\Sigma_0$ is mean convex $(H(\cdot, 0) > 0)$ and
\[
\sup_{\bar{\Omega}\times[0,T]} -\frac{\rho''(s)}{\rho(s)} = \lambda < +\infty \tag{49}
\]
for some constant $\lambda$. Then
\[
H(\cdot, t) > 0 \quad \text{for all } t \in [0, T).
\]

Proof Denoting
\[
v = \frac{H}{\Theta}
\]
we get
\[
Qv = \frac{1}{\Theta} QH - \frac{H}{\Theta^2} Q\Theta + \frac{2}{\Theta^2} \langle \nabla H, \nabla \Theta \rangle - \frac{2|\nabla \Theta|^2}{\Theta^3} H.
\]
However
\[
\frac{2}{\Theta^2} \langle \nabla H, \nabla \Theta \rangle = \frac{2}{\Theta} \langle \nabla v, \nabla \Theta \rangle + \frac{2|\nabla \Theta|^2}{\Theta^3} H,
\]
then we conclude that
\[
Qv - \frac{2}{\Theta} \langle \nabla v, \nabla \Theta \rangle = \frac{1}{\Theta} QH - \frac{H}{\Theta^2} Q\Theta.
\]
Using (19) and (20) one obtains
\[
Qv - \frac{2}{\Theta} \langle \nabla v, \nabla \Theta \rangle = -(|A|^2 + \overline{\text{Ric}}(v, v))v - 2\rho'(s)v^2 + \left(\overline{\text{Ric}}(v, v) + |A|^2 + n \frac{\rho''(s)}{\rho(s)}\right)v
\]
\[
= -2\rho'(s)v^2 + n \frac{\rho''(s)}{\rho(s)} v.
\]
Consequently
\[
\frac{1}{2} Qv^2 = vQv - |\nabla v|^2
\]
\[
= \frac{v}{\Theta} \langle \nabla v, \nabla \Theta \rangle - \frac{1}{2v} \langle \nabla v^2, \nabla v \rangle - 2\rho'(s)v^3 + n \frac{\rho''(s)}{\rho(s)} v^2.
\]
Defining $\eta(t) = e^{2n^2t}$, one concludes from (49) that
\[
2n \frac{\rho''(s)}{\rho(s)} \eta(t) + \eta'(t) \geq 0.
\]
Thus
\[
Q(\eta v^2) + \left(2\nabla(\eta v^2), \frac{\nabla v}{2v} - \frac{\nabla \Theta}{\Theta} \right) = -4\rho'(s)\eta v^3 + 2n \frac{\rho''(s)}{\rho(s)} \eta v^2 + v^2 \eta'
\]
\[
\geq -4\rho'(s)\eta v^3. \tag{50}
\]
Remark that from (15) and (43)
\[-4 \rho'(s) v \geq -4 \rho'(s) \frac{|H|}{\Theta} \geq -4 C_1 \frac{\rho'(s)}{\rho(s)} \frac{\rho(s)}{\Theta} \geq -4 C_1 C =: -\beta.\]

Coming back to (50) we obtain
\[Q(\eta v^2) + \left\langle 2 \nabla(\eta v^2), \frac{\nabla v}{2v} - \frac{\nabla \Theta}{\Theta} \right\rangle \geq -\beta \eta v^2.\]

We also note that (32) and (33) yield
\[\langle \nabla v, \mu \rangle = \frac{1}{\Theta} \langle \nabla H, \mu \rangle - \frac{H}{\Theta^2} \langle \nabla \Theta, \mu \rangle = -\frac{H}{\Theta} II^K(v, v) + \frac{H}{\Theta} II^K(v, v) = 0\]
along \(\partial \Sigma_t \subset K\). Therefore, from the maximum principle we get
\[e^{\beta t} \eta v^2 \geq \min_{\Sigma_0} v^2 > 0,\]
where the last inequality holds since \(\Sigma_0\) is mean convex. Thus, we conclude that \(H^2\) never attains zero; therefore \(H > 0\) along the whole flow. \(\square\)

### 4.4 Second order a priori estimates

Now we obtain second order estimates. For doing that, we need to use a cut-off function. Let \(r\) is the geodesic distance \(\text{dist}(o, \cdot)\) from a given point \(o \in \bar{\Omega}\) and \(R > 0\) is chosen such that the geodesic ball \(B_R(o)\) centered at \(o \in \bar{\Omega}\) is contained in \(\bar{\Omega}\).

Let \(\chi\) be the solution of the Jacobi equation
\[\chi''(r) + K_\Omega \chi(r) = 0,\]
with \(\chi(0) = 0\) and \(\chi'(0) = 1\), where \(K_\Omega\) is the sectional curvature of \(\bar{\Omega}\). Given a point \((x, s)\) in the region bounded by \(K\) in \(N\) (that is, the set of flow lines of \(X\) that cross \(\bar{\Omega}\)) one sets
\[\xi(x, s) = \xi(x) = \xi(r)\]
if \(r = \text{dist}(o, x)\) with a slight abuse of notation. A possible choice of a compactly supported radial function is \(\xi(r) = \phi^\gamma(r)\), where
\[\phi(r) = (C_R - \chi(r))_+\]
and \(C_R \geq 2 \chi(R)\).

**Lemma 4.9** Let \(\xi\) as defined above. Hence
\[Q_{\xi}|_{\Sigma_t} = -\Delta \xi - \langle \nabla_\nu \nabla_\nu \xi, v \rangle.\]

In addition
\[Q_{\xi}|_{\Sigma_t} \leq \mathcal{N}(2C_+ ||D\xi||_{M_\gamma} + ||D^2\xi||_{M_\gamma})\]
in \(\bar{\Omega} \times [0, T]\) for some constant \(\mathcal{N} = \mathcal{N}(T)\).
Proof In what follows, we also denote by $\xi$ the restriction of this function to a graph $\Sigma_t$. Fixed this notation, one has

$$\nabla \xi = \tilde{\nabla} \xi + \langle \tilde{\nabla} \xi, v \rangle v.$$ 

Hence, using an orthonormal local frame $\{e_k\}_{k=1}^n$ in $\Sigma_t$

$$\Delta \xi |_{\Sigma_t} = \sum_k \langle \tilde{\nabla}_{e_k} \nabla \xi, e_k \rangle = \sum_k \langle \tilde{\nabla}_{e_k} \tilde{\nabla} \xi, e_k \rangle + \sum_k \langle \tilde{\nabla}_{e_k} v, e_k \rangle \langle \tilde{\nabla} \xi, v \rangle = \tilde{\Delta} \xi + \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi \rangle + H(\tilde{\nabla} \xi, v).$$

On the other hand

$$\frac{\partial \xi}{\partial t} = \langle \tilde{\nabla} \xi, H v \rangle = H(\tilde{\nabla} \xi, v),$$

whence we conclude that

$$Q \xi |_{\Sigma_t} = -\tilde{\Delta} \xi - \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi \rangle.$$  \hspace{1cm} (51)

Now we compute

$$\langle \tilde{\nabla} \xi, \tilde{\nabla} \xi \rangle = \left( v, \frac{\partial}{\partial s} \right)^2 \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle - 2v' \left( v, \frac{\partial}{\partial s} \right) \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle + v' v \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle$$

where $v' = g^{ij} \langle v, \frac{\partial}{\partial s} \rangle$. Therefore, since $\langle \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle = 0$ one has using (10)

$$\langle \tilde{\nabla} \xi, \tilde{\nabla} \xi \rangle = 2v' \left( v, \frac{\partial}{\partial s} \right) \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle + v' v \langle \tilde{\nabla} \xi, \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle$$

where $D$ is the induced connection in $M_s := \{s\} \times M \subset N$ and $v' = v + \langle v, \frac{\partial}{\partial s} \rangle \frac{\partial}{\partial s}$. Since $\tilde{\nabla} \xi |_{M_s} = D \xi$ we also have

$$\tilde{\Delta} \xi = g^{ij} \langle \tilde{\nabla} \frac{\partial}{\partial s} \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle - \langle \tilde{\nabla} \frac{\partial}{\partial s} \tilde{\nabla} \xi, \frac{\partial}{\partial s} \rangle = g^{ij} \langle D \frac{\partial}{\partial s} D \xi, \frac{\partial}{\partial s} \rangle = \Delta_{M_s} \xi |_{M_s},$$

where $\Delta_{M_s}$ is the Laplace–Beltrami operator in $M_s$ with respect to the induced metric $g_{ij} = \rho(s)^2 \sigma_{ij}$.

We conclude that

$$Q \xi |_{\Sigma_t} = -\Delta_{M_s} \xi |_{M_s} - 2 \rho'(s) \left( v, \frac{\partial}{\partial s} \right) \langle D \xi, v \rangle - v' v \langle D \frac{\partial}{\partial s} D \xi, \frac{\partial}{\partial s} \rangle$$

where $N = \max \{ M(M^2 - 1)^{1/2}, M^2 \}$, being $M$ defined in (48). This finishes the proof. \hfill \blacksquare
Proposition 4.10 We have
\[
\frac{1}{2} Q|A|^2 + |\nabla A|^2 = |A|^4 + T_{ij} a^{ij} + g^{k\ell} (\ddot{R}^k_{\ell i} a_{\ell j} a^{ij} + \ddot{R}^i_{k j} a_{k \ell} a^{\ell j}) - H(\ddot{R}(\partial, \nu) \nu, \partial),
\]
where \( T_{ij} = g^{k\ell} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) a^{ij} \).

Proof See appendix. \(\square\)

Proposition 4.11 Suppose that for all \( x \in M, \nu \in T_x M \) with \( \langle Dr, \nu \rangle = 0 \)
\[
K_M(Dr \wedge \nu) \geq -\chi(r)
\]
where \( K_M(Dr \wedge \nu) \) denotes the sectional curvature of a plane containing \( Dr \). Then
\[
|A|^2 < \max \left\{ |\mathcal{L}|^\frac{1}{2}, |\ddot{C}|^\frac{1}{2}, \frac{C_4 - T}{C_5(C_5T + C_7)} \right\},
\]
in \( \tilde{\Omega} \times [0, T] \), where
\[
|\mathcal{L}| = \sup_{\Omega \times [0, T]} \left( |T_{ij} + \frac{1}{\sqrt{n}} (\ddot{R}(\partial, \nu) \nu, \partial)| \right)
\]
and
\[
|\ddot{C}| = \sup_{\Omega \times [0, T]} \left| \ddot{R}_{ij} + \ddot{R}^{ij}_{\nu} \right|
\]
\( C_4 \) and \( C_5 \) positive constants and \( C_7 \) a negative constant.

Proof Let \( f(t) = C_4 + C_5 t \) for some positive constants \( C_4, C_5 \) to be fixed later. Hence, denoting \( h = f|A|^2 \xi \) one has
\[
Qh + 2 \frac{1}{\xi} \langle \nabla \xi, \nabla h \rangle = f|A|^2 Q \xi + \xi Q(f|A|^2) + 2h \frac{|\nabla \xi|^2}{\xi^2}
\leq f|A|^2 Q \xi + |f'| \xi(t)^2|A|^2 + 2 \xi f(t)|\nabla A|^2 + |A|^4 + |\mathcal{L}| |A| + |\ddot{C}| |A|^2 + 2h \frac{|\nabla \xi|^2}{\xi^2},
\]
with \( |\mathcal{L}| = \sup_{\Omega \times [0, T]} \left( |T_{ij} + \frac{1}{\sqrt{n}} (\ddot{R}(\partial, \nu) \nu, \partial)| \right) \) and \( |\ddot{C}| = \sup_{\Omega \times [0, T]} \left| \ddot{R}_{ij} + \ddot{R}^{ij}_{\nu} \right| \).

Note that
\[
|\nabla \xi|^2 = ||D \xi||^2_{M_1} + (\nabla \xi, \nu)^2 \leq ||D \xi||^2_{M_4} + ||D \xi||^2_{M_4} \left( \frac{\Theta}{\rho} \right)^2 - 1 \leq ||D \xi||^2_{M_1} M^2.
\]
Suppose that
\[
|A| \geq \max \{ |\mathcal{L}|^\frac{1}{2}, |\ddot{C}|^\frac{1}{2} \}. \tag{54}
\]
Otherwise we are done. Hence
Thus, Lemma 4.2 provides that
\[ Qh + 2 \frac{1}{\xi} \langle \nabla \xi, \nabla h \rangle \leq \frac{1}{\xi} \left( 2C_\| ||D\xi||_{M_*} + 2 \frac{1}{\xi} ||D\xi||_{M_*}^2 + ||DD\xi||_{M_*} \right) \hat{N}h \]
\[ + \frac{f'(t)}{f(t)} h + \frac{6}{f_\xi} h^2. \]

Hence, \( D\xi = \xi'(r)Dr \) and \( DD\xi = \xi'(r)DDr + \xi''(r) Dr \otimes Dr \). We have
\[ \xi'(r) = -3\phi^2(r) \chi'(r) \quad \text{and} \quad \xi''(r) = 6\phi(r) \chi'^2(r) - 3\phi^2(r) \chi''(r). \]

In this case, (52) allows us to call the Hessian comparison theorem [Theorem 1.4, [1]] to achieve
\[ DDr \leq \frac{\chi''(r)}{\chi(r)} \left( (\cdot, \cdot) - Dr \otimes Dr \right). \]

Consequently
\[ \frac{1}{\xi} \left( D_{\frac{\partial}{\partial \psi}} D\xi, \frac{\partial}{\partial \psi} \right) \langle \nabla \psi, \nabla \psi \rangle \leq -3 \frac{\phi^2(r)}{\phi'(r)} \frac{\chi'^2(r)}{\chi(r)} \langle \psi, \psi \rangle - (\langle Dr, \psi \rangle)^2 + \left( 6 \frac{\chi'^2(r)}{\phi^2(r)} - 3 \frac{\chi''(r)}{\phi(r)} \right) (Dr, \psi)^2 \]
for any tangent vector \( \psi \) in \( M_* \).

Therefore, \( C_R = 2\chi(R) \geq 2\chi(r) \) in \( \text{supp}\xi \) implies that
\[ \frac{1}{\xi} \left( D_{\frac{\partial}{\partial \psi}} D\xi, \frac{\partial}{\partial \psi} \right) \langle \nabla \psi, \nabla \psi \rangle \leq 3 \frac{\chi'(r)}{\phi(r)} \langle Dr, \psi \rangle^2 + \left( 6 \frac{\chi'^2(r)}{\chi(R)^2} - 3 \frac{\chi''(r)}{C_R} \right) (Dr, \psi)^2 \leq C(\max_{\Omega\chi}, \max_{\Omega\chi'}, \max_{\Omega\chi''}). \]

Similarly, since \( D\xi = \xi'(r)Dr \) one gets
\[ \frac{1}{\xi} ||D\xi||_{M_*} = 3 \frac{\chi'(r)}{\phi(r)} \leq C(\max_{\Omega\chi}, \max_{\Omega\chi'}). \]

Coming back to (55) we conclude
\[ Qh + 2 \frac{1}{\xi} \langle \nabla \xi, \nabla h \rangle \leq C(\chi(R), \max_{\Omega\chi'}, \max_{\Omega\chi''}, \hat{N}h + \frac{f'(t)}{f(t)} h + \frac{6}{f_\xi} h^2. \]

Chose \( C_4, C_5 > 0 \) with \( C_4 > T \) such that
\[ \frac{C_4}{C_5} \leq \min_{\Omega(0, T]} \left| A \right|^2 \xi. \]

In this way Eq. (56) may be estimated
\[ Qh + 2 \frac{1}{\xi} \langle \nabla \xi, \nabla h \rangle \leq C_0(\chi(R), \max_{\Omega\chi'}, \max_{\Omega\chi''}, \hat{N}, R) h^2. \]

Since \( h \) is supported in \( \tilde{\Omega} \) we have \( \langle \nabla h, \mu \rangle = 0 \). Thus, Lemma 4.2 provides that
\[ h \leq \gamma(t), \quad \text{in} \quad \tilde{\Omega} \times [0, T], \]
where \( \gamma \) is a solution of
\[ \frac{d\gamma}{\gamma^2} = C_6 dt \]

with \( \gamma(0) \geq h(x,0) \) for all \( x \in \bar{\Omega} \). A possible choice for \( \gamma \) is
\[ \gamma(t) = -\frac{1}{C_6 t + C_7}, \]
with \( C_7 < \min\{-\frac{1}{\max_{\Sigma_0} h}, -C_6 T\} \). Therefore, from (57) we get
\[ |A|^2 \leq \frac{C_4 - T}{C_5(C_6 T + C_7)}. \]
This finishes the proof.

\[ \square \]

5 Proof of Theorem 1.1

The spatial gradient estimate (47) in Proposition 4.7 implies that the evolving graphs \( \Sigma_t \), \( t \in [0, T) \) are strictly spacelike. Moreover, implies that the partial differential equation in (6) is uniformly parabolic in \( \bar{\Omega} \times [0, T) \). These \( C^1 \) bounds combined with the \( C^0 \) estimates (36) and (38) permit to apply the standard theory of quasilinear parabolic PDEs as detailed in [Chapter XIII, [14]]. This theory establishes the existence of a smooth solution \( u \) of (6) defined in \( \bar{\Omega} \times [0, T) \) for an arbitrary \( T > 0 \).

Now, using Proposition 4.11 and proceeding as in [13, Lemma 8.4] one obtains higher order estimates for \( u \) (in terms of bounds for higher covariant derivatives of \( A \)). In particular, since bounds for \( H \) depend on estimates for \( A \) and its derivatives one gets from (11) that
\[ \left| \frac{\partial u}{\partial t} \right| = \frac{W}{\rho} |H| \leq |H|. \]
Hence, we conclude that the higher order estimates for spatial derivatives of \( u \) give bounds for the time derivatives of \( u \). These higher estimates imply that there exists a smooth limit of \( u \) as \( t \to T \). Then, the function \( u \) can be extended past time \( T \) to provide a solution of (6) defined in \( \bar{\Omega} \times [0, +\infty) \).

Let us study the asymptotic behavior of the flow. Let \( s_0 = \min_{\Sigma_0} s + \epsilon \) with \( \epsilon > 0 \) and \( s_1 = \max_{\Sigma_0} s + \epsilon \).

Recall that the mean curvature of a slice \( \{s\} \times M \) is given by \( H = n \frac{\partial \varphi}{\partial s} \). Hence, \( \varphi_i : \bar{\Omega} \times [0, \infty) \to N \) given by
\[ \frac{\partial \varphi_i}{\partial t} = n \frac{\rho'}{\rho} v, \quad i = 0, 1 \]
defines a mean curvature flow with initial data \( \{s_0\} \times \bar{\Omega} \) and \( \{s_1\} \times \bar{\Omega} \), respectively. We will denote by \( \bar{s} = \pi_{\bar{\Omega}} \circ \varphi_0 \) and \( \bar{s} = \pi_{\bar{\Omega}} \circ \varphi_1 \) the height functions of the flows defined above. We have from (22) that
\[ \frac{d\bar{s}}{dt} = n \frac{\rho'(\bar{s})}{\rho(\bar{s})} \quad \text{and} \quad \frac{ds}{dt} = n \frac{\rho(s)'}{\rho(\bar{s})}, \]
whence

\[
nt(\tilde{s}) = \int_{s_0}^{\tilde{s}} \frac{\rho(r)}{\rho'(r)} \, dr \quad \text{and} \quad nt(\tilde{s}) = \int_{s_1}^{\tilde{s}} \frac{\rho(r)}{\rho'(r)} \, dr.
\]

(60)

Let us consider the oscillation function \( o\text{sc}(t) = \tilde{s}(t) - s(t) \geq 0 \) that gives the distance between the slices \( \{s_0\} \times \Omega \) and \( \{s_1\} \times \bar{\Omega} \) as they evolve by the mean curvature flows (58). Let \( t_-, t_+ \in [0, \infty) \) with \( t_- < t_+ \). From (60) we have that

\[
\int_{\mathcal{R}(t_-)}^{\tilde{s}(t_+)} \frac{\rho(r)}{\rho'(r)} \, dr = \int_{\mathcal{S}(t_-)}^{\tilde{s}(t_+)} \frac{\rho(r)}{\rho'(r)} \, dr.
\]

From assumption (7) we get that \( \frac{d}{dt} \) is non-decreasing in \( s \). In addition from (59) and hypothesis (7) one can check that \( \tilde{s} \) and \( s \) are increasing, hence from above the interval \( [\tilde{s}(t_-), \tilde{s}(t_+)] \) cannot have a length bigger than the interval \( [s(t_-), s(t_+)] \). Therefore

\[
o\text{sc}(t_+) = \tilde{s}(t_+) - s(t_+) \leq \tilde{s}(t_-) - s(t_-) = o\text{sc}(t_-),
\]

and \( o\text{sc} \) is non-increasing. In addition, looking to (60) one checks that hypothesis (7) disable that \( o\text{sc} \) to be constant, unless \( o\text{sc} \) is zero.

Now we recall the avoidance principle, which asserts that if two manifolds are initially disjoint and at least one of them is compact, then they remain so during the flow (see [4]). Consider \( o\text{sc}^\Sigma(t) = \max_\Sigma s - \min_\Sigma s \) the oscillation of a solution of (\). Comparing \( \{s_0\} \times \bar{\Omega}, \Sigma \), and \( \{s_1\} \times \bar{\Omega} \) and taking the avoidance principle into account, we accomplish that \( o\text{sc}^\Sigma \) must be non-increasing. In addition, since \( o\text{sc} \) is non-constant, unless it is zero, then so is \( o\text{sc}^\Sigma \).

Let \( c := \lim_{t \to \infty} o\text{sc}^\Sigma(t) \). Define \( \psi_i : \bar{\Omega} \times [i, \infty) \to \mathbb{N}, i \in \mathbb{N} \) by \( \psi_i(t, x) = \varphi(t + i, x) \). Equation (48) provides that the \( C^1 \) estimate (47) holds true for \( \psi_i \) as well. From [14, Theorem 12.1] we obtain uniform Holder estimates for the flows \( \psi_i \) and from the standard Schauder theory and an argument similar to Arzela–Ascoli we obtain the smooth limit mean curvature flow

\[
\varphi_\infty = \lim_{i \to \infty} \psi_i.
\]

By construction, the flow \( \varphi_\infty \) has constant oscillation equal to \( c \) and, up to the initial data, \( \varphi_\infty \) solves (\) as well. As we saw above, we must have \( c = 0 \).

Recall that the metric associated with a solution of (\) is given by

\[
\varphi(\cdot, t)^g(\cdot, \cdot) = -\rho^{-2}_\mathbb{R} \, ds^2 + \rho^2(\rho_\mathbb{R})^2 \pi^* M \sigma.
\]

in each time \( t \). Since \( \max_\Sigma s - \min_\Sigma s = o\text{sc}^\Sigma(t) \to 0 \) as \( t \to \infty \), then

\[
\lim_{t \to \infty} \varphi(\cdot, t)^g(\cdot, \cdot) = \rho(\rho_\mathbb{R})^2 \pi^* M \sigma,
\]

in which case it is conformal to the metric \( \sigma \) of the leaf \( M \).

Now let us prove that the mean convexity is preserved. Taking Eq. (40) into account we check that \( \text{Ric}(\partial_\mathbb{R}, \partial_\mathbb{R}) = -n \frac{\rho^2}{\rho^2_\mathbb{R}} \). In this case the boundedness over \( \text{Ric}(\partial_\mathbb{R}, \partial_\mathbb{R}) \) is translated in condition (49), and we conclude from Proposition 4.8 that if the initial graph \( \Sigma_0 \) is mean convex, then the evolving graphs remain mean convex.
6 Appendix: A Simons' type identity

**proof of Proposition 4.10** Let $\overline{R}$ and $R$ be the Riemann tensors of $N$ and $\Sigma$, defined by:

$$\overline{R}(X, Y)Z = \overline{\nabla}_X \overline{\nabla}_YZ - \overline{\nabla}_Y \overline{\nabla}_XZ - \overline{\nabla}_{[X,Y]}Z,$$

for all $X, Y, Z \in T N$ and 

$$R(U, V)W = \nabla_U \nabla_V W - \nabla_V \nabla_U W - \nabla_{[U,V]}W,$$

for all $U, V, W \in T\Sigma$.

Set the coordinate vector fields $\{\varphi_i\}_{i=1}^{n+1}$ in $N$. In what follows we use Codazzi’s equation

$$\nabla_i a_{jk} - \nabla_j a_{ik} = \partial_i (\overline{\nabla}_j \varphi_k) - \partial_j (\overline{\nabla}_i \varphi_k) - \langle A(\overline{\nabla}_j \varphi_i), \varphi_k \rangle + \langle A(\overline{\nabla}_i \varphi_j), \varphi_k \rangle - \langle A(\overline{\nabla}_i \varphi_j), \overline{\nabla}_j \varphi_k \rangle = -L_{ijk}.$$  

(61)

being $L$ the $(0, 3)$-tensor in the hypersurface $\Sigma_t$ given by

$$L_{ijk} = \langle R(\partial_i, \partial_j)\varphi_k \rangle.$$  

(62)

We also need the (Riemannian) Ricci commutation formula

$$\nabla_i \nabla_k a_{\ell j} - \nabla_k \nabla_i a_{\ell j} = -R^s_{ik\ell} a_{sj} - R^s_{ik\ell} a_{js}.$$  

(63)

Using (61) and (63) one obtains

$$\nabla_k \nabla_{\ell j} a_{ij} = \nabla_k \nabla_i a_{\ell j} - \nabla_k L_{\ell ij}$$

$$= \nabla_i \nabla_k a_{\ell j} - R^s_{ik\ell} a_{sj} - R^s_{ik\ell} a_{js} - \nabla_k L_{\ell ij}$$

$$= \nabla_i \nabla_j a_{k\ell} - \nabla_j L_{k\ell j} - \nabla_k L_{\ell ij} - R^s_{k\ell j} a_{sj} - R^s_{k\ell j} a_{js}.$$  

Now we should take in account the Gauss equation

$$R^s_{ik\ell} = \tilde{R}^s_{ik\ell} + a_{i\ell} a_i^s - a_{i\ell} a_i^s.$$  

Therefore

$$\nabla_k \nabla_{\ell j} a_{ij} = \nabla_i \nabla_j a_{k\ell} - \nabla_i L_{k\ell j} - \nabla_k L_{\ell ij}$$

$$= (\tilde{R}^s_{k\ell j} + a_{i\ell} a_i^s - a_{i\ell} a_i^s)a_{ij} - (\tilde{R}^s_{k\ell j} + a_{i\ell} a_i^s - a_{i\ell} a_i^s)a_{ij}.$$  

Taking traces we have

$$\Delta a_{ij} = \nabla_i \nabla_j H - g^{k\ell} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) - g^{k\ell} (\tilde{R}^s_{k\ell j} a_{sj} + \tilde{R}^s_{k\ell j} a_{sj})$$

$$- a^s_j a^s_k a_{sj} + Ha^s_j a_{sj} - a_{ij} |A|^2 + a^s_j a^s_k a_{sj}.$$  

However

$$a^s_j a^s_k a_{sj} = a^s_j a^s_k a_{sj} = a^s_j a^s_k a_{sk} = a^s_j a_{sj} a^s_i.$$  

This implies the following general formula
\[ \Delta a_{ij} = \nabla_i \nabla_j H + H a_i^k a_{kj} - a_{ij} |A|^2 - g^{ij} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) - g^{ij} (\bar{R}^s_{k\ell i} a_{sj} + \bar{R}^s_{kij} a_{\ell s}). \]

Hence,
\[ \frac{1}{2} \Delta |A|^2 - |\nabla A|^2 = a_{ij} \Delta a_{ij} \]
\[ = a_{ij} \nabla_i \nabla_j H + H \alpha A^3 - |A|^4 - g^{ij} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) a_{ij} \]
\[ - g^{ij} (\bar{R}^s_{k\ell i} a_{sj} + \bar{R}^s_{kij} a_{\ell s}). \]

On the other hand
\[ \partial_t a_{ij} = \langle \nabla_{a_j} \nabla_{a_i} v, a_j \rangle + \langle \nabla_{a_j} v, \nabla_{a_i} a_j \rangle \]
\[ = \langle \nabla_{a_j} \nabla_{a_i} v, a_j \rangle + \langle \bar{R}(a_i, a_j) v, a_j \rangle + \langle \nabla_{a_j} v, \bar{R}(V, a_i) \rangle \]
\[ = \langle \nabla_{a_j} \nabla H, a_j \rangle - H \langle \bar{R}(a_i, v) v, a_j \rangle + \langle \nabla_{a_i} v, \bar{R}(V, a_j) \rangle \]
\[ = \langle \nabla_{a_j} \nabla H, a_j \rangle - H \langle \bar{R}(a_i, v) v, a_j \rangle + H a_i^k a_{jk}. \]

Therefore
\[ \frac{1}{2} \partial_t |A|^2 = a_{ij} \langle \nabla_{a_j} \nabla H, a_j \rangle - H a_{ij} \langle \bar{R}(a_i, v) v, a_j \rangle + H a_i^k a_{jk}. \]

We conclude that
\[ \frac{1}{2} Q |A|^2 + |\nabla A|^2 = |A|^4 + g^{ij} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) a_{ij} + g^{ij} (\bar{R}^s_{k\ell i} a_{sj} + \bar{R}^s_{kij} a_{\ell s}) \]
\[ - H \langle \bar{R}(a_i, v) v, a_j \rangle. \]

Therefore
\[ \frac{1}{2} Q |A|^2 + |\nabla A|^2 = |A|^4 + T_{ij} a_{ij} + g^{ij} (\bar{R}^s_{k\ell i} a_{sj} + \bar{R}^s_{kij} a_{\ell s}) - H \langle \bar{R}(a_i, v) v, a_j \rangle, \]

where
\[ T_{ij} = g^{ij} (\nabla_i L_{k\ell j} + \nabla_k L_{\ell ij}) a_{ij}. \]

\[ \square \]
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