We consider the dynamics of a quantum system immersed in a dilute gas at thermodynamic equilibrium using a quantum Markovian master equation derived by applying the low-density limit technique. It is shown that the Gibbs state at the bath temperature is always stationary while the detailed balance condition at this state can be violated beyond the Born approximation. This violation is generically related to the absence of time-reversal symmetry for the scattering $T$-matrix, which produces a thermalization mechanism that allows the presence of persistent probability and heat currents at thermal equilibrium. This phenomenon is illustrated by a model of an electron hopping between three quantum dots in an external magnetic field.

I. INTRODUCTION

Detailed balance at equilibrium (DBE) [1–3] is a core principle of today’s thermodynamics. It ensures the lack of persistent currents at equilibrium [4] and plays a key role in a wide range of fields, including the Onsager relations [5] and reaction kinetics [7] in chemistry, fluctuation theorems [8–12] in statistical mechanics, open quantum systems [13–14] in quantum mechanics, and the Kirchhoff’s law [15] in electromagnetism. Detailed balance has been so closely identified with thermal equilibrium [16] that its violation has been used as an indicator of lack of equilibrium [17, 18] and has also been suggested as a measure of distance from equilibrium [19]. The assumptions of DBE is prevalent across several fields. But interestingly, it is not actually required by any fundamental law [20]. This was long ago recognized by Onsager himself who brought up the Hall effect as an example where this principle does not hold. Other examples of systems that violate detailed balance include the Michaelis-Menten kinetics for enzymes kinetics [21, 22], totally asymmetric simple exclusion process [23, 24] for one dimensional transport, directed percolation for fluid dynamics [25] and non-reciprocal systems [26–28]. Many unexpected effects in non-reciprocal materials have been theoretically predicted in the last years: persistent heat currents in thermal equilibrium [29], violations of the Kirchhoff law [28], potential violations of the Earnshaw’s theorem [30], deviations from the Green-Kubo relations [31], photon thermal Hall effect [32], giant magneto-resistance for the heat flux [33] and the creation of a Casimir heat engine [34].

Unfortunately, currently used tools are insufficient for developing the microscopic models needed to study the dynamics and thermodynamics of systems that violate DBE. Here, we use the following definition of DBE

$$a_{k\ell} e^{-\beta E_{\ell}} = a_{\ell k} e^{-\beta E_k},$$

where $a_{k\ell}$ are transition rates between micro-states of the system with energies $E_k, E_{\ell}$ and $\beta$ is the inverse temperature of the bath. The Gorini, Kossakowski, Lindblad and Sudarshan (GKLS) [35, 36] equation derived at the weak coupling limit [37] cannot be used because automatically complies with DBE (see [38] and section III). The lack of microscopic models has resulted in contradicting statements in the literature regarding basic thermodynamic properties, such as the possibility of reaching thermal equilibrium [27, 39–42] and the divergence of entropy production [43, 44].

To clarify the thermodynamic properties of systems that violate DBE, we use a GKLS master equation in the low density limit (LDL) [45] which can lead into the violation of DBE. We note that the notion of DBE is not restricted to this limit and it will be interesting to study its violation beyond this regime. We prove that despite the violation of DBE, fundamental thermodynamic behavior still holds: the reduced system reaches thermal equilibrium, at which the entropy production is zero. Nevertheless, DBE violation produces a different thermalization mechanism that allows persistent probability and heat currents at thermal equilibrium. To exemplify these effects we study a toy model for a single electron tunneling between three quantum dots in the presence of a magnetic field.

II. QUANTUM MASTER EQUATIONS AT LOW DENSITY LIMIT

We consider a quantum system $S$ with a discrete spectrum physical Hamiltonian, $H_S = \sum_k E_k |k\rangle\langle k|$, immersed in an ideal bosonic or fermionic gas of free (quasi-)particles at a thermal equilibrium state given by the in-
verse temperature $\beta$ and particle density $\nu$. The derivation of the dynamics for the reduced density matrix is performed under the assumption that the density of gas particles is low. As shown in [45] this assumption implies that the form of Master equation does not depend on the particle statistics and is fully determined by the scattering of a single particle by the system $S$. Therefore, it is sufficient to determine the Hamiltonian $H_{\text{tot}}$ of the system composed of $S$ and a single particle, $H_{\text{tot}} = H_S + H_P + H_{\text{int}}$. We assume for simplicity that the gas particle is spinless and is described by its Hamiltonian $H_P$ in momentum representation,

$$H_P = \int dp\, E_p |p\rangle \langle p|, \quad \langle p'|p\rangle = \delta(p-p'). \quad (2)$$

The state of the gas is described by the single-particle probability distribution in momentum space $G(p)$.

The single-particle scattering Møller wave operator is defined as [49]

$$\Omega_+ = \lim_{t \to \infty} e^{-iH_{\text{int}}t} e^{i(H_S+H_P)t} \quad (3)$$

and its superposition version is $\Gamma_0 = \Omega_+ \cdot \Omega_+^\dagger$. The $T$-operator is the main mathematical object describing the scattering process and is defined as

$$T = H_{\text{int}} \Omega_+. \quad (4)$$

It produces a family of transition operators acting on the Hilbert space of $S$ and labeled by the Bohr frequencies of $H_S$ denoted by $\{\omega\}$ and pairs of particle’s momenta,

$$T_\omega(p',p) = \sum_{E_k-E_i=\omega} \langle k; p'|T(p,\ell)k\rangle \langle \ell|. \quad (5)$$

We further assume that the dilute ideal gas is at a stationary state characterized by the probability distribution in momentum space $G(p)$ and the particle density $\nu$. As proved in [48] the reduced dynamics of $S$ is governed by the following quantum master equation (QME)

$$\frac{d}{dt}\rho_S = -i[H_S,\rho_S] + \mathcal{L}\rho_S, \quad (6)$$

where the dissipative generator is

$$\mathcal{L}\rho_S = \nu \pi \sum_\omega \int dp\int dp' G(p)\delta(E_{p'} - E_p + \omega) \times \{[T_\omega(p',p)\rho_S, T_\omega^\dagger(p',p)] + [T_\omega(p',p),\rho_S T_\omega^\dagger(p',p)]\}. \quad (7)$$

$\mathcal{L}$ can be expressed in the form of an ergodic average

$$\mathcal{L} = \lim_{a \to \infty} \frac{1}{a} \int_0^a dt e^{i(H_S\cdot t)} \mathcal{L}_0 e^{-i(H_S\cdot t)}, \quad (8)$$

where $\mathcal{L}_0$ is given by

$$\mathcal{L}_0 \rho_S = -i \int dp\{[H_{\text{int}},\Gamma_+(\rho_S \otimes \rho_P)]|p\rangle \langle p|\}. \quad (9)$$

$\rho_P$ is the formal density matrix for the gas particle. This averaging [5] is usually associated with the secular approximation which is a necessary step to assure positivity preserving of the derived QME.

The basic properties of the QME given by (6), (7) are the following:

1) The dissipative generator $\mathcal{L}$ commutes with the Hamiltonian part $-i[H_S,\cdot]$, 

$$\mathcal{L}[H_S,\cdot] = [H_S,\cdot]\mathcal{L}. \quad (10)$$

This implies that populations of $H_S$ eigenstates evolve independently of their coherences.

2) If the gas is at thermal equilibrium at the inverse temperature $\beta$ the probability distribution of particle’s momenta is given by 

$$G(p) = Z^{-1} e^{-\beta E_p} \quad (11)$$

and the stationary state of the system is the Gibbs state, 

$$\rho^\beta_S = Z_S^{-1} e^{-\beta H_S}. \quad (12)$$

3) Under the additional ergodicity condition, any initial state of the system relaxes to the Gibbs state $\rho^\beta_S$.

Proofs

Property 1) is a direct consequence of the averaging procedure [6]. Namely, using the following identity, valid for any fixed $\tau$

$$\mathcal{L} = \lim_{a \to \infty} \frac{1}{a} \int_0^a dt e^{i(t+\tau)H_S} \mathcal{L}_0 e^{-i(t+\tau)H_S} = e^{i\tau[H_S,\cdot]} \mathcal{L} e^{-i\tau[H_S,\cdot]} \quad (13)$$

and differentiating both sides of (13) at $\tau = 0$ one obtains (10).

Property 2) is a new result, as in [48] it is assumed that the system complies with microreversibility. This implies DBE. Here, we use only the intertwining property of the wave operator $\Omega_+$,

$$\Omega_+(H_S + H_P)\Omega_+^\dagger = H_S + H_P + H_{\text{int}} = H_{\text{tot}}, \quad (14)$$

or equivalently,

$$\Omega_+ e^{-\beta(H_S+H_P)}\Omega_+^\dagger = e^{-\beta H_{\text{tot}}}. \quad (15)$$

$\mathcal{L}\rho^\beta_S = 0$ is obtained by assuming the gas particle is in a thermal state, $\rho_P = Z^{-1} e^{-\beta H_P}$ and using Eqs. (8), (15) and (9) (below $C$ is an irrelevant constant). $\mathcal{L}\rho^\beta_S$ is equal to

$$C \lim_{a \to \infty} \frac{1}{a} \int_0^a dt e^{iH_{\text{tot}} t} T_P[H_{\text{int}},\Omega_+ e^{-\beta(H_S+H_P)}\Omega_+^\dagger] e^{-iH_{\text{tot}} t} \quad (16)$$

Using [15] $H_{\text{int}} = H_{\text{tot}} - H_S - H_P$ and the fact that $[H_{\text{tot}}, e^{-\beta H_{\text{tot}}}]=0$ we get

$$C \lim_{a \to \infty} \frac{1}{a} \int_0^a dt e^{iH_{\text{tot}} t} T_P[H_S + H_P, e^{-\beta H_{\text{tot}}} e^{-iH_{\text{tot}}}] = C \lim_{a \to \infty} \frac{1}{a} \int_0^a dt [H_S, e^{iH_{\text{tot}} t} T_P(e^{-\beta H_{\text{tot}}}) e^{-iH_{\text{tot}}}] \quad (17)$$
In the last equality we have used that the trace of a commutator is zero. Equation (17) can be rewritten as

$$C \lim_{a \to \infty} \frac{-1}{a} \int_0^a dt \frac{d}{dt} \left( e^{iH_{\text{tot}}t} \text{Tr}_P(e^{-\beta H_{\text{tot}}}e^{-iH_{\text{tot}}}) \right) = C \times$$

$$\lim_{a \to \infty} \frac{-1}{a} \left( e^{iH_{\text{tot}}a} \text{Tr}_P(e^{-\beta H_{\text{tot}}}e^{-iH_{\text{tot}}}) \right) = 0,$$  \hspace{1cm} (18)

where we use that the numerator has finite norm.

Property 3) is a consequence of the results obtained in [50].

Properties 1)-3) show that the Gibbs state is the steady state of the QME obtained in LDL for thermal equilibrium environments (ideal gas) without any additional assumptions such as DBE or microreversibility.

III. DETAILED BALANCE CONDITION FOR LDL DYNAMICS

In this section we discuss the sufficient generic conditions leading to the detailed balance condition (11) for QME of the LDL type [4, 5]. The analysis is much simpler for the case of $H_S$ with non-degenerated spectrum.

For a $H_S$ with a non-degenerated spectrum the diagonal elements of the density matrix, $p_k \equiv | \langle k | \rho_S | k \rangle |$, evolve independently of the off-diagonal ones and satisfy the Pauli Master Equation of the form

$$\frac{d}{dt} p_k = \sum_{\ell} \left( a_{k\ell} p_\ell - a_{\ell k} p_k \right)$$  \hspace{1cm} (19)

with

$$a_{k\ell} = \nu \int dp \int dp' G(p) \delta \{ (E_{p'} + \mathcal{E}_k) - (E_p + \mathcal{E}_\ell) \} \times | \langle k, p' | T | p, \ell \rangle |^2.$$  \hspace{1cm} (20)

Using the expression (20) with $G(p) = Z^{-1} e^{-\beta E_p}$ one derives the following identity

$$a_{k\ell} e^{-\beta \mathcal{E}_\ell} = a_{\ell k} e^{-\beta \mathcal{E}_k} I(k, \ell),$$  \hspace{1cm} (21)

where

$$I(k, \ell) = \frac{\int dp \int dp' e^{-\beta E_p} \delta \{ E_{p'} + \omega_{k\ell} - E_p \} | \langle k, p' | T | p, \ell \rangle |^2}{\int dp \int dp' e^{-\beta E_p} \delta \{ E_{p'} + \omega_{k\ell} - E_p \} | \langle \ell, p' | T | p, k \rangle |^2},$$  \hspace{1cm} (22)

Here $\omega_{k\ell} = \mathcal{E}_k - \mathcal{E}_\ell$. The DBE condition is satisfied if and only if $I(k, \ell) = 1$ for those pairs $(k, \ell)$ for which transition probabilities are non-zero. It may happen incidentally for a particular choice of the parameters, but we discuss only the generic situations which are related to symmetries of the system.

The first sufficient symmetry condition is hermicity of $T$-matrix ($T = T^\dagger$), that is $| \langle k, p' | T | p, \ell \rangle | = | \langle \ell, p' | T | p, k \rangle |$.

This is always satisfied for the Born approximation where $T \simeq H_{\text{int}}$. This approximation is valid at the weak coupling limit where DBE always holds. Physically, at the dilute limit, an hermitian $T$-matrix represents a lossless system [26].

The second sufficient condition is assuming that the $T$-matrix is a symmetric matrix, $| \langle k, p' | T | p, \ell \rangle | = | \langle \ell, p | T | p', k \rangle |$, which implies that the system is reciprocal [26, 27].

The third case corresponds to time-reversal symmetry or microreversibility. It means that the states $| k \rangle$ are invariant with respect to time-reversal, $E_p = E_{-p}$ and the probability of the scattering event $| \ell, p \rangle \mapsto | k, p' \rangle$ is equal to the probability of time-reversed event $| k, -p' \rangle \mapsto | \ell, -p \rangle$. This condition means

$$| \langle k, p' | T | p, \ell \rangle |^2 = | \langle \ell, -p | T | -p', k \rangle |^2,$$  \hspace{1cm} (23)

which leads to $I(k, \ell) = 1$.

The fourth condition combines time-reversal with parity transformation (space inversion) which leads to the condition

$$| \langle k, p' | T | p, \ell \rangle |^2 = | \langle \ell, p | T | p', k \rangle |^2.$$  \hspace{1cm} (24)

We note here that only on-shell processes have to be considered. This is a consequence of the delta function on Eq. (20), which ensures energy conservation. For particular systems it may happen that certain geometric symmetry can restore detailed balance (see a toy model in Section V and Supplementary Information (SI)).

Fulfilling at least one of the mentioned conditions, will be enough to ensure DBE. In section V we show a toy model that does not comply with any of the above conditions, resulting in DBE violation (see Section S.2.a on SI).

IV. THERMODYNAMIC LAWS AND ENTROPY PRODUCTION

DBE violation provides additional freedom to the reduced dynamics. Nevertheless, the time-invariance of the Gibbs state still allows for preserving the fundamental principles of thermodynamics: the impossibility of steady work extraction from a single thermal bath or cooling of a cold bath without an external driving. Mathematically, the LDL Master equation (11), satisfies: i) the zeroth law of thermodynamics (see (11)), ii) the first law of thermodynamics (implied by the Hamiltonian model of open system), iii) the second law of thermodynamics (implied by Spohn inequality [3]).

For diagonal density matrices the entropy production defined as

$$\sigma = \sum_k \frac{dp_k}{dt} [ \ln \rho_{eq}^k - \ln p_k ]; \hspace{1cm} \rho_{eq}^k = Z^{-1} e^{-\beta \mathcal{E}_k},$$  \hspace{1cm} (25)
can be written in terms of the DBE violation as:
\[
\sigma = \sum_{k>j} \left( K_{jk} \ln \left( \frac{p_k a_{jk}}{p_j a_{kj}} \right) + K_{jk} \ln I(k, j) \right), \tag{26}
\]
where \( K_{jk} = a_{jk} p_k - a_{kj} p_k \) is the probability current from the microstate \( \{k\} \) to the microstate \( \{j\} \). The first term on Eq. 26 corresponds to the Schnakenberg formulation of entropy production \( \left[51\right] \) and the second to deviations due to the lack of DBE. Eq 26 is valid for any temporal evolution of entropy production \( \left[51\right] \) and the second to deviations due to the lack of DBE. Inset: Left hand side, lhs, (continuous line) and right hand side, rhs, (dotted line), of the thermalization conditions, Eqs. 30a and 30b. The compliance with these conditions (lhs=rhs) verifies our numeric calculation. The y-axis of the inset has been multiplied by a factor of 10^4. Parameters: \( V_3 = 1.3, \frac{\Delta E}{\beta} = 0.7, \frac{\Delta E}{\beta} = 0.5, E_0 = 0, E_- = -0.5 \) and \( \Delta E = E_0 - E_- \). For more details see SI.

V. THREE-LEVEL OPEN SYSTEM WITHOUT TIME-REVERSAL SYMMETRY

As a toy model we consider a single (spinless) electron that can occupy three dots (1,2,3) in an equilateral triangle arrangement in the presence of a magnetic field. The positions of the quantum dots (QD) are given by \( \{\mathbf{q}_i ; i = 1, 2, 3\} \). This system (3QD) is governed by the single particle Hubbard Hamiltonian. This Hamiltonian type has been used to study more complex systems, such as Benzene molecules \( \left[52\right] \) and could be used to extend our results to more realistic scenarios. In the single electron localized basis \( \{|1\}, |2\}, |3\} \), the Hamiltonian is given by
\[
H_{el} = \tau \begin{pmatrix}
0 & e^{-i2\pi\phi/3} & e^{-i2\pi\phi/3} \\
e^{i2\pi\phi/3} & 0 & e^{i2\pi\phi/3} \\
e^{-i2\pi\phi/3} & e^{i2\pi\phi/3} & 0
\end{pmatrix}, \tag{28}
\]
where \( \tau \) is the tunneling parameter and \( \phi \) is the magnetic flux \( \left[53\right] \). The diagonal form of this Hamiltonian is \( H_{el} = \sum_{j \in \{\pm 0\}} \mathcal{E}_j |j\rangle \langle j| \) where \( \mathcal{E}_j = -2|\tau| \cos[2\pi(\phi+j*1)/3] \). For most values of the magnetic flux the Hamiltonian is non-degenerated.

The 3QD interacts with a low density gas of free particles of mass \( m \) that is at a thermal state with inverse temperature \( \beta \). We assume a simple form of the interaction potential given by
\[
H_{int}(\mathbf{q}) = \sum_{i \in \{1,2,3\}} V_i (\mathbf{q} - \mathbf{q}_i) |i\rangle \langle i|, \tag{29}
\]
where \( V_i (\mathbf{q} - \mathbf{q}_i) \) is a short range repulsive potential between the electron and the particle. In order to simplify numerical calculations we assume that the distance between dots is small in comparison with the typical wavelength of a quantum scatterer. This allows to treat all dots as sitting at the same point, while keeping the structure of the internal electron Hamiltonian \( \left[28\right] \). Then we can replace smooth potentials in \( \left[29\right] \) by 1D Dirac deltas \( \nu_\delta(q) \) and at the same time use as a heat bath a one-dimensional particle gas. Fig. 1 shows the results of numerical calculations for this simplified model showing a substantial violation of DBE while the stationary state remains a Gibbs one. Notice that in the presented example all coupling constants \( \nu_\delta \) are different. It is shown in the SI that if at least two constants are equal DBE is preserved. This is an example of a system-specific symmetry that restores DBE. Namely, here time reversal exchanges the eigenstates \( |\pm \rangle \) what can be undone by the permutation of two states from the set \( \{|\pm 1\} \) with equal couplings to the bath.

DBE establishes a relation between transition rates involving the same Bohr frequencies (i.e., \( a_{0k} \) and \( a_{0l} \)) allowing independent transition rates among different Bohr frequency \( \left[16\right] \). This relation, together with the KMS condition, forces the reduced system to thermalize. In contrast, systems violating DBE use a different thermalization mechanism. While they have some extra degree of freedom due to the DBE violation, thermalization imposes a complex dependence among rates for different Bohr frequencies that we term thermalization conditions. For example, in the case of the 3QD model they read
\[
a_{+0} (1 - I(0, +)) = a_{-0} (I(0, -) - 1); \tag{30a}
\]
A. Probability and heat currents

The different thermalization mechanisms could be better understood by analyzing the probability currents, $K_{jk}$ (see discussion below Eq. 29 and 34). Systems complying with DBE thermalize by reducing each individual probabilities currents, until all of them become zero at thermal equilibrium. In contrast, systems violating DBE thermalize by reducing $\sum_j K_{jk}$ which becomes zero at thermal equilibrium, while at least some of the individual currents,

$$K_{jk} = a_{jk} p_k^0 (I(j,k) - 1),$$

remain non zero even at equilibrium forming closed loops. These persistent currents are different from those found on aromatic [51][50] or mesoscopic rings [57][58]. The currents found in these works are also present in isolated systems. They are produced by breaking the time-reversal symmetry of the system eigenfunctions [50]. In contrast, the current described by Eq. (31) requires a non-isolated system and the breakdown of other symmetries (see section III).

It has been claimed that violation of DBE produces persistent heat currents in non-reciprocal systems [29]. The existence of these currents does not violate any fundamental thermodynamic law. Using the Spohn inequality it is possible to define thermodynamically consistent fundamental thermodynamic law. Using the Spohn inequality it is possible to define thermodynamically consistent fundamental thermodynamic law. Using the Spohn inequality it is possible to define thermodynamically consistent fundamental thermodynamic law. Using the Spohn inequality it is possible to define thermodynamically consistent fundamental thermodynamic law.

In summary, here we develop an open quantum system framework to study systems that violate DBE. This extra degree of freedom changes the system dynamics and could be beneficial for many applications, such as: speeding up thermalization, increasing the sensitivity of measuring devices, and improving the operation of heat machines. One should stress that DBE is not easy to break. The effect appears in the higher-order expansion with respect to the system-bath coupling constant and could vanish in the presence of certain spatial symmetries (see SI).
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SUPPLEMENTARY INFORMATION

The purpose of this supplementary information is to introduce a simple toy model which is used in the main text to explicitly illustrate the violation of detailed balance. We start with a rather general setup and go subsequently into a more specific setting which enables us to obtain $I(k, l)$ semianalytically without any approximations.

VI. GENERAL SETUP FOR THE TOY MODEL

We consider a non-relativistic quantum particle in a $d$-dimensional space. The corresponding Hilbert space is spanned by the momentum basis $|p\rangle$, or equivalently by the position basis $|q\rangle$. For a joined system-particle basis one has

$$\langle q_j|p_j\rangle = \delta_{jj'} \frac{e^{i\hat{p} \cdot q}}{(2\pi \hbar)^{d/2}}.$$  \hspace{1cm} (S1)

State vectors $|\Psi\rangle$ can be represented by wavefunctions

$$\Psi_j(q) = \langle q_j|\Psi\rangle, \quad \tilde{\Psi}_j(p) = \langle p_j|\Psi\rangle.$$  \hspace{1cm} (S2)

The Hamiltonian $H_0 = H_S + H_P$ of our two isolated subsystems satisfies

$$H_0 |p_j\rangle = \left( E_p + E_j \right) |p_j\rangle;$$  \hspace{1cm} (S3)

here $E_p = \frac{p^2}{2m}$. The interaction among the two subsystems, $H_{int}$ is defined by prescription

$$\langle p_j|H_{int}|\Psi\rangle = \Theta(P - p) \sum_{j'} \sum_{i} v_{ij}^P \Psi_{j'}(q_i) \frac{e^{-i\hat{p} \cdot q_i}}{(2\pi \hbar)^{d/2}};$$  \hspace{1cm} (S4)

here $P$ is the momentum UV cutoff needed for eventual renormalization. Renormalization is not needed for $d = 1$, but it is inevitable for $d = 2$ and 3. One may ask at this point where the particular form (S4) of the coupling comes from.

Here is the answer:

$$\langle p_j| \left( \sum_i |\chi_i\rangle \mathcal{V}_i \delta(q - q_i) \langle \chi_i| \right) \int_{\mathbb{R}^d} dq' \sum_{j'} \Psi_{j'}(q') |q'\rangle = \sum_{j'} \sum_i \left( \langle j|\chi_i\rangle \mathcal{V}_i \langle \chi_i|j'\rangle \right) \delta\langle p|q_i\rangle \mathcal{E}_l \Psi_{j'}(q_i).$$  \hspace{1cm} (S5)
Let us look now at the implicit Lippmann-Schwinger equation (LSE)

$$|\Psi\rangle = |p\rangle + G_0 H_{int} |\Psi\rangle.$$  \hfill (S6)

Here $G_0$ is the free Green’s operator, $G_0 = \frac{1}{E_p + \varepsilon_j - H_0 + i\varepsilon}$. The corresponding $T$-matrix elements are given simply as

$$\langle p'\rangle |T| p\rangle = \langle p'\rangle |H_{int}|\Psi\rangle = \langle p'\rangle |H_{int}|p\rangle + \langle p'\rangle |H_{int}G_0H_{int}|\Psi\rangle.$$  \hfill (S7)

Moreover, we can rewrite the above two expressions in terms of the full Green’s operator, $G = \frac{1}{E_p + \varepsilon_j - H_{tot} + i\varepsilon}$. One has

$$|\Psi\rangle = |p\rangle + G H_{int} |p\rangle;$$  \hfill (S8)

and

$$\langle p'\rangle |T| p\rangle = \langle p'\rangle |H_{int}|p\rangle + \langle p'\rangle |H_{int}G|H_{int}|p\rangle.$$  \hfill (S9)

Equation (S9) can be used to relate the $T$-matrix properties with the full Green’s operator and, in this way, determine the necessary conditions on the full Green’s operator for DBE. For example, if $\langle p'\rangle |H_{int}|p\rangle$ is a symmetric matrix, then the same applies also for the matrix elements of $G$, and therefore also the $T$-matrix elements are symmetric. Establishing the requirement on the Green’s function for complying with the other conditions on the $T$-matrix (hermiticity, time reversal with and without parity, see section III on the main text) is left for future works.

Let us return now to equation (S7). The r.h.s. can actually be evaluated explicitly as above in (S4). Meaning also that all the $T$-matrix elements are completely specified by knowledge of $\{\Psi_j(q_i)\}_{j,i}$. Note also that

$$\langle p'\rangle |T| p\rangle = \frac{\delta^d(p' - p') \delta_{jj'}}{E_p + \varepsilon_j - E_p' + i\varepsilon}.$$  \hfill (S10)

Returning to (S6) and taking advantage of (S10) and (S4). One gets

$$\psi_j'(p') = \delta^d(p - p') \delta_{jj'} + \int_{\mathbb{R}^d} d^d p'' \sum_{j''} \frac{\delta^d(p' - p'')}{E_p + \varepsilon_j - E_{p''} - \varepsilon_j + i\varepsilon} \langle p''\rangle |H_{int}|\psi_j''\rangle =$$

$$= \delta^d(p - p') \delta_{jj'} + \frac{\langle p'\rangle |H_{int}|\psi_j\rangle}{E_p + \varepsilon_j - E_p' + i\varepsilon} =$$

$$= \delta^d(p - p') \delta_{jj'} + \frac{\Theta(P - p')}{E_p + \varepsilon_j - E_{p'} - \varepsilon_j + i\varepsilon} \int_{\mathbb{R}^d} d^d p'' \sum_{j''} \psi_j''(p'') \psi_j''(q_i) e^{-\frac{i}{\hbar}p''q_i}. $$  \hfill (S11)

Showing once again that the scattering wavefunction $\psi_j'(p')$ is known if a finite sequence of values of $\{\Psi_j(q_i)\}_{j,i}$ is known. In passing we note that there is no scattering for $p' > P$ due to presence of $\Theta(P - p')$. What remains to be done is to find the above mentioned values of $\{\Psi_j(q_i)\}_{j,i}$.

One has

$$\psi_j(q_i) = \int_{\mathbb{R}^d} d^d p' \psi_j'(p') \frac{e^{\frac{i}{\hbar}p'q_i}}{(2\pi\hbar)^{d/2}}.$$  \hfill (S12)

and (S11) provides immediately

$$\psi_j'(q_i) = \frac{e^{\frac{i}{\hbar}p'q_i}}{(2\pi\hbar)^{d/2}} \delta_{jj'} + \sum_{j''} \left\{ \frac{v_j''(p')}{(2\pi\hbar)^{d/2}} \int_{\mathbb{R}^d} d^d p' \Theta(P - p') e^{\frac{i}{\hbar}p'(q_i - q_{i''})} \right\} \psi_j''(q_i). $$  \hfill (S13)

The just obtained outcome (S13) represents a set of linear inhomogeneous equations for the unknowns $\{\psi_j(q_i)\}_{j,i}$. It can be solved either analytically or numerically, assuming tacitly regularity. Having the coefficients $\{\psi_j(q_i)\}_{j,i}$ in hand, all the $T$-matrix elements (S7) can be accessed using (S4). Such that

$$\langle p'\rangle |T| p\rangle = \Theta(P - p') \int_{\mathbb{R}^d} d^d p'' \left\{ \sum_{j''} \frac{v_j''(p')}{(2\pi\hbar)^{d/2}} \psi_j''(q_i) e^{-\frac{i}{\hbar}p''q_i} \right\}.$$  \hfill (S14)

The final outcome of our above pursued analysis can be summarized by working equations (S13) and (S14).
A. Short separation

Substantial simplification follows when all the sites \( q_i \) are placed at the origin \( 0 \).
One has
\[
\Psi_{j'} = \frac{\delta_{jj'}}{(2\pi \hbar)^d/2} + \frac{1}{(2\pi \hbar)^d} \int_{\mathbb{R}^d} d^d p' \frac{\Theta(P - p')}{E_p + \varepsilon_j - E_{p'} - \varepsilon_{j'} + i\varepsilon} \sum_{j''} v_{j'j''} P_i \Psi_{j''};
\]  
(S15)
with
\[
v_{j'j''} = \sum_{j'''} v_{j'j''}^P P_i;
\]  
(S16)
and \( \Psi_{j'} \equiv \Psi_{j'}(0) \). Equation (S14) for the \( T \)-matrix elements boils down into
\[
\langle p' j' | T | p j \rangle = \frac{\Theta(P - p')}{(2\pi \hbar)^d/2} \sum_{j''} v_{j'j''} P_i \Psi_{j''}.
\]  
(S17)
Combining (S17) and (S15) yields an even simpler formula
\[
\langle p' j' | T | p j \rangle = \frac{\Theta(P - p')}{(2\pi \hbar)^d/2} \sum_{j''} v_{j'j''} P_i \Psi_{j''}.
\]  
(S18)
The final outcome of the just presented analysis can be summarized by equations (S15) and (S18). Note that the \( T \)-matrix elements coming out of (S18) are, by construction, independent upon the directions of \( p \) and \( p' \). This is not the case when formula (S14) is used in the general setup.

B. One dimensional case

The UV cutoff \( P \) can be lifted to \(+\infty\), since for \( d = 1 \) no renormalization is needed. Contour integration (residue theorem) provides the required integral
\[
\int_{-\infty}^{+\infty} dp' \frac{1}{E_p + \varepsilon_j - E_{p'} - \varepsilon_{j'} + i\varepsilon} = -i\pi \sqrt{\frac{2m}{E - \varepsilon_{j'}}};
\]  
(S19)
here \( E = E_p + \varepsilon_j \). Note that \( E - \varepsilon_{j'} > 0 \) as long as the \( j' \)-th channel is open for scattering, and \( E - \varepsilon_{j'} < 0 \) as long as the \( j' \)-th channel is closed for scattering. For the sake of clarity, we present explicitly the calculation leading to (S19):
\[
\int_{-\infty}^{+\infty} \frac{dp'}{E - \varepsilon_{j'} + i\varepsilon - E_{p'}} = 2m \int_{-\infty}^{+\infty} \frac{dp'}{2m(E - \varepsilon_{j'} + i\varepsilon) - p'^2} = -2m \int_{-\infty}^{+\infty} \frac{dp'}{(p' - y)(p' + y)};
\]  
(S20)
where
\[
y = \sqrt{2m(E - \varepsilon_{j'} + i\varepsilon)}, \quad \text{Re } y > 0, \quad \text{Im } y > 0.
\]  
(S21)
The integration contour over \( p' \) can now be closed in the upper half of the complex \( p' \)-plane. In this way only the pole \( p' = y \) is encircled, and the residue theorem yields accordingly
\[
\int_{-\infty}^{+\infty} \frac{dp'}{E - \varepsilon_{j'} + i\varepsilon - E_{p'}} = -i\pi \sqrt{\frac{2m}{E - \varepsilon_{j'} + i\varepsilon}}.
\]  
(S22)
Thereby (S19) is obtained for \( \varepsilon \rightarrow +0 \). Equation (S15) boils down into
\[
\Psi_{j'} = \frac{\delta_{jj'}}{\sqrt{2\pi \hbar}} = \frac{i}{2\hbar} \sqrt{\frac{2m}{E - \varepsilon_j}} \sum_{j''} v_{j'j''} P_i \Psi_{j''}.
\]  
(S23)
Equation (S18) boils down into
\[
\langle p' j' | T | p j \rangle = \frac{i}{\pi} \sqrt{\frac{E - \varepsilon_j}{2m}} \left( \sqrt{\frac{2\pi \hbar}{2m}} \Psi_{j'} - \delta_{jj'} \right).
\]  
(S24)
In particular, we consider the three-level system described in the main text. Its Hamiltonian is defined in the main text Eq. 28. The localized basis, \((|1\rangle, |2\rangle, |3\rangle\) corresponds to the states \(|\chi_{j}\rangle\) in Eq. S5 of this supplement and \(|j\rangle\), with \(j = -1, 0, +1\), to the three-level system eigenstates. Using the relation between the localized basis and the system Hamiltonian [53], one can find \(v_{j,j'}\):

\[
v_{jj} = \frac{V_1 + V_2 + V_3}{3};
\]

\[
v_{0+} = v_{++} = v_{--} = \frac{1}{3} \left( V_1 + V_2 e^{i2\pi/3} + V_3 e^{-i2\pi/3} \right) = \frac{1}{3} \left( V_1 - \frac{1}{2}(V_2 + V_3) + i\frac{\sqrt{3}}{2}(V_2 - V_3) \right); \]  

\[
v_{0-} = v_{-+} = v_{+-} = \frac{1}{3} \left( V_1 + V_2 e^{-i2\pi/3} + V_3 e^{i2\pi/3} \right) = \frac{1}{3} \left( V_1 - \frac{1}{2}(V_2 + V_3) - i\frac{\sqrt{3}}{2}(V_2 - V_3) \right). \]

Assuming \(j = 0\), and replacing the coefficients above into Eq. S23 we get:

\[
\Psi_0 = \frac{1}{\sqrt{2\pi}h} \cdot \sqrt{\frac{2m}{E - \epsilon_0}} (v_{0,0}\Psi_0 + v_{0,+}\Psi_+ + v_{0,-}\Psi_-),
\]

\[
\Psi_+ = -\frac{i}{2h} \sqrt{\frac{2m}{E - \epsilon_+}} (v_{+,0}\Psi_0 + v_{+,+}\Psi_+ + v_{+-}\Psi_-),
\]

\[
\Psi_- = -\frac{i}{2h} \sqrt{\frac{2m}{E - \epsilon_-}} (v_{-,0}\Psi_0 + v_{-,+}\Psi_+ + v_{--}\Psi_-),
\]

Solving the equations above and using (S25), (S26) and (S27), we get:

\[
\Psi_0 = N_{\psi} \left[ (-i(-i + b_-v_{0,0})(-i + b_-v_{0,0}) + ib_-b_+v_{-,0}v_{+,0}) \right],
\]

\[
\Psi_+ = N_{\psi} \left[ b_+(v_{+,0} - ib_-(v_{-,0}^2 - v_{0,0}v_{+,0})) \right],
\]

\[
\Psi_- = N_{\psi} \left[ b_-(v_{-,0} - ib_+(v_{+,0}^2 - v_{0,0}v_{-,0})) \right],
\]

where \(b_1 = \frac{1}{2\pi} \sqrt{\frac{2m}{E - \epsilon_1}}\) and

\[
\frac{1}{N_{\psi}} = -i(-i + b_-v_{0,0})(-i + b_-v_{0,0}) + ib_-b_+v_{-,0}v_{+,0} + b_0 \left(-i(b_- + b_+)v_{0,0}^2 + b_-b_+v_{0,0}v_{+,0}^2 + iv_0v_{+,0} + b_-b_+v_{+,0}^2 - v_{0,0}(1 + 3b_-b_+v_{-,0}v_{+,0})\right).
\]

In a similar way, the scattering wavefunctions can be deduced for \(j = +\) and \(j = -\). Having the scattering wavefunctions it is straightforward to obtain the \(T\)-Matrix elements using Eq. S24 of this supplement.
A. Detailed balance conditions on the T-matrix for a toy model

In this section we show that our toy model breaks the four detailed balance conditions (see Section III on the main text). In particular we will show that the necessary conditions for \( I(\pm,0) \neq 1 \) are met. For our toy model:

\[
\langle p' +| T |p 0 \rangle = \frac{i N_\Psi}{\sqrt{2 \pi \hbar}} (v_{+0} - i b_- (v_{-0}^2 - v_{00} v_{-0})), \tag{S35}
\]

\[
\langle p 0 |T |p' + \rangle = \frac{i N_\Psi}{\sqrt{2 \pi \hbar}} (v_{-0} - i b_- (v_{+0}^2 - v_{00} v_{-0})). \tag{S36}
\]

Here the normalization prefactor is given by

\[
\frac{1}{N_\Psi} = i + b_0 b_- b_+ V_1 V_2 V_3 + \frac{1}{3} (b_0 + b_- + b_+) (V_1 + V_2 + V_3) - \frac{i}{3} (b_- b_+ + b_0 (b_- + b_+)) (V_1 V_2 + V_1 V_3 + V_2 V_3). \tag{S37}
\]

Besides the resonances, \( E = E_j \), \( N_\Psi \) is a finite number for finite potentials. This implies that \( N_\Psi \) in general is nonzero.

**Hermiticity**

In order to check hermiticity we do a series expansion on the coupling strength, \( v_{ij} \). Hermiticity is broken at second order, as shown below:

\[
\langle p' + | T |p 0 \rangle - \langle p 0 |T |p' + \rangle^* = -\frac{i}{\sqrt{2 \pi \hbar}} (2 Re (b_-) v_{+0}^2 + 2 v_{+0} v_{00} (Re(b_+) + Re(b_0))) + O(v_{ij}^3), \tag{S38}
\]

which besides some very specific values of \( E \) is different from zero as long as not all the potentials are the same.

**Symmetric matrix**

\[
\langle p' + | T |p 0 \rangle - \langle p 0 |T |p' + \rangle = \frac{N_\Psi (V_2 - V_3)}{\sqrt{6 \pi \hbar}} (1 + i b_- V_1), \tag{S39}
\]

which is different from zero as long as \( V_2 \neq V_3 \). This expression is correct for any coupling strength.

**Time reversal symmetry with and without parity transformation:**

In our toy model the T-matrix is invariant under parity transformation. Therefore, these two conditions are actually the same and here we just prove the time reversal symmetry with parity transformation.

\[
|\langle p' + | T |p 0 \rangle|^2 - |\langle p 0 |T |p' + \rangle|^2 = \frac{|N_\Psi|^2 Re(b_-) (V_1 - V_3) (V_2 - V_3) (V_1 - V_3)}{3 \sqrt{3 \pi \hbar}}, \tag{S40}
\]

which is different from zero as long as all the potentials are different. This expression is correct for any coupling strength.

B. Calculating \( I(k,l) \) for a toy model

Despite breaking all the sufficient conditions on the T-matrix for DBE, there could be cases where DBE is still preserved. To confirm that DBE is actually broken, we explicitly calculate \( I(k,l) \). For this, we numerically compute
the following integrals:

\[ A_\beta(j',j) = \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \ e^{-\beta E_p} \delta\left(E_p + \mathcal{E}_j - E_{p'} - \mathcal{E}_{j'}\right) \left| \langle p'j'| T \mid p;j \rangle \right|^2 = 2m \int_{\mathcal{E}_j}^{\infty} dE \ \frac{e^{-\beta(E - \mathcal{E}_j)}}{\sqrt{(E - \mathcal{E}_j)(E - \mathcal{E}_{j'})}} \left| \langle p'j'| T \mid p;j \rangle \right|^2; \]  

(S41)

and

\[ B_\beta(j',j) = \int_{-\infty}^{+\infty} dp \int_{-\infty}^{+\infty} dp' \ e^{-\beta E_p} \delta\left(E_p + \mathcal{E}_j - E_{p'} - \mathcal{E}_{j'}\right) \left| \langle p,j \mid T \mid p'j' \rangle \right|^2 = 2m \int_{\mathcal{E}_j}^{\infty} dE \ \frac{e^{-\beta(E - \mathcal{E}_j)}}{\sqrt{(E - \mathcal{E}_j)(E - \mathcal{E}_{j'})}} \left| \langle p,j \mid T \mid p'j' \rangle \right|^2. \]  

(S42)

Subsequently, we also get the ratio

\[ I_\beta(j',j) = \frac{A_\beta(j',j)}{B_\beta(j',j)}. \]  

(S43)

Having in hand \( I_\beta(j',j) \), we can even check the validity of the two thermalization conditions (Eqs. 30a and 30b in the main text). The obtained numerical results are presented graphically in the main text.