Computing sandpile configurations using integer linear programming
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Abstract
The set of recurrent configurations of a graph together with a sum operation form the sandpile group. It is well known that recurrent sandpile configurations can be characterized as the optimal solution of certain optimization problems. In this article, we present two new integer linear programming models, one that computes recurrent configurations and other that computes the order of the configuration. Finally, by using duality of linear programming, we are able to compute the identity configuration for the cone of a regular graph.
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1. Introduction

The Abelian sandpile model was firstly studied by Bak, Tang and Wiesenfeld [3, 4] on integer grid graphs. It was the first example of a self-organized critical system, which attempts to explain the occurrence of power laws in many natural phenomena [2], ranging on different fields like geophysics [20], optimization [8, 14], economics [7] and neuroscience [10]. An exposure to self-organized-critically is provided in [2], and one for the sandpile model can be found in [18]. An excellent reference on the theory of sandpiles is the book of Klivans [16], which we follow closely.

In the graph case, the dynamics of the Abelian sandpile model [12] begins with a graph with a special vertex, called sink. We will simply use the term graph to mean a finite connected multidigraph without loops and with a global sink. A global sink is a vertex such that there exists a directed path from every non-sink vertex to the sink. Note that any vertex is a global sink in a connected simple graph. Let $G = (V, E)$ be a graph with $V$ its vertex set, $E$ its edge set and $q \in V$ be a global sink of $G$. For simplicity, $\tilde{V}$ will denote the set of non-sink vertices. We denote by $\mathbb{N}$ the set of non-negative integers. In the sandpile model, a configuration on $(G, q)$ is a vector $c \in \mathbb{N}^\tilde{V}$, in which the entry
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$c_v$ is associated with the number of grains of sand or chips placed on vertex $v$. A non-sink vertex $v$ is called **stable** if $c_v$ is less than its **degree** $d_G(v)$, and **unstable**, otherwise. Moreover, a configuration is called **stable** if every non-sink vertex is stable. The **toppling rule** in the dynamics consists on selecting an unstable vertex $u$ and moving $d_G(u)$ grains of sand from $u$ to its neighbors, in which each neighbor $v$ receives $m_{(u,v)}$ grains of sand, where $m_{(u,v)}$ denotes the number of edges going from $u$ to $v$.

The **Laplacian matrix** $\Delta(G)$ of a graph $G$ is the matrix whose $(u,v)$-entry is defined by

$$\Delta(G)_{u,v} = \begin{cases} d_G(u) & \text{if } u = v, \\ -m_{(u,v)} & \text{otherwise}. \end{cases}$$

The **reduced Laplacian matrix** $\Delta_q(G)$ is the matrix defined as the Laplacian matrix where the column and row associated with the sink are removed. For simplicity, we will use $\Delta_q$ to denote the reduced Laplacian. Then, toppling vertex $v_i$ in the configuration $c$ corresponds to the subtraction the $i$-th row to $c$, in other words, $c - e_i \Delta_q$. In this setting the sink never topples, it only collects all grains of sand getting out of the dynamics of the model. This model of configurations on $G$ together with the toppling rule is denoted by $\text{ASM}(G,q)$.

Starting with any unstable configuration and toppling unstable vertices repeatedly, we will always obtain a stable configuration after a finite sequence of topplings, see [15, Lemma 2.4]. It is important to know that the stabilization of an unstable configuration is unique, see [19, Theorem 2.1]. The stable configuration obtained from $c$ will be denoted by $s(c)$. An example of stabilization of a configuration is given in Figure 1. The finite sequence of topplings required to get the stable configuration is known as **avalanche**, and its **size** is the number of topplings. Then, $s(c) = c - \beta \Delta_q$ for some unique $\beta \in N^\sim V$.

Let $\deg_q(G)$ denote the vector $(\deg_G(u))_{u \in V}$. A configuration $c$ is **recurrent** or **critical** if there exists a configuration $d \geq \deg_q(G)$ such that $c = s(d)$. The sum of two configurations $c$ and $d$ is performed entry by entry, that is, $(c + d)_u = c_u + d_u$ for all $u \in V$. Moreover, let $c \oplus d := s(c + d)$.

Recurrent configurations play a central role in the dynamics of the ASM, and together with the $\oplus$ operation they form an Abelian group known as **sandpile group**, which is denoted by $\text{SP}(G,q)$.
Theorem 1.1. [15, Corollary 2.16]. Let $G$ be a graph with global sink $q$, then $SP(G, q)$ is an Abelian group.

The sandpile group $SP(G, q)$ is isomorphic to the quotient of $\mathbb{Z}^{\tilde{V}}$ modulo the $\mathbb{Z}$-module generated by the rows of the reduced Laplacian matrix of $G$. Thus two vectors $c$ and $d$ are (firing) equivalent in $\mathbb{Z}^{\tilde{V}}$, denoted by $c \sim d$, if there exists a vector $z \in \mathbb{Z}^{\tilde{V}}$ such that $c = d + z\Delta_q$. The equivalence class of an element $c$ is denoted by $[c]$. Moreover, there exists an unique recurrent configuration for every equivalence graph, see [16, Theorem 2.6.6]. Several properties might be clearer if we consider recurrent configurations as representatives of equivalence classes of $SP(G, q)$. Therefore, by the fundamental theorem of finitely generated Abelian groups,

$$SP(G, q) \cong \mathbb{Z}_{f_1} \oplus \mathbb{Z}_{f_2} \oplus \cdots \oplus \mathbb{Z}_{f_{n-1}},$$

where $f_i > 0$ and $f_i \mid f_j$ for all $i < j$. The algebraic structure of the sandpile group can be computed using the Smith normal form of the reduced Laplacian matrix.

It is important to note that the algebraic structure of the sandpile group does not depend on the sink vertex. However, the set of recurrent configurations of $G$ do depends on the sink vertex. In general, it is easier to describe the abstract structure of the sandpile group than to give an explicit description of recurrent configurations and their generated subgroups.

The set of recurrent configurations and their generated subgroups has been described only for a few family of graphs. For instance, in [17], [9], and [11] is given a partial characterization of the recurrent configuration that plays the role of the identity for the grid graph. And it is still open to prove that the identity element of the grid graph has a large square of constant value centered at the origin [16, Conjecture 5.7.3]. In a parallel way, the sandpile dynamics can be generalized to non-singular $M$-matrices instead of Laplacian matrices, see [13].

In this article we give an integer linear program model whose optimal solution computes the recurrent configuration equivalent to a given configuration and another one that computes its order. This model is simpler and useful on computing the identity and the generators of the sandpile group. For simplicity, we give the results in terms of the Laplacian matrix, but it can be extended to $M$-matrices.

2. Recurrent configurations as optimal solutions of a integer linear program

It is not surprising that recurrent configurations can be seen as solutions of a variety of optimization problems. For instance in [1, Theorem 2.36], the unique recurrent configuration that belongs to a class of a stable configuration was characterized as the optimal solution of an integer linear program.

A configuration $c$ is superstable if and only if $\sigma_{\text{max}} - c$ is recurrent, where $\sigma_{\text{max}} = \deg(G, q) - 1$ is the maximum stable configuration. In [5], superstable configurations were characterized as the configurations that minimize the energy. The energy $E(c)$ of $c$ is given by $\|\Delta_q^{-1}c\|_2^2$, where $\|c\|_2^2 = c \cdot c$. This is, superstable configurations are the solutions of the energy minimization problem: Given a configuration $c$, determine a configuration of lowest energy that is firing equivalent to $c$. That is, a solution to:

$$\min \{ E(c) | c \sim c \}.$$
\[
\begin{align*}
\argmin \quad & E(c) \\
\text{c} & \sim \text{d} \\
\text{d} & \geq 0
\end{align*}
\]

A nice presentation of the topic can also be found in [16, Section 2.6.4]. In [13] the idea of energy minimizers was formulated for a wide variety of objective functions under linear restrictions.

Over all optimization problems that characterize the recurrent configurations as its solution perhaps the simplest and powerful is the Least Action Principle.

**Lemma 2.1 (Least Action Principle).** [16, Proposition 2.6.18] Let \( G \) be a graph with global sink \( q \), \( c \) be a configuration of \((G, q)\), \( d = s(c) \) and \( z \in \mathbb{N}\tilde{V} \) such that

\[
d = c - z\Delta_q.
\]

If \( f = c - w\Delta_q \) is stable for some \( w \in \mathbb{Z}\tilde{V} \), then \( z \leq w \).

From the Least Action Principle we get the following characterization of the stabilization of a configuration using an integer linear program.

**Corollary 2.2.** Let \( G \) be a graph with global sink \( q \), \( c \) be a configuration of \((G, q)\) and \( \sigma_{\text{max}} \) be the maximum stable configuration. If \( x^* \) is an optimal solution of the integer linear program

\[
\begin{align*}
\text{maximize} \quad & 1 \cdot x^t \\
\text{subject to} \quad & 0 \leq c - x\Delta_q \leq \sigma_{\text{max}}, \\
& x \in \mathbb{Z}\tilde{V},
\end{align*}
\]

then \( x^* \) is unique and \( s(c) = c - x^*\Delta_q \).

**Proof.** Let \( f = c - x^*\Delta_q \) and \( s(c) = c - z\Delta_q \). Since \( f \) is stable, by the Least Action Principle \( z \leq x^* \). Moreover, since \( x^* \) is an optimal solution of (2), then \( z = x^* \) and therefore \( x^* \) is unique. \( \square \)

Note that Corollary 2.2 applies to any configuration. However, a special case is given when \( c \geq \text{deg}_{G}(G, q) \), for which we get recurrent configurations. Dually, we have an equivalent principle, which we call the Maximal Action Principle.

**Lemma 2.3 (Maximal Action Principle).** Let \( G \) be a graph with global sink \( q \), \( c \) be a stable configuration of \((G, q)\), \( d \) be the recurrent configuration firing equivalent to \( c \) and \( z \in \mathbb{N}\tilde{V} \) such that

\[
d = c + z\Delta_q.
\]

If \( f = c + w\Delta_q \) is stable for some \( w \in \mathbb{Z}\tilde{V} \), then \( w \leq z \).
Proof. Since $\Delta_q$ is a $M$-matrix there exists $h \in \mathbb{N}_+^\tilde{V}$ such that $h\Delta_q \geq 1$. Thus, it is not difficult to check that there exists $t \in \mathbb{N}_+$ such that $c' = c + th\Delta_q \geq \deg(G,q)$.

Now, let $z' \in \mathbb{N}_+^\tilde{V}$ such that $s(c') = c' - z'\Delta_q$. Since $c' \in [c]$, by the definition of recurrent configuration,

$$d = s(c') = c + (th - z')\Delta_q$$

and $z = th - z'$. Since $f = c + w\Delta_q$ if and only if $f = c' - (th - w)\Delta_q$, then applying the Least Action Principle to $c'$ we get that $th - z = z' \leq th - w$ and we get the result.

In a similar way, we get a characterization of a recurrent configuration as a solution of an integer linear program using the Maximal Action Principle.

**Theorem 2.4.** [1, Theorem 2.36] Let $G$ be a graph with global sink $q$, $c$ be a stable configuration of $(G,q)$. If $x^*$ is an optimal solution of the integer linear program

$$\begin{align*}
\text{maximize} & \quad 1 \cdot x \\
\text{subject to} & \quad 0 \leq c + x\Delta_q \leq \sigma_{\text{max}}, \\
& \quad x \in \mathbb{Z}_{\tilde{V}},
\end{align*}$$

(3)

then $x^*$ is unique and $c + x^*\Delta_q \in SP(G,q)$.

Proof. It follows by similar arguments of those used in Corollary 2.2 but using the Maximal Action Principle instead the Least Action Principle.

Clearly applying Theorem 2.4 to $c = 0$ we can compute the identity of $SP(G,q)$.

**Corollary 2.5.** Let $G$ be a graph with global sink $q$. If $x^*$ is an optimal solution of the integer linear problem:

$$\begin{align*}
\text{maximize} & \quad 1 \cdot x \\
\text{subject to} & \quad 0 \leq x\Delta_q \leq \sigma_{\text{max}}, \\
& \quad x \in \mathbb{Z}_{\tilde{V}},
\end{align*}$$

(4)

then $x^*\Delta_q$ is the identity in $SP(G,q)$.

Proof. Since $0$ is stable and the identity of $\mathbb{Z}_{\tilde{V}}$, then by Theorem 2.4, $x^*\Delta_q$ is recurrent and therefore the identity in $SP(G,q)$.

In a similar way, the generators of $SP(G,q)$ can also be computed using Theorem 2.4 by taking $c$ as the canonical vectors $\{e_i\}$. Moreover, the degree in the group $SP(G,q)$ of any recurrent configuration can be computed by the following integer linear program. Recall that the order of an element $c$ of a group is the smallest positive integer $d$ such that $dc = e$, where $e$ denotes the identity element of the group.

**Theorem 2.6.** Let $G$ be a graph with global sink $q \in V(G)$ and $c$ be a configuration. If $x^*$ is an optimal solution of the integer program:

$$\begin{align*}
\text{minimize} & \quad d \\
\text{subject to} & \quad x\Delta_q = dc, \\
& \quad d \in \mathbb{N}_+, \\
& \quad x \in \mathbb{Z}_{\tilde{V}},
\end{align*}$$

(5)
then $d$ is the order of $[c]$ in $SP(G,q)$.

Proof. It follows because $[0] = [c]$ if and only if $x \Delta_q = c$ and $d$ is the minimum positive integer such that $d[c] = [dc] = [0]$.

Next example illustrates the previous results.

Example 2.7. Let $C_5$ be the cycle with 5 vertices and global sink $q$ as in Figure 1. By computing the Smith normal form of $\Delta_q(C_5)$, we know that

$$SP(C_5,q) \cong \mathbb{Z}_5.$$ 

Now, let $e_i$ denotes the vector with a 1 in the $i$-th vector and 0’s elsewhere. The solution of the integer linear program (3) given in Theorem 2.4 with $c$ equal to a vectors $e_i$ or 0 gives us the recurrent configurations for $SP(C_5,q)$.

In a similar way, the solution of the integer linear program (5) given in Theorem 2.6 gives us their orders, see Table 1.

| $c$     | $x^*$  | $c + x^* \Delta_q$ | order |
|---------|--------|---------------------|-------|
| (0,0,0,0) | (2,3,3,2) | (1,1,1,1)         | 1     |
| (1,0,0,0) | (1,2,2,1) | (1,1,1,1)         | 5     |
| (0,1,0,0) | (1,1,1,1) | (1,1,0,1)         | 5     |
| (0,0,1,0) | (1,1,1,1) | (1,0,1,1)         | 5     |
| (0,0,0,1) | (1,2,2,1) | (0,1,1,1)         | 5     |

Table 1: Recurrent configurations of $SP(C_5,q)$ and their orders.

The interpretation of the recurrent configurations of a graph as optimal solution of an integer linear programming gives us a powerful concept of duality. The dual problem of the relaxation of the integer linear program (4) is given by:

minimize $[\sigma_{max}^t \ 0^t] y$

subject to $[\Delta_q \ \Delta_q^t] y = 1$

$y_i \geq 0$ for $i = 1, \ldots, n$.

$y_i \leq 0$ for $i = n + 1, \ldots, 2n$.

As a consequence of the Weak Duality Theorem [6, Corollary 4.2] we get the following result.

Proposition 2.8. Let $x$ and $y$ be feasible solutions of the relaxation of (4) and its dual, respectively. If

$$[\sigma_{max}^t \ 0^t] y = 1^t \cdot x,$$

then $x$ and $y$ are optimal solutions of the relaxation of (4) and its dual, respectively.

We finish with a characterization of the identity in the special case of the cone of a $r$-regular graph. Given a graph $G$, the cone of a graph $G$ is the graph $CG$ obtained from $G$ by adding a new apex vertex $u$ and the edges between $u$ and all the vertices of $G$. 
Corollary 2.9. Let $G$ be a $r$-regular graph. If the global sink $q$ is the apex of $CG$, then $r \cdot \mathbf{1}$ is the identity of $SP(CG, q)$.

Proof. Let $x = r \mathbf{1}$ and $y = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$. Since $\Delta_q(CG) \mathbf{1} = \mathbf{1}$, $r \mathbf{1}$ is a feasible solution of the linear relaxation of (4) and $y$ is a solution of its dual. On the other hand, their costs are equal to $r \mathbf{1} \cdot \mathbf{1} = r \cdot n = \sigma_{\text{max}} \cdot \mathbf{1}$.

Therefore, by Corollary 2.5, $x$ is an optimal solution of the relaxation of the integer linear program (4). Since the solution is integral, then $r \mathbf{1}$ is the identity of the sandpile group of $(CG, q)$.
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