Infectivity Upsurge by COVID-19 Viral Variants in Japan: Evidence from Deep Learning Modeling
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Abstract: The significant health and economic effects of COVID-19 emphasize the requirement for reliable forecasting models to avoid the sudden collapse of healthcare facilities with overloaded hospitals. Several forecasting models have been developed based on the data acquired within the early stages of the virus spread. However, with the recent emergence of new virus variants, it is unclear how the new strains could influence the efficiency of forecasting using models adopted using earlier data. In this study, we analyzed daily positive cases (DPC) data using a machine learning model to understand the effect of new viral variants on morbidity rates. A deep learning model that considers several environmental and mobility factors was used to forecast DPC in six districts of Japan. From machine learning predictions with training data since the early days of COVID-19, high-quality estimation has been achieved for data obtained earlier than March 2021. However, a significant upsurge was observed in some districts after the discovery of the new COVID-19 variant B.1.1.7 (Alpha). An average increase of 20–40% in DPC was observed after the emergence of the Alpha variant and an increase of up to 20% has been recognized in the effective reproduction number. Approximately four weeks was needed for the machine learning model to adjust the forecasting error caused by the new variants. The comparison between machine-learning predictions and reported values demonstrated that the emergence of new virus variants should be considered within COVID-19 forecasting models. This study presents an easy yet efficient way to quantify the change caused by new viral variants with potential usefulness for global data analysis.
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1. Introduction

The global challenge caused by the COVID-19 pandemic is unavoidable and there has been significant mortality and damage to the global economy [1]. While the situation is expected to recover with the development and administration of vaccines [2], many countries are concerned with limitations associated with the vaccination process (WHO, https://covid19.who.int/ (accessed on 17 June 2021)). It becomes more challenging to continue strong restrictions on public movement or nation-wide lockdown with the global economy collapse [3]. Several territories have considered public awareness by requesting voluntary actions to reduce the spread of the pandemic [4–6]. However, the development of these policies requires an efficient forecasting process to provide appropriate instructions and proper timing.

In epidemiology, mathematical modeling of the viral spread is commonly used to understand the current and future infection risks. The most used models are the susceptible, infected, and recovered (SIR) [7] and the susceptible, exposed, infected, and recovered (SEIR) models [8]. These compartmental models was used to demonstrate several pandemics earlier to COVID-19. Moreover, several attempts are considered modifications of
conventional compartmental models for more general and efficient forecasting (e.g., [9,10]). A review of COVID-19 forecasting models is in [11]. In this review, it was shown that deep learning models can reach to human expert level but it requires a relatively large amount of training data.

Several models have been developed for the prediction of potential risk, such as infection rate increases, using different data forms [12–18]. With the emerging of new virus mutations [19], it has become unclear how such forecasting models designed using data obtained at the first generation of the virus spread can still be efficient to predict effects from emerging variants of the virus. The SARS-CoV-2 variant, B.1.1.7 lineage (a.k.a. 20B/501Y.V1 variant of concern (VOC) 202012/01) was first identified in the UK. Since then, many other cases have been reported in different regions. The speed of this spread was suggested to be faster than expected, although quantitative discussion is difficult because of the presence of many other co-factors. It has been reported that the new UK variant B.1.1.7 (referred as the Alpha variant hereafter) has a 43–90% higher effective reproduction number [20,21]. This new variant has become common in Japan as of March 2021 and the first case was reported on 25 December 2020.

In previous studies, human mobility was suggested to be one of the key factors in characterizing the spread of the virus [22–25]. The mobility data was used as a surrogate of public activities and indication of social distancing, which is known as a dominant factor associated with COVID-19 infections. In addition, meteorological data have been suggested as additional factors that influence viral spread [26–31]. A recent systematic review suggested that, among meteorological factors, temperature and humidity were significantly correlated with COVID-19 morbidity [32]. In other studies, parameters related to policy, pollution levels, and wind speed were also included, which may also be considered as potential factors [33,34]. Our previous study suggested that some of these factors are confounding factors.

Based on the above findings, we demonstrated that a machine learning model based on long short-term memory (LSTM) that had only three parameters; that is, mobility at a central station in each district, ambient temperature, and humidity, was enough to estimate daily positives cases (DPC) in several urban areas in Japan. From one year of data from six districts, the average relative error was slightly improved by considering meteorological factors [35]. We investigated the effect of viral variants on the speed of the spread in different districts of Japan. The discussion was based on machine learning predictions that were developed in our previous study based on past data for one year. If our previous model works even after the emergence of these new variants, the model and parameters could be useful for future predictions. If the speed of the spread of the new variant is different, then further consideration is needed for future predictions.

2. Materials and Methods

2.1. Data Collection and Processing

In this study, we considered data from six districts of Japan in which a remarkable number of SARS-CoV-2 variants were reported that resulted in the issuance of a national State of Emergency (SoE) during May–June 2021. The number of COVID-19 DPC were obtained from the online open data sources provided by the Japanese Ministry of Health, Labor, and Welfare (https://www.mhlw.go.jp/stf/covid-19/open-data.html (accessed on 28 May 2021)) and local district websites. Effective reproduction number (R) data were obtained from Toyo Keizai online resources (https://toyokeizai.net/sp/visual/tko/covid19/en.html (accessed on 15 June 2021)). The R value is computed using the following equation:

\[ R_t = \left( \frac{\sum_{i=1}^{s} DPC_{t-i}}{\sum_{i=k+1}^{2s} DPC_{t-i}} \right)^{\mu/s}, \]

where s = 7 is the number of days for specific time period and \( \mu = 5 \) days is the mean generation time. Public movements were estimated from Google mobility reports (https://www.google.com/covid19/mobility/ (accessed on 21 May 2021)) that rep-
resented data global records from 15 February 2020. Google mobility reports showed the percentage of change in urban regions labeled as retail and recreation, grocery and pharmacy, parks, transit stations, workplaces, and residential in comparison with baseline data (median value from the 5-week period from 3 January, to 6 February 2020). Google mobility data, along with DPC in Tokyo, Aichi, and Osaka, are shown in Figure 1. Weather data measured at major cities within the target region were obtained from the Japan Meteorological Agency (https://www.jma.go.jp/jma/index.html (accessed on 28 May 2021)). Daily maximum/minimum temperature and average humidity that were acquired for Tokyo, Aichi, and Osaka are shown in Figure 2. Moreover, a reference representing the situation of working/vacation days is considered along with binary (1/0) labels representing national/local SoE call/release. All data were normalized to generate unified integrated training batches using the following equation.

\[
\tilde{y}_i = (\beta - \alpha) \frac{y_i - \min(y)}{\max(y) - \min(y)} + \alpha, \tag{2}
\]

where \(\alpha\) and \(\beta\) are scaling parameters, and \(y\) and \(\tilde{y}\) are the originally acquired data and normalized values, respectively. The dataset described above was collected for Tokyo, Aichi, Osaka, Hyogo, Kyoto, and Fukuoka and was split into training/testing batches considering 15 different time periods as listed in Table 1, which demonstrated a stride of one week forward each. For each time period, all training data of the six districts were normalized and combined to generate more reliable training features in a single dataset.

Figure 1. COVID-19 daily positive cases (DPC) and Google mobility change rates from baselines for Tokyo, Aichi, and Osaka (from top to bottom) from 19 February 2020 to 2 June 2021. Lines represent a 7-day average.
Figure 2. Maximum/Minimum daily temperature and average humidity for Tokyo, Nagoya, and Osaka (from top to bottom) from 19 February 2020 to 2 June 2021. Lines represent a 7-day average.

Table 1. Dataset splitting for training and testing in different forecasting time periods.

| Period# | from          | to            | from          | to            |
|---------|---------------|---------------|---------------|---------------|
| 1       | 15 February 2020 | 26 January 2021 | 27 January 2021 | 23 February 2021 |
| 2       | ...           | 2 February 2021  | 3 February 2021  | 2 March 2021     |
| 3       | ...           | 9 February 2021  | 10 February 2021 | 9 March 2021     |
| 4       | ...           | 16 February 2021 | 17 February 2021 | 16 March 2021    |
| 5       | ...           | 23 February 2021 | 24 February 2021 | 23 March 2021    |
| 6       | ...           | 2 March 2021    | 3 March 2021    | 30 March 2021    |
| 7       | ...           | 9 March 2021    | 10 March 2021   | 6 April 2021     |
| 8       | ...           | 16 March 2021   | 17 March 2021   | 13 April 2021    |
| 9       | ...           | 23 March 2021   | 24 March 2021   | 20 April 2021    |
| 10      | ...           | 30 March 2021   | 31 March 2021   | 27 April 2021    |
| 11      | ...           | 6 April 2021    | 7 April 2021    | 4 May 2021       |
| 12      | ...           | 13 April 2021   | 14 April 2021   | 11 May 2021      |
| 13      | ...           | 20 April 2021   | 21 April 2021   | 18 May 2021      |
| 14      | ...           | 27 April 2021   | 28 April 2021   | 25 May 2021      |
| 15      | ...           | 4 May 2021      | 5 May 2021      | 1 June 2021      |

The number of cases in which the viral variant was confirmed was acquired from the MHLW data port that was recently released (https://www.mhlw.go.jp/stf/seisakunitsuite/newpage_00054.html (in Japanese, accessed on 11 May 2021)). A sample of Alpha variant data is shown in Figure 3. The correlation between the changes in reported Alpha variant cases (confirmed by genome analysis) and DPC (scaled over 100,000 persons) in March/April 2021 is shown in Figure 3c,d. A high correlation was clearly demonstrated. However, as the data record of new viral variants is limited, we would like to further investigate this observation using a deep learning model trained with long-term data and validate the results obtained in several time frames. The effectiveness of this approach can be found in our previous study [35].
Figure 3. (a) Total confirmed cases with the Alpha variant and (b) DPC (per 100,000) in Tokyo, Aichi, Osaka, Hyogo, Kyoto, and Fukuoka. (c) Correlation between the total Alpha variant and the DPC per 100 k demonstrated high values. (d) Demonstration of time-independent high correlation between the Alpha variant and DPC ($R^2 = 0.65$).

2.2. Forecasting Deep Learning Model

A deep LSTM neural network was used to estimate the number of DPC from a blend of different data obtained earlier. LSTM is known to perform efficiently in time-series data forecasting and regression. In our earlier study, we proposed a multi-path LSTM neural network that could successfully estimate the number of DPC given the data of different districts in Japan [35]. The results demonstrated remarkable forecasting with good accuracy. However, with the emergence of new viral variants, the effective reproduction number has been reported to be higher [20,21] and, therefore, the pattern of future data is expected to lose consistency with the earlier data that was used for training.

In this study, we set the time frame for input and output data to 14 days. In other words, the network was trained to estimate the DPC for the upcoming 14 days given the data measured in the earlier 14 days, as shown in Figure 4. Moreover, we also included the public mobility measure with a wider scope by including all spots covered by the Google mobility reports, while in our earlier study [35], we considered mobility around major transport stations only. More detailed mobility data is expected to improve the model accuracy by learning the contribution of different urban regions on COVID-19 morbidity. We also considered including binary labels to demonstrate the working day status and call of SoE. This was based on the observation that the DPC were influenced by the weekday status and SoE. The fully connected (FC) layer was set to the four levels; that is, 3k, 3k, 1.5k, and 150, of neurons and the output layer had 14 neurons (i.e., number of estimated days). The network architecture shown in Figure 4 was implemented using Wolfram Mathematica (R) ver. 12.1 with LSTM cells (each output vector was 300 elements). The selection of
network parameters was optimized as detailed in an ablation study in [35]. The software was deployed on a workstation with four Intel (R) Xeon CPUs (3.6 GHz), three NVIDIA GeForce 1080 GPUs, and 128 GB memory. Different training/testing data samples were used for a better understanding of the performance of the forecasting model in different phases of the viral variant spread. The network training was conducted with a batch size of 16 over 500 training epochs.

![Image](image_url)

**Figure 4.** LSTM deep neural network is trained using day labels (working/vacation and normal/SoE), meteorological data (max/min temperature and average humidity), community mobility, and DPC. Network output is the estimated DPC. R, C, and FC indicate sequence reverse, concatenation, and fully connected layers. Training data acquired for different districts were normalized and merged for an efficient training process.

### 2.3. Validation Metrics

The relative error was used as a measure of estimation accuracy and was computed as follows:

$$E_i = \frac{|y_i - \hat{y}_i|}{y_i},$$

where $y_i$ and $\hat{y}_i$ are the real and estimated DPC in day $i$.

### 3. Results

#### 3.1. Selection of Data Blend

An initial study was conducted to evaluate different scenarios of input data to verify the most appropriate data blend. We consider four scenarios that consider mobility data exclusion (Scenario 1), meteorological data exclusion with transit mobility inclusion (scenario 2), meteorological data exclusion with all mobility inclusion (scenario 3), and all data inclusion as shown in Table 2. Data for training and testing are set to periods 12–15 in Table 2. Average error values of the four time periods for all study districts is shown in Table 2. The preliminary study indicate that inclusion of full mobility information with meteorological data (scenario 4) would likely be the optimal choice.
Table 2. Average absolute error [%] computed using different scenarios for data blend for all study districts.

| Scenarios | 1     | 2     | 3     | 4     |
|-----------|-------|-------|-------|-------|
| Day labels| ✓     | ✓     | ✓     | ✓     |
| Meteorological data | ✓ | ✓     | ✓     | ✓     |
| Mobility | ✓     | ✓     | ✓     | ✓     |
| Transit only | ✓     | ✓     | ✓     | ✓     |
| Tokyo     | 46.0  | 37.3  | 19.0  | 16.3  |
| Aichi     | 26.5  | 22.6  | 23.2  | 23.9  |
| Osaka     | 26.0  | 20.9  | 24.9  | 18.4  |
| Hyogo     | 25.1  | 17.4  | 12.6  | 19.5  |
| Kyoto     | 23.4  | 24.6  | 22.0  | 15.0  |
| Fukuoka   | 25.6  | 24.5  | 27.7  | 30.7  |
| Average   | 28.8  | 24.6  | 21.6  | 20.6  |

3.2. Prediction of DPC

The network was trained and tested using input data in different sets of time frames to validate the forecasting accuracy and network robustness. In each time frame, the testing data was validated with the stride of a single day. Different forecasting values were used to compute the maximum, minimum, and average estimates. Results obtained for Tokyo over the different 15 time periods are shown in Figure 5. The forecasting demonstrated different patterns in different time periods. Moreover, variations were relatively small in time periods 4–9. An average for data obtained from all time periods for the six districts is shown in Figure 6. In Tokyo, a high consistency was found between the estimated and observed values in almost all-time frames. The real values were always within the estimated range except for a single week (mid-April). In Aichi, good matching was observed between the estimated and observed values in the period earlier to mid-April with network underestimation on later days. Differences became significant in mid-May and accuracy was retrieved again in late-May. Osaka represents the extreme case where the estimated DPC were highly underestimated from mid-March to mid-April. During this period, true values were above the maximum forecasting boundary. The same pattern was observed in Hyogo, but with a smaller capacity. Kyoto demonstrated a mild mismatching between the network estimate and real values from late-March to late-April as the real data curve was above the maximum network estimate. Finally, Fukuoka data were underestimated from mid-April to mid-May and were overestimated later. In general, network estimations for the period before mid-March (and later than mid-May) had higher consistency with real values. In contrast, network forecasting for mid-March to mid-May had low accuracy. Quantitative assessment for all time periods is listed in Table 3.

A comparison between the reported new viral strains and the error of deep learning estimation is shown in Figure 7. The summation number of viral variants in the studied regions reached a peak around mid-April and then decayed. During the spread period, the deep learning forecasting error monotonically increased, which demonstrated the estimation error caused by a new factor that was not included in the training data. From Figure 6, it is clear that the error presented an underestimate of DPC in most cases. In early April, the deep learning forecasting error started to decay. This can be considered as the training data starting to include periods where excessive DPC were reported, and therefore the adaptation and correction were evolving.
Figure 5. Actual and estimated DPC in Tokyo for different time phases as defined in Table 1. Black and green colors demonstrate actual reported data used for training and validation, respectively. Solid and dashed red lines are the average and maximum/minimum bounds, respectively. Earlier data records from 15 February 2020 are also included in the network training.

Figure 6. Actual (black) and average estimated (red) DPC in (a) Tokyo, (b) Aichi, (c) Osaka, (d) Hyogo, (e) Kyoto, and (f) Fukuoka within all 15 time periods. Dotted lines represent average maximum and minimum estimates.
### Table 3. Average absolute error [%] for DPC estimated in different regions and time periods.

| Period# | Tokyo   | Aichi   | Osaka   | Hyogo   | Kyoto   | Fukuoka | Avg.   |
|---------|---------|---------|---------|---------|---------|---------|--------|
| 1       | 22.66   | 15.80   | 21.72   | 12.87   | 18.45   | 26.09   | 19.60  |
| 2       | 29.40   | 25.14   | 19.33   | 26.64   | 25.16   | 20.61   | 24.38  |
| 3       | 22.75   | 21.74   | 23.15   | 24.34   | 40.61   | 21.34   | 25.66  |
| 4       | 9.35    | 20.47   | 25.33   | 22.99   | 56.25   | 15.35   | 24.96  |
| 5       | 11.31   | 11.88   | 24.76   | 39.81   | 59.08   | 32.62   | 29.91  |
| 6       | 19.75   | 15.91   | 32.37   | 32.53   | 40.59   | 43.53   | 30.78  |
| 7       | 24.20   | 21.75   | 42.51   | 38.40   | 38.26   | 44.61   | 34.95  |
| 8       | 15.73   | 23.80   | 49.90   | 33.02   | 30.02   | 76.87   | 38.22  |
| 9       | 17.15   | 27.16   | 52.69   | 43.10   | 44.51   | 55.30   | 39.99  |
| 10      | 14.68   | 26.37   | 38.93   | 39.97   | 40.20   | 50.39   | 35.09  |
| 11      | 21.72   | 23.43   | 24.68   | 28.21   | 24.81   | 42.67   | 27.59  |
| 12      | 18.16   | 30.17   | 18.87   | 21.54   | 16.56   | 43.28   | 24.77  |
| 13      | 23.99   | 33.94   | 7.56    | 13.82   | 13.24   | 36.13   | 21.45  |
| 14      | 13.80   | 21.37   | 23.09   | 20.29   | 11.81   | 17.19   | 17.93  |
| 15      | 9.37    | 21.42   | 24.42   | 22.50   | 18.48   | 26.59   | 20.46  |
| **Avg.** | 18.27   | 22.69   | 28.62   | 28.00   | 31.87   | 36.84   |        |

### 3.3. Effective Reproduction Number

An important factor in measuring the pandemic spread is the effective reproduction number \( (R) \). The \( R \) value computed earlier to the peak of the third wave and fourth wave may demonstrate the viral spread pattern. We defined two identical time slots at each end with the day at which a maximum DPC was reported. The time slot proceeding the fourth wave was defined by the day at which the Alpha variant cases were recognized and reported. The selection of time slots \( w_3 \) and \( w_4 \) is shown in Figure 8a. A box plot of the \( R \) values in different districts are shown in Figure 8b. It is clear that the average \( R \) values were generally increased in time slots in which the Alpha variant was reported \( (w_4) \), except for the case of Tokyo. The average \( R \) value was reduced by 5.8% in Tokyo and increased by 18.9%, 20.26%, 19.23%, 6.00%, and 8.18% in Aichi, Osaka, Hyogo, Kyoto, and Fukuoka, respectively.

The effect of mobility was a dominant factor in the viral spread as a surrogate for the degree of social distancing. It is important to define a threshold for the mobility change value that reduces the effect of a new viral variant. Moreover, it is also important to consider the effect of the incubation period [36]. Considering a 7-day average of mobility data with 3-day stride, we compute the effective mobility values and study the correlation with \( R \) values. In Figure 9, a plot of the mobility change percentage and \( R \) values within the time slots \( w_3 \) and \( w_4 \) in Osaka and Hyogo are shown. From this figure it can be concluded that mobility in transit spots needed to be reduced by 4 and 9 points in Osaka and Hyogo, respectively, to compensate the \( R \) value at the level of 1.0. Moreover, within mobility values \( \approx 20\% \) to \( \approx 30\% \), the \( R \) values are increased by 22% to 32% in Osaka and Hyogo. A similar conclusion can be drawn for other study area districts and mobility spots and can be a useful reference for SoE enforcement criteria.
Figure 7. Average relative error in DPC estimation using deep learning in different time periods and the number of new UK viral variants reported in regions of the study.

Figure 8. (a) Definition of two time slots \( w_3 \) and \( w_4 \) preceding the third and fourth pandemic waves, respectively. Time slots ended with the day of the DPC local maximum value and the width was defined by the first day where the Alpha variant was reported. (b) Box plot of \( R \) values computed in \( w_3 \) (left) and \( w_4 \) (right) in different districts.
Figure 9. Plots of effective reproduction number ($R$) and corresponding mobility change (Transit) in (a) Osaka and (b) Hyogo for time slots $w3$ and $w4$ defined in Figure 8a. Considering all other factors unchanged, to reduce the upsurge (i.e., reach to $R=1.0$), mobility at transit spots is required to be reduced by 4 and 9 points in Osaka and Hyogo, respectively.

4. Discussion

An additional burden was discovered with the reports of new SARS-CoV-2 variants. With new mutations, the validity of vaccination and the mortality risk became under question again. The recent sudden increase in infection rates in India shone a light on how the new viral variants could have a strong influence on infection rates [37]. As deep learning becomes a state-of-the-art approach to forecasting COVID-19, we became curious on how this new variable would influence the forecasting accuracy of deep learning models. In many cases, it is difficult to clearly understand and evaluate the contribution of different factors to the quality of the model output due to the “black box” nature of most deep learning models.

We studied a recently developed deep learning model that is proved to be of superior quality [35]. While the network architecture is almost the same as the one in [35], several changes have been considered regarding the data used in training. (1) The mobility data is extended to cover six different zones (retail, grocery, parks, transit, work, and residential) based on Google mobility reports, while only transit mobility was considered in an earlier study. (2) Training data are normalized within each district such that the network can be trained using all study regions in one shot as shown in Figure 4. (3) Additional data consider the workday status and state of emergency calls. We consider several training and testing scenarios over a long time frame to study the effect of new viral variants (specifically, the Alpha mutation). Results of different districts demonstrate interesting features. In general, with the emerging of a new variant, a recognized underestimate of
DPC is recognized in all the studied districts which indicate an unexpected infections upsurge. The estimated upsurge in Japan is around 20–40% in DPC and up to 20% in terms of effective reproduction number, which is relatively smaller than those reported in the UK [20]. Later on, when the training data overlaps time frames where variants are reported, forecasting accuracy improves gradually, which demonstrates the network adaptation to the change caused by viral variants. An approximation of four weeks is required for the deep learning model to handle the upsurge caused by the Alpha viral variant. This period sounds reasonable considering the virus incubation time and delay in process of testing and confirmation [38,39].

By considering the number of new viral variants reported within a specific time period, we can clearly understand why the deep learning estimation worked well in some cases and failed in others. The cases of Osaka and Hyogo (neighboring districts in the Kansai region) are similar with a significant number of new viral strains reported compared to all other regions in Japan (Figure 3). Even in the Kansai region, Kyoto was where a small number of viral variants were reported in early March with no subsequent spread. Therefore, the DPC demonstrated slightly high values but still within the estimated range. The data of Aichi demonstrated a case where the viral variants were being reported with an approximate one month delay for similar cases in Osaka and Hyogo. Therefore, the situation was almost normal before mid-April and started to reach values above normal later. The viral variants in Tokyo demonstrated a similar pattern to those in Aichi however, with such a large population in Tokyo, the effect can be milder. Although Aichi is located close to the Kansai area, the new viral variant is not reported simultaneously. Government calls for SoE and announcements from local authorities has a notable impact on public response and can be confirmed by a mobility change during SoE, which generally advises the public to voluntarily reduce incidences that may increase social interaction and potential infection. Moreover, it is likely that the third SoE announced in Tokyo on 25 April 2021 helped to reduce the spread of new viral variants.

Monitoring the status of different viral variants may provide useful insight on the viral spread based on the analysis discussed here. Figure 10 illustrates the reported cases with different variants since early March 2020. Most of the cases (approximately 95%) were the Alpha variant. As per 26 May 2021, this variant has been considered dominant and was excluded from the follow-up reports. The Delta variant started to be recognized on 18 May 2021 and as of the latest report released on 16 June 2021, it was the major variant at 53%. A recent study from Scotland indicated that the Delta virus variant may double the risk for hospitalization compared to the Alpha variant [40]. This would raise alerts for potential expected risk in the near future considering the current pattern of viral variant spreading in Japan.
Figure 10. Cumulative number of COVID-19 viral variant reported cases in Japan using genome analysis. The top side of the chart demonstrates all variants, in which the Alpha variant represents approximately 95% of the reported cases. After May 26, the Alpha variant was considered dominant and excluded from the analysis report. The bottom side of the chart shows viral variants excluding Alpha.

5. Conclusions

We investigated the problem of COVID-19 DPC forecasting with the emergence of new viral variants. This was considered using data from six different districts in Japan and a deep learning model was used to forecast future potential infection cases using meteorological parameters and mobility data. This process was repeated for 15 time-frames with the stride of one week to record changes in forecasting accuracy. Results demonstrated a recognized underestimation in forecasting within the time frames with high viral variant records. Later on, when network training data included time periods in which viral variants were reported, network forecasting accuracy improved gradually. This may indicate that infection rates are increased with the emergence of new viral variants (20–40%), which could not be recognized in a deep learning model trained using earlier data.
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