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Abstract
This article introduces a novel approach for constructing the well-known Prefer-Max De Bruijn sequence using the cycle joining technique. This proposed construction provides an alternative confirmation of established results from previous studies. Firstly, the new construction offers an alternative proof for the seminal FKM-theorem. Secondly, it confirms the accuracy of recently discovered shift rules for Prefer-Max, Prefer-Min, and their reversals. Thirdly, it establishes the validity of the Onion theorem, which states that the reverse of the Prefer-Max De Bruijn sequence can be extended into an infinite De Bruijn sequence.

1. Introduction
For \( n > 0 \) and an alphabet \([k] = \{0, \ldots, k-1\}\) where \( k > 0 \), an \((n, k)-\)De Bruijn sequence \([12, 17]\) (abbreviated to \((n, k)-\)DB sequence) is a total ordering of all words of length \(n\) over \([k]\) such that the successor of each word \(\sigma w\) is a word of the form \(w\tau\), where \( w \in [k]^{n-1} \) and \( \sigma, \tau \in [k] \). This applies also for the last and first words in the ordering, i.e., the first word must be a successor of the last one. DB sequences are used in various fields including cryptography \([3, 4, 13, 39, 43]\), electrical engineering (mainly since they correspond to feedback-shift-registers) \([7, 10, 11, 30, 31, 32, 36]\), molecular biology \([33]\), and neuroscience \([1]\).

The number of \((n, k)-\)DB sequences (up to rotations) is \(\frac{(k^n)!}{k^n} \) \([4]\). Beyond this enumeration, many DB sequences were discovered for \( k = 2 \) (e.g. \([2, 15, 16, 23, 28, 40]\)). However, for the non-binary case, the number of known constructions is smaller \([5, 6, 14, 22, 41]\).

There are several standard construction techniques for DB sequences. First, a common technique uses De Bruijn graph (DB graph) \([12, 26]\): the directed
graph over all \( n \)-length words with edges of the form \(((\sigma w), (w\tau))\). DB sequences are the Hamiltonian cycles in the DB graph. Hence, generating Hamiltonian cycles in a DB graph constitutes a construction technique for DB sequences \([4, 8, 33, 36, 43]\). Second, some DB sequences were shown to be equal to a concatenation of certain words \([14, 22]\). Third, some DB sequences are constructed by a shift rule; a formula to produce the successor of a given word \([5, 6, 14, 24, 25, 40, 41]\).

This paper employs a fourth common construction technique: a cycle joining (a.k.a. cross-join) construction \([3, 4, 7, 10, 20, 25, 27, 29, 39, 46]\). Roughly speaking, in this technique, the \( n \)-length words are divided into the equivalence classes of the ‘rotation of’ equivalence relation. Then, each equivalence class is ordered in a way that satisfies the successor property (hence, the classes are named cycles), and the cycles are “inserted” one into the other, so that the successor property holds for the entire obtained sequence.

One of the most well-known and studied DB sequences are the prefer-max sequences \([18, 35]\) and its complement, the prefer-min sequences. These are the lexicographically maximal and minimal DB sequences. The prefer-max can be generated by the “granddaddy” greedy algorithm \([35]\) that repeatedly chooses the lexicographic maximal legal successor that has not been added yet. An analogous process produces the prefer-min sequence.

Beyond this greedy approach, three constructions for the prefer-max sequence are known:

1. A concatenation of words of length \( n \) \([22]\) (the FKM theorem).
2. A shift rule \([5, 6, 25]\) (a shift rule for \( k = 2 \) is given in \([19, 45]\)).
3. A cycle joining construction \([24]\).

It is possible to prove (1) and conclude (2) and (3) from it: In \([5, 25]\), the prefer-max shift rule was proved based on the correctness of the FKM theorem. This establishes (2) from (1). Furthermore, to get also (3), a shift-rule can be translated to a cycle joining construction in a straightforward manner. Specifically, to extract a cycle joining construction from a shift rule, one needs to identify the words whose successors/predecessors are not just rotations of themselves. This is how Gabric et al. \([25]\) prove that a cycle joining construction generates the prefer-max sequence.

It is also possible to prove (2) and conclude (1) and (3) from it. In \([6]\), a self-contained correctness proof for the prefer-max shift rule is given and it is shown that the FKM theorem follows from it. As explained above, from \([6]\) we can also conclude a cycle joining construction.

This paper completes the “missing edge” of the triangle, i.e., we prove (3) and conclude (1) and (2) from it. We provide a self-contained correctness proof for a cycle joining construction for prefer-max in Section \([3]\). Then, we show that
the prefer-max shift rule, and thus the FKM theorem, immediately follow from the correctness of our construction. Hence, we also provide an alternative proof for those two constructions of prefer-max, see Section 4.

To be precise, we provide a cycle joining construction for the reverse of prefer-max. However, as we elaborate in the preliminaries, with reversing and complementing, the construction can be modified into constructions of prefer-max, prefer-min, and its reversal, see Section 2.

Our construction follows a standard pattern. We order all cycles, and repeatedly insert the cycles into the sequence constructed so far. This approach differs from [25], in which the set of all ”cycle-crossing” edges is identified. Note that this set can be extracted from the prefer-max shift rule. The pattern we follow allows us to easily conclude the Onion theorem [42] (see also note in [9]). That is, the prefer-max over \([k+1]\) is a suffix of the prefer max over \([k]\) and hence, effectively, the reverse of prefer-max is an infinite DB sequence over the alphabet \(\mathbb{N}\), see Section 4.

2. Preliminaries

We focus on alphabets of the form \(\Sigma = [k]\) for \(k > 0\) (recall that \([k] = \{0, \ldots, k-1\}\)), or \(\Sigma = \mathbb{N}\). Naturally, the symbols in \(\Sigma\) are totally ordered by \(0 < 1 < \cdots\). A word over \(\Sigma\) is a sequence of symbols. Throughout the paper, non-capital letters from the Latin alphabet (e.g. \(u, w, x, w'\) etc.) denote words over \(\Sigma\), and non-capital letters from the Greek alphabet denote (e.g. \(\sigma, \tau, \sigma'\) etc.) denote symbols in \(\Sigma\). \(|w|\) denotes the length of a word \(w\), and we say that \(w\) is an \(n\)-word if \(|w| = n\). \(\varepsilon\) is the unique 0-word. For a word \(w, w^0 = \varepsilon,\) and \(w^{t+1} = w \cdot w^t\). \(\Sigma^n\) is the set of all \(n\)-words over \(\Sigma\). \(R\) is the reverse operator over words, i.e. \(R(\sigma_0\sigma_1\cdots\sigma_{n-2}\sigma_{n-1}) = (\sigma_{n-1}\sigma_{n-2}\cdots\sigma_1\sigma_0)\).

Definition 1. An \((n, k)\)-DB sequence is a total ordering\(^1\) of \([k]^n\) satisfying:

1. A word of the form \(\tau w\) is followed by a word of the form \(ws\).
2. If the last word is \(\tau x\), then the first word is of the form \(x\sigma\).

We also consider infinite De Bruijn sequences: An \(n\)-DB sequence is a total ordering of \(\mathbb{N}^n\) that satisfies condition 1 in Definition 1.

Definition 2. For \(n, k > 0\), the prefer-max (resp. prefer-min) \((n, k)\)-DB sequence, denoted \(P_{\text{max}}(n, k)\) (resp. \(P_{\text{min}}(n, k)\)), is the sequence constructed by the following greedy algorithm:

\(^1\)An \((n, k)\)-DB sequence is also commonly defined as a (cyclic) sequence of \(k^n\) symbols \(\sigma_0\sigma_1\cdots\), for which every \(n\)-word appears in it as a subword. This presentation is essentially identical to ours by writing \(w_t = (\sigma_{t-(n-1) \mod k^n}) \cdots (\sigma_{t-1} \mod k^n)\).
• \( w_0 = 0^{n-1}(k-1) \) (resp. \((k-1)^{n-1}0\)),

• If \( w_i = \sigma x \) then \( w_{i+1} = x\tau \) where \( \tau \) is the maximal (resp. minimal) symbol such that \( w_j \neq x\tau \) for all \( j \leq i \).

We note that the prefer max DB-sequence is indeed a DB-sequence (i.e., satisfies the conditions of Definition 1). For more details, see [35].

Example 3. \( \text{Pmax}(3, 3) \) is the sequence:

\[
002, 022, 222, 221, 212, 122, 220, 202, 021, 211, 112, 121, 210, 102, 020, 201, 012, 120, 200, 001, 011, 111, 110, 101, 010, 100, 000.
\]

\( \text{Pmin}(3, 3) \) is the sequence:

\[
220, 200, 000, 001, 010, 100, 002, 020, 201, 011, 110, 101, 012, 120, 202, 021, 210, 102, 022, 221, 111, 112, 121, 212, 122, 222.
\]

Let \( \text{rev}_\text{Pmax}(n, k) \) (resp. \( \text{rev}_\text{Pmin}(n, k) \)) be the reverse of \( \text{Pmax}(n, k) \) (resp. \( \text{Pmin}(n, k) \)). That is, the sequence obtained by taking the \( i \)th word \( u_i \) to be \( R(w_{k^n-1-i}) \), i.e. the reverse of the \( k^n-1-i \) word of \( \text{Pmax}(n, k) \) (resp. \( \text{Pmin}(n, k) \)).

Example 4. \( \text{rev}_\text{Pmax}(3, 3) \) is the sequence:

\[
000, 001, 010, 101, 011, 111, 110, 100, 002, 021, 210, 102, 020, 201, 012, 121, 211, 112, 120, 202, 022, 221, 212, 122, 222, 220, 200.
\]

\( \text{rev}_\text{Pmin}(3, 3) \) is the sequence:

\[
222, 221, 212, 121, 211, 111, 112, 122, 220, 201, 012, 120, 202, 021, 210, 101, 011, 110, 102, 020, 200, 001, 010, 100, 000, 002, 022.
\]

Observe that \( \text{Pmax}(n, k) \) and \( \text{Pmin}(n, k) \) (and likewise \( \text{rev}_\text{Pmax}(n, k) \) and \( \text{rev}_\text{Pmin}(n, k) \)) are derived one from the other by replacing each symbol \( \sigma \) with \( k-1-\sigma \). Hence, by reversing the sequence and subtracting the indices from \( k-1 \), properties and constructions for one of those sequences translate to corresponding properties and constructions for all other three.

The fundamental FKM-theorem [21, 22] (named after Fredricksen, Kessler, and Maiorana) links between the \( \text{Pmin} \) sequence and Lyndon words [34], as we elaborate below.

Definition 5. 1. A word \( w' \) is a rotation of \( w \), and we write \( w \sim w' \), if \( w = xy \) and \( w' = yx \) for some words \( x \) and \( y \).

2. A word \( w \) is periodic if \( w = x^t \) where \( t > 1 \).

3. A word \( w \neq \varepsilon \) is a Lyndon-word if it is non-periodic, and lexicographically-minimal among its rotations.

Let \( \leq_{\text{lex}} \) denote the lexicographic ordering of words.
Theorem 6 (FKM-Theorem). Let $L_0 <_{lex} L_1 <_{lex} \cdots$ be all Lyndon-words over $[k]$ whose length divides $n$, ordered lexicographically. Then, $P_{\min}(n, k) = L_0 L_1 \cdots$.

As we present a construction for $rev\_P_{\max}(n, k)$, the co-lexicographic ordering is of importance to us. That is, we write $w_1 \leq_{co-lex} w_2$ if $w_1$ is a suffix of $w_2$, or we can write

$$w_1 = y_1\sigma x, \quad w_2 = y_2\tau x,$$

such that $\sigma < \tau$.

Equivalently, co-lex can be defined by: $w_1 \leq_{co-lex} w_2$ if $R(w_1) \leq_{lex} R(w_2)$.

3. Cycle Joining Construction

In this section we define the cycle joining construction for $rev\_P_{\max}(n, k)$, and prove its correctness. We further conclude that $rev\_P_{\max}$ is an infinite DB sequence. We obtain these results as follows: For every $n, k > 0$ we construct an $(n, k)$-DB sequence, $D(n, k)$. We then show that our construction yields an $n$-DB sequence, $D(n)$, as $D(n, k)$ is a prefix of $D(n, k+1)$. Finally, we prove that $D(n, k) = rev\_P_{\max}(n, k)$.

3.1. The Construction

A key-word is an $n$-word that is $co-lex$ maximal among its rotations.¹ Let $key_0, key_1, key_2, \ldots$ be an enumeration of all key-words in $co-lex$ order. That is, $key_0 <_{co-lex} key_1 <_{co-lex} \cdots$. Let $c(n, k)$ be the number of all key-words of length $n$ over $[k]$. The cycle of $key_m$ is a sequence $C_m$ whose elements are all $key_m$-rotations (i.e., $C_m$ is the equivalence class of $key_m$ with respect to $\sim$, as defined in Definition 5).

We define an order on the elements of $C_m$ as follows: First, $C_0 = (0^n)$, so it is given the trivial order. Now, for $m > 0$, we can write $key_m = \theta^l(\sigma+1)w$ for some $\sigma \in \Sigma$ and $l \geq 0$. Then we set $w\theta^l(\sigma+1)$ to be the first word in $C_m$, and each word $\sigma w^l$ in $C_m$ is followed by $w^l\sigma$. Hence, the last word in $C_m$ is $(\sigma+1) w^l$.

We thus define the corresponding functions below:

Definition 7. For $m > 0$ let:

- $key(C_m) = key_m = \theta^l(\sigma+1)w$;
- $first(C_m) = w\theta^l(\sigma+1)$;
- $last(C_m) = (\sigma+1)w\theta^l$.

Additionally, $key(C_0) = first(C_0) = last(C_0) = 0^n$.

¹This is inspired by the notion of Lyndon words - non-periodic words that are lexicographically minimal among their rotations. In our definition of a key-word we use $co-lex$ ordering, take the maximal element, and do not require periodicity.
Note that the sequence \( C_0, \ldots, C_{c(n,k)-1} \) defines a partition of the set \([k]^n\).

**Example 8.** For \( n = 6 \) and \( k = 3 \), take \( m \) such that \( \text{key}_m = 002012 \). Hence, \( C_m = (\text{first}(C_m) = 012002, 120020, 200201, \text{key}(C_m) = 002012, 020120, \text{last}(C_m) = 201200) \).

We are ready to present the cycle joining construction. We inductively define an ordering of all words, where at step \( m \) we extend the ordering of the elements in \( \bigcup_{i=0}^{m-1} C_i \) to include the elements of \( C_m \), while respecting the ordering within \( C_m \) defined above.

**Construction 9.** For each \( m < c(n,k) \), we inductively define a sequence \( D_m \), over the words \( \bigcup_{i=0}^{m} C_i \), as follows:

- \( D_0 = (0^n) \).
- Write \( \text{key}_{m+1} = 0^i(\sigma+1)w \). \( D_{m+1} \) is obtained by inserting the sequence \( C_{m+1} \) immediately after the word \( \sigma w 0^i \in D_m \).

Let \( D(n,k) = D_{c(n,k)-1} \).

**Remark 10.** Note that if \( \text{key}_{m+1} = 0^i(\sigma+1)w \), then \( \sigma w 0^i \in D_m \) as the key-word that is a rotation of \( \sigma w 0^i \) is co-lex smaller than \( 0^i(\sigma+1)w \).

**Example 11.** For \( n = k = 3 \), the key-words are:

- \( \text{key}_0 = 000 \), \( \text{key}_1 = 001 \), \( \text{key}_2 = 011 \), \( \text{key}_3 = 111 \), \( \text{key}_4 = 002 \), \( \text{key}_5 = 102 \),
- \( \text{key}_6 = 012 \), \( \text{key}_7 = 112 \), \( \text{key}_8 = 022 \), \( \text{key}_9 = 122 \), \( \text{key}_{10} = 222 \).

To demonstrate the cycle joining construction, we show \( D(3,3) \) below, along with cycle-parenthesis. Parenthesis of cycle \( C_i \) are denoted \((i,\ldots,i)\). We also provide a construction illustration in Figure 1.

\[
D(3,3) = (000, 0)(001, 011, (111, 110, 2) 100, 1)(002, (021, 210, 102, 5) 020, (201, 012, (712, 211, 112, 7) 120, 6) (202, 022, 221, 212, 122, 9)(1022, 10)(220, 8) 2004\).
\]

Observe that the following two properties hold:
1. \( D(3,2) \) (colored in red) is a prefix of \( D(3,3) \).
2. \( D(3,3) = \text{rev} \cdot \text{Pmax}(3,3) \) (see Example 3).

Later, we will prove that these are general features of our cycle joining construction.

We show now that we indeed construct a DB sequence.

**Theorem 12.** \( D(n,k) \) is an \((n,k)\)-De Bruijn sequence that starts with \( 0^n \) and ends with \((k-1)0^{n-1}\).
Proof. Clearly, each \( w \in [k]^n \) appears exactly once in \( D(n,k) \). Hence, to show that \( D(n,k) \) is a DB-sequence, we prove by induction that the successor property is an invariant of the construction: it holds for each sequence \( D_m, m < c(n,k)−1 \). It vacuously holds for \( D_0 = (0^n) \). In addition, by the construction rule, if we insert a cycle \( C_m \) between \( \tau w \) and \( w\sigma \), or after the final word \( \tau w \), then \( \text{first}(C_m) \) is of the form \( w\xi \), and thus \( \text{last}(C_m) = \xi w \). Therefore, \( D(n,k) = D_{c(n,k)−1} \) is a DB sequence.

Now, since at each step we insert cycles after some word, the first word in \( D(n,k) \) is \( 0^n \). It remains to show that the last word of \( D(n,k) \) is \( (k−1)0^{n−1} \). By the construction rule, for each \( \tau < k−1 \), the cycle of \( (\tau+1)0^{n−1} \) is inserted after \( \tau 0^{n−1} \). Hence, \( 0^n, 10^{n−1}, 20^{n−1}, \ldots, (k−1)0^{n−1} \) is a subsequence of \( D(n,k) \).

Assume towards a contradiction that \( (k−1)0^{n−1} \) is not the final word of \( D(n,k) \), and thus its successor is \( w = 0^{n−1}\sigma \in C_m \), for some \( m \) and \( \sigma < k−1 \). Hence, by the ordering of \( C_m \), \( (k−1)0^{n−1} \) also precedes \( \sigma 0^{n−1} \), in contradiction to the subsequence established above. \( \square \)

Following Gabric et al. [25], we define the weight of a word to be the sum of
its symbols (viewed as natural numbers). Note that the next hold:

- All words in a cycle has the same weight.
- For \( w_i \in C_i, w_j \in C_j \) where \( i < j \), the weight of \( w_i \) is smaller than, or equal to the weight of \( w_j \).

Hence, by the inductive argument in the proof of Theorem 12:

**Corollary 13.** For \( t \leq (k-1)n \), when applied over the cycles whose words are of weight at most \( t \), our construction rule constructs a DB sequence of all words of weight at most \( t \).

From this point onward, given two \( n \)-words \( w, w' \in [k]^n \) we write \( w < w' \) if \( w \) appears before \( w' \) in \( D(n, k) \). Note that for each \( k > 0 \), the linear ordering \( D(n, k+1) \) extends \( D(n, k) \). Hence, \( < \) is well defined as it does not depend on \( k \). We further remark that the notation \( < \) is reasonable since for the case \( n = 1 \), \( < \) coincides with the natural ordering of \([k]\).

### 3.2. The Infinite Nature of the Construction

We turn to prove that our cycle joining construction effectively provides us with an infinite De Bruijn sequence:

**Theorem 14.** \( D(n) = \bigcup_{k=0}^{\infty} D(n, k) \) is an \( n \)-De Bruijn sequence.

In order to prove Theorem 14, we show that each \( D(n, k) \) is a prefix of \( D(n, k+1) \). (Recall that \( D(n, k+1) \) is obtained by inserting the cycles \( C_0, \ldots, C_{c(n,k+1)-1} \), one by one, into the sequence constructed so far). Towards proving our claim, we prove some progression property of the construction: we show that if \( m < r \), then the cycle \( C_r \) is not inserted before the cycle \( C_m \). Later, we will use this to prove that \( D(n, k) \) is a prefix of \( D(n, k+1) \) as follows. We show that after we insert the cycles \( C_0, \ldots, C_{c(n,k)-1} \) (and thus construct \( D(n, k) \)), the cycle \( C_{c(n,k)} \) is appended to \( D(n, k) \). As a result, by the progression property, we conclude the required. The next proposition formalizes the discussed progression property:

**Proposition 15 (Progression Property).** If \( m < r \), then \( \text{first}(C_m) < \text{first}(C_r) \).

The remainder of this subsection is devoted to proving Proposition 15. We start with a few technical lemmata.

**Lemma 16.** If \( 0^{(\sigma+1)}w \) is a key-word, then \( 0^{\sigma}w \) is also a key-word.

**Proof.** This lemma is essentially identical to [Lemma 7], which deals with the analogous case for \( \text{lex} \)-ordering, and minimal rotation. Essentially, the proof goes by arguing that if a rotation of \( 0^{\sigma}w \) is \( \text{co-lex} \)-smaller than it, then the corresponding rotation of \( 0^{(\sigma+1)}w \) is also \( \text{co-lex} \)-smaller than it.

**Lemma 17.** If \( \text{key}_m = 0^lw \) where \( 0^lw \neq 0^n \), and \( \text{key}_r = zw \) where \( z \neq 0^l \), then all elements of \( C_r \) precede \( w0^l \).
Proposition 15, \( m > c \)

where the construction rule, \( C_r \) is inserted immediately after \( \tau y w 0^l \). It is sufficient to prove that \( \tau y w 0^l \) precede \( w 0^l \).

Note that, by Lemma 16, \( 0^l \tau y w \) is a key-word. Hence, if \( 0^l \tau y \neq 0^l \), we are done by the induction hypothesis. Otherwise, \( \tau y w 0^l = 0^l \tau y | w 0^l \in C_m \). In addition, note that \( zw = 0^l (\tau +1) yw \) implies that \( t < l \). Consider the prefix of \( C_m \) that starts in \( key_m = 0^l w \). In this prefix, the leading zeros of \( 0^l w \) are shifted to the right one by one. Hence, since \( t < l \), \( \tau y w 0^l = 0^l \tau y | w 0^l < w 0^l \), as required.

We can now prove Proposition 15.

Proof of Proposition 15. Note that it suffices to prove the result only for \( r = m+1 \). Write \( key_{m+1} = 0^l (\sigma+1) w \). \( C_{m+1} \) is inserted after \( \sigma w 0^l \). By Lemma 16, \( 0^l \sigma w \) is a key-word. If \( 0^l \sigma w = key_m \), we are done since we then have \( first(C_m) \leq \sigma w 0^l < first(C_{m+1}) \). Otherwise, we have that

\[ 0^l \sigma w < \text{co-key } key_m < \text{co-key } key_{m+1} = 0^l (\sigma+1) w. \]

Therefore, \( key_m = \sigma w \) where \( z \neq 0^l \). Hence, by Lemma 17, all elements of \( C_m \) precede \( \sigma w 0^l \), and thus, in particular, \( first(C_m) < first(C_{m+1}) \).

Finally, Theorem 14 follows.

Proof of Theorem 14. It is sufficient to show that \( D(n, k) \) is a prefix of \( D(n, k+1) \). By Theorem 12, \( D(n, k) = D_{c(n, k)−1} \) ends in \( (k−1)0^{n−1} \). \( key_{c(n, k)} \) is the co-key word in \( [k+1]^n \setminus [k]^n \); hence \( key_{c(n, k)} = 0^{n−1} k \). By the construction rule, \( C_{c(n, k)} \) is inserted after \( (k−1)0^{n−1} \). By Proposition 15, every cycle \( C_m \) where \( m > c(n, k) \) is inserted after \( first(C_{c(n, k)}) \) (and thus after \( (k−1)0^{n−1} \)). Consequently, \( D(n, k) = D_{c(n, k)−1} \) is a prefix of \( D(n, k+1) = D_{c(n, k+1)−1} \).

3.3. A Nesting Structure

We next describe an interesting nesting structure that exists in our cycle joining construction. This structure will be used later to prove that our sequence is the reverse of the prefer-max sequence.

We start with an immediate observation on the structure of \( D(n, k) \), implied by Proposition 15 which we call the parenthesis property. If \( m < r \), then, by Proposition 15, \( C_r \) was not inserted before \( C_m \). Therefore, either (1) the cycle \( C_r \) entirely follows \( C_m \), or (2) it is embedded into \( C_m \). We term this property the parenthesis property as we consider (virtual) parenthesis that wrap each cycle, as in Example 11. We turn to formalize the parenthesis property, and show when either of the cases holds.
Proof. Consider the sequence $w_l$ last $D_l$ 

By Proposition 15, key $Lemma 21$. 

$C_l = \tau w$ when it is immediately-embedded in $C_l$ and $C_l$ required. 

$Definition 20$. 1. We say that $C_r$ is embedded in $C_m$, if

$first(C_m) < first(C_r) \leq last(C_r) < last(C_m)$. 

2. $C_r$ is said to be immediately embedded in $C_m$ if there is no cycle $C_l$ such that $C_r$ is embedded in $C_l$ and $C_l$ is embedded in $C_m$.  

3. We inductively define the statement: "$C_r$ is t-embedded in $C_m$":

- $C_r$ is 1-embedded in $C_m$ if it is immediately embedded in $C_m$. 
- $C_r$ is $(t+1)$-embedded in $C_m$ if there exists a cycle $C_l$ such that $C_r$ is t-embedded in $C_l$ and $C_l$ is 1-embedded in $C_m$. 

We now investigate the possible relations between key-words of cycles $C_m$ and $C_r$, considering the next two cases. When $C_r$ immediately follows $C_m$, and when it is immediately-embedded in $C_m$. First, we show that if we insert a cycle $C_r$ after last($C_m$), then key$_r$ is obtained by increasing the first non-zero symbol in key$_m$ by one. 

$Lemma 21$. If $C_r$ immediately follows $C_m$, i.e., first($C_r$) is the successor of last($C_m$), and key$_m = 0^t(\sigma+1)w$, then key$_r = 0^t(\sigma+2)w$. 

Proof. Consider the sequence $D_r$, obtained by inserting $C_r$ into $D_{r-1}$. Write key$_r = 0^t(\tau+1)w$. By the construction rule, $C_r$ was inserted after $\tau w/0^t$. By Proposition 15, $D_{r-1}$ already includes the elements of $C_m$ thus $\tau w/0^t = last(C_m) = (\sigma+1)w/0^t$. As $0^t(\sigma+1)w$ and $0^t(\tau+1)w$ are key-words, both $w$ and $w$' end in a non-zero symbol. Hence, equality $\tau w/0^t = (\sigma+1)w/0^t$ proves that $l = l'$, $\sigma+1 = \tau$, and $w = w'$. As a result, key$_r = 0^t(\tau+1)w' = 0^t(\sigma+2)w$, as required. 

Now, we show that if we choose to embed $C_r$ in $C_m$, then key$_m$ is obtained by zeroing the first non-zero symbol in key$_r$. 

$Lemma 22$. If $C_r$ is immediately embedded in $C_m$ and key($C_r$) = $0^t(\sigma+1)0^j w$ where $w$ does not start with 0, then:

- key($C_m$) = $0^{i+1+j} w$. 
- If $u \in C_m$ and last($C_r$) < $u$, then $u = 0^{j_2}w0^{i+1+j_1}$ where $j_1+j_2 = j$. 
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Proof. By Lemma 16, $0^i+1+jw$ is a key-word. Hence, to prove the first item, we need to show that $0^i+1+jw \in C_m$. Now, since $C_r$ is immediately embedded in $C_m$, the predecessor of $\text{first}(C_r)$ is $v \in C_m$, or $\text{last}(C)$, for some cycle $C$ that is also immediately embedded in $C_m$. By repeatedly applying this reasoning, we construct a sequence of cycles $C_{i_0}, C_{i_1}, \ldots, C_{i_l}$ such that

- $C_{i_l} = C_r$.
- For each $t \in \{1, \ldots, l\}$, the predecessor of $\text{first}(C_{i_t})$ is $\text{last}(C_{i_{t-1}})$.
- The predecessor of $\text{first}(C_{i_0})$ is a word $v \in C_m$.

Now, by applying Lemma 21 $l$-times, $\text{key}_{i_0} = 0^i(\tau+1)0^jw$ where $\tau + 1 = \sigma + 1 - l$. Therefore, $\text{first}(C_{i_0}) = 0^\tau0^jw(\tau+1)$, and, by the construction rule,

$$v = \tau0^jw0^\tau.$$  

To prove that indeed $0^i+1+jw \in C_m$, we need to show that $\tau = 0$ as $\tau = 0$ implies that $0^i+1+jw$ is a rotation of $v \in C_m$. As $\text{key}_{i_0} = 0^i(\tau+1)0^jw$ is a key-word, by Lemma 16, $0^\tau0^jw$ is also a key-word. As it is a rotation of $v \in C_m$ it is $\text{key}_m$. If $\tau > 0$, then, by the definition of $\text{last}$, $v = \tau0^jw0^\tau = \text{last}(C_m)$, in contradiction to the fact that $C_r$ is embedded in $C_m$. Hence, $\tau = 0$ and the first item holds. Moreover, the second item easily follows as $v, u, \text{last}(C_m) \in C_m$ and $v = 0^i+1+jw < u \leq \text{last}(C_m) = w0^i+1+j$.

By applying the previous lemma several times, we conclude the next corollary.

Corollary 23. Assume that $C_r$ is $t$-embedded in $C_m$. Then we have that:

1. $\text{key}(C_r)$ includes at least $t$ non-zero symbols.
2. If we write $\text{key}(C_r) = uv$ where $u$ is the minimal prefix of $\text{key}(C_r)$ that includes $t$ non-zero symbols, then $\text{key}(C_m) = 0^{|u|}v$.

3.4. Equivalence to the Reverse of the Prefer-Max

We are ready to show that we indeed construct the reverse of prefer-max.

Theorem 24. $D(n, k) = \text{rev}P_{\text{max}}(n, k)$.

Recall that $P_{\text{max}}(n, k)$ is the only De Bruijn sequence that (1) starts with $0^{n-1}(k-1)$, and (2) $w(\tau+1)$ appears in it before $w\tau$ for every $w \in [k]^{n-1}$ and $\tau \in [k]$. Hence, to prove Theorem 24, we shall prove the symmetric property: (1) $D(n, k)$ ends in $(k-1)0^{n-1}$, and (2) $\tau w < (\tau+1)w$. The former was already obtained in Theorem 12 and we focus on proving the later.

Proposition 25. For any $n$-word $\tau w$, $\tau w < (\tau+1)w$. 
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Lemma 22.

Let $C_r$ be the cycle of $(\tau+1)w$. We start by proving the claim for the restricted case $(\tau+1)w = \text{last}(C_r)$. Write $\text{key}(C_r) = 0^i(\sigma+1)w''$ and hence, $\text{last}(C_r) = (\sigma+1)w'0^i = (\tau+1)w$, and $\text{first}(C_r) = w'0^i(\sigma+1)$. By the construction rule, $C_r$ is inserted after $\sigma w'0^i = \tau w$, and the required follows.

We turn to deal with the general case in which $(\tau+1)w \neq \text{last}(C_r)$. In this case we may write $\text{key}(C_r) = 0^i(\sigma+1)w_1(\tau+1)w_2$, where

$$
(\tau+1)w = (\tau+1)w_20^i(\sigma+1)w_1.
$$

Let $C_m$ be the cycle of $\tau w$. Clearly, the maximal rotation of $\tau w$ is co-lex smaller than the maximal rotation of $(\tau+1)w$. Consequently, $\text{key}_m <_{\text{co-lex}} \text{key}_r$, and thus $m < r$. Hence, by Proposition \[15\], $\text{first}(C_m) < \text{first}(C_r)$.

Now, if $\text{last}(C_m) < \text{first}(C_r)$, then every element of $C_m$ precedes every element of $C_r$ and we are done. Otherwise, by the parenthesis property, $C_r$ is embedded in $C_m$. For $\sigma \in [k]$, let $|w|_\sigma$ denote the number of occurrences of $\sigma$ in $w$, and note that $|\tau w|_0-|\tau w|_1 \in \{0, 1\}$. Use Corollary \[23\] to conclude that $|\tau w|_0-|\tau w|_1 = 1$ and that $C_r$ is immediately embedded in $C_m$. Moreover, as $|\tau w|_0-|\tau w|_1 = 1$, we have $\tau = 0$. Hence, by Equation \[1\]

$$
\tau w = 0w_20^i(\sigma+1)w_1.
$$

Furthermore, we get that the key of the cycle that includes $(\tau+1)w$, $\text{key}(C_r) = 0^i(\sigma+1)w_11w_2$. Write $w_1 = 0^i w'_1 0^j$ and $w_2 = 0^p w'_2$ where $w'_1$ and $w'_2$ do not start or end with zero. Therefore, we have $\text{key}(C_r) = 0^i(\sigma+1)0^j w'_1 0^p w'_2$.

Assume towards a contradiction that $1w = (\tau+1)w < \tau w = 0w$. Recall that $\tau w = 0w \in C_m$ and $C_r$ is embedded in $C_m$, and conclude (based on our assumption that $1w = (\tau+1)w < \tau w = 0w$) that the last element of $C_r$ must also appear before $0w : 1w \leq \text{last}(C_r) < \tau w = 0w \leq \text{last}(C_m)$. Therefore, by Lemma \[22\]

$$
\tau w = 0w = 0^{j_2}w'_10^i0^p w'_20^j + 1 + j_1, \text{ where } j_1 + j_2 = j.
$$

By Equations \[2\] and \[3\] since $w_1 = 0^i w'_1 0^j$ and $w_2 = 0^p w'_2$, we have:

$$
0^{j_2}w'_10^i0^p w'_20^j + 1 + j_1 = 0^{p+1}w'_20^i(\sigma+1)0^j w'_10^j.
$$

Therefore, $|0^{j_2}w'_10^i0^p w'_20^{j_1} + 1|_1 = |0^{p+1}w'_20^i(\sigma+1)0^j w'_10^j|_1$ and thus $\sigma+1 = 1$. Hence,

$$
\text{key}(C_r) = 0^i0^j w'_10^i0^p w'_2
$$

and Equation \[4\] can be rewritten as follows:

$$
0^{j_2}w'_10^i0^p w'_20^{j_1} + 1 = 0^{p+1}w'_20^i0^j w'_10^j.
$$
For the remainder of the proof we assume that $w'_1 \neq \varepsilon$ and $w'_2 \neq \varepsilon$. The other cases are dealt similarly.

By deleting the initial and final segments of zeros, we get from Equation 6,

$$j_2 = p+1, \quad w'_10^p w'_2 = w'_20^p w'_1.$$  \hfill (7)

Now, by Equation 5

$$0^p w'_20^p w'_1 \leq \text{co-lex} \ 0^p w'_10^p w'_2.$$  \hfill (8)

By Equation 7 these words have the same suffix thus $0^p \leq \text{co-lex} \ 0^p$. Hence, $j \leq p$. Therefore, by Equation 3 $j_2 \leq p$, in contradiction to Equation 7. \hfill \Box

Finally, Theorem 24 follows.

**Proof of Theorem 24.** $\text{rev\,Pmax}(n, k)$ is the only sequence that includes all $n$-words (and no other elements), ends with $(k-1)0^{n-1}$, and satisfies $\tau w < (\tau+1)w$ for each $\tau \leq k-2$ and $w \in [k]^{n-1}$. Hence, the theorem is implied by Theorem 12 and Proposition 25. \hfill \Box

4. Properties of Prefer-Max Implied by Our Construction

We present applications induced by our construction. Specifically, first, we prove that $\text{rev\,Pmax}$ is in fact an infinite De Bruijn sequence. Second, we extract from the construction the shift rule for $\text{rev\,Pmax}$, proposed in [6]. Finally, as noted in [6], this shift rule provides an alternative proof for the FKM-theorem.

4.1. A Proof of the Onion Theorem

Inside the proof of Theorem 14, we provided an alternative proof of the Onion theorem [42] (see also a note in [9]):

**Theorem 26 (Onion Theorem [42]).** For all $n, k$, $\text{rev\,Pmax}(n, k)$ is a prefix of $\text{rev\,Pmax}(n, k+1)$.

**Proof.** From the proof of Theorem 14 $D(n, k)$ is a prefix of $D(n, k+1)$. Moreover, from Theorem 24 we have that $D(n, k)$ equals to $\text{rev\,Pmax}(n, k)$, and the result follows. \hfill \Box

Note that it follows that $\text{rev\,Pmax}(n) = \bigcup_{k=1}^{\infty} \text{rev\,Pmax}(n, k)$ is an infinite De Bruijn sequence.
4.2. An Efficiently Computable Shift Rule

By the correctness of our cycle joining construction, we conclude the correctness of the efficient shift rule given in \[6\]. For a word \( w \), we write \( \text{last}(w) \) if \( w = \text{last}(C) \) for a cycle \( C \). The successor function of \( \text{rev}\_P\max(n, k) \) (resp. \( \text{rev}\_P\max(n) \)) is \( \text{succ} : \{k\}^n \setminus \{(k-1)0^{n-1}\} \rightarrow \{k\}^n \) (resp. \( \text{succ} : \mathbb{N}^n \rightarrow \mathbb{N}^n \)), defined by

\[
\text{succ}(\sigma w) = \begin{cases} 
    w(\sigma + 1) & \text{if } \text{last}((\sigma + 1)w), \\
    w0 & \text{if } \neg\text{last}((\sigma + 1)w) \text{ and } \text{last}(\sigma w), \\
    w\sigma & \text{otherwise}
\end{cases}
\]

**Theorem 27** (Amram et al. \[6\]). \( \text{succ} \) is a shift rule for \( \text{rev}\_P\max(n, k) \).

**Proof.** First, assume that \( \text{last}((\sigma + 1)w) \). Let \( C \) be the cycle of \( (\sigma + 1)w \), and note that \( \text{first}(C) = w(\sigma + 1) \). Hence, by Construction \[9\] \( C \) was inserted after \( \sigma w \). Furthermore, by the construction rule, no other cycle \( C' \) was inserted after \( \sigma w \) afterwards and thus the successor of \( \sigma w \) is \( w(\sigma + 1) \).

Now, we handle the second case: \( \neg\text{last}((\sigma + 1)w) \) and \( \text{last}(\sigma w) \). Write \( \sigma w \in C_m \), and hence, \( \text{first}(C_m) = w\sigma \). Let \( w\tau \) be the successor of \( \sigma w \). We need to show that \( \tau = 0 \). First, we argue that \( \neg\text{first}(w\tau) \). Assume towards a contradiction that \( \text{first}(w\tau) \). Hence, by the construction rule, the cycle of \( w\tau \) was inserted after \( (\tau - 1)w \). Use Proposition \[15\] to conclude that no cycle was inserted between \((\tau - 1)w \) and \( w\tau \). Therefore, \( \tau - 1 = \sigma \), which implies that \( w\tau = w(\sigma + 1) \), and \( \text{last}((\sigma + 1)w) \) follows, in contradiction to the assumption. Therefore, \( \neg\text{first}(w\tau) \) and hence, in particular, \( \tau \neq \sigma \) (since \( \text{last}(\sigma w) \) implies \( \text{first}(w\sigma) \)). As a result, \( \sigma w \) and \( w\tau \) are not in the same cycle. Furthermore, \( \neg\text{first}(w\tau) \) implies that the cycle of \( \sigma w \) is immediately embedded in the cycle of \( w\tau \). By the second bullet of Lemma \[22\] \( \tau = 0 \) as required.

Lastly, we deal with the third case. Hence, \( \neg\text{last}(\sigma w) \) and thus the successor of \( \sigma w \) in its cycle is \( w\sigma \). Therefore, we should verify that no cycle \( C_r \) was inserted between \( \sigma w \) and \( w\sigma \). Assume otherwise, and conclude that \( \text{first}(C_r) = w(\sigma + 1) \). Hence, \( \text{last}(C_r) = (\sigma + 1)w \), in contradiction to the case we are dealing with. \( \square \)

By Theorems \[26\] and \[27\] we conclude,

**Theorem 28.** \( \text{succ} \) is a shift rule for \( \text{rev}\_P\max(n) \).

4.3. A Proof of the FKM theorem

Following an observation from \[6\], our results form an alternative proof for the seminal FKM-theorem (Theorem \[6\]). This alternative proof can be summarized as follows: For \( n, k > 0 \), let \( \text{next} : \{k\}^n \setminus \{0(k-1)^{n-1}\} \rightarrow \{k\}^n \) be the function constructed from \( \text{succ} \) by the next rule: if \( \text{succ}(\sigma_1 \cdots \sigma_n) = \sigma_2 \cdots \sigma_{n+1} \), then \( \text{next}((k-1)\sigma_1 \cdots, (k-1)\sigma_n) = ((k-1)\sigma_2 \cdots, (k-1)\sigma_{n+1}) \).
Hence, next is a shift rule for \( \text{rev}_P\text{min}(n, k) \). Now, let \( \text{next}^{-1} \) be the function constructed from next by the next rule: if \( \text{next}(\sigma_1 \cdots \sigma_n) = \sigma_2 \cdots \sigma_{n+1} \), then
\[
\text{next}^{-1}(\sigma_{n+1} \cdots \sigma_2) = \sigma_n \cdots \sigma_1.
\]
Hence, \( \text{next}^{-1} \) is a shift rule for \( P\text{min}(n, k) \). We leave for the reader to verify that \( \text{next}^{-1} \) is the shift rule proposed in \([5]\) (details can also be found in \([6]\)).

Now, let \( L_0, L_1, \ldots \) be an enumeration of all Lyndon words (recall Definition \([5]\) over \( \mathbb{K} \)) whose length divides \( n \), ordered lexicographically. Therefore, according to the proof of Theorem 4 in \([5]\), \( \text{next}^{-1} \) constructs the sequence \( L_0L_1 \cdots \), which implies that \( P\text{min}(n, k) = L_0L_1 \cdots \).

5. Conclusion

For all \( n, k > 0 \), we presented a cycle joining construction for the reverse of prefer-max sequence, \( \text{rev}_P\text{max}(n, k) \). Since the sequences \( P\text{max}(n, k) \), \( P\text{min}(n, k) \), and \( \text{rev}_P\text{min}(n, k) \) can be derived from \( \text{rev}_P\text{max}(n, k) \), our construction can be modified into a cycle joining construction of any of those sequences.

We showed that our construction implies the correctness of the Onion-theorem. That is, for all \( n, k > 0 \), \( \text{rev}_P\text{max}(n, k) \) is a prefix of \( \text{rev}_P\text{max}(n, k+1) \), and thus \( \text{rev}_P\text{max}(n) \) is an infinite DB sequence. Moreover, we showed that our construction also implies the correctness of the shift rules given in \([6]\). These shift rules are efficiently computable \([5, 6]\).

As a result, our construction also implies the seminal FKM-theorem (Theorem \([6]\)). This theorem was presented in \([22]\) with only a partial proof: the described concatenation of Lyndon words constructs a De Bruijn sequence. A quarter of a century later, Moreno gave an alternative proof to that fact \([37]\), and only a decade later, extended the proof, together with Perrin, into a complete proof for the FKM theorem \([38]\). Amram et al. \([6]\) proved that the shift rule given in Section 4 combined with statements proved in \([5, \text{Theorem 4}]\) provide an alternative proof for Theorem \([6]\). Hence, our cycle joining construction also constitutes an alternative proof for the FKM-theorem.
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