Optimal convex approximations of quantum states based on fidelity
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We investigate the problem of optimally approximating a desired state by the convex mixing of a set of available states. The problem is recasted as finding the optimal state with the minimum distance from target state in a convex set of usable states. Based on the fidelity, we define the optimal convex approximation of an expected state and present the complete exact solutions with respect to an arbitrary qubit state. We find that the optimal state based on fidelity is closer to the target state than the optimal state based on trace norm in many ranges. Finally, we analyze the geometrical properties of the target states which can be completely represented by a set of practicable states. Using the feature of convex combination, we express this class of target states in terms of three available states.
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I. INTRODUCTION

In quantum information theory, the convex mixing is universal and plays an important role in the ensemble of quantum states, quantum channels, quantum measurements and quantum entanglement measures. Many entanglement measures of pure states are extended to the mixed states by using convex roof constructions in quantum entanglement theory, such as concurrence \cite{1–4}, entanglement of formation \cite{5}, geometric measure of entanglement \cite{6}, convex-roof extended negativity \cite{7}, k-ME concurrence \cite{8, 9} and so on. Moreover, the concepts of separable and k-producible mixed states are defined by the convex combination of corresponding pure states in multipartite systems \cite{8–15}. The weights in a convex combination are actually the coefficients of the extremal points and may correspond to classical probabilities \cite{16}. In three-dimensional Hilbert space, the convex combination of several points represents a geometry with these points as its vertexes. In particular, the convex combination of two points expresses a line segment, and the convex combination of three points which are not on the same line shows a plane triangle.

Quantum states are very important in quantum mechanics. The so-called available states usually signify that they can be easily prepared and manipulated from the perspective of resource theory \cite{17}. However, many states are not readily obtained directly either from the aspect of experiment or from the feasibility in state preparing. In recent years, some researchers studied the problem of optimally approximating the target state by the different available states \cite{16–19}. It is similar to the issues of addressing the optimal convex approximations of quantum channels and establishing measures of the quantum resource. The optimal convex approximations of quantum channels can be redefined as looking for the least distinguishable channels according to the desired channel among the convex combination of a set of gainable channels \cite{20}. The measures of the quantum resource are embodied in quantum coherence, discord, entanglement and so on. Quantum coherence is regarded as the minimal distance of a quantum state to the set of incoherent states in the fixed reference orthogonal base \cite{21–24}. The quantum discord can be considered as the minimal distance of a target state to classically correlated states \cite{25}. Quantum entanglement can be straightforwardly quantified by measuring the minimal difference between a given state and all separable states in quantum systems \cite{26–28}.

In the same way, we discuss the optimal convex approximations of quantum states. Let $\Omega$ denote the convex mixing of obtainable states. The optimal convex approximations of quantum states can essentially be viewed as calculating the minimum distance from the wished state to the convex set $\Omega$ and finding the corresponding optimal states. When the minimum distance vanishes, the target state can be completely represented by the set of available states. This is the most anticipated case. In this case, we call the target state CR state. Therefore, the optimal convex approximations of quantum states can be considered from two aspects. One is to explore the features of desired states with the minimum distance vanishing. This research is closely related to how to choose the set of available states. Generally the set of available states consists of the eigenstates of usable logic gates.
In Ref. [16, 19], the scholars studied the set $B_3$ of the eigenstates of all Pauli matrices. In Ref. [18], the set of eigenstates of any two Pauli matrices has been discussed. Recently, Liang et al. considered the set of eigenstates of arbitrary two or three real quantum logic gates [17]. Other is to research the optimal convex approximation of expected state with the distance being strictly positive. This study depends on not only the set of available states but also the distance measures between quantum states. In the existing studies [16–19], they chose the distance between the states based on the trace norm. Apart from this, the geometrical properties of quantum states and quantum channels have also attracted extensive attention [29–35]. These properties allow one to check and understand the desired traits of the states and channels.

In this paper, we define the minimum distance between a quantum state and the convex combination of a set of available states based on the fidelity [36, 37]. In Sec. II, we provide the complete exact solution for optimal convex approximation of any qubit state in regard to the set $B_3$. The strengths and weaknesses of the optimal convex approximation based on the fidelity and trace norm are analyzed in Sec. III. In Sec. IV, we find the convex approximation of any qubit state in regard to the set $B_3$ of available states based on the fidelity [36, 37]. In Sec. II, we provide the complete exact solution for optimal approximations of quantum states based on fidelity [38].

II. OPTIMAL APPROXIMATIONS OF QUANTUM STATES BASED ON FIDELITY

Any qubit state $\rho$ can be characterized as

$$\rho = \frac{I + r \cdot \sigma}{2},$$

where $I$ is the two dimensional identity operation, $r$ denotes the three dimensional real vector $(r_x, r_y, r_z)$. The length $|r| = \sqrt{r_x^2 + r_y^2 + r_z^2}$ is not more than 1. Let $r$ express a vector of Pauli matrices. As a matter of fact, each of the normalized three dimensional real vectors can uniquely represent a qubit quantum pure state.

The fidelity [37] between two quantum states $\rho$ and $\varrho$ is a distance measure, which is defined as

$$F(\rho, \varrho) = |\text{tr}\sqrt{\rho^{1/2}\varrho\rho^{1/2}}|^2.$$  

The range of $F(\rho, \varrho)$ is from 0 to 1, if and only if two states $\rho$ and $\varrho$ are same, the fidelity is equal to 1. Suppose that two real vectors $r = (r_x, r_y, r_z)$ and $s = (s_x, s_y, s_z)$ satisfy the condition that length is not more than 1. Let $r$ and $s$ correspond to $\rho$ and $\varrho$ respectively. Then the fidelity between states $\rho$ and $\varrho$ has an elegant form [36, 37]

$$F(\rho, \varrho) = \frac{1}{2}[1 + r \cdot s + \sqrt{(1 - |r|^2)(1 - |s|^2)}].$$

Given a set $B = \{|\psi_i\rangle, i = 1, 2, \ldots, n\}$, where $|\psi_i\rangle$ are available pure states. Based on the fidelity, we introduce the following definition.

Definition 1. For the desired state $\rho$ and the set $B$, the optimal convex approximation is defined as

$$D^F_B(\rho) = 1 - \max F(\rho, \sum_i p_i \rho_i),$$

where $\rho_i = |\psi_i\rangle\langle\psi_i|$, the maximum is taken over all possible probability distributions $\{p_i\}$ with $p_i \geq 0$ and $\sum_i p_i = 1$ for $i = 1, 2, \ldots, n$. When the probability distribution $\{p_i\}$ makes the fidelity between $\rho$ and $\sum_i p_i \rho_i$ reaching maximum, the state $\rho^{\text{opt}} = \sum_i p_i \rho_i$ is called optimal state. The optimal state of a target state may not be unique.

We discuss this optimal convex approximation in terms of measure, the distance between the target state and the convex combination of the available states. Naturally, the problem of optimally approximating the target state from other aspects can also be considered, for example, the coherence of quantum states. In this case, our definition just needs to be changed appropriately by referring to any other figure of merit that quantifies the coherence of quantum states.

Next, we concretely compute the optimal convex approximation of arbitrary qubit state with regard to the set [19]

$$B_3 = \{|0\rangle, |1\rangle, |2\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), |3\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle), |4\rangle = \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle), |5\rangle = \frac{1}{\sqrt{2}}(|0\rangle - i|1\rangle)\}.$$
which consists of the eigenstates of Pauli matrices $\sigma_x, \sigma_y, \sigma_z$. Let $\rho_i = |i\rangle\langle i|, i = 0, \ldots, 5$. The convex combination $\sum_i p_i \rho_i$ of these states can be described by $\mathbf{v} = (p_2 - p_5, p_4 - p_5, p_0 - p_1)$. Due to the symmetry, we only address the optimal convex approximations of qubit states in the range $r_x, r_y, r_z \in [0, 1]$.

Computing the maximum of fidelity between $\rho$ and $\sum_i p_i \rho_i$ is an optimization problem. When the function satisfies inequality and equality conditions, we can use the Karush-Kuhn-Tucker (KKT) theorem [17, 39]. Consider the minimum value of the function $f(x)$. Suppose that $g_i(x) \leq 0$ and $h_j(x) = 0$ are inequality constraints and equality conditions respectively, $i = 1, 2, \ldots, m; j = 1, 2, \ldots, k$. A function can be constructed as $G(x, \lambda) = f(x) + \sum_i u_i g_i(x) + \sum_j \lambda_j h_j(x)$. The optimal solution $x^*$ of the function $f(x)$ (i.e. the local minimum point of the function $f(x)$) must satisfy the following conditions. First, inequality constraints $g_i(x^*) \leq 0$ and equality conditions $h_j(x^*) = 0$. Second, $\nabla G(x^*) = 0$, where $\nabla$ is gradient operator. Third, inequality constraints $u_i \geq 0, h_i g_i(x^*) = 0$. If $f(x)$ and $g_i(x)$ are convex, and $h_j(x)$ are linear, the point satisfying above constraints and conditions is the optimal solution $x^*$ [40].

Obviously, for the probability distribution $\{p_i\}_{i=0}^5$, one has the inequality constraint $p_i \geq 0$ and the equality condition $\sum_i p_i = 1$. Therefore, the function can be constructed as

$$G(p, \lambda) = -F(\rho, \sum_i p_i \rho_i) - \sum_i \lambda_i p_i - \lambda(\sum_i p_i - 1) = -\frac{1}{2} \left\{ 1 + r_5 (p_2 - p_3) + r_y (p_4 - p_5) + r_z (p_0 - p_1) + \sqrt{1 - |\mathbf{r}|^2} \left[ 1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2 \right] \right\} - \sum_i \lambda_i p_i - \lambda(\sum_i p_i - 1),$$

where $\lambda_i \geq 0$. According to the three conditions above, the optimization problem is equivalent to solving the following equations

$$\begin{align*}
\frac{\partial G}{\partial p_0} &= \frac{(p_0 - p_1) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_z}{2} - \lambda_0 - \lambda = 0, \\
\frac{\partial G}{\partial p_1} &= -\frac{(p_0 - p_1) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_z}{2} - \lambda_1 - \lambda = 0, \\
\frac{\partial G}{\partial p_2} &= -\frac{(p_2 - p_3) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_z}{2} - \lambda_2 - \lambda = 0, \\
\frac{\partial G}{\partial p_3} &= -\frac{(p_2 - p_3) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_z}{2} - \lambda_3 - \lambda = 0, \\
\frac{\partial G}{\partial p_4} &= -\frac{(p_4 - p_5) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_y}{2} - \lambda_4 - \lambda = 0, \\
\frac{\partial G}{\partial p_5} &= -\frac{(p_4 - p_5) \sqrt{1 - |\mathbf{r}|^2}}{2\sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_y}{2} - \lambda_5 - \lambda = 0, \\
\frac{\partial G}{\partial \lambda} &= \sum_j p_j - 1 = 0, \lambda_i p_i = 0, \lambda_i \geq 0, p_i \geq 0, i = 0, \ldots, 5.
\end{align*}$$

Next we will show the exact solution of the equation (7), for the detailed procedure please refer to the Appendix A.

(V1) In the set $S1 = \{(r_x, r_y, r_z) | r_x + r_y + r_z \leq 1\}$, $D_{\rho}^\delta(p) = 0$, which means that the target state $\rho$ can be completely represented by the convex combination of $\{\rho_i\}$. The corresponding coefficients are given by

$$\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_x}{2} - \frac{r_y}{2} + \frac{r_z}{2} - t_1 - t_2, \\
p_1 &= \frac{1}{2} - \frac{r_x}{2} - \frac{r_y}{2} - \frac{r_z}{2} - t_1 - t_2, \\
p_2 &= r_x + t_2, \\
p_3 &= t_2, \\
p_4 &= r_y + t_1, \\
p_5 &= t_1.
\end{align*}$$
where $t_1$ and $t_2$ are arbitrary non-negative numbers such that $p_1 \geq 0$.

(V2) In the set $S2 = \{(r_x, r_y, r_z) | r_x + r_y < \sqrt{1 - 2r_z^2} + r_z \text{ or } r_x + r_y < 2r_z, r_y + r_z < \sqrt{1 - 2r_x^2} + r_x \text{ or } r_y + r_z < 2r_x, r_x + r_z < \sqrt{1 - 2r_y^2} + r_y \text{ or } r_x + r_z < 2r_y \} \setminus S1,$

$$D^F_{B_3}(\rho) = \frac{1}{2} - \frac{r}{6} - \frac{\sqrt{2(3 - r^2)}}{6},$$

where $r = r_x + r_y + r_z$, with the optimal weights

\begin{align*}
p_0 &= 1 - \frac{\sqrt{2}(r_x + r_y - 2r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_2 &= 1 - \frac{\sqrt{2}(-2r_x + r_y + r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_4 &= 1 - \frac{\sqrt{2}(r_x - 2r_y + r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_1 &= p_3 = p_5 = 0.
\end{align*}

(V3) In the set $S3 = \{(r_x, r_y, r_z) | r_x + r_z > \sqrt{1 - r_y^2} \} \setminus S1 \cup S2,$

$$D^F_{B_3}(\rho) = \frac{1}{2} - \frac{\sqrt{2} - (r_x + r_z)^2 - 2r_y^2 + (r_x + r_z)}{4},$$

with the pertaining optimal coefficients

\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_x - r_z}{2\sqrt{2 - (r_x + r_z)^2 - 2r_y^2}}, \\
p_2 &= \frac{1}{2} - \frac{-r_x + r_z}{2\sqrt{2 - (r_x + r_z)^2 - 2r_y^2}}, \\
p_1 &= p_3 = p_4 = p_5 = 0.
\end{align*}

(V4) In the set $S4 = \{(r_x, r_y, r_z) | r_y + r_z > \sqrt{1 - r_x^2} \} \setminus S1 \cup S2,$

$$D^F_{B_3}(\rho) = \frac{1}{2} - \frac{\sqrt{2} - (r_y + r_z)^2 - 2r_x^2 + (r_y + r_z)}{4},$$

with the corresponding weights

\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_y - r_z}{2\sqrt{2 - (r_y + r_z)^2 - 2r_x^2}}, \\
p_4 &= \frac{1}{2} - \frac{-r_y + r_z}{2\sqrt{2 - (r_y + r_z)^2 - 2r_x^2}}, \\
p_1 &= p_2 = p_3 = p_5 = 0.
\end{align*}

(V5) In the set $S5 = \{(r_x, r_y, r_z) | r_x + r_y > \sqrt{1 - r_z^2} \} \setminus S1 \cup S2,$

$$D^F_{B_3}(\rho) = \frac{1}{2} - \frac{\sqrt{2} - (r_x + r_y)^2 - 2r_z^2 + (r_x + r_y)}{4},$$

(15)
the related optimal coefficients are given by

\[ p_2 = \frac{1}{2} - \frac{r_y - r_x}{2\sqrt{2 - (r_y + r_x)^2 - 2r_z^2}} \]
\[ p_4 = \frac{1}{2} - \frac{-r_y + r_x}{2\sqrt{2 - (r_y + r_x)^2 - 2r_z^2}} \]
\[ p_0 = p_1 = p_3 = p_5 = 0. \]

(16)

It needs to notice that there may be intersections between the sets S3, S4 and S5. If a quantum state \((r_0^0, r_0^0, r_0^0)\) belongs to all three sets, then the least optimal convex approximation in the three cases is the genuine optimal solution.

Clearly, we have obtained the optimal solution for arbitrary qubit state. Specially, in the set S1, the distance between target state and the convex combinations of the available states in \(B_3\) vanishes, which is the most desired case. These target states are all CR states. Further, we will study their geometric property in Sec. IV. In the cases of three numbers of \(\{p_i\}\) being nonzero, the optimal convex approximation has a solution only if \(p_0, p_2, p_4 \neq 0\). The value range of this solution is the set \(S_3\). In geometry, it is not difficult to find that the quantum state which cannot be completely represented is located at above the plane consisting of \(0\), \(2\) and \(4\), and they are closest to these three points.

III. COMPARISON WITH OPTIMAL APPROXIMATION BASED ON TRACE DISTANCE

The different choices of distance measure and set of available quantum states will have certain influence on the optimal convex approximation of quantum states. In Sec. II, taking \(B_3\) as an example, we addressed the general problem of approximating an unavailable qubit state through fidelity. In Ref. [19], based on the trace norm, Liang et al. showed the analytical solutions in some cases by the convex mixing of quantum states in the general problem of approximating an unavailable qubit state through fidelity. In comparison of optimal states obtained with these two distance measures.

Any qubit quantum state \(\rho\) can also be expressed as

\[ \rho = \left( \begin{array}{cc} 1 - a & k\sqrt{a(1 - a)}e^{i\phi} \\ k\sqrt{a(1 - a)}e^{-i\phi} & a \end{array} \right), \]

(17)

where \(a \in [0, 1]\), \(\phi \in [0, 2\pi]\) and \(k \in [0, 1]\). Let \(u = k\sqrt{a(1 - a)}\cos\phi\) and \(v = k\sqrt{a(1 - a)}\sin\phi\), in fact, \(a = \frac{1-r_z}{2}\), \(u = \frac{r_x}{2}\), \(v = \frac{r_y}{2}\).

In quantum mechanics, the difference between quantum states can be reflected essentially by the difference between their eigenvalues. Any two qubit states \(\rho^1\) and \(\rho^2\) can be written in diagonalized form \(\rho^1 = \lambda_+^1 |\alpha_+\rangle\langle \alpha_+| + \lambda_-^1 |\alpha_-\rangle\langle \alpha_-|\) and \(\rho^2 = \lambda_+^2 |\beta_+\rangle\langle \beta_+| + \lambda_-^2 |\beta_-\rangle\langle \beta_-|\) respectively. Here \(\{|\alpha_+\rangle, |\alpha_-\rangle\}\) and \(\{|\beta_+\rangle, |\beta_-\rangle\}\) are the two bases for a two-dimensional Hilbert space, they can be transformed into each other by unitary operators. If \(\lambda_+^1 = \lambda_-^1\), they are equivalent. Therefore, the problem of comparing the optimal states can be transformed into comparing the difference between the eigenvalues of the optimal state and the target state based on these two distances. By calculating, the eigenvalues of any qubit state \(\rho\) are

\[ \lambda_\pm = \pm \frac{\sqrt{r_x^2 + r_y^2 + r_z^2}}{2} + \frac{1}{2} = \pm \frac{|r|}{2} + \frac{1}{2}. \]

(18)

The eigenvalues of the convex combination \(\sum p_i \rho_i\) of available states are

\[ h_\pm = \pm \frac{1}{2}\sqrt{(p_0 - p_1)^2 + (p_2 - p_3)^2 + (p_4 - p_5)^2 + \frac{1}{2}}. \]

(19)

We construct the difference function that quantifying the distance between the eigenvalues of the optimal state and the target state as

\[ g = |h_+ - \lambda_+| + |h_- - \lambda_-|. \]

(20)

Based on the trace norm, the optimal convex approximation [19] of \(\rho\) with respect to \(B_3\) is defined as \(D_{B_3}(\rho) = \min \{|p - \sum p_i' \rho_i|_1\}\), where \(p_i = |i\rangle\langle i|\), \(p_i' \geq 0\), and \(\sum p_i' = 1\), the minimum is taken over all possible probability
distributions \( \{p'_i\} \). Let \( \rho^{opt'} \) denote the corresponding optimal state such that \( D_{B_1}(\rho) = ||\rho - \rho^{opt'}||_1 \). In the set \( S_1 \), it is obvious that the value of difference function is zero under these two measures.

In Ref. [19], when only three of the probabilities \( \{p'_i\} \) are nonzero, the probabilities of optimal state \( \rho^{opt'} \) are

\[
\begin{align*}
p'_0 &= 1 - \frac{4a}{3} - \frac{2u}{3} - \frac{2v}{3} = \frac{1}{3} + \frac{2r_x - r_x - r_y}{3}, \\
p'_2 &= \frac{2a}{3} + \frac{4u}{3} - \frac{2v}{3} = \frac{1}{3} + \frac{-r_y + 2r_x - r_y}{3}, \\
p'_4 &= \frac{2a}{3} + \frac{2u}{3} + \frac{4v}{3} = \frac{1}{3} + \frac{-r_z - r_x + 2r_y}{3},
\end{align*}
\]

(21)

the value range of \((r_x, r_y, r_z)\) is the set \( S_2' = \{(r_x, r_y, r_z) | r_x + r_y \leq 1 + 2r_z, r_y + r_z \leq 1 + 2r_x, r_x + r_z \leq 1 + 2r_y \} \setminus S_1 \). Our result, when only three values of the probabilities \( \{p_i\} \) are nonzero, the coefficients of optimal state \( \rho^{opt} \) are the equation (10), the value range of \((r_x, r_y, r_z)\) is the set \( S_2 \). It is apparent that \( S_2 \subseteq S_2' \). For the state \( \rho \) belonging to set \( S_2 \), we have the following conclusion.

**Proposition 1.** In the set \( S_2 \), the optimal state obtained by using the fidelity as a measure is closer to the expected state.

**Proof.** In the set \( S_2 \), according to the equations (19) and (21), we obtain the eigenvalues of \( \rho^{opt'} \) as

\[
h'_\pm = \pm \frac{1}{2} \sqrt{|1 + \frac{3|r|^2 - r^2}{1 + 2r_x - r_y + r_z} + \frac{1}{2}}
\]

(22)

where \( r = r_x + r_y + r_z \). Due to the equations (10) and (19), the eigenvalues of \( \rho^{opt} \) are

\[
h_{\pm} = \pm \frac{1}{2} \sqrt{|1 + \frac{3|r|^2 - r^2}{1 + 2r_x - r_y + r_z} + \frac{1}{2}}
\]

(23)

Let us to compare the difference functions. By using the results (18) and (22), the difference function between optimal state based on the trace distance and target state is

\[
g'^1 = |h'_{+} - \lambda_{+}| + |h'_{-} - \lambda_{-}| = \sqrt{|1 + \frac{3|r|^2 - r^2}{1 + 2r_x - r_y + r_z} - |r||}.
\]

(24)

By the result (23), it is not difficult to get the difference function between optimal state based on the fidelity and target state

\[
g^1 = |h_{+} - \lambda_{+}| + |h_{-} - \lambda_{-}| = \sqrt{|1 + \frac{2|r|^2 - r^2}{1 + 2r_x - r_y + r_z} - |r||}.
\]

(25)

We have \( g'^1 - g^1 \geq 0 \). For the detailed calculation please see the Appendix B. That is, the optimal state obtained by using fidelity is better than one obtained by using trace norm in the value range \( S_2 \). This completes the proof of the proposition.

When only two values of the probabilities \( \{p'_i\} \) are nonzero, the value ranges obtained by Ref. [19] are the set \( S_3' = \{(r_x, r_y, r_z) | 1 - r_z < r_x + r_y \leq 1 + 2r_z, r_y + r_z \leq 1 + 2r_x, r_x + r_z \geq 1 + 2r_y \} \), \( S_4' = \{(r_x, r_y, r_z) | 1 - r_z < r_x + r_y \leq 1 + 2r_z, r_y + r_z \geq 1 + 2r_x, r_x + r_z \leq 1 + 2r_y \} \) and \( S_5' = \{(r_x, r_y, r_z) | r_x + r_y > 1 + 2r_z \} \). In this case, we have the following conclusion.

**Proposition 2.** In the set \( S_3', S_4' \) and \( S_5' \), the optimal state based on the fidelity is closer to the desired state.

**Proof.** First, we consider the case in the value range \( S_3' \). At this case, only \( p'_0 \) and \( p'_2 \) are nonzero. The probabilities [19] of the optimal state \( \rho^{opt'} \) are

\[
\begin{align*}
p'_0 &= 1 - a - u = \frac{1}{2} - \frac{r_x - r_z}{2}, \\
p'_2 &= a + u = \frac{1}{2} + \frac{r_x - r_z}{2}, \\
p'_1 = p'_3 = p'_4 = p'_5 &= 0.
\end{align*}
\]

(26)
And according to the equation (19), the eigenvalues of $\rho^{opt'}$ are

$$h^2_\pm = \pm \frac{1}{2} \sqrt{\frac{1 + 2(r^2_x + r^2_z) - (r_x + r_z)^2}{2} + \frac{1}{2}}. \quad (27)$$

While, when only two probabilities $p_0$ and $p_2$ are nonzero, the value range is the set S3. The eigenvalues of $\rho^{opt}$ are

$$h^2_\pm = \pm \frac{1}{2} \sqrt{\frac{1 + r^2_x + r^2_z - r^2_y - (r_x + r_z)^2}{2 - (r_x + r_z)^2 - 2r^2_y} + \frac{1}{2}}. \quad (28)$$

Combining the equations (18) and (27), we gain the difference function between optimal state obtained by using the trace distance and target state

$$g^{2'} = |h^2_+ - \lambda_+| + |h^2_- - \lambda_-| = \sqrt{\frac{1 + 2(r^2_x + r^2_z) - (r_x + r_z)^2}{2} - |r|}. \quad (29)$$

In the light of the equation (28), the difference function between optimal state obtained by using fidelity and target state is

$$g^2 = |h^2_+ - \lambda_+| + |h^2_- - \lambda_-| = \sqrt{\frac{1 + r^2_x + r^2_z - r^2_y - (r_x + r_z)^2}{2 - (r_x + r_z)^2 - 2r^2_y} - |r|}. \quad (30)$$

It is easy to know that $S3' \subset S3$. We can prove $g^{2'} - g^2 \geq 0$, for the details please refer to the Appendix C. So, in the set $S3'$ the proposition is valid. The other two cases are same for only $p_0, p_4$ and $p_2, p_4$ being nonzero. The proof is completed.

The regions which have not been analyzed so far are $S2' \cap S3$, $S2' \cap S4$, and $S2' \cap S5$. In these cases, we have the following inferences. In the value range $S2' \cap S3$, when $r^2 \geq (r_x + r_z)^2 + 2r^2_y$, if $1 - 3|\rho|^2 + r^2 \leq 0$, then $g^{1'} - g^2 \geq 0$, this means that using the fidelity as the measure is more advantageous, otherwise, cannot judge. When $r^2 \leq (r_x + r_z)^2 + 2r^2_y$, if $1 - 3|\rho|^2 + r^2 \geq 0$, then $g^{1'} - g^2 \leq 0$, namely using the trace norm as the measure has superiority, otherwise, cannot judge. Please refer to the Appendix D for the details.

Analogously, in the domain of definition $S2' \cap S4$, the difference function between the optimal state obtained by using fidelity and the expected state is

$$g^3 = \sqrt{\frac{1 + r^2_y + r^2_z - r^2_y - (r_y + r_z)^2}{2 - (r_y + r_z)^2 - 2r^2_y} - |r|}. \quad (31)$$

When $r^2 \geq (r_y + r_z)^2 + 2r^2_y$, if $1 - 3|\rho|^2 + r^2 \leq 0$, then $g^{1'} - g^3 \geq 0$, otherwise, cannot judge. When $r^2 \leq (r_y + r_z)^2 + 2r^2_y$, if $1 - 3|\rho|^2 + r^2 \geq 0$, then $g^{1'} - g^3 \leq 0$, otherwise, cannot judge.

In the set $S2' \cap S5$, the difference function between the optimal state obtained by using the fidelity and the wished state is

$$g^4 = \sqrt{\frac{1 + r^2_x + r^2_z - r^2_y - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r^2_z} - |r|}. \quad (32)$$

When $r^2 \geq (r_x + r_y)^2 + 2r^2_z$, if $1 - 3|\rho|^2 + r^2 \leq 0$, then $g^{1'} - g^4 \geq 0$, otherwise, cannot judge. When $r^2 \leq (r_x + r_y)^2 + 2r^2_z$, if $1 - 3|\rho|^2 + r^2 \geq 0$, then $g^{1'} - g^4 \leq 0$, otherwise, cannot judge.

These results make us realize that it is meaningful to research the optimal convex approximation of desired state by taking advantage of the fidelity. This allows one to find the optimal state $\rho^{opt}$ closer to the target state in some regions.

IV. THE GEOMETRY OF CR STATES

The CR states indicate that these states can be completely represented by the convex mixing of quantum states in usable set. They are most perfect in our research. Next, we will study their geometric properties. Because of the symmetry, we only consider the value range $r_x, r_y, r_z \geq 0$. In the absence of ambiguity, the following is no longer marked.
According to the solution of equation (7), we know that if and only if $r_x + r_y + r_z \leq 1, D_{B_3}^F(\rho) = 0$. In this case, the objective state $\rho$ is CR state about set $B_3$. From the view of the geometry, the region of CR states is the dark purple regions in FIG. 1. The region is called $\mathcal{R}_{CR}$. Its vertex coordinates are $(1,0,0)$, $(0,1,0)$, $(0,0,1)$ and $(0,0,0)$. The corresponding quantum states of these vertices are $|2\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, $|4\rangle = \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle)$, $|0\rangle$, $\frac{1}{2}(|0\rangle + |1\rangle)$ and $\frac{1}{2}(|0\rangle + |1\rangle)$. From FIG. 1, it can be seen that the convex combination of these points forms the region $\mathcal{R}_{CR}$. The all purple regions including dark and light purple represent all quantum states, which is called $\mathcal{R}_Q$. The relative volume of the CR states with respect to whole quantum states is

$$V_{\mathcal{R}_{CR}}/V_{\mathcal{R}_Q} = \frac{1}{6}/\pi = \frac{1}{\pi}. \quad (33)$$

![FIG. 1: The region $\mathcal{R}_{CR}$ is represented by dark purple.](image1)

We can also consider other available states to expand the volume of the CR states. A real quantum logic gate is of the form either [17]

$$U_\alpha = \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix} \quad \text{or} \quad V_\gamma = \begin{pmatrix} \cos \gamma & -\sin \gamma \\ \sin \gamma & \cos \gamma \end{pmatrix}. \quad (34)$$

The eigenvectors of $U_\alpha$ are $|\phi_1^\alpha\rangle = \cos \frac{\alpha}{2}|0\rangle + \sin \frac{\alpha}{2}|1\rangle$ and $|\phi_2^\alpha\rangle = \sin \frac{\alpha}{2}|0\rangle - \cos \frac{\alpha}{2}|1\rangle$. It is not difficult to find that $U_\alpha$ can be reduced to the $Z$ gate ($\sigma_z$), Hadamard gate, and $X$ gate ($\sigma_x$) in quantum information processing, when $\alpha$ is equal to $0$, $\frac{\pi}{2}$, and $\frac{\pi}{4}$, respectively. The vectors $|4\rangle = \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle)$ and $|5\rangle = \frac{1}{\sqrt{2}}(|0\rangle - i|1\rangle)$ are the eigenvectors of $V_\gamma$, $\gamma \neq 0, \pi$, which are also the eigenvectors of $Y$ gate ($\sigma_y$). Now, we consider a new set

$$B_3^{\rho_0} = B_3 \cup \{ |\phi_1^{\rho_0}\rangle = \cos \frac{\alpha_0}{2}|0\rangle + \sin \frac{\alpha_0}{2}|1\rangle, |\phi_2^{\rho_0}\rangle = \sin \frac{\alpha_0}{2}|0\rangle - \cos \frac{\alpha_0}{2}|1\rangle \}. \quad (35)$$

Here $\cos \frac{\alpha_0}{2} = \sqrt{\frac{2+z}{4}}, \sin \frac{\alpha_0}{2} = \sqrt{\frac{2-z}{4}}$, the quantum state $|\phi_1^{\rho_0}\rangle$ is represented by the point $Q_0 = \{ \sqrt{z}, 0, \sqrt{1-z} \}$ in FIG. 2. It is evident that the convex combination of this usable states $|0\rangle$, $|2\rangle$, $|4\rangle$, $|\phi_1^{\rho_0}\rangle$ and $1/2$ is the dark purple region in FIG. 2, this region is called $\mathcal{R}_{CR}^{\rho_0}$. We come to the following conclusion.

**Proposition 3.** The quantum state $\rho$ belongs to the region $\mathcal{R}_{CR}^{\rho_0}$ if and only if $D_{B_3^{\rho_0}}^F(\rho) = 0$.

**Proof.** Let $Q_\rho = (r_x, r_y, r_z)$ be the corresponding point of quantum state $\rho$. For convenience, $\rho_i$ for $i = 0, 1, \ldots, 4$ express $|0\rangle$, $|2\rangle$, $|4\rangle$, $|\phi_1^{\rho_0}\rangle$ and $1/2$ respectively. $Q_\rho = (r_x^\rho, r_y^\rho, r_z^\rho)$ denotes the point of quantum state $\rho$ in Bloch sphere.

First, we show that the proposition is valid for $Q_\rho \in \mathcal{R}_{CR}^{\rho_0}$. From the characterization of convex combination, it is obvious that $Q_\rho$ can be linearly represented by the vertices of $\mathcal{R}_{CR}^{\rho_0}$. More specifically, there is a set of weights $\{q_i\}$ with $q_i \geq 0$ and $\sum q_i = 1$, such that $Q_\rho = \sum q_i Q_{\rho_i}$. Naturally, $r_x = \sum q_i r_x^\rho_i$. It is easy to know

$$\text{Tr}(\rho \sigma_3) = \sum q_i \text{Tr}(\rho_i \sigma_3) = \text{Tr}(\sum q_i \rho_i \sigma_3).$$

It has the same form in the $y$-axis and the $z$-axis. This implies that $\rho = \sum q_i \rho_i$. And due to $1/2 = \frac{1}{2}(|0\rangle\langle 0| + |1\rangle\langle 1|)$, the quantum state $\rho$ can be expressed by a convex combination of the states in $B_3^{\rho_0}$. So, we have $D_{B_3^{\rho_0}}^F(\rho) = 0$. 

![FIG. 2: The region $\mathcal{R}_{CR}^{\rho_0}$ is expressed by dark purple.](image2)

![FIG. 3: The region $\mathcal{R}_{CR}^{\rho_0}$ is denoted by dark purple.](image3)
Second, the reverse is still valid. This completes the proof of the proposition. Therefore, the relative volume of the CR states under $B^{a}_{Q}$ with regard to all quantum states is

$$V_{R^{a}_{CR}} / V_{R_{Q}} = \frac{\sqrt{2}}{6} \cdot \frac{\pi}{6} = \frac{\sqrt{2}}{\pi}$$

(36)

Next we discuss the available set

$$B^{a} = \{ |4\rangle, |5\rangle, |\phi^{a}\rangle = \cos \frac{\alpha}{2} (0) + \sin \frac{\alpha}{2} (1) \}.$$  

(37)

where $\alpha$ is taken over all the value from 0 to $2\pi$. The state $|\phi^{a}\rangle$ is expressed by $Q_{\phi^{a}} = (\sin \alpha, 0, \cos \alpha)$. In FIG. 3, the dark purple region is called $R^{a}_{CR}$. As a matter of fact, it is obtained by the rotation of point $Q_{\phi^{a}}$ around the circumference of the x-z plane. Similarly, we draw the following conclusion.

**Proposition 4.** The quantum state $\rho$ of the region $R^{a}_{CR}$ satisfy $D^{F}_{B^{a}}(\rho) = 0$, and vice versa.

The proof is the same as above. Let $\rho_{j}$ for $i = 4, 5, 6$ show the quantum state $|4\rangle, |5\rangle, |\phi^{a}\rangle$ respectively, $p_{j}$ is the corresponding weight. From our optimal approximation analysis, it is easy to get the following conclusion.

**Proposition 5.** For a qubit state $\rho$, if and only if $(1 - r_{y})^{2} \geq r_{x}^{2} + r_{z}^{2}$, we have $D^{F}_{B^{a}}(\rho) = 0$. Meanwhile, $\sin \alpha = \frac{r_{y}}{\sqrt{r_{x}^{2} + r_{z}^{2}}}$, the coefficients of optimal state are

$$\begin{align*}
p_{4} &= \frac{1}{2} (1 + r_{y} - \sqrt{r_{x}^{2} + r_{z}^{2}}), \\
p_{5} &= \frac{1}{2} (1 - r_{y} - \sqrt{r_{x}^{2} + r_{z}^{2}}), \\
p_{6} &= \sqrt{r_{x}^{2} + r_{z}^{2}}.
\end{align*}$$

(38)

**Proof.** First part, for arbitrary quantum state $\rho$, due to the Proposition 4, we deduce that $D^{F}_{B^{a}}(\rho) = 0$ if and only if $(1 - r_{y})^{2} \geq r_{x}^{2} + r_{z}^{2}$.

Furthermore, when $\rho \in R^{a}_{CR}$, there must be a number $\alpha$, such that the state $\rho$ lies in the plane consisting of $\rho_{j}, j = 4, 5, 6$. In the meantime, we have $\frac{\sin \alpha}{\cos \alpha} = \frac{r_{y}}{r_{x}}$. It can be converted to $\sin \alpha = \frac{r_{y}}{\sqrt{r_{x}^{2} + r_{z}^{2}}}$ from this, there is a set of probabilities $\{ p_{j} \}$ with $p_{j} \geq 0$ and $\sum_{j} p_{j} = 1$ for $j = 4, 5, 6$ that makes $\rho = \sum_{j} p_{j} \rho_{j}$. This means that $Q_{\rho} = (\sin \alpha \cdot p_{6}, p_{4} - p_{5}, \cos \alpha \cdot p_{6})$. Then, we gain

$$\sin \alpha \cdot p_{6} = r_{z}, \quad p_{4} - p_{5} = r_{y}, \quad \cos \alpha \cdot p_{6} = r_{z}, \quad p_{4} + p_{5} + p_{6} = 1.$$  

(39)

By solving the above equation, we obtain the solution (38). That is the end of the proof.

So, the relative volume of the CR states concerning the set $B^{a}$ with respect to entire quantum states is

$$V_{R^{a}_{CR}} / V_{R_{Q}} = \frac{\pi}{12} / \frac{\pi}{6} = \frac{1}{2}.$$  

(40)

The above results show that the range of CR states about the set $B^{a}$ is the largest under the known usable states. In Ref. [17], researchers studied the optimal convex approximation of the qubit state $\rho$ in reference to the eigenvectors of arbitrarily two or three real quantum logic gates. They considered the available state sets $K_{1} = \{ |\phi^{1}_{1}\rangle, |\phi^{1}_{2}\rangle, |\phi^{1}_{3}\rangle, |\phi^{1}_{4}\rangle \}$, $K_{2} = \{ |\phi^{2}_{1}\rangle, |\phi^{2}_{2}\rangle, |\phi^{2}_{3}\rangle, |\phi^{2}_{4}\rangle, |\phi^{2}_{5}\rangle, |\phi^{2}_{6}\rangle, |\phi^{2}_{7}\rangle, |\phi^{2}_{8}\rangle, |\phi^{2}_{9}\rangle, |\phi^{2}_{10}\rangle \}$ and $K = \{ |\phi^{3}_{1}\rangle, |\phi^{3}_{2}\rangle, |\phi^{3}_{3}\rangle, |\phi^{3}_{4}\rangle, |\phi^{3}_{5}\rangle, |\phi^{3}_{6}\rangle, |\phi^{3}_{7}\rangle, |\phi^{3}_{8}\rangle, |\phi^{3}_{9}\rangle, |\phi^{3}_{10}\rangle \}$. By analyzing the geometric properties of CR states, we can quickly know the range of CR states for different feasible sets. The region of CR states about the set $K_{1}$ is a sector with 90 degree central angle. The convex combinations of the states in the set $K_{2}$ and $K$ are both the region $R^{a}_{CR}$. The proposition 5 indicates that we can use less resource to express the states in the region $R^{a}_{CR}$.

V. CONCLUSION

In summary, we define the optimal convex approximation based on the fidelity. For the set of eigenstates of all Pauli matrices, we have obtained the explicit analytical solution for an arbitrary qubit state. The advantage of our results is that the eigenvalues of the optimal state based on the fidelity are closer to the eigenvalues of the target state over the eigenvalues of the optimal state based on the trace norm in many ranges. Apart from the eigenstates of the Pauli matrices, we also consider the eigenvectors of other real quantum logic gates. We analytically calculate the volumes of the expected CR states in regard to several sets of available states, and find the relationship between the selected available states and CR states. The associated volume element depends only on the coordinates of gainable states with respect to three axes $\sigma_{x}$, $\sigma_{y}$ and $\sigma_{z}$. Finally, we completely represent the desired states in the region $R^{a}_{CR}$ with fewer available states.
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Appendix A: the process of solving the equations (7)

Solve the following equations

\[ \frac{\partial G}{\partial p_0} = \frac{(p_0 - p_1) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_z}{2} - \lambda_0 - \lambda = 0, \quad (A1a) \]
\[ \frac{\partial G}{\partial p_1} = \frac{(p_0 - p_1) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_z}{2} - \lambda_1 - \lambda = 0, \quad (A1b) \]
\[ \frac{\partial G}{\partial p_2} = \frac{(p_2 - p_3) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_x}{2} - \lambda_2 - \lambda = 0, \quad (A1c) \]
\[ \frac{\partial G}{\partial p_3} = \frac{(p_2 - p_3) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_x}{2} - \lambda_3 - \lambda = 0, \quad (A1d) \]
\[ \frac{\partial G}{\partial p_4} = \frac{(p_4 - p_5) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_y}{2} - \lambda_4 - \lambda = 0, \quad (A1e) \]
\[ \frac{\partial G}{\partial p_5} = \frac{(p_4 - p_5) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} + \frac{r_y}{2} - \lambda_5 - \lambda = 0, \quad (A1f) \]
\[ \frac{\partial G}{\partial \lambda} = \sum_j p_j - 1 = 0, \quad \lambda_i p_i = 0, \quad i = 0, \ldots, 5. \quad (A1g) \]

Step 1, it is easy to obtain

\[ -\lambda_0 - \lambda_1 - 2\lambda = 0, \]
\[ -\lambda_2 - \lambda_3 - 2\lambda = 0, \]
\[ -\lambda_4 - \lambda_5 - 2\lambda = 0. \quad (A2) \]

Step 2, (V1) if \( p_0, p_1 \neq 0 \) or \( p_2, p_3 \neq 0 \) or \( p_4, p_5 \neq 0 \), or at least four elements of \( \{p_i\} \) are nonzero, then we have \( \lambda_i, \lambda = 0 \), so the equation (A1) is reduced to

\[ \frac{(p_0 - p_1) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_z}{2} = 0, \]
\[ \frac{(p_2 - p_3) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_x}{2} = 0, \quad (A3) \]
\[ \frac{(p_4 - p_5) \sqrt{1 - |r|^2}}{2 \sqrt{1 - (p_2 - p_3)^2 - (p_4 - p_5)^2 - (p_0 - p_1)^2}} - \frac{r_y}{2} = 0. \]

It infers

\[ (p_0 - p_1)^2 = \frac{r_z^2 [1 - (p_2 - p_3)^2 - (p_4 - p_5)^2]}{1 - r_x^2 - r_y^2}, \]
\[ (p_2 - p_3)^2 = \frac{r_z^2 [1 - (p_0 - p_1)^2 - (p_4 - p_5)^2]}{1 - r_y^2 - r_z^2}, \quad (A4) \]
\[ (p_4 - p_5)^2 = \frac{r_z^2 [1 - (p_0 - p_1)^2 - (p_2 - p_3)^2]}{1 - r_x^2 - r_z^2}. \]
According (A3) and (A4), we find
\[ p_0 - p_1 = r_z, \quad p_2 - p_3 = r_x, \quad p_4 - p_5 = r_y, \quad \sum_i p_i = 1. \]  
(A5)

Then, the solution is
\[
\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_x}{2} - \frac{r_y}{2} + \frac{r_z}{2} - t_1 - t_2, \\
p_1 &= \frac{1}{2} - \frac{r_x}{2} - \frac{r_y}{2} - \frac{r_z}{2} - t_1 - t_2, \\
p_2 &= r_x + t_2, \\
p_3 &= t_2, \\
p_4 &= r_y + t_1, \\
p_5 &= t_1,
\end{align*}
\]
(A6)

where \( t_1 \) and \( t_2 \) are arbitrary non-negative numbers such that \( p_i \geq 0 \). The constraint \( p_i \geq 0 \) with \( i = 0, 1, \ldots, 5 \) is transformed to \( 1 - r_x - r_y - r_z \geq 0 \). Let \( S_1 = \{(r_x, r_y, r_z) | r_x + r_y + r_z \leq 1\} \). Due to (A5), it is easy to know that \( \rho \) can be absolutely expressed by \( \sum_i p_i \). That is to say \( D_{B_0}^1(\rho) = 0 \) in the set \( S_1 \).

(V2) For \( 1 - r_x - r_y - r_z < 0 \), there are the following eight cases where three elements of \( \{p_i\} \) are nonzero. (i) \( p_0 \neq 0, p_2 \neq 0, p_4 \neq 0 \); (ii) \( p_0 \neq 0, p_2 \neq 0, p_5 \neq 0 \); (iii) \( p_0 \neq 0, p_3 \neq 0, p_4 \neq 0 \); (iv) \( p_0 \neq 0, p_3 \neq 0, p_5 \neq 0 \); (v) \( p_1 \neq 0, p_2 \neq 0, p_4 \neq 0 \); (vi) \( p_1 \neq 0, p_2 \neq 0, p_5 \neq 0 \); (vii) \( p_1 \neq 0, p_3 \neq 0, p_4 \neq 0 \); (viii) \( p_1 \neq 0, p_3 \neq 0, p_5 \neq 0 \).

In the case (i), we have \( \lambda_0, \lambda_2, \lambda_4 = 0, p_1, p_3, p_5 = 0, \lambda = -\frac{\lambda_1}{2} = -\frac{\lambda_3}{2} = -\frac{\lambda_5}{2} < 0 \) then
\[
\begin{align*}
p_0 &= \frac{r_z}{2} - \lambda = 0, \\
p_2 &= \frac{r_x}{2} - \lambda = 0, \\
p_4 &= \frac{r_y}{2} - \lambda = 0.
\end{align*}
\]
(A7)

It means
\[
\begin{align*}
p_0^2 &= \frac{(r_z + 2\lambda)^2[1 - p_2^2 - p_4^2]}{1 - |p|^2 + (r_z + 2\lambda)^2}, \\
p_2^2 &= \frac{(r_x + 2\lambda)^2[1 - p_0^2 - p_4^2]}{1 - |p|^2 + (r_x + 2\lambda)^2}, \\
p_4^2 &= \frac{(r_y + 2\lambda)^2[1 - p_0^2 - p_2^2]}{1 - |p|^2 + (r_y + 2\lambda)^2}.
\end{align*}
\]
(A8)

According (A7) and (A8), we obtain
\[
\begin{align*}
p_0 &= \frac{(r_z + 2\lambda)}{\sqrt{1 - |p|^2 + (r_z + 2\lambda)^2 + (r_x + 2\lambda)^2 + (r_y + 2\lambda)^2}}, \\
p_2 &= \frac{(r_x + 2\lambda)}{\sqrt{1 - |p|^2 + (r_x + 2\lambda)^2 + (r_x + 2\lambda)^2 + (r_y + 2\lambda)^2}}, \\
p_4 &= \frac{(r_y + 2\lambda)}{\sqrt{1 - |p|^2 + (r_x + 2\lambda)^2 + (r_x + 2\lambda)^2 + (r_y + 2\lambda)^2}},
\end{align*}
\]
(A9)

It implies \( \lambda = \frac{1}{6}(\pm \sqrt{3 - (r_x + r_y + r_z)^2} - (r_x + r_y + r_z)) \).
Because \((r_z + 2\lambda) + (r_x + 2\lambda) + (r_y + 2\lambda) \geq 0\), we get \(\lambda = \frac{1}{6}[\sqrt{\frac{3 - (r_x + r_y + r_z)^2}{2}} - (r_x + r_y + r_z)]\). The constraint \(\lambda < 0\) can be converted to \(1 - r_x - r_y - r_z < 0\). So one has

\[
\begin{align*}
p_0 &= \frac{1}{3} - \frac{\sqrt{2}(r_x + r_y - 2r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_2 &= \frac{1}{3} - \frac{\sqrt{2}(-2r_x + r_y + r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_4 &= \frac{1}{3} - \frac{\sqrt{2}(r_x - 2r_y + r_z)}{3\sqrt{3 - (r_x + r_y + r_z)^2}}, \\
p_1 = p_3 &= p_5 = 0.
\end{align*}
\]

And due to \(p_0, p_2, p_4 > 0\), the above solutions should satisfy four constraints, \(r_x + r_y < \sqrt{1 - 2\lambda^2} + r_z\) or \(r_x + r_y < 2r_z\), \(r_y + r_z < \sqrt{1 - 2\lambda^2} + r_x\) or \(r_y + r_z < 2r_x\), \(r_x + r_z < \sqrt{1 - 2\lambda^2} + r_y\) or \(r_x + r_z < 2r_y\), and \(r_y + r_z < 2r_y\).

Let \(S_2 = \{(r_x, r_y, r_z) | r_x + r_y < \sqrt{1 - 2\lambda^2} + r_z\text{ or } r_x + r_y < 2r_z, r_y + r_z < \sqrt{1 - 2\lambda^2} + r_x\text{ or } r_y + r_z < 2r_x, r_x + r_z < \sqrt{1 - 2\lambda^2} + r_y\text{ or } r_x + r_z < 2r_y\} \setminus S_1\). In this range, it is not difficult to get

\[
\max F(\rho, \sum_i p_i \rho_i) = \frac{1}{2} + \frac{r_x + r_y + r_z}{6} + \frac{\sqrt{2[3 - (r_x + r_y + r_z)^2]}}{6}, \tag{A11}
\]

where \(r = r_x + r_y + r_z\).

Further, we have

\[
D^F_{\beta_3}(\rho) = \frac{1}{2} - \frac{r}{6} - \frac{\sqrt{2[3 - r^2]}}{6}. \tag{A12}
\]

In the case (ii), we have \(\lambda_0, \lambda_2, \lambda_5 = 0, p_1, p_3, p_4 = 0, \lambda = -\frac{\lambda_1}{2} = -\frac{\lambda_3}{2} = -\frac{\lambda_4}{2} < 0\) then

\[
\begin{align*}
p_0\sqrt{1 - |\rho|^2} &= \frac{r_x}{2} - \lambda = 0, & \quad & (A13a) \\
p_2\sqrt{1 - |\rho|^2} &= \frac{r_x}{2} - \lambda = 0, & \quad & (A13b) \\
p_5\sqrt{1 - |\rho|^2} &= \frac{r_y}{2} - \lambda = 0. & \quad & (A13c)
\end{align*}
\]

According (A13c), we can know that \(2\lambda - r_y \geq 0\). Clearly, \(2\lambda - r_y < 0\). So there is a contradiction.

By the same method as above, it is easy to obtain that there are no solution in the other six cases.

(V3) Now consider the cases that only two elements of \(\{p_i\}\) are nonzero in the rest region.

(1') For \(p_0, p_3 \neq 0, \lambda_0, \lambda_3 = 0, \lambda = -\frac{\lambda_1}{2} = -\frac{\lambda_2}{2} = -\frac{\lambda_4}{2} = -\frac{\lambda_5}{2} < 0\), then

\[
\begin{align*}
p_0\sqrt{1 - |\rho|^2} &= \frac{r_x}{2} - \lambda = 0, & \quad & (A14a) \\
p_3\sqrt{1 - |\rho|^2} &= \frac{r_y}{2} - \lambda = 0. & \quad & (A14b)
\end{align*}
\]

The equation (A14b) implies \(2\lambda - r_x \geq 0\). As we know \(2\lambda - r_x < 0\). Hence there is a contradiction.
Similarly, in the cases \( p_0, p_5 \neq 0; p_1, p_2 \neq 0; p_1, p_3 \neq 0; p_1, p_4 \neq 0; p_4, p_5 \neq 0; p_2, p_3, p_4 \neq 0; p_3, p_5 \neq 0 \), there are no solution.

\((2')\) For \( p_0, p_2 \neq 0, \lambda_0, \lambda_2 = 0, \lambda = -\frac{\lambda_1}{2} = -\frac{\lambda_2}{2} = -\frac{\lambda_1 + \lambda_2}{2} < 0 \), then

\[
\begin{align*}
\frac{p_0 \sqrt{1 - |r|^2}}{2 \sqrt{1 - p_1^2 - p_2^2}} - \frac{r_x}{2} - \lambda &= 0, \\
\frac{p_2 \sqrt{1 - |r|^2}}{2 \sqrt{1 - p_1^2 - p_2^2}} - \frac{r_y}{2} - \lambda &= 0.
\end{align*}
\tag{A15}
\]

It signifies

\[
\begin{align*}
p_0^2 &= \frac{(r_z + 2\lambda)^2[1 - p_2^2]}{1 - |r|^2 + (r_z + 2\lambda)^2}, \\
p_2^2 &= \frac{(r_z + 2\lambda)^2[1 - p_0^2]}{1 - |r|^2 + (r_z + 2\lambda)^2}.
\end{align*}
\tag{A16}
\]

According \((A15)\) and \((A16)\), we deduce

\[
\begin{align*}
p_0 &= \frac{(r_z + 2\lambda)}{\sqrt{1 - |r|^2 + (r_z + 2\lambda)^2 + (r_z + 2\lambda)^2}}, \\
p_2 &= \frac{(r_z + 2\lambda)}{\sqrt{1 - |r|^2 + (r_z + 2\lambda)^2 + (r_z + 2\lambda)^2}}, \\
\sum_i p_i &= 1.
\end{align*}
\tag{A17}
\]

Thus, we obtain \( \lambda = \frac{1}{4} [[\sqrt{2 - (r_x + r_z)^2 - 2r_y^2} - (r_x + r_z)] \cdot (r_x + 2\lambda)] \).

Because \((r_z + 2\lambda) + (r_x + 2\lambda) \geq 0\), we choose \( \lambda = \frac{1}{4} \left[ \sqrt{2 - (r_x + r_z)^2 - 2r_y^2} - (r_x + r_z) \right] \). Since \( \lambda < 0 \), we have \( 1 - 2r_x r_z < r_x^2 + r_y^2 + r_z^2 \) which can hold. It is easy to obtain

\[
\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_x - r_z}{2 \sqrt{2 - (r_x + r_z)^2 - 2r_y^2}}, \\
p_2 &= \frac{1}{2} - \frac{-r_x + r_z}{2 \sqrt{2 - (r_x + r_z)^2 - 2r_y^2}}, \\
p_1 &= p_3 = p_4 = p_5 = 0,
\end{align*}
\tag{A18}
\]

where \( r_x, r_y, r_z \) belong to the set \( S3 = \{(r_x, r_y, r_z)| r_x + r_z > \sqrt{1 - r_y^2} \} \setminus S1 \cup S2 \).

In this case, we have

\[
\max F(\rho, \sum_i p_i \rho_i) = \frac{1}{2} + \frac{\sqrt{2 - (r_x + r_z)^2 - 2r_y^2} + (r_x + r_z)}{4}. \tag{A19}
\]

Further, the optimal convex approximation of quantum state \( \rho \) is

\[
D_{B1}^\rho(\rho) = \frac{1}{2} - \frac{\sqrt{2 - (r_x + r_z)^2 - 2r_y^2} + (r_x + r_z)}{4}. \tag{A20}
\]

\((3')\) Analogously, for \( p_0, p_4 \neq 0 \), we get

\[
\begin{align*}
p_0 &= \frac{1}{2} - \frac{r_y - r_z}{2 \sqrt{2 - (r_y + r_z)^2 - 2r_x^2}}, \\
p_4 &= \frac{1}{2} - \frac{-r_y + r_z}{2 \sqrt{2 - (r_y + r_z)^2 - 2r_x^2}}, \\
p_1 &= p_2 = p_3 = p_5 = 0.
\end{align*}
\tag{A21}
\]
Here \( r_x, r_y, r_z \) belong to the set \( S_4 = \{(r_x, r_y, r_z) | r_y + r_z > \sqrt{1 - r_x^2} \} \setminus S_1 \cup S_2 \).

From this, one gets

\[
\max F(p, \sum_i p_i \rho_i) = \frac{1}{2} + \frac{\sqrt{2 - (r_y + r_z)^2 - 2r_x^2 + (r_y + r_z)}}{4}.
\]

Hence, we have

\[
D_B^p(\rho) = \frac{1}{2} - \frac{\sqrt{2 - (r_y + r_z)^2 - 2r_x^2 + (r_y + r_z)}}{4}.
\]

\((4')\) For the case \( p_2, p_4 \neq 0 \), similar with \((3')\) we have

\[
p_2 = \frac{r_y - r_x}{2\sqrt{2 - (r_y + r_x)^2 - 2r_z^2}},
\]

\[
p_4 = \frac{-r_y + r_x}{2\sqrt{2 - (r_y + r_x)^2 - 2r_z^2}},
\]

\[
p_0 = p_1 = p_3 = p_5 = 0,
\]

where \( r_x, r_y, r_z \) belong to the set \( S_5 = \{(r_x, r_y, r_z) | r_x + r_y > \sqrt{1 - r_z^2} \} \setminus S_1 \cup S_2 \).

As a result,

\[
\max F(p, \sum_i p_i \rho_i) = \frac{1}{2} + \frac{\sqrt{2 - (r_x + r_y)^2 - 2r_z^2 + (r_x + r_y)}}{4}.
\]

Thus, we obtain

\[
D_B^p(\rho) = \frac{1}{2} - \frac{\sqrt{2 - (r_x + r_y)^2 - 2r_z^2 + (r_x + r_y)}}{4}.
\]

Appendix B: the comparison of two difference functions in the set \( S_2 \)

It is not difficult to find \( S_2 \cap S_2' = S_2 \). In the set \( S_2 \), the range of \( r^2 \) is \((1, 3]\) because of \( r > 1 \) and \( r^2 \leq [3\sqrt{\frac{r^2}{3 - r^2}}]^2 = 3|r^2| \). The equations (24) and (25) can be simplified as \( g^{1'} = |r| - \sqrt{\frac{1 + 3r^2 - r^2}{3 - r^2}} \), \( g^{1} = |r| - \sqrt{\frac{1 + 2r^2 - r^2}{3 - r^2}} \). Thereby,

\[
g^{1'} - g^{1} = \sqrt{\frac{1 + 2|r^2 - r^2}{3 - r^2}} - \sqrt{\frac{1 + 3|r^2 - r^2}{3}}.
\]

Due to the monotonicity of the power function \( x^\frac{1}{2} \) on the domain \( x \geq 0 \), it only needs to know

\[
\frac{1 + 2|r^2 - r^2}{3 - r^2} - \frac{1 + 3|r^2 - r^2}{3} = \frac{3|r^2 - r^2| - (r^2 - 1)}{3(3 - r^2)} \geq 0.
\]

So, we obtain \( g^{1'} - g^{1} \geq 0 \). That is to say that \( g^{1} \) is not greater than \( g^{1'} \) in the set \( S_2 \).

Appendix C: the comparison of two difference functions in the set \( S_3' \)

It is obvious that \( S_3 \cap S_3' = S_3' \). Thus, in the set \( S_3' \), the point satisfies \((r_x + r_z)^2 + r_y^2 > 1 \). Further, we have \((r_x + r_z)^2 + 2r_y^2 > 1 \). We cancel out the absolute value, the equations (29) and (30) become \( g^{2'} = |r| - \sqrt{\frac{1 + 2(r_x^2 + r_z^2) - (r_x + r_z)^2}{2 - (r_x + r_z)^2 - 2r_y^2}} \), \( g^{2} = |r| - \sqrt{\frac{1 + 2(r_x^2 + r_z^2) - (r_x + r_z)^2}{2 - (r_x + r_z)^2 - 2r_y^2}} \). In order to compare \( g^{2'} \) with \( g^{2} \), we compute

\[
g^{2'} - g^{2} = \sqrt{\frac{1 + r_x^2 + r_z^2 - r_y^2 - (r_x + r_z)^2}{2 - (r_x + r_z)^2 - 2r_y^2}} - \sqrt{\frac{1 + 2(r_x^2 + r_z^2) - (r_x + r_z)^2}{2}}.
\]
It is not difficult to know
\[
\frac{1 + r_x^2 + r_y^2 - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r_y^2} - \frac{1 + 2(r_x^2 + r_y^2) - (r_x + r_y)^2}{2} = \frac{(r_x - r_y)^2[(r_x + r_y)^2 + 2r_y^2] - 1}{2[2 - (r_x + r_y)^2 - 2r_y^2]} \geq 0. \tag{C2}
\]
Thus, we get \(g'^2 - g^2 \geq 0\). In other word, in the set \(S3'\), \(g^2\) is not greater than \(g^2\).

Appendix D: the comparison of two difference functions in the intersection of \(S2'\) and \(S3\)

In the range \(S2' \cap S3\), we have \(r^2 > 1\), \((r_x + r_y)^2 + 2r_y^2 > 1\). It can be seen from the above, the difference functions based on the two measures are \(g'^2 = \frac{1 + r_x^2 + r_y^2 - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r_y^2} - \frac{1 + 2(r_x^2 + r_y^2) - (r_x + r_y)^2}{2}\), and \(g^2 = \frac{1 + 3|\textbf{r}|^2 - r^2}{3}\). By this, we obtain
\[
g'^2 - g^2 = \sqrt{\frac{1 + r_x^2 + r_y^2 - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r_y^2}} - \frac{1 + 3|\textbf{r}|^2 - r^2}{3}. \tag{D1}
\]
When \(r^2 \geq (r_x + r_y)^2 + 2r_y^2\), one deduces
\[
\frac{1 + r_x^2 + r_y^2 - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r_y^2} - \frac{1 + 3|\textbf{r}|^2 - r^2}{3} = \frac{3[1 - |\textbf{r}|^2] + (r^2 - 1)[1 - (r_x + r_y)^2 - 2r_y^2] + (r^2 - 1)}{3[2 - (r_x + r_y)^2 - 2r_y^2]} \geq \frac{[1 - 3|\textbf{r}|^2 + r^2][1 - (r_x + r_y)^2 - 2r_y^2]}{3[2 - (r_x + r_y)^2 - 2r_y^2]}. \tag{D2}
\]
The inequality is obtained by narrowing \(r^2\) to \((r_x + r_y)^2 + 2r_y^2\). Due to \(1 - (r_x + r_y)^2 - 2r_y^2 < 0\), if \(1 - 3|\textbf{r}|^2 + r^2 \leq 0\), then \(g'^2 - g^2 \geq 0\), otherwise, cannot judge.

When \(r^2 \leq (r_x + r_y)^2 + 2r_y^2\), we have
\[
\frac{1 + r_x^2 + r_y^2 - (r_x + r_y)^2}{2 - (r_x + r_y)^2 - 2r_y^2} - \frac{1 + 3|\textbf{r}|^2 - r^2}{3} \leq \frac{[1 - 3|\textbf{r}|^2 + r^2][1 - (r_x + r_y)^2 - 2r_y^2]}{3[2 - (r_x + r_y)^2 - 2r_y^2]}. \tag{D3}
\]
The inequality comes from amplifying \(r^2\) to \((r_x + r_y)^2 + 2r_y^2\). Because \(1 - (r_x + r_y)^2 - 2r_y^2 < 0\), if \(1 - 3|\textbf{r}|^2 + r^2 \geq 0\), then \(g'^2 - g^2 \leq 0\), otherwise, cannot judge.

In the range \(S2' \cap S4\) and \(S2' \cap S5\), the results are similar.

---

[1] S. Hill and W. K. Wootters, Entanglement of a pair of quantum bits, Phys. Rev. Lett. 78, 5022 (1997).
[2] W. K. Wootters, Entanglement of formation of an arbitrary state of two qubits, Phys. Rev. Lett. 80, 2245 (1998).
[3] P. Rungta, V. Bužek, C. M. Caves, M. Hillery, and G. J. Milburn, Universal state inversion and concurrence in arbitrary dimensions, Phys. Rev. A 64, 042315 (2001).
[4] F. Mintert, M. Kus, and A. Buchleitner, Concurrence of mixed bipartite quantum states in arbitrary dimensions, Phys. Rev. Lett. 92, 167902 (2004).
[5] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K. Wootters, Mixed-state entanglement and quantum error correction, Phys. Rev. A 54, 3824 (1996).
[6] H. Barnum and N. Linden, Monotones and invariants for multi-particle quantum states, J. Phys. A: Math. Gen. 34, 6787 (2001).
[7] S. Lee, D. P. Chi, S. D. Oh, and J. Kim, Convex-roof extended negativity as an entanglement measure for bipartite quantum systems, Phys. Rev. A 68, 062304 (2003).
[8] Y. Hong, T. Gao, and F. L. Yan, Measure of multipartite entanglement with computable lower bounds, Phys. Rev. A 86, 062323 (2012).
[9] T. Gao, F. L. Yan, and S. J. van Enk, Permutationally invariant part of a density matrix and nonseparability of N-qubit states, Phys. Rev. Lett. 112, 180501 (2014).
[10] Z. H. Ma, Z. H. Chen, and J. L. Chen, Measure of genuine multipartite entanglement with computable lower bounds, Phys. Rev. A 83, 062325 (2011).
[11] T. Gao, Y. Hong, Y. Lu, and F. L. Yan, Efficient k-separability criteria for mixed multipartite quantum states, Europhys. Lett. 104, 20007 (2013).
[12] T. Gao and Y. Hong, Detection of genuinely entangled and nonseparable n-partite quantum states, Phys. Rev. A 82, 062113 (2010).
[13] L. M. Zhang, T. Gao, and F. L. Yan, Relations among k-ME concurrence, negativity, polynomial invariants, and tangle, Quantum Inf. Process. 18, 194 (2019).
[14] O. Gühne and G. Tóth, Entanglement detection, Phys. Rep. 474, 1 (2009).
[15] Y. Hong, T. Gao, and F. L. Yan, Detection of k-partite entanglement and k-nonseparability of multipartite quantum states, Phys. Lett. A 401, 127347 (2021).
[16] M. F. Sacchi, Optimal convex approximations of quantum states, Phys. Rev. A 96, 042325 (2017).
[17] X. B. Liang, B. Li, L. Huang, B. L. Ye, S. M. Fei, and S. X. Huang, Optimal approximations of available states and a triple uncertainty relation, Phys. Rev. A 101, 062106 (2020).
[18] X. B. Liang, B. Li, B. L. Ye, S. M. Fei, and X. Li-Jost, Complete optimal convex approximations of qubit states under $B_2$ distance, Quantum Inf. Process. 17, 185 (2018).
[19] X. B. Liang, B. Li, and S. M. Fei, Comment on “Optimal convex approximations of quantum states”, Phys. Rev. A 99, 016301 (2019).
[20] M. F. Sacchi and T. Sacchi, Convex approximations of quantum channels, Phys. Rev. A 96, 032311 (2017).
[21] T. Baumgratz, M. Cramer, and M. B. Plenio, Quantifying coherence, Phys. Rev. Lett. 113, 140401 (2014).
[22] C. Xiong, A. Kumar, M. Huang, S. Das, U. Sen, and J. Wu, Partial coherence and quantum correlation with fidelity and affinity distances, Phys. Rev. A 99, 032305 (2019).
[23] Z. J. Xi, Y. M. Li, and H. Fan, Quantum coherence and correlations in quantum system, arXiv:1408.3194v3.
[24] L. M. Zhang, T. Gao, and F. L. Yan, Transformations of multilevel coherent states under coherence-preserving operations, Sci. China-Phys. Mech. Astron. 64, 260312 (2021).
[25] K. Modi, T. Paterek, W. Son, V. Vedral, and M. Williamson, Unified view of quantum and classical correlations, Phys. Rev. Lett. 104, 080501 (2010).
[26] V. Vedral and M. B. Plenio, Entanglement measures and purification procedures, Phys. Rev. A 57, 1619 (1998).
[27] V. Vedral, M. B. Plenio, M. A. Rippin, and P. L. Knight, Quantifying entanglement, Phys. Rev. Lett. 78, 2275 (1997).
[28] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Quantum entanglement, Rev. Mod. Phys. 81, 865 (2009).
[29] I. Bengtsson and K. Życzkowski, Geometry of Quantum States: An Introduction to Quantum Entanglement (Cambridge University Press, Cambridge, 2007).
[30] K. Życzkowski and H. J. Sommers, Hilbert-Schmidt volume of the set of mixed quantum states, J. Phys. A: Math. Gen. 36, 10115 (2003).
[31] H. J. Sommers and K. Życzkowski, Bures volume of the set of mixed quantum states, J. Phys. A: Math. Gen. 36, 10083 (2003).
[32] V. Link and W. T. Strunz, Geometry of Gaussian quantum states, J. Phys. A: Math. Theor. 48, 275301 (2015).
[33] A. Lovas and A. Andai, Volume of the space of qubit-qubit channels and state transformations under random quantum channels, Rev. Math. Phys. 30, 1850019 (2018).
[34] S. J. Szarek, E. Werner, and K. Życzkowski, Geometry of sets of quantum maps: A generic positive map acting on a high-dimensional system is not completely positive, J. Math. Phys. 49, 032113 (2008).
[35] K. Siudzińska, Geometry of Pauli maps and Pauli channels, Phys. Rev. A 100, 062331 (2019).
[36] L. H. Shao, Z. J. Xi, H. Fan, and Y. M. Li, Fidelity and trace-norm distances for quantifying coherence, Phys. Rev. A 91, 042120 (2015).
[37] R. Jozsa, Fidelity for mixed quantum states, J. Mod. Opt. 41, 2315 (1994).
[38] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, 2000).
[39] W. Forst and D. Hoffmann, Optimization Theory and Methods (Springer, New York, 2010).
[40] W. Y. Sun and Y. X. Yuan, Optimization Theory and Methods (Springer, Boston, 2006).