SUMMARY

Deep neural networks (DNNs) have achieved excellent performance on several tasks and have been widely applied in both academia and industry. However, DNNs are vulnerable to adversarial machine learning attacks in which noise is added to the input to change the networks’ output. Consequently, DNN-based mission-critical applications such as those used in self-driving vehicles have reduced reliability and could cause severe accidents and damage. Moreover, adversarial examples could be used to poison DNN training data, resulting in corruptions of trained models. Besides the need for detecting adversarial examples, correcting them is important for restoring data and system functionality to normal. We have developed methods for detecting and correcting adversarial images that use multiple image processing operations with multiple parameter values. For detection, we devised a statistical-based method that outperforms the feature squeezing method. For correction, we devised a method that uses for the first time two levels of correction. The first level is label correction, with the focus on restoring the adversarial images’ original predicted labels (for use in the current task). The second level is image correction, with the focus on both the correctness and quality of the corrected images (for use in the current and other tasks). Our experiments demonstrated that the correction method could correct nearly 90% of the adversarial images created by classical adversarial attacks and affected only about 2% of the normal images.
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1. Introduction

Despite the success of deep learning in both academia and industry, deep neural networks (DNNs) are vulnerable to adversarial attacks [1], and this has attracted much attention and effort. Besides traditional logical attacks in which adversarial noise is added to image or audio files, attackers can now create physical adversarial examples [2]–[6]. When autonomous systems have become mainstream, physical adversarial attacks may threaten their safety and reliability. Besides white-box attacks, in which attackers have full knowledge of the inner configuration of the target models, attackers will also be able to perform black-box attacks, which are more likely since attackers need acquire only the models’ outputs [7]. Moreover, attackers are able to create universal adversarial perturbations that are applicable to multiple inputs [8] and to create adversarial examples that can be used to attack multiple DNNs [9]. Such adversarial examples could be used to directly attack DNN-based systems or to poison the training data of DNNs to corrupt their models (a “data poisoning attack”) [10].

Approaches to counter adversarial attacks can be classified into four groups: adversarial example detection, adversarial training, input pre-processing, and randomization or private keying. Some approaches were designed for multiple domains while others were simply designed for a single domain like the image one. For adversarial example detection, a statistical-based approach is commonly used [11], [12]. Another approach is to build a detector that takes raw images [13] or features from intermediate layers of the targeted DNN [14], [15] as input. Ma et al. used local intrinsic dimensionality to characterize the adversarial subspace [16]. Xu et al. presented a feature squeezing method in which the differences in the DNN’s outputs between the normal and squeezed images are used for detection [17]. Liang et al. subsequently proposed an adaptive noise reduction method [18]. For adversarial training, there are several approaches including distillation [19], obfuscating gradients [20], optimizing the saddle point formulation [21], and applying the reverse cross-entropy loss function [22]. For input pre-processing, Guo et al. trained DNNs on transformed images (to which cropping, total variance minimization, and/or quilting operations had been applied) so as to mitigate adversarial noise [23]. Prakash et al. proposed using a DNN-based adaptive JPEG encoder to preprocess the input [24]. For randomization or private keying, Taran et al. proposed a key-based diversified aggregation mechanism to defend against gray- and black-box adversarial attacks [25]. Several adversarial databases have been independently created for evaluation, but guidelines for creating them have not been reported in detail [11], [17], [23].

In this paper, we present methods for detecting and correcting adversarial examples in the digital image domain. By limiting our focus to the digital image domain, we can use more domain knowledge and can use many potential efficient and cheap image processing operations for our framework. We target classical adversarial attacks that do not consider optimizing the robustness of adversarial perturbations.
against transformations. These attacks generally require less computation than robust ones, so attackers can easily create a massive number of adversarial examples in a short period of time. One practical use is for data poisoning. We target both black-box and white-box attack scenarios.

Our approach is to use multiple image processing operations with multiple parameters for detection and correction. These parameters include the quality factor (QF) of JPEG compression, the scaling factor, the size of the Gaussian blur kernel, and the rotation angle. We hypothesized and then verified that the classification labels of the adversarial images change when the values of the parameters change while the classification labels of normal images remain mostly unchanged. Our approach to detection and correction does not require any modification or re-training of the target DNNs. In summary, our contribution is three-fold (visualized in Fig. 1):

- We introduce a standardized procedure for creating a normal dataset and an adversarial dataset. The latter includes several state-of-the-art targeted and non-targeted adversarial attacks [7]. Targeted attacks are attacks that try to change the output label of a DNN to a predefined label while non-targeted attacks are attacks that aim to make the output label of a DNN different from the original one. Both datasets are derived from the ImageNet validation set [26]. The adversarial dataset created using this procedure has protocols for evaluating seen and unseen attacks to measure the models’ generalizability. This standardized procedure is expected to promote fair comparisons and reproducible research in adversarial machine learning (ML).
- We present a method that uses operation-oriented characteristics for detecting adversarial images. It is unrealistic to use an exhaustive search to find the optimal combination of multiple image processing operations with multiple parameter values. We thus observed the changes in DNN output with an increase in the strength of image processing operations, which work as a kind of noise removal filter. Using simulation, we quantitatively evaluated and identified the best choice of operation-oriented characteristics. This method is more advanced than the feature squeezing method [17], which uses only three image processing operations with manually set parameter values.
- We present a method that uses for the first time two levels of adversarial image correction: label correction (to restore the correct labels of the adversarial images for the current task) and image correction (to mitigate the adversarial noise in the adversarial images so that the targeted DNN can correctly work on them and making these images usable in other tasks). In label correction, only the outputs of the DNNs are of interest while in image correction, the quality and usability of the corrected images as well as the labels are of interest. Our proposed method is heuristic and is based on using multiple image processing operations with multiple parameter values. Unlike Guo et al.’s method [23], our method does not require re-training of the DNNs and is applicable to their pre-trained models. Unlike Prakash et al.’s method [24], our method uses multiple standardized image processing operations rather than a customized DNN-based JPEG encoder, which is not robust to adversarial attacks.

The rest of the paper is organized as follows: In Sect. 2, we introduce our standardized procedure for creating the normal and adversarial datasets used for the experiments described in this paper. Next, in Sect. 3, we discuss the effects of using multiple image processing operations with multiple parameter values on both normal and adversarial images. The observed distinctive effects are used as the backbone for the proposed adversarial image detection method described in Sect. 4 and the image correction method described in Sect. 5. We summarize the key points and discuss future work in Sect. 6.

2. Dataset Creation

2.1 Overview

Although several normal and adversarial datasets have been independently created, detailed guidelines for their creation are lacking [11], [17], [23]. We thus created our own datasets as shown in Fig. 2 for use in our experiments. We applied several policies when designing them:

- They must be large enough to be used to train both handcrafted and convolutional neural network (CNN) based methods.
- The adversarial dataset must contain images for various types of adversarial attacks including both targeted and non-targeted ones [7]. This is crucial to building protocols for seen and unseen attacks.
- Since the datasets were derived from the ImageNet database, we followed its protocol by utilizing the top-5 accuracy as the metric for all experiments. A correct
Fig. 2 Overview of dataset creation procedure using a CNN. The same procedure was used with VGG-16, VGG-19, ResNet-18, and ResNet-50 networks to together create a full normal dataset (for normal images) and a full adversarial dataset (for adversarial images).

classification is defined to be when one of the top-5 predicted labels is the true label.

- All images in the normal dataset must be correctly classified by the targeted CNNs (100% accuracy). All images in the adversarial dataset must be misclassified by the targeted CNNs (0% accuracy). To make the attacks realistic, the images in the adversarial dataset are saved as JPEG files since some adversarial noise is mitigated when saving.

- Since some labels fall into the same category (for example, different breeds of dogs), the adversarial attacks should produce adversarial images with a label belonging to a different category than the original one.

In the next sections, we describe in detail the dataset construction and the adversarial attacks used. Finally, we describe the analysis we performed on the newly created datasets to determine their quality and to gain some insight about them.

2.2 Dataset Construction

We used the images from the validation set of the ImageNet database [26] (which has ground-truth labels) to generate the adversarial images used in our experiments. There were 1,000 labels in total. For the object-recognition CNNs, we used the VGG-16 and VGG-19 networks [27] and the ResNet-18 and ResNet-50 networks [28] pre-trained on the ImageNet database, implemented using the PyTorch framework [29]. We used the Pillow library† for image processing and the FoolBox library (version 1.8.0) [30] for adversarial image generation. Twelve commonly used methods (Table 1) were used to perform targeted and non-targeted adversarial attacks.

As shown in Fig. 2, we used each CNN to classify five million images from the ImageNet 2012 validation set. Classification was considered correct when the ground-truth label was one of the predicted top-5 labels. We then randomly selected 1,000 images per CNN from the correctly classified images; therefore, there were 4,000 normal images in total. We limited the number because the time required to craft adversarial images from them is quite long. These 4,000 images were added to the normal dataset. We then performed the 12 adversarial attacks listed in Table 1 on the 4,000 images as described in Sect. 2.3. The Pillow library was used to save them as JPEG files with a QF of 100 to preserve most of the adversarial noise. We then loaded the saved images and used the same CNN to classify them again to ensure that they were still misclassified (the predicted top-5 results did not contain the ground-truth label). We obtained 22,326 misclassified adversarial images in total and added them to the adversarial dataset.

We distributed the obtained normal and adversarial images into training (train), development (dev), and evaluation (eval) sets as detailed in Table 2. The train set was used for training, the dev set was used to select the model, and the eval set was used to test the detectors. We ensured that the normal images and their adversarial versions in the train, dev, and eval sets did not overlap so that the detectors would not remember the training images. There were three attack settings: targeted, non-targeted, and combination. The targeted and non-targeted attack settings were used to test the generalization of the adversarial image detectors while the combination setting was used mainly for hyper-parameter

Table 1 Number of successful adversarial images created from 1,000 input images using FoolBox library [30] on VGG-16, VGG-19, ResNet-18, and ResNet-50 networks.

| Method          | VGG-16 | VGG-19 | ResNet-18 | ResNet-50 |
|-----------------|--------|--------|-----------|-----------|
| Targeted attacks: |        |        |           |           |
| L-BFGS [1]      | 618    | 623    | 348       | 229       |
| BIM [2]         | 693    | 711    | 531       | 431       |
| PGD [2]         | 651    | 678    | 484       | 348       |
| L1-iter [30]    | 661    | 591    | 680       | 513       |
| L2-iter [30]    | 820    | 746    | 722       | 583       |
| Non-targeted attacks: |        |        |           |           |
| Gradient [30]   | 654    | 548    | 590       | 517       |
| FGSM [31]       | 509    | 450    | 451       | 379       |
| Deep Fool [32]  | 707    | 671    | 658       | 604       |
| Newton [33]     | 571    | 505    | 558       | 425       |
| ADef [34]       | 1      | 4      | 1         | 1         |
| JSMA [35]       | 102    | 86     | 114       | 71        |
| Carlini-Wagner [36] | 427    | 361    | 401       | 299       |

†https://pillow.readthedocs.io/en/stable
selection for the proposed detection method. This combination attack setting was also used for all experiments on adversarial image correction.

2.3 Crafting Adversarial Images

To craft the adversarial images used for the targeted attacks, we used the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method proposed by Szegedy et al. [1], the basic iterative method (BIM) using L-infinity, the projected gradient descent (PGD) method described by Kurakin et al. [2], and the L1- and L2- versions of BIM (L1-iter and L2-iter) implemented in FoolBox [30]. For the indexes of the image labels of the ImageNet database, nearby labels often fall into the same group. For example, 239 is “Bernese mountain dog,” 245 is “French bulldog,” and 250 is “Siberian husky.” All of them are dog breeds. To maximize the effect of the adversarial attacks, the target label should be in a different category than the original label. The target label for the adversarial attack image was thus shifted 100 steps right from the predicted top-1 label for the normal image. It is important to note that we used the top-1 predicted label, not the ground-truth label annotated in the database to perform adversarial attacks in order to make them more realistic (which is in accordance with the viewpoint of an attacker attacking a large-scale system without any knowledge of the ground-truth labels). Since there were 1,000 labels in total, modular operation was used to ensure the shifted label index was in the range [0, 1000). The attack objective was to achieve a target class probability of 99%.

For non-targeted attacks, we used the basic gradient attack method implemented in FoolBox [30], the fast gradient signed method (FGSM) proposed by Goodfellow et al. [31], the Deep Fool method proposed by Moosavi-Dezfooli et al. [32], the Newton method proposed by Jang et al. [33], the ADef method proposed by Alaifari et al. [34], the Jacobian-based saliency map attack (JSMA) method proposed by Papernot et al. [35], and the method proposed by Carlini and Wagner [36]. Since these methods are non-targeted attacks, the attack objective was to change the predicted top-5 labels so that they differed from the original predicted top-1 labels.

Table 2 Details of normal and adversarial image datasets, which were divided into training, development, and evaluation sets for three attack settings.

| Attack Setting/Datasets | Normal | Adversarial | Total | Ratio |
|------------------------|--------|-------------|-------|-------|
| **Targeted attacks:**  |        |             |       |       |
| Train                  | 2,800  | 8,392       | 11,192| 1:3.00|
| Dev                    | 600    | 1,623       | 2,223 | 1:2.71|
| Eval                   | 600    | 1,646       | 2,246 | 1:2.74|
| **Non-targeted attacks:** |       |             |       |       |
| Train                  | 2,800  | 7,718       | 10,518| 1:2.75|
| Dev                    | 600    | 1,469       | 2,069 | 1:2.45|
| Eval                   | 600    | 1,478       | 2,078 | 1:2.46|
| **Combination attacks:** |       |             |       |       |
| Train                  | 2,800  | 16,110      | 18,910| 1:5.75|
| Dev                    | 600    | 3,092       | 3,692 | 1:5.15|
| Eval                   | 600    | 3,124       | 3,724 | 1:5.21|

Fig. 3 Average PSNR (blue) and SSIM (red) between adversarial images used for targeted and non-targeted attacks and corresponding original images. Error bars indicate min and max values.
2.4 Dataset Analysis

As shown by the results in Table 1, the VGG networks were generally more vulnerable to targeted attacks than the ResNet networks, resulting in more misclassified images. One possible explanation is that the skip connections used by ResNet networks make them more robust than the VGG networks. The modified BIM attack using the L2 distance (L2-iter) was the most effective attack overall. The non-targeted attacks were more difficult to carry out since they needed to change the top-5 labels so that they did not include the current top-1 labels. Among the attack methods, Deep Fool was the most successful while the ADef attack was the least successful overall, producing only one or four adversarial images for each network. The JSMA method also had limited success, with around 100 adversarial images for each network.

Beside the success rate of attacks, we also evaluated the quality of the obtained adversarial images by calculating the peak-signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM) [37] between them and their corresponding original images. The results are shown in Fig. 3. Although there were some extreme cases, the average PSNR was about 40 dB while the average SSIM was greater than 0.9. This means that the quality of the adversarial images was high and that the perceived quality of the original images was preserved. The L-BFGS, Deep Fool, and Carlini-Wagner attacks produced adversarial images with the highest quality whereas the Gradient and FGSM attacks produced ones with the lowest quality. The L-BFGS, PGD, Deep Fool, ADef, JSMA, and Carlini-Wagner attacks produced adversarial images with stable and high SSIM.

3. Effects of Image Processing Operations on Normal and Adversarial Images

Some image processing operations like JPEG compression, spatial smoothing, and scalar quantization have recently been found to have noticeable effects on adversarial noise [17], [18], [23]. We expand on this and hypothesize that using multiple common image processing operations (already implemented in many image processing libraries) and multiple parameter values will provide much more useful information than using operations with fixed values as in previous work. Furthermore, the effects of multiple parameter values on adversarial images differ from those on natural images depending on the differences in the values. Although common image processing operations like JPEG compression, Gaussian blurring, rotation, and scaling do not substantially affect the usability of the processed images, they have certain non-linear effects on adversarial noise. JPEG compression reduces the number of bits needed for storage. Gaussian blurring removes high-frequency components and thus acts as a low-pass filter. Rotation, which requires the use of an interpolation algorithm to adjust the pixels, removes noise\(^1\). Scaling up also removes noise while scaling down, which reduces the entropy of an image (the degree of disorder, which is used to characterize the texture of an image), reduces the amount of noise. These effects on adversarial noise can be used to distinguish adversarial images from normal images as well as to correct adversarial images. It should thus be possible to identify operation-dependent characteristics from the outputs of an object-recognition CNN as the strength of an operation is gradually increased.

To confirm this hypothesis, we applied the four image processing operations to images from our two datasets and classified the resulting images using the VGG-16, VGG-19, ResNet-18, and ResNet-50 networks. The parameter values were as follows:

- JPEG compression with QF \(\in\{100, 95, 90, 85, 80, 75, 70, 65, 60, 55, 50, 45, 40, 35, 30, 25\}\).
- Gaussian blurring with kernel size \(\in\{2, 3, 4, 5\}\).
- Clockwise image rotation with angle \(\in\{1^\circ, 2^\circ, 3^\circ, 4^\circ, 5^\circ, 6^\circ, 7^\circ, 8^\circ\}\) and without reversing back. Nearest-neighbor interpolation was used.
- Image scaling with scale \(\in\{0.75, 0.8, 0.85, 0.9, 0.95, 1.05, 1.1, 1.15, 1.2, 1.25\}\) and without reversing back. Nearest-neighbor interpolation was used.

The image operations were done using Pillow version 6.1.0. Some of the results for ResNet-50 are shown in Table 3. Similar effects were also observed for VGG-16, VGG-19, and ResNet-18. The combined result of all networks is visualized in Fig. 4. JPEG compression with a QF of 100 changed the top-5 labels for both the normal and adversarial images, and the effect on adversarial images was clearer. Reducing image quality by increasing the compression ratio greatly reduced the number of misclassified adversarial images and slightly increased that of misclassified normal images. A large increase in the ratio increased the misclassification rate for normal images. The results for scaling and rotation were similar to those for compression while those for Gaussian blurring differed slightly. JPEG compression is thus the best candidate to eliminate adversarial noise while scaling is the best for preserving the correctness of normal images. One result in particular should be noted: the number of misclassified normal images after applying a 3 \(\times\) 3 Gaussian blur kernel was higher than after applying the other operations, which is not good for our objectives, i.e., detection and correction of adversarial images. In summary, these results support our hypothesis that the classification labels of the adversarial images change when the values of the parameters change while the classification labels of normal images remain mostly unchanged. The next two sections describe the methods we devised for detecting and correcting adversarial examples by exploiting variations in the outputs of a DNN.

---

\(^1\)We used nearest-neighbor interpolation in our experiments.
Table 3  Number of top-5 misclassified images for ResNet-50 network from both normal and adversarial datasets before and after applying image processing operations.

| Attack Setting/Datasets | Original | JPEG Compression | Scaling | Gaussian Blurring | Rotation |
|-------------------------|----------|------------------|---------|-------------------|----------|
|                         |          | 100 80 60 40 20 | 0.75 0.85 0.95 1.05 1.15 1.25 | 3 × 3 2^2 5^2 |
| Normal images           | 0 1 18 33 46 92 | 43 23 18 13 26 29 | 259 32 57 |
| Targeted attack:        |          |                  |         |                   |          |
| L-BFGS [1]              | 229 221 27 31 41 67 | 45 27 26 25 38 36 | 43 40 58 |
| BIM [2]                 | 431 423 47 49 59 88 | 51 38 40 42 57 50 | 65 60 79 |
| PGD [2]                 | 348 339 28 40 47 82 | 44 29 28 27 42 34 | 58 48 69 |
| L1-iter [30]            | 513 507 51 51 56 81 | 55 48 51 55 67 59 | 73 79 84 |
| L2-iter [30]            | 583 575 44 46 55 88 | 56 42 46 46 64 52 | 67 74 89 |
| Non-targeted attack:    |          |                  |         |                   |          |
| Gradient [30]           | 517 515 112 89 93 114 | 94 77 91 107 124 115 | 108 126 155 |
| FGSM [31]               | 379 373 128 129 134 139 | 100 71 92 120 155 127 | 95 138 158 |
| Deep Fool [32]          | 604 594 32 21 27 55 | 33 24 34 37 34 30 | 59 59 50 |
| Newton [33]             | 425 411 60 38 36 61 | 34 27 41 49 47 38 | 82 76 68 |
| ADef [34]               | 1 1 0 0 0 0 | 0 0 0 0 0 0 | 0 0 0 |
| JSMA [35]               | 71 72 29 18 29 38 | 35 23 23 20 25 20 | 33 35 44 |
| Carlini-Wagner [36]     | 299 289 28 24 31 60 | 29 20 25 18 33 27 | 38 43 49 |

Fig. 4  Percentages of incorrectly classified normal and adversarial images after applying four image processing operations. Note that before applying these operations, the accuracy on normal images was 100% and on adversarial images was 0%. (Due to our dataset design, unqualified images were eliminated.)

4. Detecting Adversarial Images

As demonstrated in the previous section, the four image processing operations had different effects on normal and adversarial images. Moreover, changing the parameter values changed the DNN outputs. We utilize these effects and two statistical-based features, a counting feature (described in Sect. 4.1) and a differences feature (described in Sect. 4.2), to detect adversarial images. With each of these two features, we use four traditional machine learning classifiers (traditional classifiers, described in Sect. 4.3), and a CNN-based classifier (stats-CNN classifier, described in Sect. 4.4). For comparison, we used a feature squeezing method [17] as a baseline since it and our detection method are conceptually similar. To make our results more convincing, we also used as baselines two CNN-based classifiers that take raw images as input (raw-image CNN classifiers) (described in Sect. 4.4).

As statistical-based features of our detection method, we define three variables:

- \( L = (a, b, c, d, e) \): top-5 label for image \( I \) (normal or adversarial) predicted using a CNN before applying image processing operation \( i \) (e.g., JPEG compression with a QF of 80 or \( 5^\circ \) clockwise rotation).
- \( L_i = (a_i, b_i, c_i, d_i, e_i) \): top-5 label for an image after applying image processing operation \( i \).
- \( n \): total number of image processing operations (38 in our experiments).

4.1 Counting Feature

We define \( C(a) \) as the number of occurrences of label \( a \in L = (a, b, c, d, e) \) at the first position in an ordered top-5
The difference feature derived from input image $I$ can be expressed as the set

$$\{(\Delta(a, a_i), \Delta(b, b_i), \Delta(c, c_i), \Delta(d, d_i), \Delta(e, e_i)) \mid i = 1, \ldots, n\}.$$  

The differences features obtained using this example are $\{0, 1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 1\}$.

### 4.3 Feature Selection and Hyper-Parameter Tuning

Using the two statistical-based features introduced above (counting and differences), we evaluated the performance of detectors using one of the four traditional machine learning classifiers: the C-support vector classification (SVC) version of the support vector machine (SVM) classifier [38], the random forest classifier [39] with 100 trees and a maximum depth of 2, the linear discriminant analysis (LDA) classifier [40], and the multiple layer perception (MLP) classifier [41]. All of them were implemented in the scikit-learn library version 0.21.3. For simplicity, we call them traditional classifiers. It is important to note that we use the terms “detector” and “classifier” interchangeably. In this feature selection and hyper-parameter tuning step, we trained them on only the dataset for the combination attack setting.

As shown in Table 4, the differences feature and the counting one generally produced similar accuracies. Among the individual image processing operations, the scaling one achieved the highest accuracy for all detectors. The combination of JPEG compression and scaling and the combination of all operations resulted in higher accuracy than using any of them individually. However, these combinations also increased the feature size, and more classification operations were required for the object detection CNNs (VGG-Nets and ResNets) to produce those features. For the counting feature, using the MLP-based detector on the features from JPEG compression and the scaling operation resulted in the highest accuracy (93.56%) while for the differences feature, using the SVM-based detector on all features from all image processing operations resulted in the highest accuracy (94.20%).

### 4.4 CNN-Based Classifiers

In addition to the traditional machine learning algorithms described in Sect. 4.3, we used two simple feed-forward CNNs as classifiers, one that takes the counting feature as input and one that takes the differences feature. The two CNNs used all the features extracted using the four image processing algorithms: JPEG compression, scaling, Gaussian blurring, and rotation. Each CNN had five layers of 1-D convolution (each convolution layer was followed by a batch normalization layer and a rectified linear unit), and two fully connected layers at the end with a dropout rate of 50%. For simplicity, we call these two networks stats-CNN classifiers.

We also used two common CNNs that take raw images as input: ResNet-50 [28] and XceptionNet [42]. The XceptionNet one is commonly used for forgery detection [43]. We modified their last fully connected layer so that the output was binary. These two CNN-based classifiers take images as input and output the probabilities that those images are adversarial. Since there was limited training data, beside training them from scratch, we also fine-tuned their Im-

---

**Table 4** Accuracy (in %) of each classifier using counting feature (count) and differences feature (diff.) on eval set.

| Classifier             | JPEG Compression Count | Scaling Count | Gaussian Blurring Count | Rotation Count | JPEG + Scaling Count | All Count |
|------------------------|------------------------|---------------|-------------------------|---------------|----------------------|-----------|
| SVM (SVC) [38]         | 90.98                  | 91.92         | 92.56                   | 92.32         | 87.35                | 89.90     |
| Random forest [39]     | 90.57                  | 89.82         | 91.08                   | 91.27         | 86.87                | 88.24     |
| LDA [40]               | 89.98                  | 90.36         | 91.97                   | 91.62         | 85.77                | 89.15     |
| MLP [41]               | 91.25                  | 90.41         | 92.32                   | 92.35         | 86.95                | 89.66     |

50% for simplicity, we call these two networks stats-CNN classifiers.
ageNet pre-trained versions. For simplicity, we call these two networks raw-image CNN classifiers.

For both the stats- and raw-image CNN classifiers, we used a learning rate of $5 \times 10^{-4}$ for all cases. Each network was trained for 150 epochs, and the checkpoint with the highest accuracy on the dev set was selected for evaluation.

4.5 Evaluation

We selected the two best traditional classifiers, the SVM (SVC) one using all features and the MLP one using the JPEG compression and scaling features, to compare with the stats-CNN classifiers, the raw-image CNN classifiers, and the feature squeezing method [17]. We tested them on two scenarios: (1) seen attacks in which all classifiers were trained and tested on the dataset for the combination setting and (2) unseen attacks in which all classifiers were trained on the dataset for the targeted attack setting and were tested on the dataset for the non-targeted attack setting and vice versa. The dataset details are listed in Table 2. Since the feature squeezing method only requires training on normal images, we used the “Best Joint Detection (5-bit, 2x2, 11-3-feature squeezing method only requires training on normal

versa. The dataset details are listed in Table 2. Since the output of the feature squeezing method is binary, EERs could not be calculated. For the other methods, the accuracies were calculated using a threshold of 0.5. The experiment results are shown in Table 5.

Overall, the raw-image CNN classifiers outperformed the statistical-based ones (including the traditional classifiers and the stats-CNN classifier) and the feature squeezing method in both the seen and unseen scenarios. Between the two raw-image CNN classifiers, surprisingly, the XceptionNet one trained from scratch achieved better performance and outperformed its fine-tuned version with accuracies greater than 99% and EERS less than 1%. On the other hand, the ResNet classifier with fine-tuning outperformed its trained version. The performances of the traditional classifiers and the stats-CNN classifiers were similar, indicating that their scores are the upper limits for the statistical features. Although having limited results and limited generalizability compared with the raw-image CNN classifiers, our statistical-based classifiers nevertheless have reasonable discriminative ability and overall outperformed the feature squeezing method. These results support our hypothesis that using various parameter values is better than using fixed ones. In addition, it is important to note that CNN-based classifiers, especially raw-image ones, are potentially vulnerable to second-level adversarial attacks. That is, attackers can disguise their adversarial images by adding secondary adversarial noise to alter the output of the adversarial image detector from adversarial to normal. In this case, our statistical-based detection method is more robust.

Another interesting result is that the detectors trained on the dataset for the non-targeted attack setting had better generalizability than those trained on the dataset for the targeted attack one. This can be interpreted to mean that the adversarial noise created by non-targeted attacks is more general than that created by targeted attacks. Therefore, when designing an adversarial machine learning dataset, it is crucial to include a sufficient amount of data for non-targeted attacks.

5. Correcting Adversarial Images

Given that the image processing operations substantially reduced the number of misclassified adversarial images while only slightly affecting the normal images, we utilized them to correct adversarial images. We developed a correction method with two levels of correction:

- **Label correction:** Restore the original labels of adversarial images. At this level, only the output labels are of interest; for example, only the true label of a manipulated stop sign is of interest to a self-driving car.
- **Image correction:** Mitigate adversarial noise in adversarial images to restore their original labels and make them usable for other tasks. At this level, the quality and usability of the corrected images as well as the labels are of interest. Image correction is therefore more complicated than label correction.

Our correction method can be used independently or in

Table 5 Accuracy and EER (in %) of each detector on eval sets. First two detectors were best statistical-based classifiers selected on basis of results presented in previous section. Next four were CNN-based detectors used as baselines.

| Attack Setting/Detector | Accuracy | EER |
|-------------------------|----------|-----|
| **Seen attacks (Combination):** | | |
| MLP - counting feature | 93.56 | 10.00 |
| SVM - differences feature | 94.20 | 9.67 |
| CNN - counting feature | 93.29 | 10.21 |
| CNN - differences feature | 94.09 | 9.50 |
| Feature squeezing [17] | 83.97 | - |
| ResNet-50 (training) | 83.89 | 49.09 |
| ResNet-50 (fine-tuning) | 99.49 | 0.66 |
| XceptionNet (training) | **99.95** | **0.15** |
| XceptionNet (fine-tuning) | 99.60 | 0.49 |

| **Targeted attacks → Non-targeted attacks:** | | |
|-------------------------|----------|-----|
| MLP - counting feature | 68.62 | 18.81 |
| SVM - differences feature | 71.03 | 15.16 |
| CNN - counting feature | 60.39 | 21.31 |
| CNN - differences feature | 66.79 | 17.73 |
| Feature squeezing [17] | 75.71 | - |
| ResNet-50 (training) | 71.13 | 30.50 |
| ResNet-50 (fine-tuning) | 95.72 | 3.17 |
| XceptionNet (training) | **99.42** | **0.60** |
| XceptionNet (fine-tuning) | 83.69 | 12.95 |

| **Non-targeted attacks → Targeted attacks:** | | |
|-------------------------|----------|-----|
| MLP - counting feature | 93.63 | 3.77 |
| SVM - differences feature | 93.99 | 3.76 |
| CNN - counting feature | 93.32 | 3.04 |
| CNN - differences feature | 93.32 | 4.02 |
| Feature squeezing [17] | 84.42 | 6.41 |
| ResNet-50 (training) | 99.42 | 0.61 |
| ResNet-50 (fine-tuning) | 99.02 | 0.97 |
| XceptionNet (training) | **100.00** | **0.00** |
| XceptionNet (fine-tuning) | 99.78 | 0.52 |
combination with an adversarial image detector. Since it is not always clear whether an image is normal or adversarial, a correction method should work well on both normal and adversarial images. Details of the label correction and image correction algorithms are described in the next two sections.

5.1 Label Correction Algorithm

We define \( S_L = \{ L_i | i = 1, \ldots, n \} \) as the set of top-5 labels acquired by applying \( n \) image processing operations to image \( I \). The frequencies of every label in \( S_L \) are calculated, and the five labels with the highest frequencies are identified as the corrected top-5 ones.

5.2 Image Correction Algorithm

In the context of image classification, an image correction method must satisfy the following conditions:

- Adversarial noise must be mitigated so that the corrected images can be correctly classified by the DNN.
- The usability of the adversarial images must be recovered and that of the normal images must be preserved.
- The quality of both the normal and adversarial images must be preserved as much as possible.

Since JPEG compression has good performance on both normal and adversarial images, we use it as the core image processing operation to eliminate adversarial noise. There are two ways of using JPEG compression for image correction:

1. **Baseline**: Use a fixed QF for JPEG compression. The downside with this approach is that there are trade-offs between performance on normal and adversarial images and between performance and the quality of the corrected images.

2. **Proposed**: Use a heuristic algorithm to determine the optimal QF for JPEG compression. With this approach, the corrected labels calculated with the label correction algorithm are used to calculate the best QFs for producing those labels. This is discussed in detail below.

We define \( f_{\text{label}} \) as the corrector function described in Sect. 5.1 and \( I \) as the image to be corrected. The proposed heuristic algorithm has three steps:

- **Step 1**: Calculate the corrected top-5 labels: \( L_{\text{corr}} = f_{\text{label}}(I) \).
- **Step 2**: For each label \( l \) in \( L_{\text{corr}} \), select the highest QF from the sorted list of QFs \( \{100, 95, 90, \ldots, 40\} \) that produces \( l \) and put it into \( S_{\text{QF}} \).
- **Step 3**: Select a QF from \( S_{\text{QF}} \) and use it to compress \( I \) to obtain the corrected image.

The strategies that can be used for selecting a QF from \( S_{\text{QF}} \) in step 3 are visualized in Fig. 5. The candidates are \( \max, \text{median}, 2\text{nd}\min, \text{and } \min \) of \( S_{\text{QF}} \). The higher the QF, the better the quality of the corrected image. If the input image is natural, \( \max(S_{\text{QF}}) \) is obviously the best choice. However, if the input image is adversarial, \( \min(S_{\text{QF}}) \) seem to be the safest choice. The performances achieved with these choices are presented and discussed in the next section.

5.3 Evaluation

Since there is no learning required for the correction algorithms, we tested them on the entire normal dataset and adversarial image dataset. We tested label correction first and then image correction.

5.3.1 Label Correction

We used JPEG compression, scaling, and their combination for label correction. As shown in Fig. 6, JPEG compression had better performance than scaling for the adversarial images, and their combination produced the best overall performance. Only 1.88% of the normal images was misclassified after “correction” while 89.91% of the adversarial images were corrected. If this correction was performed after detection of adversarial images, about 98.12% of the false positive inputs (normal images misclassified as adversarial ones) would also be corrected, therefore boosting the overall performance.

5.3.2 Image Correction

We tested the fixed QF baseline approach with several QF values from 40 to 90 and the proposed heuristic algorithm with \( S_{\text{QF}} \) values of \( \max, \text{median}, 2\text{nd}\min, \text{and } \min \). In addition, we built a convolutional denoising autoencoder [44] to check whether it is useful for adversarial noise removal. To avoid data overlapping, we trained it on the test set of the
Table 6  Percentage of correct classification of corrected images (both normal and adversarial).

| Correction Method | Normal Images | Adversarial Images |
|-------------------|---------------|--------------------|
| QF 90             | 98.40         | 77.38              |
| QF 80             | 97.17         | 86.24              |
| QF 70             | 95.93         | 88.07              |
| QF 60             | 94.97         | 88.46              |
| QF 50             | 93.97         | 88.02              |
| QF 40             | 93.12         | 87.28              |
| Heuristic - max   | 99.65         | 25.81              |
| Heuristic - median| 99.55         | 54.03              |
| Heuristic - 2nd min| 98.98        | 72.96              |
| Heuristic - min   | 97.52         | 88.98              |
| Denoising autoencoder | 57.77 | 49.81 |

ImageNet database using Gaussian noise with $\sigma = 0.1$.

As shown in Table 6, the denoising autoencoder had poor performances on both normal and adversarial images. One explanation is that denoised images have different distributions than normal images; therefore, the DNNs could not correctly classify most of them. For the fixed QF baseline approach, there was a trade-off between performance on normal and adversarial images. The QFs between 60 and 80 are safe choices for achieving balanced performance between the two types of images. With the heuristic algorithm, using $\max(S_{QF})$ preserved most of the normal images, but it was the worst at mitigating adversarial noise. Although it sits at the mid-point of the $S_{QF}$ values, using $\text{median}$ resulted in poor correction of the adversarial images. Using the two remaining values resulted in substantial improvement in mitigating adversarial noise. Using $\min$ achieved the best balance in performance between normal and adversarial images: 97.52% correct classification for normal images and 88.98% for adversarial images.

As shown in Table 6, the denoising autoencoder had poor performances on both normal and adversarial images. One explanation is that denoised images have different distributions than normal images; therefore, the DNNs could not correctly classify most of them. For the fixed QF baseline approach, there was a trade-off between performance on normal and adversarial images. The QFs between 60 and 80 are safe choices for achieving balanced performance between the two types of images. With the heuristic algorithm, using $\max(S_{QF})$ preserved most of the normal images, but it was the worst at mitigating adversarial noise. Although it sits at the mid-point of the $S_{QF}$ values, using $\text{median}$ resulted in poor correction of the adversarial images. Using the two remaining values resulted in substantial improvement in mitigating adversarial noise. Using $\min$ achieved the best balance in performance between normal and adversarial images: 97.52% correct classification for normal images and 88.98% for adversarial images.

Examples of normal images, their corresponding adversarial versions, and their corrected versions are shown in Fig. 7. There were no perceived substantial differences between the different versions, meaning that adversarial noise is difficult to notice and that the correction algorithm did not substantially degrade the quality of both the normal and adversarial images. The average PSNR and SSIM between the corrected adversarial images and their original versions in the entire datasets are shown in Fig. 8. The heuristic - $\min$ approach had higher PSNR and SSIM than the fixed QF approach. The explanation for this is illustrated in Fig. 9, which is a histogram of the QFs selected using the heuristic - $\min$ approach for both normal and adversarial images. For the normal images, in most cases, a QF of 100 was selected, so their quality was almost completely preserved. For the adversarial images, more than two-thirds of the selected QFs were from 75 to 95, so their quality was also good. Since there are some extreme cases in the adversarial dataset, the correction algorithm could not fully recover their quality, resulting in low values of PSNR and SSIM.

5.4 Considerations

Our experiments demonstrated the effectiveness of using image processing operations for both label correction and image correction. For label correction, using multiple operations with multiple parameter values helped maximize the chance of restoring the original labels. It also provides label information for image correction. The proposed heuristic - $\min$ algorithm effectively determines which QF is the best for image correction so that image quality is preserved as much as possible, which is better than using JPEG compression with a fixed QF. The correction algorithms can be used independently, for instance, in data cleansing, or in combination with an adversarial image detector to provide multiple outputs: (1) whether the input image is adversarial and (2) if yes, what its true label is.
6. Discussion and Future Work

Our results demonstrated that image processing operations like JPEG compression, scaling, Gaussian blurring, and rotation have different effects on normal and adversarial images depending on the parameter values. Although these operations have negligible effects on normal images, they are effective in mitigating adversarial noise, which is useful for both detection and correction of adversarial images. Different from adversarial training, the proposed detection and correction methods can be performed as a pre-filter to process the data before being processed by a DNN. They are thus applicable to all pre-trained DNNs without the need for re-training. One disadvantage of using multiple image processing operations with multiple parameter values is the computation cost when several processed images need to be classified.

Our results also demonstrated that using statistical features based on image processing operations and using feature squeezing are not as effective as using features automatically extracted by a CNN from raw images, especially the XceptionNet one, which can be trained with a small amount of data. However, the traditional classifiers using handcrafted features are more robust than the CNN-based ones when the attackers add adversarial noise to fool the adversarial image detector (due to the fact that most of the currently implemented image processing operations are non-differentiable). We also found that the adversarial noise created by non-targeted attacks is more general than that created by targeted attacks; therefore, it is important to include non-targeted adversarial images in the training data.

Future work includes testing using more adversarial attacks with multiple noise strengths on larger and more diverse databases. It also includes evaluating additional image processing operations and reducing the computational expense of detection and correction. Another important task is dealing with robust adversarial examples, which is a challenging problem.
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