CLASSIFYING C*-ALGEBRAS WITH BOTHFINITE ANDINFINITE SUBQUOTIENTS
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Abstract. We give a classification result for a certain class of C*-algebras \( \mathfrak{A} \) over a finite topological space \( X \) in which there exists an open set \( U \) of \( X \) such that \( U \) separates the finite and infinite subquotients of \( \mathfrak{A} \). We will apply our results to C*-algebras arising from graphs.

1. Introduction

Just like a finite group, any C*-algebra \( \mathfrak{A} \) with finitely many ideals has a decomposition series

\[
0 = \mathfrak{I}_0 \lhd \mathfrak{I}_1 \lhd \cdots \lhd \mathfrak{I}_n = \mathfrak{A}
\]

in such a way that all subquotients are simple. As in the group case, the simple subquotients are unique up to permutation of isomorphism classes, but far from determining the isomorphism class of \( \mathfrak{A} \).

If we further assert that all simple subquotients are classifiable by algebraic invariants such as K-theory we are naturally lead to the pertinent question of which algebraic invariants, if any, classify all of \( \mathfrak{A} \). This question has previously been studied, leading to a complete solution when all subquotients are AF (cf. [14]), and a partial solution when all are purely infinite (cf. [21], [3], [25]), but in the case when some are of one type and some of another, only sporadic results have been found. It is the purpose of this paper to provide a general framework in which classification of C*-algebras can be proved for a large class of C*-algebras of mixed type.

We are able to do so by combining several recent important developments in classification theory, notably

- Kirchberg’s isomorphism result [15]
- The corona factorization property [16]
- The universal coefficient theorem of Meyer and Nest [21]

with refinements of our previous work [11] inspired by an idea of Rørdam [27].

As useful as these problems may be to test the borders of our understanding of classification we are driven to this project by one class of examples. A graph C*-algebra has the property that all simple subquotients are either AF or purely infinite, and examples of mixed type occur even for very small graphs. For instance, consider the graphs \( \{E_n\}_{n \in \mathbb{N}} \) given below.
For any \( n > 0 \), \( C^*(E_n) \) decomposes into a linear lattice with simple subquotients 
\[ K, \mathcal{O}_3 \otimes K, \mathcal{O}_3. \]

The results presented in this paper show that \( C^*(E_n) \otimes K \simeq C^*(E_{n+4}) \otimes K \) and that there are three stable isomorphism classes 
\[ [C^*(E_1)] = [C^*(E_3)], [C^*(E_2)], [C^*(E_4)] \]

As in our previous paper [11], the technical focal point in this work is the general question of when one can deduce from the fact that \( \mathfrak{A} \) and \( \mathfrak{B} \) in the extension 
\[
0 \longrightarrow \mathfrak{B} \longrightarrow \mathfrak{E} \longrightarrow \mathfrak{A} \longrightarrow 0
\]

are classifiable by \( K \)-theory, that the same is true for \( \mathfrak{E} \). We shall fix a finite (not necessarily Hausdorff) topological space \( X \) with an open subset \( U \subseteq X \) and require that \( \mathfrak{E} \) is a \( C^* \)-algebra over \( X \) – associating ideals in \( \mathfrak{E} \) with open subsets of \( X \) – in such a way that \( \mathfrak{B} \) is the \( C^* \)-algebra corresponding to \( U \). Assuming then that \( \mathfrak{A} \) and \( \mathfrak{B} \) are \( KK \)-strongly classifiable by their filtered and ordered \( K \)-theories over \( X \setminus U \) and \( U \), respectively, we supply conditions on the extension securing that also \( \mathfrak{E} \) is classifiable by filtered and ordered \( K \)-theory. Our key technical result to this effect, Theorem 3.7 below, provides stable isomorphism in this context under, among other things, the provision of fullness of the extension and \( KK \)-liftable of morphisms of filtered \( K \)-theory. \( KK \)-liftable follows in many cases by the UCT of Meyer and Nest [21] as generalized by Bentmann and Köhler [3], and we develop in Section 5 several useful tools to establish fullness.

Although we are confident that Theorem 3.7 will apply in other settings as well, we restrict ourselves to demonstrating how the results lead to classification of certain graph \( C^* \)-algebras up to stable isomorphism, generalizing results by the first named author and Tomforde in [13]. As a consequence of the results in [13], all graph \( C^* \)-algebras with exactly one non-trivial ideal are classifiable up to stable isomorphism by the six-term exact sequence in \( K \)-theory together with the positive cone of the ideal, algebra, and quotient, irrespective of the types of the simple subquotients. Indicating in a (Hasse) diagram of the ideal lattice a simple AF subquotient with a straight line, and a purely infinite subquotient with a curly line (the zero ideal indicated by “○”), the results in [13] solved all the cases
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Further, for graph $C^*$-algebras with a maximal proper ideal which is AF, indicated diagrammatically as
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are classifiable up to stable isomorphism by the six-term exact sequence in $K$-theory together with the positive cone of the ideal, algebra, and quotient. In this paper we generalize to the settings
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where the ideal lattice at one end (top or bottom) has a finite linear lattice of purely infinite $C^*$-algebras, and at the other has an AF algebra. In particular, we cover all graph $C^*$-algebras of finite linear lattices which has no more than one transition from finite to infinite subquotient, such as $C^*\left(E_n\right)$ defined above. We speculate that this condition is not necessary (although it certainly is for our approach) and in [12] we give partial evidence for this, under extra conditions on the algebraic nature of the involved $K$-theory.
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2. Notation and Conventions

We first start with some definitions and conventions that will be used throughout the paper.

2.1. $C^*$-algebras over topological spaces. Let $X$ be a topological space and let $\mathcal{O}(X)$ be the set of open subsets of $X$, partially ordered by set inclusion $\subseteq$. A subset $Y$ of $X$ is called locally closed if $Y = U \setminus V$ where $U, V \in \mathcal{O}(X)$ and $V \subseteq U$. The set of all locally closed subsets of $X$ will be denoted by $\mathcal{L}(X)$. The set of all connected, non-empty locally closed subsets of $X$ will be denoted by $\mathcal{L}(X)^*$.

The partially ordered set $(\mathcal{O}(X), \subseteq)$ is a complete lattice, that is, any subset $S$ of $\mathcal{O}(X)$ has both an infimum $\bigwedge S$ and a supremum $\bigvee S$. More precisely, for any subset $S$ of $\mathcal{O}(X)$,

\[
\bigwedge_{U \in S} U = \left( \bigcap_{U \in S} U \right)^\circ \quad \text{and} \quad \bigvee_{U \in S} U = \bigcup_{U \in S} U
\]
For a $C^*$-algebra $\mathfrak{A}$, let $\mathcal{I}(\mathfrak{A})$ be the set of closed ideals of $\mathfrak{A}$, partially ordered by $\subseteq$. The partially ordered set $(\mathcal{I}(\mathfrak{A}), \subseteq)$ is a complete lattice. More precisely, for any subset $S$ of $\mathcal{I}(\mathfrak{A})$,
\[
\bigwedge_{\mathfrak{I} \in S} \mathfrak{I} = \bigcap_{\mathfrak{I} \in S} \mathfrak{I} \quad \text{and} \quad \bigvee_{\mathfrak{I} \in S} \mathfrak{I} = \bigcup_{\mathfrak{I} \in S} \mathfrak{I}
\]

**Definition 2.1.** Let $\mathfrak{A}$ be a $C^*$-algebra. Let $\text{Prim}(\mathfrak{A})$ denote the **primitive ideal space** of $\mathfrak{A}$, equipped with the usual hull-kernel topology, also called the Jacobson topology.

Let $X$ be a topological space. A $C^*$-**algebra over** $X$ is a pair $(\mathfrak{A}, \psi)$ consisting of a $C^*$-algebra $\mathfrak{A}$ and a continuous map $\psi : \text{Prim}(\mathfrak{A}) \to X$. A $C^*$-algebra over $X$, $(\mathfrak{A}, \psi)$, is **separable** if $\mathfrak{A}$ is a separable $C^*$-algebra. We say that $(\mathfrak{A}, \psi)$ is **tight** if $\psi$ is a homeomorphism.

We always identify $\mathcal{O}(\text{Prim}(\mathfrak{A}))$ and $\mathcal{I}(\mathfrak{A})$ using the lattice isomorphism
\[
U \mapsto \bigcap_{p \in \text{Prim}(\mathfrak{A}) \setminus U} p
\]
Let $(\mathfrak{A}, \psi)$ be a $C^*$-algebra over $X$. Then we get a map $\psi^* : \mathcal{O}(X) \to \mathcal{O}(\text{Prim}(\mathfrak{A})) \cong \mathcal{I}(\mathfrak{A})$ defined by
\[
U \mapsto \{ p \in \text{Prim}(\mathfrak{A}) : \psi(p) \in U \} = \mathfrak{A}(U)
\]
For $Y = U \setminus V \in \mathcal{L}(\mathfrak{C}(X))$, set $\mathfrak{A}(Y) = \mathfrak{A}(U) / \mathfrak{A}(V)$. By Lemma 2.15 of [20], $\mathfrak{A}(Y)$ does not depend on $U$ and $V$.

In this paper, we will be mainly interested in the following examples:

**Example 2.2.** For any $C^*$-algebra $\mathfrak{A}$, the pair $(\mathfrak{A}, \text{id}_{\mathcal{O}(\text{Prim}(\mathfrak{A}))})$ is a tight $C^*$-algebra over $\text{Prim}(\mathfrak{A})$. For each $U \in \mathcal{O}(\text{Prim}(\mathfrak{A}))$, the ideal $\mathfrak{A}(U)$ equals $\bigcap_{p \in \text{Prim}(\mathfrak{A}) \setminus U} p$.

**Example 2.3.** Let $X_n = \{1, 2, \ldots, n\}$ partially ordered with $\leq$. Equip $X_n$ with the Alexandrov topology, so the non-empty open subsets are
\[
[a, n] = \{ x \in X : a \leq x \leq n \}
\]
for all $a \in X_n$; the non-empty closed subsets are $[1, b]$ with $b \in X_n$, and the non-empty locally closed subsets are those of the form $[a, b]$ with $a, b \in X_n$ and $a \leq b$. Let $(\mathfrak{A}, \phi)$ be a $C^*$-algebra over $X_n$. We will use the following notation throughout the paper:
\[
\mathfrak{A}[k] = \mathfrak{A}(\{k\}), \quad \mathfrak{A}[a, b] = \mathfrak{A}([a, b]), \quad \text{and} \quad \mathfrak{A}(i, j) = \mathfrak{A}[i + 1, j].
\]
Using the above notation we have ideals $\mathfrak{A}[a, n]$ such that
\[
\{0\} \leq \mathfrak{A}[n] \leq \mathfrak{A}[n - 1, n] \leq \cdots \leq \mathfrak{A}[2, n] \leq \mathfrak{A}[1, n] = \mathfrak{A}
\]

**Definition 2.4.** Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^*$-algebras over $X$. A homomorphism $\phi : \mathfrak{A} \to \mathfrak{B}$ is $X$-**equivariant** if $\phi(\mathfrak{A}(U)) \subseteq \mathfrak{B}(U)$ for all $U \in \mathcal{O}(X)$. Hence, for every $Y = U \setminus V$, $\phi$ induces a homomorphism $\phi_Y : \mathfrak{A}(Y) \to \mathfrak{B}(Y)$. Let $\mathfrak{C}^*_{\text{alg}}(X)$ be the category whose objects are $C^*$-algebras over $X$ and whose morphisms are $X$-equivariant homomorphisms.
Remark 2.5. Suppose $\mathfrak{A}$ and $\mathfrak{B}$ are tight $C^*$-algebras over $X_n$. Then it is clear that a $*$-homomorphism $\phi : \mathfrak{A} \to \mathfrak{B}$ is an isomorphism if and only if $\phi$ is a $X_n$-equivariant isomorphism. We will use this fact in Theorem 6.9.

Remark 2.6. Let $\mathfrak{C}_{i} : 0 \to \mathfrak{B}_{i} \to \mathfrak{C}_{i} \to \mathfrak{A}_{i} \to 0$ be an extension for $i = 1, 2$. Note that $\mathfrak{C}_{i}$ can be considered as a $C^*$-algebra over $X_2 = \{1, 2\}$ by sending $\theta$ to the zero ideal, $\{2\}$ to the image of $\mathfrak{B}_{1}$ in $\mathfrak{C}_{1}$, and $\{1, 2\}$ to $\mathfrak{C}_{1}$. Hence, there exists one-to-one correspondence between $X_2$-equivariant homomorphisms $\phi : \mathfrak{C}_{1} \to \mathfrak{C}_{2}$ and homomorphisms from $\mathfrak{C}_{1}$ and $\mathfrak{C}_{2}$.

2.2. Filtered ordered $K$-theory.

Definition 2.7. Let $X$ be a finite topological space and let $\mathfrak{A}$ be a $C^*$-algebra over $X$. For open subsets $U_1, U_2, U_3$ of $X$ with $U_1 \subseteq U_2 \subseteq U_3$, set $Y_1 = U_2 \setminus U_1, Y_2 = U_3 \setminus U_1, Y_3 = U_3 \setminus U_1 \in \mathbb{L}(X)$. Then we have a six term exact sequence

$$
\begin{align*}
K_0(\mathfrak{A}(Y_1)) & \xrightarrow{\iota_*} K_0(\mathfrak{A}(Y_2)) \xrightarrow{\pi_*} K_0(\mathfrak{A}(Y_3)) \\
& \xrightarrow{\partial_*} \\
K_1(\mathfrak{A}(Y_3)) & \xleftarrow{\pi_*} K_1(\mathfrak{A}(Y_2)) \xleftarrow{\iota_*} K_1(\mathfrak{A}(Y_1))
\end{align*}
$$

The filtered $K$-theory $FK_X(\mathfrak{A})$ of $\mathfrak{A}$ is the collection of all $K$-groups thus occurring and the natural transformations $\{\iota_*, \pi_*, \partial_*\}$. The filtered, ordered $K$-theory $FK^+_X(\mathfrak{A})$ of $\mathfrak{A}$ is $FK_X(\mathfrak{A})$ of $\mathfrak{A}$ together with $K_0(\mathfrak{A}(Y))_+$ for all $Y \in \mathbb{L}(X)$.

Let $\mathfrak{A}$ and $\mathfrak{B}$ be $C^*$-algebras over $X$, we will say that $\alpha : FK_X(\mathfrak{A}) \to FK_X(\mathfrak{B})$ is an isomorphism if for all $Y \in \mathbb{L}(X)$, there exist group isomorphisms

$$
\alpha_{Y,*} : K_*(\mathfrak{A}(Y)) \to K_*(\mathfrak{B}(Y))
$$

preserving all natural transformations. We say that $\alpha : FK_X^+(\mathfrak{A}) \to FK_X^+(\mathfrak{B})$ is an isomorphism if there exists an isomorphism $\alpha : FK_X(\mathfrak{A}) \to FK_X(\mathfrak{B})$ in such a way that $\alpha_{Y,0}$ is an order isomorphism for all $Y \in \mathbb{L}(X)$.

If $Y \in \mathbb{L}(X)$ such that $Y = Y_1 \cup Y_2$ with two disjoint relatively open subsets $Y_1, Y_2 \in \mathbb{L}(X)$, then $\mathfrak{A}(Y) \cong \mathfrak{A}(Y_1) \times \mathfrak{A}(Y_2)$ for any $C^*$-algebra over $X$. Moreover, there is a natural isomorphism $K_*(\mathfrak{A}(Y)) \to K_*(\mathfrak{A}(Y_1)) \oplus K_*(\mathfrak{A}(Y_2))$ which is a positive isomorphism from $K_0(\mathfrak{A}(Y))$ to $K_0(\mathfrak{A}(Y_1)) \oplus K_0(\mathfrak{A}(Y_2))$. If $X$ is finite, any locally closed subset is a disjoint union of its connected components. Therefore, we lose no information when we replace $\mathbb{L}(X)$ by the subset $\mathbb{L}(X)^*$. This observation reduces computation and will be used in Section 7.

3. The $KK(X_2; - , - )$ functor

Let $a$ be an element of a $C^*$-algebra $\mathfrak{A}$. We say that $a$ is norm-full in $\mathfrak{A}$ if $a$ is not contained in any norm-closed proper ideal of $\mathfrak{A}$. The word “full” is also widely used, but since we will often work in multiplier algebras, we emphasize that it is the norm topology we are using, rather than the strict topology. We say that a sub-$C^*$-algebra $\mathfrak{B}$ of a $C^*$-algebra $\mathfrak{A}$ is norm-full if the norm-closed ideal generated by $\mathfrak{B}$ is $\mathfrak{A}$.
Definition 3.1. An extension $e$ is said to be full if the associated Busby invariant $\tau_e$ has the property that $\tau_e(a)$ is a norm-full element of $Q(\mathcal{B}) = M(\mathcal{B})/\mathcal{B}$ for every $a \in \mathcal{A} \setminus \{0\}$.

Definition 3.2. A homomorphism $\phi : \mathcal{A} \to \mathcal{B}$ is proper (cf. [10]) if one of the following equivalent properties holds:

1. $\mathcal{B} = \phi(\mathcal{A})\mathcal{B} = \mathcal{B}\phi(\mathcal{A})$.
2. $\phi(\mathcal{A})$ is not contained in any proper, hereditary sub-$C^*$-algebra of $\mathcal{B}$.
3. The image under $\phi$ of an approximate identity of $\mathcal{A}$ is an approximate identity of $\mathcal{B}$.

Lemma 3.3. Let $\mathcal{A}$ be a stable, separable, nuclear, $C^*$-algebra satisfying the UCT with a norm-full projection. Then there exists a simple, stable, separable, nuclear, purely infinite $C^*$-algebra $\mathcal{B}$ satisfying the UCT, and a proper injective homomorphism $\phi : \mathcal{A} \to \mathcal{B}$ such that $K_i(\phi)$ is an isomorphism for $i = 0, 1$.

Proof. Let $p$ be a norm-full projection in $\mathcal{A}$. Since $p\mathcal{A}p$ is norm-full in $\mathcal{A}$ and $\mathcal{A}$ is stable, by Theorem 2.6 of [6] there exists an isomorphism $\psi : \mathcal{A} \to p\mathcal{A}p \otimes \mathbb{K}$.

Since $p\mathcal{A}p$ is a separable $C^*$-algebra, there exists a unital, separable, nuclear, simple, purely infinite $C^*$-algebra $\mathcal{B}_0$ satisfying the UCT such that $(K_0(p\mathcal{A}p), K_1(p\mathcal{A}p), [p])$ is isomorphic to $(K_0(\mathcal{B}_0), K_1(\mathcal{B}_0), [1_{\mathcal{B}_0}])$. Hence, by Theorem 6.7 of [13], there exists a unital injective homomorphism $\beta : p\mathcal{A}p \to \mathcal{B}_0$ such that $K_i(\beta)$ is an isomorphism for $i = 0, 1$.

Set $\phi = (\beta \otimes \text{id}_\mathbb{K}) \circ \psi$. Then $\phi$ is proper injective homomorphism and $K_i(\phi)$ is an isomorphism for $i = 0, 1$. \qed

Lemma 3.4. Let $\mathcal{B}$ be a stable, separable, nuclear, purely infinite, simple $C^*$-algebra and let $\mathcal{A}$ be a stable, separable, nuclear, $C^*$-algebra satisfying the UCT. Let $e : 0 \to \mathcal{B} \to \mathcal{E} \to \mathcal{A} \to 0$ be an essential extension. Then there exist a separable, stable, nuclear, purely infinite simple $C^*$-algebra $\mathcal{A}'$ satisfying the UCT, an injective homomorphism $\beta : \mathcal{A} \to \mathcal{A}'$, and an essential extension $e' : 0 \to \mathcal{B} \to \mathcal{E}' \to \mathcal{A}' \to 0$ such that $K_i(\beta)$ is an isomorphism for $i = 0, 1$ and $\tau_e = \tau_{e'} \circ \beta$.

Consequently, we have a $X_2$-equivariant homomorphism $\phi : \mathcal{E} \to \mathcal{E}'$ such that $\phi_{\{2\}} = \text{id}_\mathcal{B}$ and $\phi_{\{1\}} = \beta$.

Proof. Let $\mathcal{A}'$ be a separable, nuclear, stable, purely infinite simple $C^*$-algebra satisfying the UCT such that $K_i(\mathcal{A}')$ is isomorphic to $K_i(\mathcal{A})$. By Theorem 6.7 of [13], there exists an injective homomorphism $\beta : \mathcal{A} \to \mathcal{A}'$ such that $K_i(\beta)$ is an isomorphism.

Since $\mathcal{A}$ and $\mathcal{A}'$ satisfy the UCT and $K_i(\beta)$ is an isomorphism, $KK(\beta) \in KK(\mathcal{A}, \mathcal{A}')$ is invertible. Therefore, $KK(\beta)^{-1} \in KK(\mathcal{A}', \mathcal{A})$ exists. Note that $KK(\beta)^{-1} \times [\tau_e]$ is an element of $KK^{-1}(\mathcal{A}', \mathcal{B})$. Therefore, there exists an essential extension $\tau : \mathcal{A} \to Q(\mathcal{B})$ such that $KK(\beta)^{-1} \times [\tau_e] = [\tau]$. Hence, $[\tau_e] = [\tau \circ \beta] \in KK^{-1}(\mathcal{A}, \mathcal{B})$. Since $\mathcal{B}$
is a stable, purely infinite simple $C^*$-algebra and $\tau_e$ and $\tau \circ \beta$ are non-unital essential extensions, by Theorem 3.2 (2) of [22], there exists a unitary $u \in Q(B)$ such that

$$\tau_e = \text{Ad}(u) \circ \tau \circ \beta.$$ 

Let $E : 0 \to B \to C \to A \to 0$ be the extension determined by $\text{Ad}(u) \circ \tau$. The last statement follows from the construction of $\tau_e$. \qed

We now define some functors that will be used throughout the rest of the paper. Let $X$ and $Y$ be topological spaces. For every continuous function $f : X \to Y$ we have a functor

$$f : \mathcal{C}^*_\text{-alg}(X) \to \mathcal{C}^*_\text{-alg}(Y), \quad (A, \psi) \mapsto (A, f \circ \psi)$$

(1) Define $g^1_X : X \to X_1$ by $g^1_X(x) = 1$. Then $g^1_X$ is continuous. Note that the induced functor $g^1_X : \mathcal{C}^*_\text{-alg}(X) \to \mathcal{C}^*_\text{-alg}(X_1)$ is the forgetful functor.

(2) Let $U$ be an open subset of $X$. Define $g^2_{U,X} : X \to X_2$ by $g^2_{U,X}(x) = 1$ if $x \in U$ and $g^2_{U,X}(x) = 2$ if $x \in U$. Then $g^2_{U,X}$ is continuous. Thus the induced functor

$$g^2_{U,X} : \mathcal{C}^*_\text{-alg}(X) \to \mathcal{C}^*_\text{-alg}(X_2)$$

is just specifying the extension $0 \to \mathfrak{A}(U) \to \mathfrak{A} \to \mathfrak{A}/\mathfrak{A}(U) \to 0$.

(3) We can generalize (2) to finitely many ideals. Let $U_1 \subseteq U_2 \subseteq \cdots \subseteq U_n = X$ be open subsets of $X$. Define $g^n_{U_1,U_2,\ldots,U_n,X} : X \to X_n$ by $g^n_{U_1,U_2,\ldots,U_n,X}(x) = n - k + 1$ if $x \in U_k \setminus U_{k-1}$. Then $g^n_{U_1,U_2,\ldots,U_n,X}$ is continuous. Therefore, any $C^*$-algebra with ideals $0 \subseteq I_1 \subseteq I_2 \subseteq \cdots \subseteq I_n = \mathfrak{A}$ can be made into a $C^*$-algebra over $X_n$.

(4) For all $Y \in \mathcal{L}C(X)$, $r^Y_X : \mathcal{C}^*_\text{-alg}(X) \to \mathcal{C}^*_\text{-alg}(Y)$ is the restriction functor defined in Definition 2.19 of [20].

Let $\mathcal{R}(X)$ be the category whose objects are separable $C^*$-algebras over $X$ and the set of morphisms is $KK(X; \mathfrak{A}, B)$. By Proposition 3.4 of [20], these functors induce functors from $\mathcal{R}(X)$ to $\mathcal{R}(Z)$, where $Z = Y, X_1, X_n$.

**Lemma 3.5.** Let $U$ be an open set of $X$ and $Y = X \setminus U$. Then

$$r^{|(2)}_{X_2} \circ g^2_{U,X} = g^1_U \circ r^{|U}_X \quad \text{and} \quad r^{|(1)}_{X_2} \circ g^2_{U,X} = g^1_U \circ r^{|Y}_X$$

from $\mathcal{C}^*_\text{-alg}(X)$ to $\mathcal{C}^*_\text{-alg}(X_1)$. Consequently, the induced functors from $\mathcal{R}(X)$ to $\mathcal{R}(X_1)$ will be equal.

**Proof.** Let $\mathfrak{A}$ be a $C^*$-algebra over $X$. Then

$$r^{|(2)}_{X_2} \circ g^2_{U,X}(\mathfrak{A}) = \mathfrak{A}(U)$$

and

$$g^1_U \circ r^{|U}_X(\mathfrak{A}) = g^1_U(\mathfrak{A}(U)) = \mathfrak{A}(U).$$

Suppose $B$ is a $C^*$-algebra over $X$ and $\phi : \mathfrak{A} \to B$ is an $X$-equivariant homomorphism. Then

$$r^{|(2)}_{X_2} \circ g^2_{U,X}(\phi) = \phi_U$$

and

$$g^1_U \circ r^{|U}_X(\phi) = g^1_U(\phi_U) = \phi_U.$$
Therefore, \( r_{X_2}^{(2)} \circ g_{U,X}^2 = g_{U}^1 \circ r_{X}^U \).

Similar computation shows that \( r_{X_2}^{(1)} \circ g_{U,X}^2 = g_{Y}^1 \circ r_{X}^Y \). \qedhere

Lemma 3.6. Let \( \mathfrak{A}, \mathfrak{B}_1, \) and \( \mathfrak{B}_2 \) be \( C^* \)-algebras over \( X_2 \). For \( i = 1, 2 \), let

\[
\begin{align*}
\epsilon &: 0 \to \mathfrak{A}[2] \to \mathfrak{A} \to \mathfrak{A}[1] \to 0 \\
\epsilon_i &: 0 \to \mathfrak{B}_i[2] \to \mathfrak{B}_i \to \mathfrak{B}_i[1] \to 0
\end{align*}
\]

be extensions. Suppose there exists an \( X_2 \)-equivariant homomorphism \( \phi : \mathfrak{B}_1 \to \mathfrak{B}_2 \) such that \( \phi_{[2]} \) extends to \( \mathcal{M}(\mathfrak{B}_1[2]) \) to \( \mathcal{M}(\mathfrak{B}_2[2]) \) and suppose \( \text{KK}(\phi_{[1]}^2) \) and \( \text{KK}(\phi_{[1]}) \) are invertible elements.

(1) Let \( x \in \text{KK}(X_2; \mathfrak{A}, \mathfrak{B}_1) \). Then

\[
\tau_x^{(1)}(x) \times [\tau_e] = [\tau_e] \times r_{X_2}^{(2)}(x)
\]

if and only if

\[
r_{X_2}^{(1)}(x \times \text{KK}(X_2; \phi)) \times [\tau_{e2}] = [\tau_e] \times r_{X_2}^{(2)}(x \times \text{KK}(X_2; \phi))
\]

(2) Let \( y \in \text{KK}(X_2; \mathfrak{B}_2, \mathfrak{A}) \). Then

\[
r_{X_2}^{(1)}(y) \times [\tau_e] = [\tau_{e2}] \times r_{X_2}^{(2)}(y)
\]

if and only if

\[
r_{X_2}^{(1)}(\text{KK}(X_2; \phi) \times y) \times [\tau_e] = [\tau_{e1}] \times r_{X_2}^{(2)}(\text{KK}(X_2; \phi) \times y)
\]

Proof. Since \( \phi_{[2]} \) extends to \( \mathcal{M}(\mathfrak{B}_1[2]) \) to \( \mathcal{M}(\mathfrak{B}_2[2]) \), as in the proof of Theorem 2.2 of [10], we have that \( \tau_{e2} \circ \phi_{[1]} = \phi_{[2]} \circ \tau_e \), where \( \phi_{[2]} : \mathcal{Q}(\mathfrak{B}_1[2]) \to \mathcal{Q}(\mathfrak{B}_2[2]) \) is the homomorphism induced by \( \phi_{[2]} \). Hence, \( \text{KK}(\phi_{[1]}^2) \times [\tau_{e2}] = [\tau_{e1}] \times \text{KK}(\phi_{[2]}) \).

Note that for \( z \in \text{KK}(X_2; \mathfrak{A}, \mathfrak{B}_1) \) we have that

\[
r_{X_2}^{(1)}(z \times \text{KK}(X_2, \phi)) = r_{X_2}^{(1)}(z) \times \text{KK}(\phi_{[1]}^1)
\]

Let \( x \in \text{KK}(X_2; \mathfrak{A}, \mathfrak{B}_1) \). Suppose \( r_{X_2}^{(1)}(x) \times [\tau_{e1}] = [\tau_e] \times r_{X_2}^{(2)}(x) \). Then

\[
r_{X_2}^{(1)}(x \times \text{KK}(X_2; \phi)) \times [\tau_{e2}] = r_{X_2}^{(1)}(x) \times \text{KK}(\phi_{[1]}^1) \times [\tau_{e2}]
\]

\[
= r_{X_2}^{(1)}(x) \times \text{KK}(\phi_{[1]}^1) \times [\tau_{e2}]
\]

\[
= r_{X_2}^{(1)}(x) \times [\tau_{e1}] \times \text{KK}(\phi_{[2]})
\]

\[
= [\tau_e] \times r_{X_2}^{(2)}(x) \times \text{KK}(\phi_{[2]})
\]

\[
= [\tau_e] \times r_{X_2}^{(2)}(x \times \text{KK}(X_2; \phi))
\]
Suppose \( r^{(1)}_{X_2} (x \times KK(X_2; \phi)) \times [\tau_{e_2}] = [\tau_e] \times r^{(2)}_{X_2} (x \times KK(X_2; \phi)) \). Then
\[
\begin{align*}
    r^{(1)}_{X_2} (x) \times [\tau_{e_2}] & = r^{(1)}_{X_2} (x) \times KK(\phi_{(1)}) \times [\tau_{e_2}] \\
    & = r^{(1)}_{X_2} (x \times KK(X_2; \phi)) \times [\tau_{e_2}] \\
    & = [\tau_e] \times r^{(2)}_{X_2} (x) \times KK(\phi_{(2)}) \\
    & = [\tau_e] \times r^{(2)}_{X_2} (x) \times KK(\phi_{(2)})
\end{align*}
\]
Since \( KK(\phi_{(2)}) \) is invertible, we have that \( r^{(1)}_{X_2} (x) \times [\tau_{e_2}] = [\tau_e] \times r^{(2)}_{X_2} (x) \).
(2) is proved in a similar way and is left to the reader. \( \square \)

The following theorem is a generalization of Theorem 2.3 of [11]. This is the key technical theorem of the paper.

**Theorem 3.7.** Let \( \mathfrak{A}_1 \) and \( \mathfrak{A}_2 \) be \( C^* \)-algebras over \( X_2 \). Suppose \( \mathfrak{A}_i[k] \) is a separable, nuclear \( C^* \)-algebra satisfying the UCT and \( \mathfrak{A}_i[2] \) contains at least one norm-full projection for \( i, k = 1, 2 \). Suppose \( \epsilon_i : 0 \to \mathfrak{A}_i[2] \to \mathcal{A}_i \to \mathfrak{A}_i[1] \to 0 \) is an essential extension for \( i = 1, 2 \). If \( x \in KK(X_2; \mathfrak{A}_1, \mathfrak{A}_2) \) is invertible, then
\[
    r^{(1)}_{X_2} (x) \times [\tau_{e_2}] = [\tau_e] \times r^{(2)}_{X_2} (x)
\]
in \( KK^1(\mathfrak{A}_1[1], \mathfrak{A}_2[2]) \).

**Proof.** For any \( C^* \)-algebra \( \mathcal{C} \), let \( \iota_\mathcal{C} : \mathcal{C} \to \mathcal{C} \otimes \mathbb{K} \) be the embedding that sends \( x \) to \( x \otimes e \), where \( e \) is a rank one projection. Since \( \iota_\mathcal{C}(\mathcal{C}) = (1_{\mathcal{M}(\mathcal{C})} \otimes e)(\mathcal{C} \otimes \mathbb{K})(1_{\mathcal{M}(\mathcal{C})} \otimes e) \) and \( \iota_\mathcal{C} \) sends an approximate identity of \( \mathcal{C} \) to an approximate identity of \( (1_{\mathcal{M}(\mathcal{C})} \otimes e)(\mathcal{C} \otimes \mathbb{K})(1_{\mathcal{M}(\mathcal{C})} \otimes e) \), \( \iota_\mathcal{C} \) extends to a homomorphism from \( \mathcal{M}(\mathcal{C}) \) to \( (1_{\mathcal{M}(\mathcal{C})} \otimes e)\mathcal{M}(\mathcal{C} \otimes \mathbb{K})(1_{\mathcal{M}(\mathcal{C})} \otimes e) \subseteq \mathcal{M}(\mathcal{C} \otimes \mathbb{K}) \). Note also that \( KK(\iota_\mathcal{C}) \) is invertible. Moreover, if \( \mathcal{I} \) is an ideal of \( \mathcal{C} \) then \( \mathcal{I} \otimes \mathbb{K} \) is an ideal of \( \mathcal{C} \otimes \mathbb{K} \) such that \( \iota_\mathcal{C} \) maps \( \mathcal{I} \) into \( \mathcal{I} \otimes \mathbb{K} \).

By the above observation, \( \iota_{\mathfrak{A}_1} \) is an \( X_2 \)-equivariant homomorphism such that \( (\iota_{\mathfrak{A}_1})_{(2)} \) extends to a homomorphism from \( \mathcal{M}(\mathfrak{A}_1[2]) \) to \( \mathcal{M}((\mathfrak{A}_1 \otimes \mathbb{K})[2]) \) and \( KK(X_2; \iota_{\mathfrak{A}_1}) \) is invertible. Therefore, by Lemma 3.6, we may assume that \( \mathfrak{A}_1 \) is a stable \( C^* \)-algebra.

By Lemma 3.3 there exists a stable, separable, nuclear, simple, purely infinite \( C^* \)-algebra \( \widetilde{\mathfrak{A}}_1 \) satisfying the UCT and there exists a proper injective homomorphism \( \phi_0 : \mathfrak{A}_1[2] \to \widetilde{\mathfrak{A}}_1 \) such that \( K_i(\phi_0) \) is an isomorphism for \( i = 0, 1 \). Since \( \phi_0 \) is a proper homomorphism, by Theorem 2.2 of [10], there exists a \( C^* \)-algebra \( \mathfrak{A}_1' \) over \( X_2 \) such that \( \mathfrak{A}_1'[2] = \widetilde{\mathfrak{A}}_1 \) and \( \mathfrak{A}_1'[1] = \mathfrak{A}_1[1] \) and there exists an \( X_2 \)-equivariant homomorphism \( \phi' : \mathfrak{A}_1 \to \mathfrak{A}_1' \) such that \( \phi'_{(1)} \) is the identity map and \( \phi'_{(2)} = \phi_0 \).

By Lemma 3.3 there exist a separable, nuclear, stable, purely infinite simple \( C^* \)-algebra satisfying the UCT, \( \widetilde{\mathfrak{A}}_1 \), an injective homomorphism \( \phi_2 : \mathfrak{A}_1'[1] \to \mathfrak{A}_2 \) with \( K_i(\phi_2) \) an isomorphism, a tight \( C^* \)-algebra \( \mathfrak{A}_1 \) over \( X_2 \) such that \( \mathfrak{A}_1[2] = \mathfrak{A}_2 \) and \( \mathfrak{A}_1[1] = \mathfrak{A}_2 \), and there exists an \( X_2 \)-equivariant homomorphism \( \phi' : \mathfrak{A}_1 \to \mathfrak{A}_1 \) such that \( \phi'_{(2)} = \phi_2 \).
Set $\phi = \phi'' \circ \phi'$, then $\phi : \mathfrak{A}_1 \rightarrow \bar{\mathfrak{A}}_1$ is an $X_2$-equivariant homomorphism. Note that $\phi_{(2)} = \phi_0$ and $\phi_{(1)} = \phi_2$. Hence, the five lemma implies that $FK_{X_2}(\phi) : FK_{X_2}(\mathfrak{A}_1) \rightarrow FK_{X_2}(\bar{\mathfrak{A}}_2)$ is an isomorphism. Hence, by Bonkat’s UCT [5], $KK(X_2; \phi)$ is invertible. Since $\phi_{(2)}$ is a proper map, $\phi_{(2)}$ extends to $\mathcal{M}(\mathfrak{A}_1[2])$ to $\mathcal{M}(\bar{\mathfrak{A}}_2[2])$.

By a similar argument, there exist a tight $C^*$-algebra $\bar{\mathfrak{A}}_2$ over $X_2$ and an $X_2$-equivariant homomorphism $\psi : \mathfrak{A}_2 \rightarrow \bar{\mathfrak{A}}_2$ such that $\mathfrak{A}_2[i]$ is separable, stable, nuclear, purely infinite simple $C^*$-algebra satisfying the UCT, $KK(X_2, \psi)$ is invertible, and $\psi_{(2)}$ extends to a homomorphism from $\mathcal{M}(\mathfrak{A}_2[2])$ to $\mathcal{M}(\bar{\mathfrak{A}}_2[2])$.

By the observations made in the previous two paragraphs and by Lemma 3.6 we may assume that $\mathfrak{A}_i$ is a stable, separable, nuclear, $O_{\infty}$-absorbing tight $C^*$-algebra over $X_2$ such that $\mathfrak{A}_i[1]$ and $\mathfrak{A}_i[2]$ satisfy the UCT.

Let $x \in KK(X_2; \mathfrak{A}_1, \mathfrak{A}_2)$ be invertible. Since $\mathfrak{A}_1$ and $\mathfrak{A}_2$ are separable, stable, nuclear, $O_{\infty}$-absorbing $C^*$-algebras over $X_2$, by a result of Kirchberg [15] there exists an $X_2$-equivariant isomorphism $\beta : \mathfrak{A}_1 \rightarrow \mathfrak{A}_2$ which induces $x$. Since $\beta_{(2)}$ is an isomorphism, $\beta_{(2)}$ is proper. Therefore, $\tau_{e_2} \circ \beta_{(1)} = \beta_{(2)} \circ \tau_{e_1}$, where $\beta_{(2)} : Q(\mathfrak{A}_1[2]) \rightarrow Q(\mathfrak{A}_2[2])$ is the homomorphism induced by $\beta_{(2)}$. Hence,

\[
[\tau_{e_1} \times r_{X_2}^{(2)}(x)] = [\tau_{e_1}] \times KK(\beta_{(2)}) = KK(\beta_{(2)} \times [\tau_{e_2}] = r_{X_2}^{(1)}(x) \times [\tau_{e_2}]
\]

in $KK^1(\mathfrak{A}_1[1], \mathfrak{A}_2[2])$.

\[\square\]

4. Classification

In this section we give a general classification result of certain class of extension algebras. The result of this section is a generalization of the classification results obtained by the authors in [11].

**Definition 4.1.** For a topological space $X$, we will be interested in classes $C_X$ of separable, nuclear $C^*$-algebras in $\mathcal{N}$ such that

1. any element in $C_X$ is a $C^*$-algebra over $X$;
2. if $\mathfrak{A}$ is in $C_X$, then the stabilization of every full hereditary sub-$C^*$-algebra of $\mathfrak{A}$ is in $C_X$.
3. if $\mathfrak{A}$ and $\mathfrak{B}$ are in $C_X$ and there exists an invertible element $\alpha$ in $KK(X; \mathfrak{A}, \mathfrak{B})$ which induces an isomorphism from $FK_X^+(\mathfrak{A})$ to $FK_X^+(\mathfrak{B})$, then there exists an isomorphism $\phi : \mathfrak{A} \rightarrow \mathfrak{B}$ such that $KK(\phi) = g^\alpha_X(\alpha)$.

We concentrate on the following two classes satisfying (1)–(3) above:

**Example 4.2.** Let $\mathfrak{A}$ and $\mathfrak{B}$ separable, nuclear, stable, $O_{\infty}$-absorbing tight $C^*$-algebras over $X$. Let $\alpha$ be an invertible element in $KK(X; \mathfrak{A}, \mathfrak{B})$. By Kirchberg [15], there exists an isomorphism $\phi : \mathfrak{A} \rightarrow \mathfrak{B}$ such that $KK(X; \phi) = \alpha$. Hence, $KK(\phi) = g^\alpha_X(KK(X; \phi)) = KK(\alpha)$. Thus, if $C_X$ is the class of all stable, separable, nuclear $C^*$-algebras over $X$ which are $O_{\infty}$-absorbing, then $C_X$ satisfies the properties of Definition 4.1.

**Example 4.3.** Let $\mathfrak{A}$ and $\mathfrak{B}$ be stable AF algebras. Let $\alpha$ be an invertible element in $KK(X; \mathfrak{A}, \mathfrak{B}) = KK(\mathfrak{A}, \mathfrak{B})$ which induces an isomorphism from $FK_X^+(\mathfrak{A}) = K_0(\mathfrak{A})$ to $FK_X^+(\mathfrak{B}) = K_0(\mathfrak{B})$. Then by the classification of AF algebras [14], there
exists an isomorphism \( \phi : \mathcal{A} \to \mathcal{B} \) such that \( K_0(\phi) = K_0(\alpha) \). Since \( KK(\mathcal{A}, \mathcal{B}) \cong \text{Hom}(K_0(\mathcal{A}), K_0(\mathcal{B})) \), we have that \( KK(\phi) = \alpha \). Thus, if \( \mathcal{C}_X \) is the class of all stable, AF algebras, then \( \mathcal{C}_X \) satisfies the properties of Definition 4.1.

**Remark 4.4.** The condition

\[ (3') \text{ if } \mathcal{A} \text{ and } \mathcal{B} \text{ are in } \mathcal{C}_X \text{ and there exists an isomorphism } \beta \text{ from } FK_X^+(\mathcal{A}) \text{ to } FK_X^+(\mathcal{B}), \text{ then there exists an isomorphism } \phi : \mathcal{A} \to \mathcal{B} \text{ such that } \phi_\ast = \beta. \]

is more closely suited to our purposes, and (1), (2), (3') is true in general in Example 4.2 but not always in Example 4.2 as pointed out in [21]. In fact, there exists a space \( X \) with four points such that (3') fails in Example 4.2.

**Lemma 4.5.** For \( i = 1, 2 \), let \( \epsilon_i : 0 \to \mathcal{J}_i \to \mathcal{E}_i \to \mathcal{A}_i \to 0 \) be non-unital full extensions. Suppose \( \mathcal{J}_i \) is a stable \( C^\ast \)-algebra satisfying the corona factorization property. If there exist an isomorphism \( \phi_0 : \mathcal{J}_1 \to \mathcal{J}_2 \) and an isomorphism \( \phi_2 : \mathcal{A}_1 \to \mathcal{A}_2 \) such that \( KK(\phi_2) \times [\tau_{e_2}] = [\tau_{e_1}] \times KK(\phi_0) \), then \( \mathcal{E}_1 \) is isomorphic to \( \mathcal{E}_2 \).

**Proof.** Note that \( \epsilon_1 \cong \epsilon_1 \cdot \phi_0 \) and \( \epsilon_2 \cong \phi_2 \cdot \epsilon_2 \), where \( \epsilon_1 \cdot \phi_0 \) is the push-out of \( \epsilon_1 \) along \( \phi_0 \) and \( \phi_2 \cdot \epsilon_2 \) is the pull-back of \( \epsilon_2 \) along \( \phi_2 \) (cf. [27]). Since \( [\tau_{e_1} \cdot \phi_0] = [\tau_{e_1}] \times KK(\phi_0) = KK(\phi_2) \times [\tau_{e_2}] = [\tau_{e_2} \cdot \phi_2] \) in \( KK^1(\mathcal{A}_1, \mathcal{J}_2) \), we have that \( [\tau_{e_1} \cdot \phi_0] = [\tau_{e_2} \cdot \phi_2] \). Since \( [\tau_{e_1} \cdot \phi_0] \) and \( [\tau_{e_2} \cdot \phi_2] \) are non-unital full extensions and \( \mathcal{J}_2 \) satisfies the corona factorization property, by Theorem 3.2(2) of [22], there exists a unitary \( u \) in \( M(\mathcal{J}_2) \) such that \( \text{Ad}(\pi(u)) \circ \tau_{e_1} \cdot \phi_0 = \tau_{e_2} \cdot \phi_2 \). Hence, \( (\text{Ad}(u), \text{Ad}(u), \text{id}_{\mathcal{A}_1}) \) is an isomorphism between \( \epsilon_1 \cdot \phi_0 \) and \( \phi_2 \cdot \epsilon_2 \). Thus, \( \mathcal{E}_1 \) is isomorphic to \( \mathcal{E}_2 \).

We will apply the theorem below to a certain class of \( C^\ast \)-algebras arising from graphs. See Proposition 6.3, Corollary 6.4, Proposition 6.5, and Theorem 6.9.

**Theorem 4.6.** Let \( X \) be a finite topological space and let \( U \in \mathcal{O}(X) \). Set \( Y = X \setminus U \subset \mathcal{C}(X) \). For \( i = 1, 2 \), let \( \mathcal{A}_i \) be a \( C^\ast \)-algebra over \( X \) such that \( \mathcal{A}_i \) is a stable, separable, nuclear \( C^\ast \)-algebra and every simple sub-quotient of \( \mathcal{A}_i \) is in the bootstrap category \( \mathcal{N} \).

Let \( \mathcal{C}_{\mathcal{T}, U} \) and \( \mathcal{C}_{Q, Y} \) be classes of \( C^\ast \)-algebras that satisfy the properties of Definition 4.7. Suppose \( \mathcal{A}_i(U) \) is stable \( C^\ast \)-algebra in \( \mathcal{C}_{\mathcal{T}, U} \) containing a norm-full projection and satisfying the corona factorization property, and \( \mathcal{A}_i(Y) \) is a stable \( C^\ast \)-algebra in \( \mathcal{C}_{Q, Y} \) containing a norm-full projection. Suppose for \( i = 1, 2 \)

\[ \epsilon_i : 0 \to \mathcal{A}_i(U) \to \mathcal{A}_i \to \mathcal{A}_i(Y) \to 0 \]

are full extensions. If there exists an isomorphism \( \alpha : FK_X(\mathcal{A}_1) \to FK_X(\mathcal{A}_2) \) such that \( \alpha_U : FK_X^+(\mathcal{A}_1(U)) \to FK_X^+(\mathcal{A}_2(U)) \) and \( \alpha_Y : FK_Y(\mathcal{A}_1(Y)) \to FK_Y(\mathcal{A}_2(Y)) \) are isomorphisms, and \( \alpha \) lifts to an invertible element in \( KK(\mathcal{A}_1, \mathcal{A}_2) \), then \( \mathcal{A}_1 \cong \mathcal{A}_2 \).

**Proof.** Suppose there exists an isomorphism \( \alpha : FK_X(\mathcal{A}_1) \to FK_X(\mathcal{A}_2) \) such that \( \alpha_U : FK_X^+(\mathcal{A}_1(U)) \to FK_X^+(\mathcal{A}_2(U)) \) and \( \alpha_Y : FK_Y(\mathcal{A}_1(Y)) \to FK_Y(\mathcal{A}_2(Y)) \) are isomorphisms, and \( \alpha \) lifts to an invertible element in \( KK(\mathcal{A}_1, \mathcal{A}_2) \). Let \( x \in KK(\mathcal{A}_1, \mathcal{A}_2) \) be this lifting. Then \( r^U_X(x) \) is an invertible element in \( KK(U; \mathcal{A}_1(U), \mathcal{A}_2(U)) \) and \( r^Y_X(x) \) is an invertible element in \( KK(U; \mathcal{A}_1(U), \mathcal{A}_2(U)) \). Since \( \mathcal{A}_1(U) \) and \( \mathcal{A}_2(U) \) are in \( \mathcal{C}_{\mathcal{T}, U} \) and \( \mathcal{A}_1(Y) \) and \( \mathcal{A}_2(Y) \) are in \( \mathcal{C}_{Q, Y} \), there exists an isomorphism \( \phi_0 : \mathcal{A}_1(U) \to \mathcal{A}_2(U) \) which induces \( r^U_X(x) \) and there exists an isomorphism

...
\( \phi_2 : \mathfrak{A}_1(Y) \to \mathfrak{A}_2(Y) \) which induces \( r_X^Y(x) \). By Theorem 3.7 and by Lemma 3.5

\[
KK(\phi_2) \times [\tau_{\epsilon_2}] = (g_1 \circ r_X^Y(x)) \times [\tau_{\epsilon_2}] = (r_X^{\{1\}} \circ \mathcal{G}_U^Y(x)) \times [\tau_{\epsilon_2}]
\]

\[
= [\tau_{\epsilon_1}] \times (r_X^{\{2\}} \circ \mathcal{G}_U^2(x)) = [\tau_{\epsilon_1}] \times (g_1 \circ r_X^Y(x) = [\tau_{\epsilon_1}] \times KK(\phi_0)
\]

in \( KK^1(\mathfrak{A}_1(Y), \mathfrak{A}_2(U)) \). Since \( \epsilon_1 \) and \( \epsilon_2 \) are full non-unital extensions and \( \mathfrak{A}_i(U) \) has the corona factorization property, by Lemma 4.3 we have that \( \mathfrak{A}_1 \cong \mathfrak{A}_2 \). \( \square \)

5. Full Extensions

In this section, we prove that certain extensions arising from graph \( C^* \)-algebras are necessary full, allowing one to use the results in Section 4.

Let \( \mathcal{I} \) be an ideal of a \( C^* \)-algebra \( \mathfrak{B} \). Set

\[
\mathcal{M}(\mathfrak{B}; \mathcal{I}) = \{ x \in \mathcal{M}(\mathfrak{B}) : x\mathfrak{B} \subseteq \mathcal{I} \}
\]

It is easy to check that \( \mathcal{M}(\mathfrak{B}; \mathcal{I}) \) is a (norm-closed, two-sided) ideal of \( \mathcal{M}(\mathfrak{B}) \).

**Definition 5.1.** Let \( \{f_n\} \) be an approximate identity consisting of projections for \( \mathfrak{K} \), where \( f_0 = 0 \) and \( f_n - f_{n-1} \) is a projection of dimension one. Let \( \mathfrak{A} \) be a unital \( C^* \)-algebra and set \( e_n = 1_\mathfrak{A} \otimes f_n \). Note that \( \{e_n\} \) is an approximate identity of \( \mathfrak{A} \otimes \mathfrak{K} \) consisting of projections.

An element \( X \in \mathcal{M}(\mathfrak{A} \otimes \mathfrak{K}) \) is said to be *diagonal with respect to \( \{e_n\} \) if there exists a strictly increasing sequence \( \{\alpha(n)\} \) of integers with \( \alpha(0) = 0 \) such that

\[
X(e_{\alpha(n)} - e_{\alpha(n-1)}) - (e_{\alpha(n)} - e_{\alpha(n-1)})X = 0
\]

for all \( n \in \mathbb{N} \). We write \( X = \text{diag}(x_1, x_2, \ldots) \), where

\[
x_n = X(e_{\alpha(n)} - e_{\alpha(n-1)})
\]

Conversely, if \( \{x_n\} \) is a bounded sequence with \( x_n \in M_{k_n}(\mathfrak{A}) \), then upon identifying \( M_{k_n}(\mathfrak{A}) \) with

\[
(e_{\alpha(n)} - e_{\alpha(n-1)})(\mathfrak{A} \otimes \mathfrak{K})(e_{\alpha(n)} - e_{\alpha(n-1)})
\]

for an appropriate \( \alpha(n) \), we have that \( X = \text{diag}(x_1, x_2, \ldots) \) for some \( X \in \mathcal{M}(\mathfrak{A} \otimes \mathfrak{K}) \).

Let \( \epsilon > 0 \). Define \( f_\epsilon : \mathbb{R}_+ \to \mathbb{R}_+ \) by

\[
f_\epsilon(t) = \begin{cases} 0, & \text{if } x \leq \epsilon \\ \epsilon^{-1}(t - \epsilon), & \text{if } \epsilon \leq x \leq 2\epsilon \\ 1, & \text{if } x \geq 2\epsilon \end{cases}
\]

**Theorem 5.2.** Let \( \mathfrak{B}_0 \) be a unital, \( O_\infty \)-absorbing \( C^* \)-algebra. Let \( \mathcal{I} \) be the largest proper non-trivial ideal of \( \mathfrak{B} = \mathfrak{B}_0 \otimes \mathfrak{K} \). If \( x \in \mathcal{M}(\mathfrak{B}) \) such that \( x \) is not an element of \( \mathcal{M}(\mathfrak{B}; \mathcal{I}) + \mathfrak{B} \), then \( \mathcal{I}(x) + \mathfrak{B} = \mathcal{M}(\mathfrak{B}) \), where \( \mathcal{I}(x) \) is the norm-closed ideal generated by \( x \).

Consequently, every nonzero element \( x \in \mathcal{Q}(\mathfrak{B}) \) that is not an element of \( \mathcal{M}(\mathfrak{B}; \mathcal{I})/\mathcal{I} \) is norm-full in \( \mathcal{Q}(\mathfrak{B}) \).
Proof. First note that by the proof of Theorem 3.2 of [20], $\mathcal{M}(\mathfrak{B}; \mathfrak{I})$ is a proper ideal of $\mathcal{M}(\mathfrak{B})$. Let $x \in \mathcal{M}(\mathfrak{B}) \setminus \mathcal{M}(\mathfrak{B}; \mathfrak{I})$. By Proposition 2.8 (i) of [20], we may assume that $x = \text{diag}(x_1, x_2, \ldots)$ with respect to $\{e_n\}$, i.e., there exists a strictly increasing sequence of integers $\{\alpha(n)\}$ with $\alpha(0) = 0$ such that $x = \sum_{k=1}^{\infty} x_k$, where $x_k \in (e_{\alpha(k)} - e_{\alpha(k-1)})\mathfrak{B}(e_{\alpha(k)} - e_{\alpha(k-1)})$ and the sum converges in the strict topology.

Let $m \in \mathbb{N}$. Since $x$ is not an element of $\mathcal{M}(\mathfrak{B}; \mathfrak{I})$ and $x$ is not an element of $\mathfrak{B}$, there exists $m' \geq m$ such that $\sum_{k=m}^{m'} x_k$ is not an element of $(e_{\alpha(m') - e_{\alpha(m-1)})}$. Hence, there exists $\delta > 0$ such that $\sum_{k=m}^{m'} f_\delta(x_k)$ is not an element of $(e_{\alpha(m') - e_{\alpha(m-1)})}$. Therefore, $\sum_{k=m}^{m'} f_\delta(x_k)$ is norm-full in $(e_{\alpha(m') - e_{\alpha(m-1)})}\mathfrak{B}(e_{\alpha(m') - e_{\alpha(m-1)})}$. By Proposition 2.2 of [19], there exists $z \in (e_{\alpha(m') - e_{\alpha(m-1)})}\mathfrak{B}(e_{\alpha(m') - e_{\alpha(m-1)})}$ such that
\[
e_{\alpha(m')} - e_{\alpha(m-1)} = z \left( \sum_{k=m}^{m'} f_\delta(x_k) \right) z^*
\]
Therefore,
\[
1_{\mathfrak{B}_0} \leq e_{\alpha(m')} - e_{\alpha(m-1)} = z \left( \sum_{k=m}^{m'} f_\delta(x_k) \right) z^*
\]
By Corollary 2.7 of [26], $\mathcal{I}(x) = \mathcal{M}(\mathfrak{B})$. 

Corollary 5.3. Let $\mathfrak{B}_0$ be a unital, $\mathcal{O}_\infty$-absorbing $C^*$-algebra. Let $\mathfrak{I}$ be the largest non-trivial proper ideal of $\mathfrak{B} = \mathfrak{B}_0 \otimes \mathcal{K}$. Suppose $\mathfrak{B}$ is an ideal of $\mathfrak{A}$ such that $\varepsilon' : 0 \to \mathfrak{B}/\mathfrak{I} \to \mathfrak{A}/\mathfrak{I} \to \mathfrak{A}/\mathfrak{B} \to 0$ is an essential extension. Then the extension $\varepsilon : 0 \to \mathfrak{B} \to \mathfrak{A} \to \mathfrak{A}/\mathfrak{B} \to 0$ is a full extension.

Proof. Note that the canonical projection from $\mathfrak{A}$ to $\mathfrak{A}/\mathfrak{I}$ is an $X_2$-equivariant homomorphism. Therefore, by Theorem 2.2 of [10], the diagram
\[
\begin{array}{ccc}
\mathfrak{A}/\mathfrak{B} & \xrightarrow{\tau_\varepsilon} & \mathfrak{Q}(\mathfrak{B}) \\
\downarrow{\tau_{\varepsilon'}} & & \downarrow{\tau_{\varepsilon'}} \\
\mathfrak{Q}(\mathfrak{B}/\mathfrak{I}) & & \\
\end{array}
\]
is commutative.

We will first show that $\varepsilon$ is an essential extension. Suppose $\mathfrak{D}$ is a nonzero ideal of $\mathfrak{A}$. Note that
\[
((\mathfrak{I} + \mathfrak{D})/\mathfrak{I}) \cap \mathfrak{B}/\mathfrak{I} = 0 \iff (\mathfrak{I} + \mathfrak{D})/\mathfrak{I} = 0
\]
and the second equality occurs exactly when $\mathfrak{D} \subseteq \mathfrak{I}$. Suppose that $\mathfrak{D} \subseteq \mathfrak{I}$. Then it is clear that $\mathfrak{D} \cap \mathfrak{B} = \mathfrak{B} \neq 0$. Suppose $\mathfrak{D}$ is not a subset of $\mathfrak{I}$. By the above equivalence, $((\mathfrak{I} + \mathfrak{D})/\mathfrak{I}) \cap \mathfrak{B}/\mathfrak{I} \neq 0$. Hence, there exists $x \in \mathfrak{D}$ such that $x \in \mathfrak{B} \setminus \mathfrak{I}$. Therefore, $x \in \mathfrak{D} \cap \mathfrak{B}$ and $x \neq 0$. Hence, $\varepsilon$ is an essential extension.

We now prove that $\varepsilon$ is a full extension. Note that since $\mathfrak{B}/\mathfrak{I}$ is a stable properly infinite simple $C^*$-algebra and $\varepsilon'$ is an essential extension, we have that $\varepsilon'$ is a full extension. Let $a \in \mathfrak{A}/\mathfrak{B}$ be a nonzero element. Then the ideal generated by $\tau_{\varepsilon'}(a)$ in $\mathfrak{Q}(\mathfrak{B}/\mathfrak{I})$ is $\mathfrak{Q}(\mathfrak{B}/\mathfrak{I})$. 
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Since
\[ 0 \to \mathcal{M}(\mathfrak{B}; \mathfrak{I})/\mathfrak{I} \to \mathcal{Q}(\mathfrak{B}) \to \mathcal{Q}(\mathfrak{B}/\mathfrak{I}) \to 0 \]
is an exact sequence, by the above commutative diagram, \( \tau_e(a) \) is not an element of \( \mathcal{M}(\mathfrak{B}; \mathfrak{I})/\mathfrak{I} \). Hence, by Theorem 3.2 \( \tau_e(a) \) is norm-full in \( \mathcal{Q}(\mathfrak{B}) \). \( \square \)

**Proposition 5.4.** Let \( \mathfrak{A} \) be a \( \mathcal{C}^* \)-algebra and let \( \mathfrak{I} \) and \( \mathfrak{D} \) be ideals of \( \mathfrak{A} \) with \( \mathfrak{I} \subseteq \mathfrak{D} \). Suppose \( \mathfrak{D}/\mathfrak{I} \) is an essential ideal of \( \mathfrak{A}/\mathfrak{I} \). Then \( e_1: 0 \to \mathfrak{I} \to \mathfrak{A} \to \mathfrak{A}/\mathfrak{I} \to 0 \) is a full extension if and only if \( e_2: 0 \to \mathfrak{I} \to \mathfrak{D} \to \mathfrak{D}/\mathfrak{I} \to 0 \) is a full extension.

*Proof.* Note that the natural embedding \( \iota_{\mathfrak{D}}: \mathfrak{D} \to \mathfrak{A} \) is an \( X_2 \)-equivariant homomorphism with \( \iota_{\mathfrak{I}} = \text{id}_{\mathfrak{I}} \). Hence, the following diagram is commutative

\[
\begin{array}{c}
0 & \to & \mathfrak{I} & \to & \mathfrak{D} & \to & \mathfrak{D}/\mathfrak{I} & \to & 0 \\
\| & & \| & & \| & & \| & & \\
0 & \to & \mathfrak{I} & \to & \mathfrak{A} & \to & \mathfrak{A}/\mathfrak{I} & \to & 0 \\
\end{array}
\]

Therefore, the diagram

\[
\begin{array}{c}
\mathfrak{D}/\mathfrak{I} & \xrightarrow{\tau_{\mathfrak{D}/\mathfrak{I}}} & \mathcal{Q}(\mathfrak{I}) \\
\| & & \| \\
\mathfrak{A}/\mathfrak{I} & \xrightarrow{\tau_{\mathfrak{A}/\mathfrak{I}}} & \mathcal{Q}(\mathfrak{I})
\end{array}
\]

is commutative.

Suppose \( e_1 \) is a full extension. Then it is clear from the above diagram that \( e_2 \) is a full extension. Suppose that \( e_2 \) is a full extension. Let \( a \in \mathfrak{A}/\mathfrak{I} \) be a non-zero element. Let \( I \) be the ideal generated by \( a \) in \( \mathfrak{A}/\mathfrak{I} \). Since \( \mathfrak{D}/\mathfrak{I} \) is an essential ideal of \( \mathfrak{A}/\mathfrak{I} \), there exists a non-zero \( b \in \mathfrak{D}/\mathfrak{I} \) such that \( \iota_{\mathfrak{D}/\mathfrak{I}}(b) \in I \). Hence, \( \tau_{\mathfrak{D}/\mathfrak{I}}(b) = (\tau_{\mathfrak{A}/\mathfrak{I}} \circ \iota_{\mathfrak{D}/\mathfrak{I}})(b) \) is norm-full in \( \mathcal{Q}(\mathfrak{I}) \). Since \( (\tau_{\mathfrak{A}/\mathfrak{I}} \circ \iota_{\mathfrak{D}/\mathfrak{I}})(b) \) is in the ideal generated by \( \tau_{\mathfrak{A}/\mathfrak{I}}(a) \) in \( \mathcal{Q}(\mathfrak{I}) \), we have that \( \tau_{\mathfrak{A}/\mathfrak{I}}(a) \) is norm-full in \( \mathcal{Q}(\mathfrak{I}) \). Thus, \( e_1 \) is a full extension. \( \square \)

**Proposition 5.5.** Let \( \mathfrak{A} \) be a graph \( \mathcal{C}^* \)-algebra satisfying Condition (\( K \)). Suppose \( \mathfrak{I}_1 \subseteq \mathfrak{I}_2 \subseteq \mathfrak{A} \) such that \( \mathfrak{I}_1 \) is an \( \mathcal{A} \)-algebra, \( \mathfrak{I}_1 \) is the largest proper ideal of \( \mathfrak{I}_2 \), \( \mathfrak{I}_2/\mathfrak{I}_1 \) is purely infinite. Then \( e: 0 \to \mathfrak{I}_1 \otimes \mathbb{K} \to \mathfrak{I}_2 \otimes \mathbb{K} \to \mathfrak{I}_2/\mathfrak{I}_1 \otimes \mathbb{K} \to 0 \) is a full extension.

*Proof.* By [9], \( \mathfrak{A} \otimes \mathbb{K} \cong C^*(E) \otimes \mathbb{K} \), where \( E \) is a graph satisfying Condition (\( K \)) and has no breaking vertices. Hence, by Theorem 3.6 of [11] and Proposition 3.4 of [11], \( \mathfrak{I}_2 \otimes \mathbb{K} \) is isomorphic to a \( C^*(E_1) \otimes \mathbb{K} \) where \( E_1 \) has no breaking vertices and satisfies Condition (\( K \)). Note that \( C^*(E_1) \) has a largest ideal \( \mathfrak{D}_1 \) such that \( C^*(E_1)/\mathfrak{D}_1 \) is a purely infinite and \( \mathfrak{D}_1 \) is an \( \mathcal{A} \)-algebra. Thus, by Proposition 3.10 of [13], there exists a projection \( p \in C^*(E_1) \) such that \( pC^*(E_1)p \otimes \mathbb{K} \cong C^*(E_1) \otimes \mathbb{K} \) and \( p\mathfrak{D}_1p \) is stable. Since \( pC^*(E_1)p/p\mathfrak{D}_1p \) is unital simple \( \mathcal{C}^* \)-algebra and \( 0 \to p\mathfrak{D}_1p \to pC^*(E_1)p \to pC^*(E_1)p/p\mathfrak{D}_1p \to 0 \) is a unital essential extension, the extension is full. Since \( p\mathfrak{D}_1p \) is stable, Proposition 1.6 of [11] implies that the extension

\[
0 \to p\mathfrak{D}_1p \otimes \mathbb{K} \to pC^*(E_1)p \otimes \mathbb{K} \to (pC^*(E_1)p/p\mathfrak{D}_1p) \otimes \mathbb{K} \to 0
\]
is full. The proposition now follows since isomorphisms take full extensions to full extensions.

**Corollary 5.6.** Let \( \mathcal{A} \) be a graph \( C^* \)-algebra satisfying Condition (K). Suppose that \( \mathcal{I} \) is an AF algebra such that \( \mathcal{I} \) is an ideal of \( \mathcal{A} \), for all ideals \( \mathcal{J} \) of \( \mathcal{A} \) we have that \( \mathcal{J} \subseteq \mathcal{I} \) or \( \mathcal{J} \subseteq \mathcal{J} \), and \( \mathcal{A}/\mathcal{J} \) is \( O^\infty \)-absorbing. Then \( \mathcal{C} : 0 \to \mathcal{I} \otimes \mathcal{K} \to \mathcal{A} \otimes \mathcal{K} \to \mathcal{A}/\mathcal{J} \otimes \mathcal{K} \to 0 \) is a full extension.

**Proof.** Let \( \{ \mathcal{C}_n : n \in \mathbb{N} \} \) be the set of all minimal ideals of \( \mathcal{A}/\mathcal{J} \) and let \( \mathcal{A}_n \) be an ideal of \( \mathcal{A} \) such that \( \mathcal{J} \subseteq \mathcal{A}_n \) and \( \mathcal{A}_n/\mathcal{J} = \mathcal{C}_n \).

Let \( \mathcal{J} \) be an ideal of \( \mathcal{A}_n \). Then \( \mathcal{J} \) is an ideal of \( \mathcal{A} \). Hence, \( \mathcal{J} \subseteq \mathcal{I} \) or \( \mathcal{J} \subseteq \mathcal{J} \). Suppose \( \mathcal{J} \subseteq \mathcal{J} \) but \( \mathcal{J} \neq \mathcal{J} \). Then, \( \mathcal{I}/\mathcal{J} = \mathcal{A}_n/\mathcal{J} = \mathcal{C}_n \) since \( \mathcal{C}_n \) is simple. Hence, \( \mathcal{J} \) is the largest ideal of \( \mathcal{A}_n \) such that \( \mathcal{J} \) is an AF algebra and \( \mathcal{A}_n/\mathcal{J} \) is purely infinite. Therefore, by Proposition [5.5] \( 0 \to \mathcal{I} \otimes \mathcal{K} \to \mathcal{A} \otimes \mathcal{K} \to \mathcal{A}_n \otimes \mathcal{K} \to 0 \) is a full extension.

Let \( \mathcal{D} = \bigoplus_{n=1}^{\infty} \mathcal{A}_n. \) Then \( \mathcal{D} \) is an ideal of \( \mathcal{A} \) such that \( \mathcal{D}/\mathcal{J} \) is an essential ideal of \( \mathcal{A}/\mathcal{J} \). Since \( \mathcal{C}_i \cap \mathcal{C}_j = \{0\} \) for \( i \neq j \), we have that \( 0 \to \mathcal{I} \otimes \mathcal{K} \to \mathcal{D} \otimes \mathcal{K} \to \mathcal{D}/\mathcal{J} \otimes \mathcal{K} \to 0 \) is a full extension. The corollary now follows from Proposition [5.4].

6. Applications to graph \( C^* \)-algebras

Recall our definition of \( X_n \) from Example [2.3] above. We now apply the results of Section 5 and Section 5 to classify a certain class of graph \( C^* \)-algebras that are tight \( C^* \)-algebras over \( X_n \).

**Proposition 6.1.** Suppose \( \mathcal{A} \) is a \( C^* \)-algebra with finitely many ideals. If the stabilization of every simple sub-quotient of \( \mathcal{A} \otimes \mathcal{K} \) satisfies the corona factorization property, then \( \mathcal{A} \otimes \mathcal{K} \) satisfies the corona factorization property. Consequently, any graph \( C^* \)-algebra with finitely many ideals has the corona factorization property.

**Proof.** We will prove the result of the proposition by induction. If \( \mathcal{A} \) is simple, then by our assumption, \( \mathcal{A} \otimes \mathcal{K} \) has the corona factorization property. Suppose that the proposition is true for any \( C^* \)-algebra \( \mathcal{B} \) with at most \( n \) ideals such that the stabilization of any simple sub-quotient of \( \mathcal{B} \otimes \mathcal{K} \) satisfies the corona factorization property.

Let \( \mathcal{A} \) be a \( C^* \)-algebra with \( n + 1 \) ideals such that the stabilization of every simple sub-quotient of \( \mathcal{A} \otimes \mathcal{K} \) satisfies the corona factorization property. Let \( \mathcal{I} \) be a proper non-trivial ideal of \( \mathcal{A} \otimes \mathcal{K} \). Then \( \mathcal{I} \) and \( \mathcal{A}/\mathcal{I} \) are \( C^* \)-algebras with at most \( n \) ideals such that the stabilization of every simple sub-quotient of \( \mathcal{I} \) and \( \mathcal{A}/\mathcal{I} \) satisfies the corona factorization property. Hence, \( \mathcal{I} \otimes \mathcal{K} \) and \( \mathcal{A}/\mathcal{I} \otimes \mathcal{K} \) satisfies the corona factorization property. Therefore, by Theorem 3.1(1) of [17], \( \mathcal{A} \otimes \mathcal{K} \) satisfies the corona factorization property.

The authors have been recently informed by Eduard Ortega that his joint work with Francesc Perera and Mikael Rørdam (see [23]) implies that the stabilization of any graph \( C^* \)-algebra has the corona factorization property.

**Theorem 6.2.** (Meyer-Nest [21]) For the topological space \( X_n \), if \( \mathcal{A} \) and \( \mathcal{B} \) are separable, nuclear, \( C^* \)-algebras over \( X_n \) such that \( \mathcal{A}[k] \) and \( \mathcal{B}[k] \) are in the bootstrap category \( \mathcal{N} \), then any isomorphism \( \alpha : \text{FK}_{X_n}(\mathcal{A}) \to \text{FK}_{X_n}(\mathcal{B}) \) lifts to an invertible element in \( KK(X_n; \mathcal{A}, \mathcal{B}) \).
Proposition 6.3. Let $\mathfrak{A}_1$ and $\mathfrak{A}_2$ separable, nuclear, $C^*$-algebras over $X_n$. Suppose $\mathfrak{A}_i[1]$ is an AF algebra which contains a norm-full projection and $\mathfrak{A}_i[2, n]$ is a tight stable $O_\infty$-absorbing $C^*$-algebra over $[2, n]$, and $\mathfrak{A}_i[1]$ is an essential ideal of $\mathfrak{A}_i[1, 2]$. Then $\mathfrak{A}_i \otimes K \cong \mathfrak{A}_2 \otimes K$ if and only if there exists an isomorphism $\alpha : FK_{X_n}(\mathfrak{A}_1) \to FK_{X_n}(\mathfrak{A}_2)$ such that $\alpha_{\{1\}}$ is positive.

Proof. By Corollary 5.6, $0 \to \mathfrak{A}_i[2, n] \otimes K \to \mathfrak{A}_i \otimes K \to \mathfrak{A}_i[1] \otimes K \to 0$ is a full extension. By Proposition 6.1, $\mathfrak{A}_i[2, n]$ has the corona factorization property. Since $\mathfrak{A}_i[2, n]$ is a tight, $O_\infty$-absorbing $C^*$-algebra over $[2, n]$ we have that $\mathfrak{A}_i[2, n]$ contains a full projection. The theorem now follows from Theorem 4.6. □

The following specialization of the result above is in a certain sense dual to Theorem 4.7 of [13].

Corollary 6.4. Let $\mathfrak{A}_1$ and $\mathfrak{A}_2$ be graph $C^*$-algebras satisfying Condition (K) and $\mathfrak{A}_1$ and $\mathfrak{A}_2$ are $C^*$-algebras over $X_2$. Suppose $\mathfrak{A}_i[2]$ is $O_\infty$-absorbing, $\mathfrak{A}_i[2]$ is the smallest ideal of $\mathfrak{A}_i$, and $\mathfrak{A}_i[1]$ is an AF algebra. Then $\mathfrak{A}_1 \otimes K \cong \mathfrak{A}_2 \otimes K$ if and only if there exists an isomorphism $\alpha : FK_{X_n}(\mathfrak{A}_1) \to FK_{X_n}(\mathfrak{A}_2)$ such that $\alpha_{\{1\}}$ is positive.

Proposition 6.5. Let $\mathfrak{A}_1$ and $\mathfrak{A}_2$ be graph $C^*$-algebras satisfying Condition (K). Suppose $\mathfrak{A}_i$ is a $C^*$-algebra over $X_n$ such that $\mathfrak{A}_i[n]$ is an AF algebra which contains a norm-full projection, for every ideal $I$ of $\mathfrak{A}_i$, we have that $I \subseteq \mathfrak{A}_i[n]$ or $\mathfrak{A}_i[n] \subseteq I$, and $\mathfrak{A}_i[1, n - 1]$ is a tight, $O_\infty$-absorbing $C^*$-algebra over $[1, n - 1]$. Then $\mathfrak{A}_1 \otimes K \cong \mathfrak{A}_2 \otimes K$ if and only if there exists an isomorphism $\alpha : FK_{X_n}(\mathfrak{A}_1) \to FK_{X_n}(\mathfrak{A}_2)$ such that $\alpha_{\{1\}}$ is positive.

Proof. By Corollary 5.6, $0 \to \mathfrak{A}_i[n] \to \mathfrak{A}_i \to \mathfrak{A}_i[1, n - 1] \to 0$ is a full extension. By Lemma 3.10 of [11], $\mathfrak{A}_i[n]$ satisfies the corona factorization property. The result now follows from Theorem 4.6. □

Remark 6.6. Note that any AF algebra with finitely many ideals will have a norm-full projection. Hence, if $\mathfrak{A}_i$ in Proposition 6.3 and Proposition 6.5 has finitely many ideals, then $\mathfrak{A}_i[1]$ and $\mathfrak{A}_i[n]$ will have a norm-full projection.

Remark 6.7. Note that the above propositions do not assume that the ideal lattice of $\mathfrak{A}_i$ is linear. For example, Proposition 6.5 can be applied to $C^*$-algebras $\mathfrak{A}$ that are tight $C^*$-algebras over $X = \{1, 2, 3, 4\}$ with $\mathcal{O}(X) = \{\emptyset\} \cup \{U \subseteq X : 4 \in U\}$ such that

1. $\mathfrak{A}(\{4\})$ is purely infinite
2. $\mathfrak{A}(\{1, 2, 3\})$ is an AF algebra.

In a forthcoming paper, we study graph $C^*$-algebras with small ideal structures similar to the $C^*$-algebra described above. Proposition 6.3, Proposition 6.5, and related results will be used to classify these graph $C^*$-algebras.

Definition 6.8. We define a class $C_n$ of graph $C^*$-algebras as follows: $\mathfrak{A}$ is in $C_n$ if

1. $\mathfrak{A}$ is a graph $C^*$-algebra;
2. $\mathfrak{A}$ is a tight $C^*$-algebra over $X_n$; and
3. there exists $U \in \mathcal{O}(X_n)$ such that either $\mathfrak{A}(U)$ is an AF algebra and $\mathfrak{A}(X_n \setminus U)$ is $O_\infty$-absorbing or $\mathfrak{A}(U)$ is $O_\infty$-absorbing and $\mathfrak{A}(X \setminus U)$ is an AF algebra.
Note that if $C^*(E)$ is an element in $C$, then by the proof of Lemma 3.1 of [13], $E$ satisfies Condition (K).

**Theorem 6.9.** Let $E_1$ and $E_2$ be graphs such that $C^*(E_1)$ and $C^*(E_2)$ are in $C_n$. Then the following are equivalent:

1. $C^*(E_1) \otimes \mathbb{K} \cong C^*(E_2) \otimes \mathbb{K}$
2. There exists an isomorphism $\alpha : \text{FK}^+_X(C^*(E_1)) \to \text{FK}^+_X(C^*(E_2))$

**Proof.** Suppose there exists an isomorphism $\alpha : \text{FK}^+_X(C^*(E_1)) \to \text{FK}^+_X(C^*(E_2))$. Note that by Cuntz [8], if $\mathfrak{A}$ is an $O_\infty$-absorbing with a norm-full projection, then $K_0(\mathfrak{A}) = K_0(\mathfrak{A})_+$. Since $K_0(\mathfrak{B}) \neq K_0(\mathfrak{B})_+$ for any AF algebra, there are no positive isomorphism from the $K_0$-group of an AF algebra to the $K_0$-group of a $O_\infty$-absorbing $C^*$-algebra with a norm-full projection.

With the above observation, one of the following four cases must happen:

(i) $C^*(E_1)$ and $C^*(E_2)$ are AF algebras;
(ii) $C^*(E_2)$ and $C^*(E_2)$ are $O_\infty$-absorbing;
(iii) there exists $1 \leq k \leq n$ such that $C^*(E_i)[k, n]$ is an AF algebra and $C^*(E_i)[1, k - 1]$ is $O_\infty$-absorbing for $i = 1, 2$;
(iv) there exists $1 \leq k \leq n$ such that $C^*(E_i)[k, n]$ is $O_\infty$-absorbing and $C^*(E_i)[1, k - 1]$ is an AF algebra for $i = 1, 2$.

Case (i) follows from the classification of AF algebras. Case (ii) follows from Theorem 4.14 of [21]. Case (iii) follows from Proposition 6.5 and Case (iv) follows from Proposition 6.3. □

### 7. Examples

#### 7.1. Case I.
Fix a prime $p$ and consider the class of graph $C^*$-algebras given by adjacency matrices

$$
\begin{pmatrix}
0 & 0 & 0 \\
y & p + 1 & 0 \\
z & p + 1 & 0
\end{pmatrix}
$$

for $y, z > 0$. Theorem 6.9 applies directly as the resulting graph $C^*$-algebra has a finite linear ideal lattice $0 \triangleleft \mathcal{J}_1 \triangleleft \mathcal{J}_2 \triangleleft \mathfrak{A}$ with subquotients $\mathcal{J}_1 = \mathbb{K}, \mathcal{J}_2/\mathcal{J}_1 = O_{p+1} \otimes \mathbb{K},$ and $\mathfrak{A}/\mathcal{J}_2 = O_{p+1}$. All $K_1$-groups in the filtered $K$-theory vanish, and the $K_0$-groups and the natural transformations

$$
\begin{align*}
K_0(\mathcal{J}_1) & \longrightarrow K_0(\mathcal{J}_2) \longrightarrow K_0(\mathcal{J}_2/\mathcal{J}_1) \\
& \downarrow \quad \quad \downarrow \quad \quad \downarrow \\
K_0(\mathcal{J}_1) & \longrightarrow K_0(\mathfrak{A}) \longrightarrow K_0(\mathfrak{A}/\mathcal{J}_1) \\
& \downarrow \quad \quad \downarrow \\
K_0(\mathfrak{A}/\mathcal{J}_2) & \longrightarrow K_0(\mathfrak{A}/\mathcal{J}_2)
\end{align*}
$$
may be computed as

\[
\begin{array}{c}
\mathbb{Z} \\
\downarrow \\
\mathbb{Z}
\end{array} \rightarrow 
\begin{array}{c}
cok \left[ \frac{z}{p} \right] \\
\downarrow \\
\text{cok} \left[ \frac{z}{p} \right]
\end{array} \rightarrow 
\begin{array}{c}
cok [p] \\
\downarrow \\
\text{cok} [p]
\end{array} \rightarrow 
\begin{array}{c}
cok \left[ \frac{x}{p} \right] \\
\downarrow \\
\text{cok} \left[ \frac{x}{p} \right]
\end{array} \rightarrow 
\begin{array}{c}
cok [p] \\
\downarrow \\
\text{cok} [p]
\end{array} 
\]

with all maps induced by the canonical maps from \( \mathbb{Z}^r \) into \( \mathbb{Z}^s \) for suitably chosen \( r \) and \( s \).

It is easy to see that two such filtered \( K \)-theories can only be isomorphic when

\[ p \mid x \iff p \mid x', \quad p \mid z \iff p \mid z' \]

but depending upon the invertibility of \( x \) and \( z \) in \( \mathbb{Z}/p \) we get varying conditions on \( y \). In fact, elementary (but long) computations yield

**Example 7.1.** With graphs \( E \) and \( E' \) given by matrices

\[
\begin{bmatrix}
0 & 0 & 0 \\
z & p + 1 & 0 \\
y & x & p + 1
\end{bmatrix} \quad \quad \quad \begin{bmatrix}
0 & 0 & 0 \\
z' & p + 1 & 0 \\
y' & x' & p + 1
\end{bmatrix},
\]

respectively, we have \( C^*(E) \otimes \mathbb{K} \simeq C^*(E') \otimes \mathbb{K} \) precisely when

1. \( p \mid x \iff p \mid x' \), and
2. \( p \mid z \iff p \mid z' \), and
3. (a) \( p \mid y \iff p \mid y' \) when \( p \mid x \) and \( p \mid z \)
   (b) \( p \mid [y - xz/p] \iff p \mid [y' - x'z'/p] \) when \( p \mid x \) and \( p \mid z \)

7.2. **Case II.** We now consider graphs given by

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
x & p + 1 & 0 & 0 \\
y & 0 & p + 1 & 0 \\
z & 0 & 0 & p + 1
\end{bmatrix}
\]

with \( x, y, z > 0 \). The resulting ideal lattice is not linear; in fact we have an extension

\[
\begin{array}{c}
0 \\
\mathbb{K} \\
\mathfrak{A} \\
\mathcal{O}_{p+1} \oplus \mathcal{O}_{p+1} \oplus \mathcal{O}_{p+1} \\
0
\end{array}
\]

showing that the ideal lattice is precisely of the type demonstrated by Meyer and Nest in [21] to not allow a UCT for filtered \( K \)-theory. However, the \( K \)-theory can
be seen directly to have projective dimension 1. Indeed, it has the form

\[
\begin{array}{c}
\text{cok } \begin{bmatrix} x \\ p \end{bmatrix} \rightarrow \text{cok } \begin{bmatrix} x & y \\ p & 0 \\ 0 & p \end{bmatrix} \rightarrow \text{cok } \begin{bmatrix} x & y & z \\ p & 0 & 0 \\ 0 & p & 0 \end{bmatrix} \rightarrow \text{cok } [p] \\
\text{cok } \begin{bmatrix} y \\ p \end{bmatrix} \rightarrow \text{cok } \begin{bmatrix} y & z \\ p & 0 \\ 0 & p \end{bmatrix} \rightarrow \text{cok } [p] \\
\text{cok } \begin{bmatrix} z \\ p \end{bmatrix} \rightarrow \text{cok } [p]
\end{array}
\]

which, using notation from [21], is the surjective image of \( P_4 \oplus P_{14} \oplus P_{24} \oplus P_{34} \) with kernel \( P_{14} \oplus P_{24} \oplus P_{34} \) and hence has projective dimension 1. Since the ideal \( I_1 \sim \mathbb{K} \) is a least ideal with \( \mathfrak{A}/I_1 \) absorbing \( \mathcal{O}_\infty \) we may apply Theorem 4.6.

It is straightforward to determine when the filtered \( K \)-theory for two such matrices are the same; indeed this amounts to

\[
p \mid x \Leftrightarrow p \mid x' \quad p \mid y \Leftrightarrow p \mid y' \quad p \mid z \Leftrightarrow p \mid z'
\]

and taking into account the homeomorphisms of \( \text{Prim}(\mathfrak{A}) \) we arrive at

**Example 7.2.** With graphs \( E \) and \( E' \) given by matrices

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
x & p + 1 & 0 & 0 \\
y & 0 & p + 1 & 0 \\
z & 0 & 0 & p + 1
\end{bmatrix}
\quad \begin{bmatrix}
0 & 0 & 0 & 0 \\
x' & p + 1 & 0 & 0 \\
y' & 0 & p + 1 & 0 \\
z' & 0 & 0 & p + 1
\end{bmatrix}
\]

respectively, we have

\[
C^*(E) \otimes \mathbb{K} \cong C^*(E') \otimes \mathbb{K} \iff |\{ r \in \{ x, y, z \} \mid p \mid r \}| = |\{ r \in \{ x', y', z' \} \mid p \mid r \}|
\]

**Remark 7.3.** Note that \( KK^1(\mathcal{O}_{p+1} \oplus \mathcal{O}_{p+1} \oplus \mathcal{O}_{p+1}, \mathbb{K}) \) does not tell the full story about stable isomorphism among the possible extensions fitting in (7.1), as indeed, we have only 4 stable isomorphism classes among the \( p^3 \) different extensions.

**References**

[1] T. Bates, J. H. Hong, I. Raeburn, and W. Szumański, *The ideal structure of the C*\(^*\)-algebras of infinite graphs*, Illinois J. Math., 46 (2002), pp. 1159–1176.

[2] T. Bates, D. Pask, I. Raeburn, and W. Szumański, *The C*\(^*\)-algebras of row-finite graphs*, New York J. Math., 6 (2000), pp. 307–324 (electronic).

[3] R. Bentmann and M. Köhler, *Universal coefficient theorems for C*\(^*\)-algebras over finite topological spaces*, in preparation, private communication.

[4] B. Blackadar, *K-theory for operator algebras*, vol. 5 of Mathematical Sciences Research Institute Publications, Cambridge University Press, Cambridge, second ed., 1998.

[5] A. Bonkat, *Bivariante K-Theorie für Kategorien projektiver Systeme von C*\(^*\)-Algebren*, 2002. Ph.D. thesis, Westfälische Wilhelms Universität Münster, 2002, Preprintreihe SFB 478, heft 319.

[6] L. G. Brown, *Stable isomorphism of hereditary subalgebras of C*\(^*\)-algebras*, Pacific J. Math., 71 (1977), pp. 335–348.
20

SØREN EILERS, GUNNAR RESTORFF, AND EFREN RUIZ

[7] ———, Semicontinuity and multipliers of \( C^* \)-algebras, Canad. J. Math., 40 (1988), pp. 865–988.
[8] J. Cuntz, \( K \)-theory for certain \( C^* \)-algebras, Ann. of Math. (2), 113 (1981), pp. 181–197.
[9] D. Drinen and M. Tomforde, The \( C^* \)-algebras of arbitrary graphs, Rocky Mountain J. Math., 35 (2005), pp. 105–135.
[10] S. Eilers, T. A. Loring, and G. K. Pedersen, Morphisms of extensions of \( C^* \)-algebras: pushing forward the Busby invariant, Adv. Math., 147 (1999), pp. 74–109.
[11] S. Eilers, G. Restorff, and E. Ruiz, Classification of extensions of classifiable \( C^* \)-algebras, Adv. Math., 222 (2009), pp. 2153–2172.
[12] ———, On graph \( C^* \)-algebras with a linear ideal lattice, Bull. Malaysian Math. Sci. Soc. (2), 33 (2010), 233–241.
[13] S. Eilers and M. Tomforde, On the classification of nonsimple graph \( C^* \)-algebras, Math. Ann., 346 (2010), pp. 393–418.
[14] G. A. Elliott, On the classification of inductive limits of sequences of semisimple finite-dimensional algebras, J. Algebra, 38 (1976), pp. 29–44.
[15] E. Kirchberg, Das nicht-kommutative Michael-Auswahlprinzip und die Klassifikation nicht-einfacher Algebren, in \( C^* \)-algebras (Münster, 1999), Springer, Berlin, 2000, pp. 92–141.
[16] D. Kucerovsky and P. W. Ng, The corona factorization property and approximate unitary equivalence, Houston J. Math., 32 (2006), pp. 531–550.
[17] ———, \( S \)-regularity and the corona factorization property, Math. Scand., 99 (2006), pp. 204–216.
[18] H. Lin, A separable Brown-Douglas-Fillmore theorem and weak stability, Trans. Amer. Math. Soc., 356 (2004), pp. 2889–2925 (electronic).
[19] ———, Full extensions and approximate unitary equivalence, Pacific J. Math., 229 (2007), pp. 389–428.
[20] R. Meyer and R. Nest, \( C^* \)-algebras over topological spaces: the bootstrap class, Münster J. Math., 2 (2009), pp. 215–252.
[21] ———, \( C^* \)-algebras over topological spaces: Filtrated \( K \)-theory, 2009. Preprint, arXiv:math:0810:0096v2.
[22] P. W. Ng, The corona factorization property, in Operator theory, operator algebras, and applications, vol. 414 of Contemp. Math., Amer. Math. Soc., Providence, RI, 2006, pp. 97–110.
[23] E. Ortega, F. Perera, and M. Rørdam, The corona factorization property and refinement monoids, 2009. Preprint, arxiv.org/abs/0904.0541.
[24] C. Pasnicu and M. Rørdam, Purely infinite \( C^* \)-algebras of real rank zero, J. Reine Angew. Math., 613 (2007), pp. 51–73.
[25] G. Restorff, Classification of Cuntz-Krieger algebras up to stable isomorphism, J. Reine Angew. Math., 598 (2006), pp. 185–210.
[26] M. Rørdam, Ideals in the multiplier algebra of a stable \( C^* \)-algebra, J. Operator Theory, 25 (1991), pp. 283–298.
[27] ———, Classification of extensions of certain \( C^* \)-algebras by their six term exact sequences in \( K \)-theory, Math. Ann., 308 (1997), pp. 93–117.
[28] M. Tomforde, Structure of graph \( C^* \)-algebras and their generalizations, 2006. Graph Algebras: Bridging the gap between analysis and algebra (Gonzalo Aranda Pino, Francesc Perera Domènech, and Mercedes Siles Molina, eds.), Servicio de Publicaciones de la Universidad de Málaga, Málaga, Spain.
[29] A. Toms and W. Winter, Strongly self-absorbing \( C^* \)-algebras, Trans. Amer. Math. Soc., 359 (2007), pp. 3999–4029 (electronic).
Department of Mathematical Sciences, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen, Denmark
E-mail address: eilers@math.ku.dk

Faculty of Science and Technology, University of Faroe Islands, Nólsoy 3, FO-100 Tórshavn, Faroe Islands
E-mail address: gunnarr@setur.fo

Department of Mathematics, University of Hawaii, Hilo, 200 W. Kawili St., Hilo, Hawaii, 96720-4091 USA
E-mail address: ruize@hawaii.edu