Abstract—We propose an end-to-end real time framework to generate high resolution graphics grade textured 3D map of urban environment. The generated detailed map finds its application in the precise localization and navigation of autonomous vehicles. It can also serve as a virtual test bed for various vision and planning algorithms as well as a background map in the computer games. In this paper, we focus on two important issues: (i) incrementally generating a map with coherent 3D surface, in real time and (ii) preserving the quality of color texture. To handle the above issues, firstly, we perform a pose-refinement procedure which leverages camera image information, Delaunay triangulation and existing scan matching techniques to produce high resolution 3D map from the sparse input LIDAR scan. This 3D map is then texturized and accumulated by using a novel technique of ray-filtering which handles occlusion and inconsistencies in pose-refinement. Further, inspired by human fovea, we introduce foveal-processing which significantly reduces the computation time and also assists ray-filtering to maintain consistency in color texture and coherency in 3D surface of the output map. Moreover, we also introduce texture error (TE) and mean texture mapping error (MTME), which provides quantitative measure of texturing and overall quality of the textured maps.

I. INTRODUCTION

Recent advances in the sensor technology ([1], [2]) and a breakthrough in real world algorithmic visual inference ([3], [4], [5], [6], [7]) has brought the fully autonomous navigation/driving one step closer to the reality, perhaps most visible in ([8], [9], [10]). In this work, we focus on urban maps for localization of an autonomous navigation system (ANS).

Autonomous navigation system is fairly complex and consists of several modules as shown in fig. 1. In an ANS, localization ([11], [12], [13]) happens to be one of the critical tasks, as it provides vehicle’s location in the navigating environment. Although, centimeter accurate Global Positioning System (GPS) and Inertial Navigation System (INS) ([14], [15]) are available but they are often quite expensive. Moreover, these costly and high accuracy GPS technologies fail in urban environment (due to multi-path error) and in regions where the line-of-sight to the GPS satellites is blocked (e.g. tunnels, underpasses, tree canopies etc.), resulting into a GPS-denied environment. In these scenarios, a vehicle/robot registers the current sensor data (LIDAR/camera) with the map of the environment (prior maps) to localize itself.

Hence, it becomes crucial to acquire high quality textured 3D maps of the environment for a safe and robust operation of autonomous vehicles.

Typically, the textured maps are generated by manually driving a surveying vehicle endowed with LIDARs, GPS/INS and cameras through the environment/area to be mapped. In general, the LIDAR is a short range device which provides a sparse 3D measurements. Hence, in order to generate a dense map of the environment, two approaches exists: (i) acquire the scans of the area from different physical locations and accumulate them into a local frame by a standard simultaneous localization and mapping (SLAM) algorithm ([16], [17], [18], [19], [20]) or (ii) exploit the camera images for dense reconstruction of the map using bundle adjustment [21], [22], [23].

Generating a detailed texture map of the environment is a challenging problem mainly due to sparsity in LIDAR scans and inconsistency in pose estimation due to complex trajectories which sometimes are hard to optimize using SLAM. Moreover, occlusion of 3D points in between LIDAR and camera frame appears as a bottleneck for detailed texture mapping. It arises due to different physical mounting locations of LIDAR and camera. Hence, in this paper, we propose an end-to-end real time framework which performs multi modal sensor data fusion (LIDAR scans, images, navigation data) to generate highly accurate, detailed textured 3D maps of urban areas while simultaneously handling the problems of occlusion and pose inconsistency. The framework outperforms recent work [21], [24] and achieves map error below 5cm (in some cases 1cm).

The proposed framework (Fig. 2) consists of a novel pose-refinement (Sec. III-A) technique which facilitates high fidelity pairwise scan matching and produces accurately aligned dense version of input sparse scans. Once
the dense 3D point cloud is obtained, we use a novel ray-filtering (Sec. III-C) technique to transfer color texture into the aligned scan and accumulate it in such a way that output map shows a high degree of coherent surface. This step only processes the foveal regions (2D and 3D) defined by the novel foveal-processing concept which we have introduced in the sec. III-B and is inspired from human fovea. This concept enhances the overall speed of the framework and improves the quality of the output map. Further, we introduce two new metrics to asses texture and overall quality of the map which are discussed in the sec. III-D. In the next section, we give an overview of the various topics involved in the design of this framework.

II. RELATED WORK

A prevalent approach for the pose estimation is to use SLAM ([16], [17], [18], [19], [20]), which requires all the data a priory. However, pose estimation can also be done by using scan matching techniques such as Standard-ICP [25], Point-to-Plane-ICP [26], Generalized-ICP [27]. The Standard-ICP minimizes point to point error (euclidean distances) while Point-to-Plane-ICP minimizes distance between a point and a locally estimated plane. GICP combines point-to-point and point-to-plane metric and achieves state-of-the-art results. In this paper, we choose to estimate the poses using scan matching techniques while focus remains on improving their accuracy. We do this due to two facts: (i) scan matching performs better for better initial guess as well as for the lesser distances between scans to be aligned and (ii) the state-of-the-art sensors (e.g. LIDAR, camera, INS/GPS) can provide data typically at the speed of \( \sim 10 \) fps. Due to the real time acquisition, LIDAR scans are separated by relatively short distances \( \sim 0.5m \) and INS/GPS data can serve as a better initial guess for scan alignment.

The existing scan matching algorithms are point hungry and upsampling often leads to improved scan matching performance. [28] uses local plane to estimate underlying surface using moving least squares and upsample the surrounding of the point uniformly. However, it does not perform in real time due to its exhaustive computationally intensive steps (Table I). Whereas, the proposed upsampling technique performs in real time while approximately preserves the underlying surface.

LIDAR data becomes unreliable as target distance increases and appears as major source of noise in the mapping process. To cope with this, we refer to the working of foveal vision in the human visual cortex. In this domain, the success of the attention based deep learning architectures for object detection [29], [30], [31], encourages us to employ foveal vision but we use it in an entirely different manner.

The work in [32] and [33], [34], [35] proposes batch and incremental approaches respectively for texture mapping. The former performs the mapping by accounting all the viewing rays where as, the latter reconstruct the map incrementally by estimating boundary between free space and matter i.e. space carving. [21] uses tracking of image edge points to incrementally reconstruct a less detailed map of the environment. Similar to us, [24] jointly estimate a 3D map of the environment by using LIDAR scans and images. However, they follow batch reconstruction in contrast to the proposed work which is incremental in nature. Moreover, both [21] and [24] output a 3D mesh while the method proposed in this paper estimates a dense point cloud. [24] discards moving objects such as pedestrian or bicycles. It also proposes a novel way to incrementally estimate the texture which is only evaluated qualitatively because in the previous literature, a quantitative metric to assess texture quality doesn’t exist. In this work we propose such a metric and focus mainly on improving the overall map quality while leaving the moving object handling for future extension of the work.

III. METHODOLOGY

A. Pose Refinement

Typically, a LIDAR can provide 3D world measurements in a radii of \( \sim 100m \) and these measurements are made w.r.t a vehicle/body frame (\( V \)). Hence for larger maps, the LIDAR scans need to be accumulated w.r.t. a fixed/local reference frame (\( L \)). However, the relative position of \( V \) w.r.t. \( L \) i.e. pose, is governed by the GPS/INS data which itself is noisy and unreliable. Hence, scan accumulation by using the raw poses leads to very unpleasant 3D structures (car, building, wall) in the output map (Fig. 3g).

We handle this by performing pose-refinement where we aim to register pair of LIDAR scans so that the registered clouds can exhibit high degree of coherent surface [36]. In order to achieve this, first we perform constrained upsampling of each scan i.e. upsample only the non-ground points. We perform this minor yet useful tweak due to the fact that the ground plane covers major area in a LIDAR scan and an upsampled ground plane may leave the registration algorithm trapped in local minima. In our case, we extract the ground plane by using \( z \) thresholding as it is fast and works well at least locally. However, other approaches such as plane extraction using RANSAC [37] can also be exploited.
Although, upsampling a point cloud is non-trivial, we devise a fast and intuitive way to achieve this. First, we obtain image projection (pixel location) of LIDAR points using pin hole camera model and triangulate all the image projections using Delaunay triangulation. Later, for each triangle \( t \) in pixel space, we retrieve a triangle \( T \) in 3D space. Now, we insert a new vertex which is the image projection of the centroid of the triangle \( T \). It is noteworthy that this operation essentially upsamples the point cloud due to insertion of new vertices into the Delaunay triangles and number of repetition of this step is equal to upsampling rate. We perform the insertion operation only for the triangles \( T \) whose edges are below a threshold \( \tau = 0.3m \) as otherwise it may give rise to unwanted edges which physically are not present. The above discussed upsampling technique obtains a smooth surface in negligible time as compared to upsampling using [28] (Table I). The smoothness in the point cloud is evident from the fact that we use averaging operation while inserting a new vertex into the Delaunay triangles.

### TABLE I:

| order of points | 10k  | 30k  | 90k  | 180k | 450k |
|-----------------|------|------|------|------|------|
| [28]            | 2s   | 16s  | 60s  | 140s | 10000s |
| proposed        | 30ms | 60ms | 120ms| 300ms| 900ms |

Further, the upsampled scans are aligned (registered) using GICP [27] with the raw poses as initial guess. From fig. 3, it can be seen that the constrained upsampling leads to a coherent registered surface which is rich in contextual 3D information such as 3D edges, corners, walls etc. We also verify this experimentally in sec. IV.

As we have discussed that the pose-refinement also uses GICP as underlying scan matching technique, we differentiate between pose estimation using standalone GICP and pose-refinement by referring the former as a “baseline”. We maintain this keyword throughout the paper.

**B. Foveal Processing**

Through experimental observation, we have noticed that the farther points does not receive a fine grained color texture due to sparsity, noise in LIDAR scans and large angle (\( \geq 70^\circ \)) between view point and normal at the point. Moreover, due to external factors e.g. sunlight, reflective surface, the color texture of the objects in the images changes drastically as the vehicle navigate through the environment (Fig. 5). In such cases, approaches such as [24] doesn’t preserve texture due to weighted averaging (kindly refer to [24] for further details) in their texturing process. Hence, inspired from human fovea [38], where major processing happens in a relatively smaller region of visual field, we define similar regions by restricting field of view (FOV) of the camera to a thin horizontal and a thin vertical slice (2D foveal region). Moreover, we also define a spherical near blind, white and far blind zone (3D foveal region) around the car (Fig. 4). The texture mapping is performed only in the white zone whereas it is avoided in the blind zones because the near blind zone encloses vehicle itself and the far blind zone have noisy depth measurements. The restricted FOV, various blind and white zones together improves the quality of texture mapping drastically and simultaneously improves algorithmic speed due to reduced number of points, which are to be processed.

Further, as soon as an aligned scan becomes available, its foveal region is extracted (Fig. 2e) which is upsampled including the ground plane and is operated by the ray-filtering discussed below.
C. Ray-filtering and Texture Mapping

The ray-filtering operation plays an important role in obtaining a fine grained texture in the map. This operation discards the points \( P_S \) in the scan \( S \) which if added to the accumulated cloud (from previous scans), gets occluded or occludes any existing point in the accumulated cloud. In general, such situations arise due to inconsistencies in the pose and must be handled so as to maintain coherent 3D surface in the output map.

To achieve this, first we extract all the points \( P^f_s \) that lie in the foveal region of current pose. Next, a virtual ray from each point \( P \) in \( \{P_S, P^f_s\} \) is emanated towards camera origin (Fig. 6) and all of the such rays are projected into the camera using the pin-hole camera model\(^1\). However, collinearity of rays or high density around a point sometimes result in a common pixel projection \( (p) \) for multiple rays. To handle this case, we assign \( p \) to a ray having shortest ray-length \( d \) among all such rays. If \( d \) corresponds to a \( P_S \), it is discarded as this happens to be the case of occluding.

Further, to test the case of occluded, we take a window \((W)\) of size \([M \times M]\) centered at the image projection \( p \) of each \( P_S \) (Fig. 6). Now, we compute mean \( (\mu) \) and standard deviation \( (\sigma) \) (Eq. 1) of all the ray-lengths \( d_S \) inside the window and perform a statistical outlier rejection test (Eq. 2) on them in order to obtain an outlier score. If the outlier score is less than an outlier rate \( c \), the point \( P_i \) is marked as visible otherwise it is considered as occluded. In general, lesser the value of \( c \), higher will be the rejection rate i.e. more number of points will be marked as occluded. Hence, frequency of inliers in a window can be controlled by varying the value of \( c \).

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} d_i
\]

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} \|d_i - \mu\|^2
\]

\[
P_S \text{ is } \begin{cases} \text{Visible,} & \frac{|d_i - \mu|}{\sigma} \leq c \\ \text{Occluded,} & \text{Otherwise} \end{cases}
\]

Where, \( N \leq M \times M \) is total number of rays projected in the window.

\(^1\)\( p = K[R|t]P \), where \( K, R | t \) are intrinsic and extrinsic camera matrix

Fig. 6: The figure above describes different ways, the points can be occluded or occluding

Fig. 7: Zoom in for better insight. Figure (a), (d) ground truth patch images. Corresponding patches of textured point cloud using (b), (e) baseline texturing and (c), (f) proposed texturing. (g) textured point cloud using baseline, and (h) using proposed texturing. Frames taken from KITTI sequence 0095.

D. Error Metrics

Authors in the previous works [21], [24] have reported the quantitative map error \( (ME, \text{Eq. 3}) \), which is mean \( (\mu_{ME}) \) and standard deviation \( (\sigma_{ME}) \) of euclidean distances between the points and their ground truth. This metric provides a measure for the quality of the 3D surface of the map but it does not convey anything about the quality of texture. Therefore, in this work we propose a quantitative error metric for texture quality of the map. We propose two error metrics (i) texture error \( (TE, \text{Eq. 4}) \) and (ii) mean texture mapping error \( (MTME, \text{Eq. 5}) \). The former is the mean \( (\mu_{ME}) \) and standard deviation \( (\sigma_{ME}) \) of euclidean distances between the intensity/RGB of points and their ground truth. While the latter is an averaged sum of product of euclidean distances between 3D location and intensity/color of the points and their ground truth. For texture mapping purpose, \( TE, MTME \) are computed over
all the points in the original LIDAR scans. Both TE and MTME provides quantifiable measures to assess the texture and overall quality of textured maps. We have experimentally demonstrated the usefulness of both TE and MTME in the section IV below.

\[
\begin{align*}
\mu_{ME} &= \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{k_i} \| P_j^L - P_n^M \| \\
\sigma_{ME}^2 &= \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{k_i} \| P_j^L - \mu_{ME} \|^2 \\
\mu_{TE} &= \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{k_i} \| C_j^L - C_n^M \| \\
\sigma_{TE}^2 &= \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{k_i} \| C_j^L - \mu_{TE} \|^2 \\
MTME &= \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{k_i} \| P_j^L - P_n^M \| \cdot \| C_j^L - C_n^M \|
\end{align*}
\]

where

- \( k_i \) total number of points in \( i^{th} \) LIDAR scan
- \( P_j^L \) \( j^{th} \) point in LIDAR scan
- \( P_n^M \) nearest neighbor of \( P_j^L \) in the map
- \( C_j^L \) intensity I or color \([R,G,B]\) of \( P_j^L \)
- \( C_n^M \) intensity I or color \([R,G,B]\) of \( P_n^M \)
- \( \mu_{ME} \) mean of the map error
- \( \sigma_{ME} \) standard deviation of the map error
- \( \mu_{TE} \) mean of the texture error
- \( \sigma_{TE} \) standard deviation of the texture error
- \( n \) Total number of scans
- \( N = \sum_{i=1}^{n} k_i \)

IV. Experiments and Results

We validate the performance of the proposed framework against the publicly available KITTI dataset [40]. Our focus in this paper has remained on generating high resolution textured maps. Hence, from the dataset we only choose the sequences having minimal number of moving objects, in particular, sequence 0095 (268 frames) and 0001 (108 frames). Each sequence has time synchronized frames, each of which contains LIDAR scans captured by velodyne HDL-64E, RGB image of size 1242x375 captured by Point Grey Flea 2 and navigation data measurements by OXTS RT 3003 IMU/GPS. All the experiments were performed on a computing platform having 2 x Intel Xeon-2693 E5 CPUs, 256 GB RAM, 8 x NVIDIA Geoforce GTX 1080Ti GPUs.

A. Scan Matching Performance and Timing Analysis

We estimate vehicle pose using pose-refinement and consider each of generalized-ICP (GEN-ICP) [27], standard-ICP (STD-ICP), and point-to-plane-ICP (P2P-ICP) as underlying scan matching technique. Due to unavailability of ground truth poses, we report point-to-point error between aligned scans using pose-refinement for upsampling rates 0xUp\(^2\), 1xUp, 2xUp, 3xUp. We also report timing performance (CPU) averaged over the number of frames in the respective sequence. We compare our results with those achieved by the standalone baseline GEN-ICP, STD-ICP, and P2P-ICP, the navigation data serves as initial guess for all the experiments.

In the sequence 0095, the STD-ICP, P2P-ICP fails to converge and show higher average error\(^3\) (Fig. 10a), however, with pose-refinement both of them converges for the complete sequence which indicates the effect of the proposed method. For the sequence 0001, the baselines and 0xUp have similar registration error which decreases as upsampling factor is increased (Fig. 10a). Averaged over all the scan matching techniques, the point-to-point error (m) for seq 0095, decreases from 0.14 (baseline) to 0.08 (0xUp), 0.06 (1xUp), 0.03 (2xUp) 0.023 (3xUp) and for seq 0001, it decreases from 0.12 (baseline) to 0.118 (0xUp), 0.115 (1xUp), 0.10 (2xUp), 0.08 (3xUp). Though, the difference between maximum and minimum registration errors is \( \sim 0.12m \) (seq 0095) and \( \sim 0.03m \) (seq 0001), the small improvement has large positive effects on the 3D surface quality of the generated maps (Fig. 8). Hence, we argue that the upsampling leads to a better scan-matching performance and it also improves the quality of the texture map. Further, fig 10b, 10b shows the scan matching timing performance of the baselines and the pose-refinement for various upsampling rates. We average the time over the number of frames in the respective sequence and observe that the time consumed for alignment is directly proportional to the number of points. Further, the keyword “real-time” in this paper refers that all modules of the algorithm except the scan alignment process execute in real time on the given CPU. However, a GPU version of the scan alignment algorithms can be used to achieve overall real time performance. Since our intention in this paper has been to improve the mapping and texture quality, we have reported the timing analysis only for a CPU.

\(^2\)camera visibility constraint but no upsampling
\(^3\)of the order of 1m and is clipped from the fig. 10a to accommodate smaller values
B. Map and Texture Analysis

Labeled Ground truth for textured maps doesn’t exist; hence, we project the LIDAR points into the camera and generate ground truth for the color texture. Later, we compare the generated textured map against the accurate 3D data provided by the LIDAR and the generated color texture ground truth. In order to have a fair comparison, we manually remove moving object points both from ground truth and the textured map by using publicly available tool CloudCompare [41]. Moreover, We set the foveal regions to

\[
0 m \leq \text{near blind zone} < 3 m, \\
3 m \leq \text{white zone} < 15 m, \\
15 m \leq \text{far blind zone}
\]

In Table II, we have shown ME, TE and MTME for the textured maps generated using proposed framework and those generated using baselines\(^4\). We also compare ME for seq 0095 with [21], [24]. For this we rely only on their results provided in the paper due to unavailability of their code. As the previous works, [24], [21], [42] are bound to produce only qualitative analysis of their texturing process, we compare our results for TE and MTME against the baselines. The best and the worst results of proposed and baselines are shown in blue and red.

1) Map Error: For the seq. 0095, the proposed framework achieves the best \(\mu_{\text{ME}}\) of 0.010m in E6 and outperforms [21] by 88\%, [24] by 87\% as well as the baselines GEN-ICP by 90\%, STD-ICP by 99\%, and P2P-ICP by 99\%. While for the seq. 0001, the proposed framework achieves best \(\mu_{\text{ME}}\) of 0.008m in E4. For this sequence, all of the E4-E7 have almost similar \(\mu_{\text{ME}}\) which is not the case with seq. 0095. It indicates that pose-refinement is dependent on the 3D information in LIDAR scans. Its effect is also indicated by \(\mu_{\text{ME}}\) for seq 0095 as GEN-ICP in E3 is trapped in local minima due to oversampling.

2) Texture Error: Here, we claim that ME doesn’t convey any details about the texture quality of the map. It is indicated by large TE in all of the baselines GEN-ICP, STD-ICP, P2P-ICP (Table II). All of the baselines show \(\mu_{\text{TE}}\) greater than 1.40 which is \(\sim 54\%\) of the maximum attainable value 255 for each of the red, green, blue component of a pixel color. This large error shows the usefulness of Eq. 4.

For both of the sequence, the proposed ray-filtering + foveal-processing technique drastically reduces the TE. It is evident from the \(\mu_{\text{TE}}\) of E0-E11. The best achieved \(\mu_{\text{TE}}\) for 0095, 0001 is 8.328 and 5.24 respectively which are only \(\sim 3\%\) and \(2\%\) of the maximum value (255). These values of \(\mu_{\text{TE}}\) are far superior to the best 145.85 of the baselines without ray-filtering + foveal-processing. Effect of these improved TE is clearly visible by realistic texture transfer as shown in fig.

3) Mean Texture Mapping Error: In order to asses the overall performance of the algorithm, we also report MTME (Eq. 5) for all of our experiments. From the table II, especially from the baseline experiments, it can be seen that MTME is high when either of ME or TE is high and attains lower values only when both of the ME and TE are lower. From the table II, it can also be noticed that incorporation of ray-filtering reduces the MTME drastically.

For seq 0095, E2 outperforms it’s baseline version GEN-ICP by 95\%, E6 outperforms STD-ICP by 98\% and E10 outperforms P2P-ICP by 98\%. Similarly, for seq 0001, all the three of E0-E11 outperforms their baselines by more than 95\%. These visible effects of the reduced MTME are shown in fig. 9.

9. It should be noted that TE also captures the effect of oversampling as seen in E3, E7 and E11, especially in the seq 0095.

V. CONCLUSION

In this paper we presented robust framework to generate high quality textured 3D maps of urban areas. While development of this framework, we have focused on three major tasks: (i) incremental accurate scan alignment, (ii) real

\[^4\]align the scans, obtain color texture by projecting LIDAR point to the camera and accumulate in a local frame \(L\)
time dense upsampling of 3D scans and (iii) color texture transfer without loosing fine grained details. The proposed framework successfully accomplishes all of the above three tasks by collectively leveraging multimodal information i.e. LIDAR scans, images, navigation data. The generated maps by using this framework, appears significantly realistic and carries fine grained details both in terms of 3D surface and color texture. Such high quality textured 3D maps can be used in several applications including precise localization of the vehicle, it can be used as a virtual 3D environment for testing various algorithms related to autonomous navigation without deploying the algorithm on a real vehicle and it can also be used as background map in computer games for real life gaming experience.
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