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Abstract

In a Quantum Field Theory with a time-dependent background, time-translational symmetry is broken. We therefore expect time-dependent loop corrections to cosmological observables after renormalization for an interacting field, with the consequent physical implications. In this paper we compute and discuss such radiative corrections to the primordial spectrum within simple models, both for massless and massive virtual fields, and we disentangle the time-dependence caused by the background and by the initial state after renormalization. For the investigated models the departure from near-scale-invariance is very small and there is full compatibility with the current Planck data constraints. Future CMB measurements may improve the current constraints on feature-full primordial spectra and possibly observe these effects in the most optimistic scenario of hybrid inflation, revealing the interacting nature of the inflaton field.
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1 Introduction

Inflation \cite{1,2,3} is one of the most successful paradigms in cosmology: it predicts a nearly scale-invariant spectrum of primordial fluctuations \cite{4,5}, that can act as seeds for the subsequent structure formation, and that is fully confirmed by the measurements of the CMB temperature fluctuations. Present results are consistent with simple single-field inflationary predictions \cite{6}, and the observed values of the parameters can be realized in many different models within particle physics \cite{7,8}.

While it is quite amazing that we are able to trace back all the Universe Large Scale structure to tiny quantum fluctuations, the quantum nature itself of the inflaton field puts a limit on the scale-invariance for an interacting field. Indeed we expect that in many cases higher order corrections may bring new effects into play like non-gaussianities \cite{9,10} or features in the primordial spectrum \cite{11}. While many of these effects have been discussed and computed in the past for different models, see e.g. \cite{12–19}, less attention has been given to the issue of the time-dependence of the intrinsic corrections due to the quantum nature of an interacting field. Indeed as both the choice of an initial state and the background dynamics break time-translation invariance, we may expect that, even in the “vanilla” interacting models, the corrections to the inflaton field correlators contain finite time-dependent contributions. The main goal of this paper is to revisit the issue of time-dependent corrections for the simplest models of inflation assuming the standard Bunch-Davies vacuum as initial condition. We will compute and study these terms and disentangle the source of the time-dependence and its effect on the inflationary observables. Of course in order to discuss finite corrections, we will also need to address the issue of the renormalization of the correlators to absorb the UV divergences into counter-terms \cite{20–37}, as well as find a regulator for the IR divergences in a quasi de Sitter background \cite{38}.

We concentrate here our study on the simple $\lambda\phi^4$ model \cite{39}, which may not be a realistic inflationary model, as it is under siege by the present bounds on the tensor-to-scalar ratio \cite{6}, but on the other hand is one of the most studied quantum field theory models and allows for comparison.
with previous literature. Moreover we consider as well the case of hybrid inflation [40] where the interaction with a second massive field is needed for ending the inflationary phase and cannot be negligible. We expect though the effects found here to be present for any field-theoretic model and to be a generic qualitative characteristic of inflation for any interacting field.

We apply the Closed-Time-Path (CTP) formalism to study first the corrections to the power spectrum, which arise at the one-loop level, both for nearly massless virtual fields, as the inflaton itself, and for massive virtual fields, as it may happen in hybrid inflationary models. In the latter we compute the loop integral with the full massive propagator in de Sitter for the first time, exploiting the WKB approximation to compute the necessary counter-terms analytically. Finally we discuss as well the corrections to the trispectrum [41, 42], where we will see that the time-dependence can arise already at the tree-level.

While our interest is focused on the comprehension of cosmological perturbations of the inflaton field as a quantum field on a curved background (see [43, 44] for a discussion of QFT on curved backgrounds), we investigate explicitly the size and shape of the corrections in this type of models and compare them with present bounds. Indeed, the study of features in the power spectrum and bi/trispectrum is a powerful tool not only to discriminate between different inflationary models, but also possibly to confirm the quantum nature of the inflation field.

After a brief introduction to the in-in formalism and to the chosen inflationary models, we will present our computation of the radiative corrections to the power spectrum first in Minkowski and then in a quasi-de Sitter spacetime. As expected, we found that the broken Poincaré symmetry induced by the expansion of the universe introduces time-dependent corrections to the tree-level, coming from the background, from the renormalization freedom and from the initial state. Finally we will briefly discuss the contributions to the trispectrum and conclude.

2 Closed-Time-Path formalism

In this section we explore the formalism used in cosmology to predict expectation values of quantum observables for time-dependent setups. In a Lorentz-invariant quantum field theory one can break explicitly the Poincaré symmetry by considering for example systems governed by a time-dependent Hamiltonian or a time-dependent background, as in an expanding universe.

In our case we are interested in cosmological observables on a Friedmann Lemaître Robertson-Walker expanding universe. The metric has the simple form

\[ ds^2 = dt^2 - a^2(t) \left[ \frac{dr^2}{1 - \kappa r^2} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right], \]  

where \((r, \theta, \phi)\) are the comoving spherical coordinates, \(t\) is the physical time, \(a(t)\) is the scale factor and \(\kappa\) is a constant that can be chosen to be 1, 0 or -1 for a space with positive, zero or negative spatial curvature. We will consider flat space and take \(\kappa = 0\) in the following, so that we can rely on the usual Fourier mode expansion for the dependence on the spatial coordinates. In our analysis the metric will be considered as a classical background. It is clear that the time-dependent scale factor \(a(t)\) breaks the Poincaré symmetry of our system and we therefore cannot rely on obtaining time-independent radiative corrections as is the case in Minkowski space. Often it is useful to write the metric in conformal time as (for \(\kappa = 0\))

\[ ds^2 = a^2(\tau) \left[ d\tau^2 - dr^2 - r^2 d\theta^2 - r^2 \sin^2 \theta d\phi^2 \right], \]  

where we define

\[ d\tau = \frac{dt}{a(t)} \quad \Rightarrow \quad \tau = \tau_\text{in} + \int_{t_\text{in}}^t \frac{dt}{a(t)} \]  

which in de Sitter gives simply \(\tau = -\frac{3}{a(t)H}\) or \(a(\tau) = \frac{a(t)}{H^{3/2}}\), where \(H\) is the constant Hubble parameter and \(\tau_\text{in}\) has been chosen such that \(t = \infty\) corresponds to \(\tau = 0\). So the conformal time is always negative.

We base our computations on in-in or CTP formalism [45–48], where we consider our system as being described by a time-dependent Hamiltonian \(H(t)\) in a state defined by the density matrix \(\rho(t)\). The expectation value of an operator \(\mathcal{O}\) at time \(t > t_\text{in}\) is then given by

\[ \langle \mathcal{O}(t) \rangle = \text{Tr} \left( \rho(t) \mathcal{O}(t) \right) \]  

2
The 4 propagators are not independent. This reflects the fact that the two components should satisfy the boundary condition $\phi^+(-\infty) = \phi^-(-\infty)$. They are connected through the simple relation

$$G^+(x, y) + G^-(x, y) = G^+(x, y) + G^-(x, y).$$

In the interaction picture the time-evolution of the density matrix is described by the Liouville equation

$$\begin{align*}
\dot{\rho}(t) &= \left[\hat{H}_I(t), \rho(t)\right], \\
\rho(t_{\text{in}}) &= \rho_{\text{in}},
\end{align*}
$$

where we split the Hamiltonian in the free and interacting part $\hat{H}(t) = \hat{H}_0(t) + \hat{H}_I(t)$. The solution is given in terms of the time-evolution operator

$$U_I(t, t_{\text{in}}) = T e^{-i \int_{t_{\text{in}}}^t d\tau \hat{H}_I(\tau)},$$

and reads

$$\rho(t) = U_I(t, t_{\text{in}})\rho_{\text{in}} U_I^\dagger(t, t_{\text{in}}).$$

Now we have an explicit expression for $\langle \mathcal{O}(t) \rangle$

$$\langle \mathcal{O}(t) \rangle = \text{Tr} \left\{ \rho_{\text{in}} \left( T e^{-i \int_{t_{\text{in}}}^t d\tau \hat{H}_I(\tau)} \right)^\dagger \mathcal{O}(t) \left( T e^{-i \int_{t_{\text{in}}}^t d\tau \hat{H}_I(\tau)} \right) \right\}.$$

From these expression we can apply perturbation theory and define Feynman rules for the computation of perturbative corrections. Indeed one can define the time-ordering $T_C$ along the time-path given in Figure 1 and split the field $\phi$ in two components $\phi^\pm$, where the + component propagates along the upper part of the contour and is governed by the Hamiltonian $\hat{H}_I^+(t) = \hat{H}_I[\phi^+]$ and the − component propagates in the lower part (and is governed by $\hat{H}_I^-(t) = \hat{H}_I[\phi^-]$).

Then one can write the expectation value as

$$\langle \mathcal{O}(t) \rangle = \text{Tr} \left\{ \rho_{\text{in}} T_C \left[ \mathcal{O}(t)e^{-i \int_{t_{\text{in}}}^\infty d\tau [\hat{H}_I^+(\tau) - \hat{H}_I^-(\tau)]} \right] \right\}.$$

Now, since the two components propagate on the two different parts of the contour, between $t_{\text{in}}$ and $\infty$ or opposite, we can use the traditional Feynman rules of the in-out approach to treat the expectation values perturbatively. The Feynman rules for the models we consider are given in the Appendix A. In this framework there are four possible contractions of the $\phi$-components and therefore four propagators:

$$G^{\pm\pm}(x, y) = i \langle T_C \left( \phi^\pm(x) \phi^\pm(y) \right) \rangle, \quad \text{(9)}$$

or more explicitly

$$\begin{align*}
G^{+-}(x, y) &= i \langle \phi(y) \phi(x) \rangle, \\
G^{-+}(x, y) &= i \langle \phi(x) \phi(y) \rangle,
\end{align*}$$

$$\begin{align*}
G^{++}(x, y) &= \theta(x^0 - y^0)G^{++}(x, y) + \theta(y^0 - x^0)G^{-+}(x, y), \\
G^{--}(x, y) &= \theta(x^0 - y^0)G^{--}(x, y) + \theta(y^0 - x^0)G^{+-}(x, y).
\end{align*}$$

The 4 propagators are not independent. This reflects the fact that the two components should satisfy the boundary condition $\phi^+(\infty) = \phi^-(\infty)$. They are connected through the simple relation
We can regroup them together in a matrix form

\[ \mathbf{G}(x, y) = \begin{pmatrix} G^{++}(x, y) & G^{-+}(x, y) \\ G^{+-}(x, y) & G^{--}(x, y) \end{pmatrix}. \]  

(14)

Since the components of the field \( \phi \) are not two independent degrees of freedom, we can transform \( \phi^+ \) and \( \phi^- \) into a more convenient basis. We define \( \mathbf{R} \) as

\[ \mathbf{R} = \begin{pmatrix} 1/2 & 1/2 \\ 1 & -1 \end{pmatrix}. \]  

(15)

The new fields \( \phi^{(1)}, \phi^{(2)} \) and the new propagators \( \mathbf{G}_\mathbf{R} \) are given by

\[ \begin{pmatrix} \phi^{(1)} \\ \phi^{(2)} \end{pmatrix} = \mathbf{R} \begin{pmatrix} \phi^+ \\ \phi^- \end{pmatrix} = \begin{pmatrix} (\phi^+ + \phi^-)/2 \\ \phi^+ - \phi^- \end{pmatrix}, \]  

(16)

and

\[ \mathbf{G}_\mathbf{R} = \mathbf{R} \mathbf{G} \mathbf{R}^T = \begin{pmatrix} iF & G^R \\ G^A & 0 \end{pmatrix}. \]  

(17)

The new basis is called the Schwinger basis and in this basis the \( \phi^{(2)} \cdot \phi^{(2)} \) contraction is vanishing. We recognize \( G^R \) and \( G^A \) as the retarded and advanced propagator and \( F \) as the Schwinger function \(^1\).

\[ F(x, y) = -\frac{i}{2} (G^{++}(x, y) + G^{-+}(x, y)), \]  

(18)

\[ G^R(x, y) = \theta(x_0 - y_0) (G^{++}(x, y) - G^{+-}(x, y)), \]  

(19)

\[ G^A(x, y) = G^R(y, x). \]  

(20)

Finally the three abovementioned propagators are connected to the familiar causal (Feynman) propagator \( G^F \)

\[ G^F(x, y) = i \langle T [\phi(x) \phi(y)] \rangle = \frac{1}{2} (G^R(x, y) + G^A(x, y)) + iF(x, y). \]  

(21)

Since we consider a spatially flat FRW metric, it is convenient to Fourier transform the propagators in the spatial coordinates and get a function of the momentum \( k \) and two times \( G^A/R(k, t_1, t_2) \) or \( F(k, t_1, t_2) \). Here we are exploiting the invariance under space translations that insures \( G^{A/R}(\vec{x}_1 - \vec{x}_2, t_1, t_2) = G^{A/R}(\vec{x}_1, t_1, \vec{x}_2, t_2) \).

In our analysis we are particularly interested in de Sitter spacetime. In this case, for small masses, the propagators in momentum space are given in terms of Bessel functions \( J_\nu \) [50–52]

\[ G^{++}(k, \tau_1, \tau_2) = \frac{H^2 \pi J_\nu(z) J_{-\nu}(z')} {2 \sin(\pi \nu)} (\tau_1 \tau_2)^{3/2}, \]  

(22)

\[ G^{+-}(k, \tau_1, \tau_2) = \frac{H^2 \pi J_{-\nu}(z) J_\nu(z')} {2 \sin(\pi \nu)} (\tau_1 \tau_2)^{3/2}, \]  

(23)

where \( \tau_{1,2} \) is the conformal time, \( z = -k \tau_1, z' = -k \tau_2 \), and

\[ \nu = \sqrt{\frac{9}{4} - \frac{m^2}{H^2}}, \]  

where \( m \) is the field’s mass.

Assuming a massless field greatly simplifies the propagators, that are now given in terms of the Hankel functions \( H_\nu^{(1)} \), \( H_\nu^{(2)} \) as

\[ G^{++}(k, \tau_1, \tau_2) = \frac{i \pi H^2} {4} H_\nu^{(1)}(z) H_{-\nu}^{(1)}(z') (\tau_1 \tau_2)^{3/2}, \]  

(24)

\[ G^{+-}(k, \tau_1, \tau_2) = \frac{i \pi H^2} {4} H_{-\nu}^{(2)}(z) H_\nu^{(1)}(z') (\tau_1 \tau_2)^{3/2}, \]  

(25)

\(^1\)In [49] the Schwinger function \(-iG^{(1)}\) (also named Hadamard function) is defined as \(-2iF\).
Figure 2: Hadamard propagator derived from the Hypergeometric (full massive) function for different masses: the yellow curve represents $m = 2H$, the green curve $m = 5H$, the red curve $m = 10H$ and the purple curve $m = 15H$. The blue curve is the massless propagator given by the Hankel function with $\nu = 3/2$.

where

$$H^{(1)}_{\nu}(z) = \frac{2}{\sqrt{\pi z}} e^{iz} \left( \frac{1}{iz} - 1 \right),$$

$$H^{(2)}_{\nu}(z) = \bar{H}^{(1)}_{\nu}(z).$$

Another convenient form for the propagator is given in terms of the Hypergeometric function in position space, which is the exact form of the propagators for a massive field in de Sitter spacetime [53]:

$$G^{-+}(\tau_1, \tau_2, x_1, x_2) = \frac{H^2 \Gamma(3/2 - \nu) \Gamma(3/2 + \nu)}{4\pi^2} \, _2F_1(3/2 - \nu, 3/2 + \nu, 2, 1 - r/4), \quad (26)$$

$$\nu = \sqrt{\frac{9}{4} - \frac{m^2}{H^2}}, \quad r = \frac{(- (\tau_1 - \tau_2)^2 + |x_1 - x_2|^2)}{\tau_1 \tau_2}. \quad (27)$$

As there is no way to obtain an analytical form of the Fourier transformation of this propagator, we take the numerical value for the hypergeometric function and compute the massive propagator in Fourier space with numerical methods with Mathematica [54]. The integrations needed for the Fourier transformation are not always numerically stable, but they are well-behaved for masses $m > H$, which is the region of interest in our computations. In Figure 2 we show the behaviour of the Hadamard propagator reconstructed from the Fourier transformed full massive Hypergeometric function for different masses and compare it with the massless propagator, which shows explicitly an IR-divergence for $k = 0$.

While the massive propagator has a much better behaviour in the infrared regime and avoids completely IR divergences in the computations, the price to pay for this procedure is that the expression in eq. (26) is an implicit function of the coordinates. In particular the computation of explicit renormalisation counter-terms in the Fourier space with the full massive propagator is difficult. For this purpose, we will introduce the approximated propagator in the semiclassical WKB limit.

For a very massive quantum field with a Bunch-Davies vacuum [55] as initial state, a good solution of the free field equations can be obtained in the WKB approximation. Let’s define the Hadamard propagator from the field solution $V(k, \tau)$

$$F(k, \tau_1, \tau_2) = \mathcal{R} \left[ V(k, \tau_1) V^*(k, \tau_2) \right].$$

Then in the WKB limit $H/m \ll 1$ one can approximate $V$ as [56–58]

$$V(k, \tau) = \frac{\exp \left[ -i \int_{\tau}^{\tau_1} d\tau_1 \sqrt{k^2 + m^2 a(\tau_1)^2} \right]}{\sqrt{2a(\tau) (k^2 + m^2 a(\tau)^2)^{1/4}}}, \quad (28)$$
Figure 3: Comparison of the massive Hadamard propagator reconstructed from the Hypergeometric function (26) (list of points) and the WKB propagator (29) (dashed blue lines) for a mass of 10H (red points) and 20H (green points).

From this we can define the WKB Hadamard propagator

\[ F_{WKB}(k, \tau_1, \tau_2) = \frac{\cos \left[ \int_{\tau_1}^{\tau_2} d\tau \sqrt{k^2 + m^2 a(\tau)^2} \right]}{2a(\tau_1)a(\tau_2) (k^2 + m^2 a(\tau_1)^2)^{1/4} (k^2 + m^2 a(\tau_2)^2)^{1/4}}. \]  

(29)

Note that this propagator is suppressed by \( m^{-1} a^{-3}(\tau_1) \) for \( \tau_1 = \tau_2 \) and \( k \ll m a(\tau_1) \) [28], while in the UV the dependence is weaker \( \propto a^{-2}(\tau_1) \), exactly as the subleading piece of the massless propagator. This propagator provides with a very good approximation of the full massive propagator in eq. (26) in the UV and for \( m \gg H \) and we will therefore exploit it for the analytic evaluation of the counter-terms.

In Figure 3 we plot both the Fourier transform of the full massive propagator on discrete points for \( m > H \) and compare it with the WKB expression. We see that the two propagators overlap perfectly.

Since it is important to be able to subtract the complete UV divergence in the loop diagrams, we also explore the precision of the approximation and give in Figure 4 the relative difference between the Hypergeometric and the WKB propagator for a mass of 60H. The reason for the oscillation in the difference and the apparent increase at large \( k \) is due to the fact that we are fitting the Fourier transformed Hypergeometric function at discrete points with a polynomial function exactly on this range. At the boundary the fit becomes less reliable (and we will exclude the last part of that range on our analysis). Nevertheless, we verified for different masses that the integrated difference, which is crucial for the cancellation of the UV divergence in the loops, is always finite and less than 0.001%.

In our analysis we compute corrections to the primordial spectrum coming from massive and massless fields. Since we are interested in the finite corrections to the field correlators, we have first to renormalize our quantities and subtract the UV and IR divergences in the minimal subtraction (MS) renormalization scheme. For each case we look for the best strategy to compute the MS counter-terms analytically, employing the simplest propagator with the same UV divergence.

In the case of very light virtual fields, like the inflaton field, we use the Hankel propagators in the loop with an index \( \nu = 3/2 - \varepsilon \), where \( \varepsilon \) takes into account a non-vanishing mass and contributes to the tilt in the CMB spectra. We will see that \( \varepsilon \) will act as IR-regulator as well. Instead in the case of a heavy field in the loop with \( m \gg H \), we use the exact propagator given in terms of the hypergeometric function in the loop computation. Since it is hard to extract the UV dependence numerically, we subtract the UV divergence with the counter-term obtained from the WKB approximation. Note of course that in this latter case the loop computation is IR-finite.
3 Inflationary models and the power spectrum

Let us consider a simple model of inflation consisting in a scalar field $\phi$ with canonical kinetic term and with a potential $V(\phi)$. The Lagrangian density for such a scalar theory is given by

$$\mathcal{L}[\phi] = \sqrt{-g} \left( \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - \frac{1}{2} m^2 \phi^2 - V(\phi) + \frac{\xi}{2} R \phi^2 \right) + \delta \mathcal{L},$$

where the metric $g_{\mu\nu}$ has signature $(+---)$, $g = \det(g_{\mu\nu})$ and the counter-terms $\delta \mathcal{L}$ are

$$\delta \mathcal{L} = \sqrt{-g} \left( \frac{1}{2} \delta Z \partial_{\mu} \phi \partial^{\mu} \phi - \frac{1}{2} \delta m^2 \phi^2 - \delta V(\phi) + \frac{\delta \xi}{2} R \phi^2 \right).$$

We will consider in the following that the curvature coupling $\xi$ is vanishing or very small at tree-level, so that it does not affect the inflationary dynamics, contrary to what happens in Higgs inflation [59]. Note that even for vanishing $\xi$, a contribution $\delta \xi$ will be automatically generated at the one-loop level, as we will see later. Then slow-roll inflation takes place if the potential $V(\phi)$ satisfies the slow-roll conditions [7]

$$\epsilon = \frac{M_P^2}{2} \left( \frac{V'}{V} \right)^2 \ll 1, \quad |\eta| = \frac{M_P^2}{2} \left| \frac{V''}{V} \right| \ll 1,$$

where $M_P = 2.4 \times 10^{18}$ GeV is the reduced Planck mass. In the slow-roll phase, the classical dynamics of the field is reduced to the attractor solution, given by the simplified equation of motion,

$$\ddot{\phi} + 3H \dot{\phi} + V'(\phi) \sim 3H \dot{\phi} + V'(\phi) = 0 \quad \rightarrow \quad \dot{\phi} = -\frac{V'(\phi)}{3H},$$

so that the number of e-folding from the classical field value $\phi$ to the end of inflation at $\phi_{\text{end}}$ is simply given by

$$N(\phi) = \int_{t}^{t_{\text{end}}} dt \frac{H(t)}{\phi} = \frac{1}{M_P^2} \int_{\phi_{\text{end}}}^{\phi} d\phi \frac{V(\phi)}{V'(\phi)}.$$

In the standard inflationary paradigm the quantum fluctuations $\delta \phi$ generates primordial fluctuations of the curvature tensor that act as seeds for the temperature anisotropies in the Cosmic Microwave Background and of the observed large scale structure of our universe. In the slow roll approximation one can obtain the power spectrum of the curvature perturbations in terms of the inflaton potential $V(\phi)$ as

$$\mathcal{P}_R(k) = \frac{1}{12\pi^2 M_P^6} \left. \frac{V^3}{V'^2} \right|_{k = aH},$$

where the potential and its first derivative are evaluated at the horizon exit $^2 k/a = H$. The relation between the comoving scale $k$ at horizon exit and the corresponding value of the classical inflaton

---

\(^2\)The curvature perturbation $R$ freezes ($\dot{R} \approx 0$) once the mode crosses the horizon.
field is given simply by eq. (33) as

$$\log \left( \frac{k_{\text{end}}}{k} \right) = \log \left( \frac{a(t_{\text{end}})H(t_{\text{end}})}{a(t_k)H(t_k)} \right) \sim N(\phi(k)).$$

(35)

where here $k_{\text{end}}$ is the comoving scale characterized by horizon exit at the end of slow-roll inflation and we have taken $H(t_{\text{end}}) \sim H(t_k)$. From these relation one can also obtain a prediction for the spectral index of the curvature perturbations in first-order in the slow-roll parameters as

$$n_s(k) - 1 = \frac{dP_R}{d\ln k} = 2\eta(\phi(k)) - 6\epsilon(\phi(k)).$$

(36)

3.1 Explicit Models

After giving the general predictions, let us discuss in detail the specific models that we will consider in the rest of the paper. The simplest models to realise slow-roll inflation are the class of large field models based on monomial potentials. In the following we will study the simple quartic potential,

$$V(\phi) = \frac{\lambda}{4!} \phi^4,$$

(37)

as the most studied model with an interacting inflaton field. In the chaotic inflation scenario it is assumed that the universe emerged from a quantum gravitational energy density comparable to the Planck density. Therefore there is a large friction term in the Friedmann equations and the field is slowly rolling down the potential. Inflation ends when the field is of the order of the Planck scale, as we have for the slow-roll parameters

$$\epsilon = \frac{8M_P^2}{\phi^2} \ll 1, \quad \eta = \frac{12M_P^2}{\phi^2} = \frac{3}{2} \epsilon \ll 1,$$

giving directly

$$n_s(k) - 1 = 2\eta - 6\epsilon = -3\epsilon = -\frac{24M_P^2}{\phi^2} = -\frac{3}{N(k)}.$$

(38)

At the same time the normalization of the power spectrum fixes the scale of the coupling $\lambda$ as

$$P_R(k_s) = \frac{1}{12\pi^2 M_P^6} \left( \frac{V}{\phi^4} \right)_{k_s = aH} = \frac{\lambda \phi_0^6}{4608 \pi^2 M_P^6} = \frac{\lambda N_s^3}{9\pi^2},$$

(39)

where $N_s = 3/(1 - n_s(k_s))$ giving

$$\lambda = \frac{\pi^2}{3} \left( 1 - n_s(k_s) \right)^3 P_R(k_s) = 2.97 \times 10^{-13},$$

(40)

for the observed values of $P_R(k_s) = A_s = (2.20 \pm 0.08) \times 10^{-9}$ and $n_s(k_s) = 0.9655 \pm 0.0062$ [6]. We see therefore that the self-coupling of the field has to be very suppressed and the potential flat enough in order to generate the observed small fluctuations.

But this it not always the case. Indeed in models with more than one scalar field also much larger couplings can be present. This leads us to the second class of models that we will discuss: hybrid inflation. The simplest version is given by two scalar fields with the following effective potential

$$V(\phi, \sigma) = \frac{m^2}{2} \phi^2 + \frac{1}{4g}(M^2 - g\sigma^2)^2 + \frac{\lambda_5^2}{2} \phi^2 \sigma^2 + \Delta V_{CW}(\phi),$$

(41)

where $\Delta V_{CW}(\phi)$ gives the one-loop correction to the effective potential a la Coleman-Weinberg [60],

$$\Delta V_{CW}(\phi) = \sum_i (-1)^F \frac{m_{i,\text{eff}}^4(\phi)}{64\pi^2} \left( \ln \left( \frac{m_{i,\text{eff}}^2(\phi)}{\mu^2} \right) - \frac{3}{2} \right),$$

(42)

where $(-1)^F$ gives a minus sign for fermionic fields, the sum runs over all the field content of the theory and $\mu$ is an arbitrary renormalization scale. In the case of the potential above, we have then that for $\sigma = 0$ the effective mass of $\sigma$ is given by $2\lambda_5^2 \phi^2 - M^2$ and the effective mass of $\phi$ is just $m^2$ and so

$$\Delta V_{CW}(\phi) = \frac{(2\lambda_5^2 \phi^2 - M^2)^2}{64\pi^2} \left( \ln \left( \frac{2\lambda_5^2 \phi^2 - M^2}{\mu^2} \right) - \frac{3}{2} \right) + \frac{m^4}{64\pi^2} \left( \ln \left( \frac{m^2}{\mu^2} \right) - \frac{3}{2} \right).$$

(43)
Here the last term due to the loop-corrections from the inflaton itself is constant as long as $\sigma = 0$ and does not contribute to the dynamics.

For $\phi$ larger than $\phi_c = M/(\sqrt{2}\lambda_h)$ the only minimum of the potential is at $\sigma = 0$. Therefore at the beginning of inflation the field $\sigma$ rolls down the potential to $\sigma = 0$ while $\phi$ remains large and drives inflation. When the inflaton field becomes smaller than $M/(\sqrt{2}\lambda_h)$ a phase transition occurs and inflation ends. Then the two fields rapidly fall to the absolute minimum of the potential at $\phi = 0$ and $\sigma^2 = M^2/g$. If the slope of the potential is dominated by the inflaton mass term, one has

$$\epsilon = \frac{2M_P^2}{\phi^2} \ll 1, \quad \eta = \frac{2M_P^2}{\phi^2} = \epsilon \ll 1.$$  

The relation between the scale $k$ at horizon exit and the corresponding value of the classical inflaton field is given in this case simply by

$$n_s(k) - 1 = 2\eta - 6\epsilon = -4\epsilon = -\frac{8M_P^2}{\phi^2(k)} = -\frac{2}{N(k)} \tag{44}$$

and the normalization imposes the constraint

$$\frac{m^2}{M_P^2} = \frac{3\pi^2}{2} (1 - n_s(k_*))^2 \mathcal{P}_R(k_*) = 0.38 \times 10^{-10}, \tag{45}$$

giving $m = 6.22 \times 10^{-6} M_P$ compared to $H = \sqrt{2N(k_*)/3} m > m$.

In the case instead where $m \sim 0$, the slope can be provided by the one-loop corrections related to the coupling $\lambda_h$. Indeed from the first derivative of the potential, we see that the one-loop corrections dominate for

$$\lambda_h^2 \geq 2\pi \frac{m}{\phi}. \tag{46}$$

Models of inflation where the inflationary potential is dominated by the quantum corrections have been studied especially in supersymmetry [61,62] and supergravity [63]. In that case inflation can be obtained also for value of the quartic coupling $\lambda_h \sim 0.001$ and we will use this value as a maximal value. Indeed in the following, we will investigate the radiative corrections to the power spectrum for a hybrid model inspired by a supersymmetric theory with the approximate scalar potential [63]

$$V = \lambda_h^2 |M_G^2 - \Sigma|^2 + 4\lambda_h^2 |\Phi|^2 |\Sigma|^2 + M_S^4 + \Delta V_{CW} \tag{47}$$

$$= \lambda_h^2 M_G^4 + \frac{\lambda_h^2 M_G^4}{8\pi^2} \left[ \ln \left( \frac{2\lambda_h^2 \phi^2}{\mu^2} \right) + O \left( \frac{M_G^2}{\phi^2} \right) \right], \tag{48}$$

where $\Phi, \Sigma$ are complex scalar fields, $M_S$ is the supersymmetry breaking scale and $\phi$ denotes the real part of $\Phi$. In the last line we have taken $\Sigma = 0$ to obtain the potential during the inflationary phase and identified the inflaton with the real part of $\Phi$. We see that in this case the slow-roll parameters are then

$$\epsilon = \frac{\lambda_h^2}{32\pi^4} \frac{M_P^2}{\phi^2}, \quad \eta = \frac{\lambda_h^2}{4\pi^2} \frac{M_P^2}{\phi^2},$$

both small for small enough $\lambda_h$ or large enough $\phi$. So the spectral index is given by

$$n_s(\phi) - 1 = 2\eta = -\frac{\lambda_h^2}{2\pi^2} \frac{M_P^2}{\phi^2} = -\left( N + \frac{2\pi^2 M_G^2}{\lambda_h^2 M_P^2} \right)^{-1}. \tag{49}$$

In the region of large $\lambda_h$, where is which is where the one-loop corrections are most important, the spectrum normalization just fixes the scale $M_G$ since we have

$$\mathcal{P}_R(k_*) = \frac{1}{12\pi^2 M_P^2} \frac{V^3}{V^2} \bigg|_{k_* = H} = \frac{4\pi^2 M_G^2}{3\lambda_h^2 M_P^2} = \frac{2N_* M_G^4}{3M_P^2} + \frac{4\pi^2 M_G^6}{3\lambda_h^2 M_P^4}, \tag{50}$$

where the second term is negligible. Taking then $N_* = 1/(1 - n_s(k_*))$ we obtain

$$\frac{M_G}{M_P} = \left( \frac{3}{2} (1 - n_s(k_*)) \mathcal{P}_R(k_*) \right)^{1/4} = 3.26 \times 10^{-3}, \tag{51}$$

It is well-known that in Higgs inflation, the quartic coupling can be even larger, but in that case the effective coupling for the canonically normalized field is $\lambda/\xi^2$, which due to the power spectrum normalization is of order $\sim 10^{-9}$, not much larger than for the classic chaotic inflation.
compatible with the Grand Unification scale. We see that in this case both the spectral index and the spectrum normalization are practically independent from the coupling, so that it can be chosen large. Requiring though that the slow-roll conditions are satisfied until the critical point \( \phi_c = M_G \), we have from the condition \( |\eta| < 0.1 \), the maximal value of the coupling as

\[
\lambda_h < 2\pi\frac{M_G}{\sqrt{16} M_P} = 6.8 \times 10^{-3}.
\] (52)

Finally, we will discuss also an example of a massive spectator field, with a potential similar to the hybrid model in eq. (41), but with no symmetry breaking along the spectator direction. In this case the spectator’s mass \( m_\sigma \) is constrained to be smaller than \( 5 \times 10^{-2} M_P \) and the coupling \( \lambda_h^2 < 10^{-5} \) so that the spectator’s one-loop corrections do not modify the inflationary dynamics, which we consider determined by the \( m^2 \phi^2 \) term. So in this case the coupling takes an intermediate value between the quartic inflation case and the hybrid inflation case, but the mass \( m_\sigma \) is in general even larger than \( M_G \).

In the following we will use these three models, non-supersymmetric and supersymmetric hybrid inflation and quadratic inflation with a spectator field, as benchmark models for how large the quantum corrections from a massive field can be. Note that the hybrid inflation case is indeed the most optimistic one, since the hybrid field \( \sigma \) must couple sufficiently strongly to the inflaton to be kept vanishing during the inflationary phase.

### 3.2 One-loop corrections to the Primordial Power Spectrum

The power spectrum of primordial curvature perturbations is an important tool for distinguishing among different inflationary models. Indeed, as we have seen, the spectral index depends on the inflationary potential. Apart for the departure from near-scale invariance, also features in the primordial spectrum are smoking gun signals for particular models of inflation. They are predicted in any case at the one-loop level. In this paper we want to investigate the possible features in the primordial spectrum due to the time-dependence coming from radiative corrections.

In the case of single field inflation the power spectrum of the curvature perturbations is directly connected to the correlation functions of the inflaton fluctuations. Let \( \delta \phi(t, x) \) be the quantum fluctuations around the classical inflaton field \( \phi(t) \), and let us consider its Fourier transform with respect to the spatial coordinates. The power spectrum for the inflaton fluctuations is then defined as

\[
(2\pi)^3 \delta^{(3)}(k + k') P_{\delta \phi}(k) = \langle \delta \phi_k \delta \phi_{k'} \rangle,
\]

where \( \delta \phi_k \) are the Fourier modes. The power spectrum for the inflaton field in the \( \text{in-in} \) formalism is given by

\[
P_{\delta \phi}(k) = \text{Tr} \left\{ \rho_{\text{in}} T_C \left[ \hat{\delta \phi}_k |^2 e^{-i \int_{\text{in}}^\tau d\tau \hat{H}_I^2(\tau) - \hat{H}_I(\tau)} \right] \right\}_{k=a H},
\] (53)

where the trace is evaluated at the horizon exit in order to have a spectrum that depends only on \( k \).

The perturbative expansion has the following diagrammatic representation

\[
P_{\delta \phi}(k) = \left( \begin{array}{c} \underline{\text{\quad + \quad} O} \quad + \quad \ldots \end{array} \right).
\]

What is typically extracted from data is the power spectrum of the curvature fluctuations that can be computed directly from \( \delta \phi \) in the case of single scalar field models as

\[
P_R(k) = \frac{k^3}{4 \pi^2} \left( \frac{H^2}{\dot{\phi}^2} \right) P_{\delta \phi}(k) = \frac{k^4}{4 \pi^2} \frac{1}{2 \epsilon M_P^2} P_{\delta \phi}(k),
\] (54)

where the last expression is given in the slow roll approximation and is equivalent to eq. (34).

In the following we will discuss corrections to the power spectrum coming from the computation of the one-loop corrections to the inflaton field correlators and assume that the relation (54) still holds also at that order.

\footnote{In principle one has to include the one-loop corrections for the scalar potential in eq. (42) in eq. (34), but for the simple monomial potential they are numerically negligible [29] and do not introduce any additional time-dependence, so we will neglect them.}
4 Renormalization and one-loop corrections in Minkowski spacetime

Before starting to consider the radiative corrections of the two-point correlation function in quasi-de-Sitter spacetime, let us discuss the simpler case of the quantum corrections in Minkowski spacetime. This will allow us to obtain the UV counter-terms of the theory, which are universal, and also to see the effect of the time-dependence of the initial state on a static background. Indeed it has been proven with algebraic QFT methods that the UV divergences in curved space-time are of the same order as in Minkowski and the renormalization freedom (i.e. the number and type of counter-terms needed) is therefore the same [65–67]. Moreover the counter-terms should take the form of covariant expressions [68] and be reabsorbed into redefinitions of the wave function, the mass and coupling constants.

Let us consider a massive scalar field theory with quartic coupling \( \lambda \frac{\phi^4}{4!} \). The CTP Minkowski propagators are then simply

\[
F(k, t_1, t_2) = \frac{\cos((t_1 - t_2)w_k)}{2w_k},
\]

\[
G^R(k, t_1, t_2) = \frac{\sin((t_1 - t_2)w_k)}{w_k},
\]

where \( w_k = \sqrt{k^2 + m^2} \). The one-loop contribution to the two-point function amplitude is given by

\[
2 \int_{t_{in}}^{t} dt_1 \left( -iG^R(k, t, t_1) \right) F(k, t_1, t) \left[ \frac{-i\lambda}{2} \right] \int \frac{dp^3}{(2\pi)^3} F(p, t_1, t_1),
\]

where the expression in the square bracket is the loop integral. By integrating analytically this expression with an explicit UV cut-off \( \Lambda \) we obtain the amputated 2-point function as

\[
A_{amp} = \frac{-i\lambda m^2}{16\pi^2} \left( 1 + \log \left( \frac{m^2}{\mu^2} \right) \right),
\]

where we introduced an arbitrary energy scale \( \mu \) and taken the mass counter-term as

\[
\delta m^2 = \frac{\lambda}{16\pi^2} \left( \Lambda^2 - m^2 \log \left( \frac{\Lambda}{\mu} \right) \right).
\]

The result is consistent with analogous in-out results in the literature (e.g. [69]). We see here directly both the UV quadratic and logarithmic divergence, regulated by \( \Lambda \), while the result is IR-finite also in the limit of vanishing mass. Applying a minimal subtraction scheme to remove the UV divergences, we arrive to the finite expression

\[
[A_{amp}]_{ren} = \frac{-i\lambda m^2}{16\pi^2} \left( 1 + \log \left( \frac{m^2}{\mu^2} \right) \right),
\]

where we introduced an arbitrary energy scale \( \mu \) and taken the mass counter-term as

\[
\delta m^2 = \frac{\lambda}{16\pi^2} \left( \Lambda^2 - m^2 \log \left( \frac{\Lambda}{\mu} \right) \right).
\]

By considering the full two-point function with the external propagators we finally have

\[-i[A_{amp}]_{ren} \sin \left( \sqrt{k^2 + m^2(t - t_{in})} \right)^2 \frac{1}{2(k^2 + m^2)^{3/2}}.
\]

The final expression for the tadpole is time-dependent, although we are in Minkowski spacetime. This time dependence is related to the time-evolution of the interacting theory from the initial time \( t_{in} \), where we have set abruptly the initial Minkowski vacuum state, and not due to any background evolution. In the limit when \( t_{in} \to \infty \) and the interaction is switched on in an adiabatic way, we expect this oscillations to disappear (see Figure 5).

5 One-loop corrections in quasi de Sitter space from a (nearly) massless field

We apply the in-in formalism summarized in Section 2 to the computation of the two-point function for the inflaton field in quasi-de-Sitter spacetime. The scalar field power spectrum at tree-level is
Figure 5: Renormalized two-point function using different continuous interaction profiles $\lambda(t)$ where $\lambda(t-t_{in}<0)=0$ and $\lambda(t-t_{in}>5/m)=1$ for $k/m=1$ and $\Lambda/\mu=1$. The blue line corresponds to an interaction profile with a cubic behaviour about time 0 and before the transition. The red line corresponds to the adiabatic switching-on.

simply given by the $F$ propagator $\langle T_{C} (\phi^{(1)}(x)\phi^{(1)}(y)) \rangle$. For a pure massless scalar field theory in de Sitter the propagator assumes a simple form

$$F(k,\tau,\tau) = \frac{H^2}{2k^3} (1 + k^2 \tau^2)$$

and one obtains an exact scale-invariant power spectrum $^5$, with small deviation due to the $\tau$ dependence of the background variables $H(\tau), \dot{\phi}(\tau)$:

$$P_R(k) = \left. \frac{H^4(\tau)}{4\pi^2 \dot{\phi}^2(\tau)} \right|_{k\tau=-1}. \quad (63)$$

For the general case of a massive inflaton, we consider a deviation from $\nu = \frac{3}{2}$ given by a term proportional to $m \ll H$ that will regulate our theory in the infrared regime. Indeed expanding the Hankel functions of index $\nu = \sqrt{\frac{9}{4} - \frac{m^2}{H^2}}$ in eqs. (24), (25) for small mass and momentum one gets

$$F(k,\tau,\tau) = \frac{H^2}{2k^3} (k|\tau|)^{2\varepsilon}, \quad (64)$$

with $\varepsilon = m^2/3H^2$. We will later consider the index $2\varepsilon \sim n_s - 1$ to estimate the order of magnitude of the IR cut-off. Indeed in the case of a quartic potential the inflaton fluctuations feel an effective mass term of order $m_{\text{eff}} \sim \lambda \phi^2$ from the V.E.V. of the classic field and here we will consider such quantity as our IR cut-off. Other possibilities have been considered in the past, e.g. in [70], the Hubble scale at the beginning of inflation has been taken as the IR cut-off in the one-loop integrals, with the result of a very large IR correction, dependent on the duration of inflation [71]. Here we take instead the more conservative view that the slowly changing effective mass provides a sufficient IR screening.

Let us now compute the one-loop corrections to the tree-level power spectrum. They are given by the tadpole diagrams in Figure 6 plus the same contributions given by the mirror diagrams. In those diagrams the only change is in the external legs and the interchange $G_R$ with a $G_A$, so that both give exactly the same contribution. We will take the mirror diagrams into account including a factor 2 in the integration.

The integral corresponding to the one-loop diagram in Figure 6, with the additional factor 2, reads

$$\int_{\tau_{in}}^{\tau} d\tau_1 \left( -i G^{R}(k,\tau,\tau_1) \right) F(k,\tau_1,\tau) \left[ \left. \left( -i \lambda \right) \right|_{\frac{a^4}{2}} \right] \int dp^3 \frac{1}{(2\pi)^3} F(p,\tau_1,\tau_1), \quad (65)$$

$^5$The momentum dependence $k^2 \tau^2$ disappears because the power spectrum is evaluated at the horizon exit $k = aH$, i.e. $k\tau = -1$ in de Sitter spacetime.
The total integral is finally given by

\[ M \]

where in the second line we have sent the mass scale \( \varepsilon \) present in Minkowski. The second integral is instead UV divergent. We make it finite by introducing a physical cutoff \( \Lambda \) and we split the integral in two parts

\[ \int \frac{dp^3}{(2\pi)^3} F(p, \tau_1, \tau_1) = \int_0^M \int_{\Lambda}^\infty \frac{dp}{2\pi^2} p^2 F(p, \tau_1, \tau_1). \]

For the first integral we use the asymptotic expansion for the propagator in eq. (64)

\[ \int_0^M \frac{dp}{2\pi^2} p^2 F(p, \tau_1, \tau_1) = \frac{1}{2\pi^2} \int_0^M dp \frac{H^2}{2p} (p^2 \tau_1^2)^\varepsilon = \frac{H^2}{8\pi^2 \varepsilon} \left( \frac{1}{\varepsilon} + \log (M^2 \tau_1^2) \right) + O(\varepsilon), \]

where we expanded the last expression for small infrared cutoff \( \varepsilon \). So we see that in the case of quasi-de-Sitter space, the loop integral contains an IR divergence for massless fields, which is not present in Minkowski. The second integral is instead UV divergent. We make it finite by introducing a physical cutoff \( \Lambda a(\tau_1) \)

\[ \int_{\Lambda}^\infty \frac{dp}{2\pi^2} p^2 F(p, \tau_1, \tau_1) = \frac{1}{2\pi^2} \int_0^{\Lambda a(\tau_1)} dp \frac{H^2}{2p} (1 + p^2 \tau_1^2) = \frac{H^2}{8\pi^2} \left( \tau_1^2 \left( \Lambda^2 a^2(\tau_1) - M^2 \right) + 2 \log \left( \frac{\Lambda a(\tau_1)}{M} \right) \right). \]

The total integral is finally given by

\[ \left[ \int \frac{dp^3}{(2\pi)^3} F(p, \tau_1, \tau_1) \right]_{\text{reg}} = \frac{H^2}{8\pi^2} \left( \frac{1}{\varepsilon} + \log (M^2 \tau_1^2) + \tau_1^2 \left( \Lambda^2 a^2(\tau_1) - M^2 \right) + 2 \log \left( \frac{\Lambda a(\tau_1)}{M} \right) \right) = \frac{H^2}{8\pi^2} \left( \frac{1}{\varepsilon} + 2 \log \left( \frac{\Lambda}{H} \right) + \left( \frac{\Lambda}{H} \right)^2 \right), \]

where in the second line we have sent the mass scale \( M \) to 0 since it is arbitrary and this limit is finite as \( M \) cancels in the logarithms. We have then the amputated amplitude as

\[ [A_{\text{amp}}]_{\text{reg}} = -i \frac{\Lambda a(\tau_1)^4 H^2}{8\pi^2} \left( \frac{1}{\varepsilon} + 2 \log \left( \frac{\Lambda}{H} \right) + \left( \frac{\Lambda}{H} \right)^2 \right). \]
We renormalize the amplitude in the minimal subtraction scheme, by identifying and subtracting the UV divergences from the original expression and by defining the time-independent counter-terms

\[ \delta m^2 = \frac{\lambda}{16\pi^2} \Lambda^2, \]
\[ \delta \xi = \frac{\lambda}{8\pi^2} \frac{1}{12} \log \left( \frac{\Lambda}{\mu} \right), \]

for the case \( \xi = 0 \). We see that the amplitude has indeed the same quadratic and logarithmic divergencies as in Minkowski space and it is very similar, just with the identification \( m^2 = -H^2(\tau_1) \) in the prefactor of the logarithmic term. We can interpret this correction proportional to \( H^2 \) as a covariant correction of the curvature term \( \xi R \phi^2 \), since in FRW we have \( R(\tau) = 12H^2(\tau) \). The latter result for \( \delta \xi \) is in agreement with the results of dimensional regularization \([32]\) and of the effective action method \([33]\).

So we obtain the finite amputated loop amplitude as

\[ [A_{\text{amp}}]_{\text{ren}} = -i \frac{\lambda a(\tau_1)^4 H^2(\tau_1)}{8\pi^2} \left( \frac{1}{\varepsilon} - 2 \log \left( \frac{H(\tau_1)}{\mu} \right) \right). \]

(74)

So we see that the result has only a logarithmic dependence on \( H(\tau_1) \), consistent with the result of \([31]\), while the factor of \( a(\tau_1)^4 \) is just related to the definition of the vertices and cancels out when we consider the external legs. So the amputated loop amplitude is only mildly dependent on the internal time \( \tau_1 \).

Now we can compute the full correlation function including the external propagators as in eq. (65). We compute the integral analytically using the massless scalar field propagators in de Sitter spacetime, which is a good approximation for all scales \( k \) which are superhorizon. The result is given by

\[
\begin{multline}
-\frac{i}{6k^4} [A_{\text{amp}} a(\tau_1)^{-4}]_{\text{ren}} \times \left[ 2 + \left( \text{Ci}(2k\tau) - \text{Ci}(2k\tau_{\text{in}}) \right) \left( -1 + k^2 \tau_1^2 \right) \cos(2k\tau) \right. \\
+ \left. \left( \text{Si}(2k\tau) - \text{Si}(2k\tau_{\text{in}}) \right) \left( 2k\tau \cos(2k\tau) + \left( -1 + k^2 \tau_1^2 \right) \sin(2k\tau) \right) \\
+ \frac{1}{2k^3 \tau_{\text{in}}^3} \left( 4k^2 \tau_{\text{in}} \tau + (1 + k^2 \tau_{\text{in}}^2) \left( 1 - k^2 \tau^2 \right) \sin(2k(\tau - \tau_{\text{in}})) \right) \\
+ \frac{1}{2k^3 \tau_{\text{in}}^3} \left( 2k\tau_{\text{in}} \left( 1 - k^2 \tau^2 \right) - 2k\tau \left( 1 + k^2 \tau_{\text{in}}^2 \right) \cos(2k(\tau - \tau_{\text{in}})) \right) \right],
\end{multline}
\]

(75)

\[ ^{6}\text{Note that when we insert the counter-term in the Lagrangian, we obtain also an additional factor } a(\tau)^4, \text{ matching the corresponding factor in } [A_{\text{amp}}]_{\text{reg}}. \text{ Moreover we have here to add the counter-term diagrams to both of the one-loop diagrams considered.} \]
where $C_i$ and $S_i$ are the sine and cosine integral and are defined as

$$C_i(x) = -\int_x^{\infty} dt \frac{\cos t}{t},$$

$$S_i(x) = \int_0^x dt \frac{\sin t}{t}.$$

At lowest order in $k\tau$ the solution simplifies to

$$\frac{\lambda H^2(\tau)}{4\pi^2 12k^3} \left( \frac{1}{\varepsilon} - 2 \log \left( \frac{H}{\mu} \right) \left( \log \left( \frac{\tau}{\tau_{in}} \right) + \frac{1}{3} - \frac{\tau^3}{3\tau_{in}^3} \right) \right), \quad (76)$$

where $\varepsilon$ is the infrared regulator and $\mu$ is an arbitrary energy scale used in the renormalisation procedure. We observe here a logarithmic dependence on the conformal time and a few polynomial terms in $\tau_{in}$. Those secular terms just correspond to the first-order approximation (for small $k\tau$) of the early time oscillations, as can be seen from the complete solution, shown in Figure 7 for different initial times.

One can recognize the logarithmic behaviour at late time (about $\tau = 0$) and the spectral oscillations connected to the initial state, as in the Minkowski case. In this case though, we cannot simply take the limit of $\tau_{in} \rightarrow -\infty$ as we set the Bunch-Davies vacuum at the beginning of inflation [53, 55]. It is nevertheless clear that the longer the inflationary epoch, the more damped is the amplitude of the oscillations. This is in contrast with the results obtained using the Hubble scale at the beginning of inflation as IR cut-off, since in that case the effects becomes larger for a longer inflationary epoch [70, 71].

Because the correlation function and the primordial spectrum are related, we expect to see the imprint of these early oscillations also in the power spectrum, as it is evaluated at horizon crossing. The tadpole diagram gives us the one-loop correction to $P_R$ using the perturbative expansion in eq. (53). The correction is proportional to $\lambda$ which is fixed to be very small from the normalization in eq. (40). In Figure 8 we show our results for the first-order correction to the power spectrum for different initial times where we amplified the corrections by a factor $1.5 \times 10^{12}$. Here we take the IR-cutoff of order of the slow-roll parameters $2\varepsilon \sim 2\eta = 3\varepsilon$. Since for the case of a quartic potential the slow-roll parameters are of order $O(0.1)$, the enhancement from the IR divergence is in this case limited. Note also that the oscillatory behaviour is different compared to other models with features, see eg. [11] for a review of the different models. For a long inflationary phase, when the oscillations are damped, the one-loop correction gives a tiny constant shift of the power spectrum, which can be reabsorbed into a redefinition of the coupling $\lambda$ corresponding to the overall spectrum normalization in eq. (40). This shift is visible in Figure 8 only because of the large amplification factor used.

As one can see from the figure, the one-loop corrections are very small because their order of magnitude is fixed by the coupling constant $\lambda$. We found a departure from a near-scale invariant
The correction is compatible with the current observations and is too small to be observed in future experiments.

6 One-loop corrections in quasi de Sitter space from a massive field

To have a richer phenomenology we investigate also the hybrid inflation model that describes an inflaton field $\phi$ and a hybrid field $\sigma$ with the effective potential (41). In this model one has to consider the loop corrections from the massive scalar field during inflation.

We compute the amputated tadpole using both the WKB and the full propagator given by the Fourier transform of the hypergeometric function. The integration is in both cases dominated by the UV region and there the scale factor suppression of the propagator $\propto a^{-2}(\tau)$ is compensated by the choice of a physical UV cut-off $\Lambda(\tau)$ in momentum space. Therefore we do not find any suppression by negative powers of $a(\tau)$, contrary to what happens for the IR modes [28].

In the WKB case we obtain after renormalization the analytic expression

$$[A_{\text{amp}}]_{\text{ren}} = \frac{-i\lambda^4}{4\pi^2} \pi \left( 1 + \log \left( \frac{m^2}{4\mu^2} \right) \right).$$

(78)

The full result allows us to extract the UV divergence and define an appropriate mass counter-term. It is interesting to note that the it contains also a term that is not present in the massless case, i.e. the logarithmic divergence proportional to the squared mass:

$$\delta m^2 = \frac{\lambda^4}{4\pi^2} \left( \Lambda^2 - m^2 \log \left( \frac{\Lambda}{\mu} \right) \right).$$

(79)

Therefore, it is not sufficient to renormalize the tadpole computed with the full massive propagator by subtracting only the UV divergences of the massless case, as a residual logarithmic divergence survives. Our strategy is to subtract instead the counter-term computed analytically with the WKB propagator here above, identical to the Minkowski one in eq. (61), as well as the counter-term for the curvature term in eq. (73), which does not appear in the WKB approximation.

In Figure 9 we show the $m^2$ dependence of the finite part of the amputated diagram, which matches well that predicted by the approximated expression in eq. (78). Indeed the contribution grows quadratically with the mass of the field, so that the heavier fields give the strongest effect. So while in the case of (nearly) massless fields, the correction was proportional to the Hubble parameter $H^2(\tau)$, now it is proportional to $m^2$, larger than $H^2(\tau)$ if the field is not dynamical during inflation.

We also estimated analytically the best parameter choice for models given by eq. (41) using the WKB approximation, which gives a quite good fit to the full result. In this case the mass in the amputated amplitude eq. (78) is the mass of the heavy field $m^2_\sigma = 2\lambda^2 H^2 \phi^2 - M^2$. If the inflaton dynamics is dominated by the mass term, then one has from eq. (44)

$$m^2_\sigma \approx 8\lambda^2 M^2 N(k),$$

(80)

where $N(k)$ is the number of e-folds from the time the scale $k$ exits the horizon to the end of inflation. We see that the mass of the hybrid field is slowly varying during inflation and the change is always adiabatic for small $k$, since

$$\frac{\dot{w}_k}{w_k} \approx \frac{\dot{m}_\sigma}{m^2_\sigma} \approx \frac{H}{2m_\sigma N} \ll 1.$$  

(81)

We will therefore use this slowly varying mass in the massive propagator.

The renormalized WKB amplitude (78) becomes

$$[A_{\text{amp}}]_{\text{ren}} = \frac{-2i\lambda^4}{\pi^2} \frac{N(k) M^2 P}{H^4 \tau^4} \left( 1 + \log \left( \frac{\lambda^2 M^2 P N(k)}{\mu^2} \right) \right).$$

(82)
Figure 9: Mass dependence of the amputated tadpole diagram after renormalization with the WKB counter-term.

The one-loop correction to the power spectrum is then given by

$$P_{R}^{\text{loop}}(k) \approx \frac{k^3}{4\pi^2} \left( \frac{\lambda_k^4 N(k)}{\epsilon} \right) \left( -i f(k, \tau, \tau_m) \right),$$  \hspace{1cm} (83)

where $f$ is an oscillatory function that includes the contribution coming from the external propagators, as given in eq. (75). The loop correction has to be compared to the dominant contribution to the power spectrum given by the tree-level

$$P_{R}^{\text{tree}}(k) = \frac{H^2}{8\pi^2\epsilon M_p^2},$$  \hspace{1cm} (84)

giving a correction of the order

$$\frac{P_{R}^{\text{loop}}(k)}{P_{R}^{\text{tree}}(k)} = \frac{2\lambda_k^4 N(k)}{\pi^2} \frac{M_p^2}{H^2} \left( -i k^3 f(k, \tau, \tau_m) \right),$$  \hspace{1cm} (85)

where $|-i k^3 f(k, \tau, \tau_m)| = C(k)$. For the case of a very long inflation, when the oscillations are negligible, such factor $|C(k)|$ reduces to a constant of order $\sim 0.2$.

To have a correction of the order of $10^{-2}$ we need a coupling constant of the order of

$$\lambda_k^2 \sim \frac{\pi}{10 M_p \sqrt{2N(k)C(k)}}.$$  \hspace{1cm} (86)

Moreover, the Hubble constant can be estimated from (44)

$$H^2 = \frac{1}{3M_p^2} \frac{m^2 \dot{\phi}^2}{2} = \frac{2}{3} m^2 N(k)$$  \hspace{1cm} (87)

and the coupling constant has to be small enough to remain in the case of mass-dominated inflation, i.e. from eq.(46),

$$\lambda_k^2 < \frac{\pi m}{\sqrt{N(k)} M_p},$$  \hspace{1cm} (88)

so the maximal loop correction that we can obtain is

$$\left| \frac{P_{R}^{\text{loop}}(k)}{P_{R}^{\text{tree}}(k)} \right| < 3 \frac{C(k)}{N(k)} \sim 10^{-2}.$$  \hspace{1cm} (89)

So we see that in this case no large corrections can be reached, as the coupling is bounded from above and we have a suppression by $1/N(k)$ and by the oscillatory factor $C(k)$.

Let us now investigate instead the case of large coupling $\lambda_k^2$. In particular we would like to study the radiative corrections to the power spectrum for a hybrid model inspired by a supersymmetric theory with the scalar potential given in eq. (47), when the coupling also determines the slope of the
inflaton potential due to the one-loop Coleman-Weinberg potential. In that case, as discussed earlier, an inflationary phase is possible for $\lambda_h$ up to the order of $10^{-2}$. But, as in the non-supersymmetric case, here the mass of the hybrid field is determined by the inflaton V.E.V. and therefore the effect cannot be arbitrarily large.

From (47) we can estimate the order of the mass of the scalar component of the superfield $\Sigma$ and the inflationary scale $H$ as:

$$m^2_\Sigma = 2\lambda^2_h(\phi^2 - M^2_G), \quad 3H^2 \approx \frac{V}{M^2_P} = \frac{\lambda^2_h M^4_G}{M^2_P}.$$  

Therefore we obtain

$$\frac{m^2_\Sigma}{3H^2} \approx \frac{\lambda^4_h M^2 N}{\pi^2} \frac{3M^2_P}{\lambda^2_h M^2_G} = \frac{3\lambda^2_h N}{\pi^2} M^4_G \sim 1.35 \times 10^7,$$

so we see that the one-loop contribution is in this case enhanced with respect to the quartic scalar field inflation by a factor of the order $10^7$ due to the hybrid field’s mass, which grows towards the beginning of inflation.

The power spectrum is shown in Figure 10 and was computed numerically with the full propagators with the renormalization prescription described above and setting the initial conditions at the beginning of inflation. The oscillations in the power spectrum emerge when the external propagators are included. The increase in the effect is mainly due to the fact that the corrections to the power spectrum are proportional to the coupling $\lambda^2_h \gg \lambda$, but also the heaviness of the hybrid field enhances the size of the corrections substantially. Unfortunately the sensitivity of the instruments today is not enough to detect an effect that in the most optimistic case gave us a departure of a nearly-scale invariant spectrum of

$$\left| \frac{P^\text{loop}_R(k)}{P^\text{tree}_R(k)} \right|_{\text{hybrid}} \leq 0.7 \times 10^{-1}. \quad (91)$$

Generically we can obtain an analytical estimate of the largest possible effect, while still retaining the power spectrum normalization in accordance to the CMB data and slow-roll and this is similar to the bound obtained before for the case of mass-dominated dynamics, but not quite equal. We have in this case from the maximal value of the coupling in eq. (52) and the value of the Hubble parameter during inflation:

$$\left| \frac{P^\text{loop}_R(k)}{P^\text{tree}_R(k)} \right|_{\text{hybrid}} < 0.12 N(k) C(k) \sim 1. \quad (92)$$

So in this case we can indeed reach larger values of the correction. Note though that here we are only considering the one-loop contribution of the hybrid scalar field, while in supersymmetric
models also the corresponding fermionic fields are present and would give a negative contribution, which will partially cancel the effect \(^7\).

To conclude our analysis we analytically estimated the correction to the power spectrum for the case of an heavy spectator field. The renormalized amplitude is given by (78) where \(m\) is the spectator’s mass \(m_s\). The one-loop correction to the power spectrum is therefore given by

\[
P^\text{loop}_R(k) \approx \frac{k^3}{4\pi^2} \left( \frac{\lambda^2 \lambda_1^2 m_s^2}{8\pi^2 e M_P^2} \right) \left( 1 + \log \left( \frac{m_s^2}{4\mu^2} \right) \right) (i f(k, \tau, \tau_\text{in})).
\]

In order to obtain the largest effect we consider the maximum value for the spectator’s mass \(m_s \sim 10^{-2} M_P\) and the coupling \(\lambda^2 \sim 10^{-6}\) and we found a maximal correction of

\[
\left| \frac{P^\text{loop}_R(k)}{P^\text{tree}_R(k)} \right| = \frac{3\lambda^2 \lambda_1^2 m_s^2 C(k)}{8\pi^2 m^2 N(k)} < 0.4 \times 10^{-3},
\]

where \(P^\text{tree}_R\) is given in (84) and the Hubble constant was estimated from (87). We see here that the expression resembles the one for the chaotic inflationary case, but it is enhanced by the larger mass and coupling. Nevertheless, the effect of the radiative correction for a quadratic inflation model with one spectator field, which does not affect the background evolution, is smaller than in the case of the hybrid models that we discussed earlier, since it is suppressed by the number of e-folds.

Note that if the spectator field is even heavier, its contribution to the energy density of the Universe will take over in the inflaton potential and then the correction will be suppressed by negative powers of \(m_s^2\), so that the heavy field will effectively decouple.

### 7 The 4-point correlation function

After considering the correction to the 2-point function, we now proceed to consider the next order, the 4-point function, which gives a contribution to the trispectrum [41, 42]. Indeed the 3-point function \((\delta \phi_i \delta \phi_j \delta \phi_k)\) and all the other odd correlation functions are identically zero at the first order in cosmological perturbation theory in the models we investigated because the Lagrangian of the form eq. (30) is invariant under the field transformation \(\phi \to -\phi\). Higher order correlation functions of the inflaton fluctuations are additional quantities that can be theoretically predicted from inflationary models, give information about the non-Gaussian nature of the primordial field(s) and can also be used for disentangling among different inflationary models. The last Planck data release [72] yielded new constraints on primordial non-Gaussianities and they found no evidence for such features.

We will now apply the CTP formalism and investigate the time-dependence of the radiative corrections to higher orders correlation functions with the same strategy used for the two-point function. We will first study the two tree-level contributions with a time dependence coming from the vertex \(a^4(\tau)\lambda\) and give our prediction for the cosmological parameter \(\tau_{\text{NL}}\). Subsequently we will estimate the first-order radiative corrections. At one-loop there is only the fish diagrams contributing, giving corrections proportional to \(\lambda^2\).

#### 7.1 Tree-level contributions

At tree-level we have two finite diagrams \(T_1\) and \(T_2\) contributing to the 4-point correlation function. The Feynman rules give us the following expressions where \(k_1, k_2, k_3\) and \(k_4\) are the momenta and

\[
= 6(-i) \left( \frac{\lambda^2}{4\pi^2} \right) \int_{\tau_{\text{in}}}^{\tau} d\tau_1 a^4(\tau_1) G^R(k_1, \tau, \tau_1) F(k_2, \tau, \tau_1) F(k_3, \tau, \tau_1) F(k_4, \tau, \tau_1),
\]

\[
= 6i \left( \frac{-\lambda^2}{4\pi^2} \right) \int_{\tau_{\text{in}}}^{\tau} d\tau_1 a^4(\tau_1) G^R(k_1, \tau, \tau_1) F(k_2, \tau, \tau_1) G^A(k_3, \tau, \tau_1) G^A(k_4, \tau, \tau_1).
\]

\(^7\) We expect indeed the fermionic contribution to cancel exactly the quadratic divergence in the loop, but still a contribution proportional to the mass difference between the scalar and fermion masses should survive as supersymmetry is broken spontaneously and explicitly, as given by the \(M_S^2\) term, during inflation, see [63].
τ is the conformal time of the external propagators.

The integrals are computed analytically using the super-Hubble approximation |kτ| ≪ 1 for the massless external propagators $F$ and $G^R$. By considering all possible permutations of the external momenta we obtain the explicit expressions:

$$T_1 = -\lambda \frac{H^4 (k_1^3 + k_2^3 + k_3^3 + k_4^3) \left( \frac{x^2}{\tau_m} + 3 \log \left( \frac{\tau_m}{\tau} \right) - 1 \right)}{12k_1^4 k_2^4 k_3^4 k_4^4},$$

$$T_2 = \lambda \frac{H^4 (k_2^3 k_3^3 k_4^3 + k_2^3 k_1^3 k_3^3 + k_2^3 k_1^3 k_2^3 + k_1^3 k_2^3 k_3^3) \left( 2 \frac{x^2}{\tau_m} + 3 \tau^6 - 6 \tau^4 \tau_m^3 + \tau_m^6 + 18 \tau^6 \log \left( \frac{\tau_m}{\tau} \right) \right)}{1296 k_1^4 k_2^3 k_3^3 k_4^3}.$$  

We observe a similar logarithmic dependence on the conformal time as we had for the two-point function. The secular terms in $\frac{x}{\tau_m}$ are the first-orders of the early time oscillations that one can see in Figure 11, where we give the full result with no expansion in |kτ| ≪ 1.

In Figure 11, one can recognize the spectral oscillations connected to the initial state. The logarithmic dependence $\log(\tau)$ of $T_1$ is present but it is not visible in the plot. The oscillations are very small and the amplitude is fixed by the normalization of $\lambda$ in eq (40).

### 7.2 One-loop contributions

We consider now the first-order corrections to the 4-point function. This computation involves the product of two singular propagators and has to be renormalized. For example one of the divergent integral is of the following form, where we omitted the external propagators,

$$36(-i) \left( -\frac{i}{3!} \lambda \right)^2 \int \frac{d^3 p_1}{(2\pi)^3} \int \frac{d^3 p_2}{(2\pi)^3} F(p_1,t_1,t_2)G^R(p_2,t_1,t_2)(2\pi)^3 \delta(k_1 + k_2 - p_1 - p_2).$$

These integrals are the same as those that appear in the one-loop corrections to the two-point function for a $\lambda \phi^3$-scalar field theory and were already computed in [73] for the case of a massless field in de Sitter. We will use their results in the following. Indeed, the integration in the momentum variables cannot be performed analytically without any simplification of the propagators. In the following calculations we will assume that the external momenta are super-Hubble, i.e. with wavelengths above the Hubble radius and consider the virtual particle to be massless, apart in the IR region where we use $\nu = 3/2 - \varepsilon$ as an IR regulator.

Let us consider the finite contribution of the 4-point function of diagrams $B$, $C_1$ and $C_2$. We can see that in this case the product of distributions $F^2$, $(G^R)^2$ and $(G^A)^2$ diverge linearly, but the sum $(G^A)^2 + (G^R)^2 - F^2$ is finite. We give the details of the computation in Appendix B.1. From the sum of the diagrams $B$, $C_1$ and $C_2$, we computed the analytic expression

$$\frac{H^4 \lambda^2 (k_1^3 + k_2^3) (k_3^3 + k_4^3) \left( 3 \log \left( \frac{x}{\tau_m} \right) + 1 \right) \left( 9 \log \left( \frac{\tau}{\tau_m} \right) \left( 2 \log (k^2 \tau_m) + \frac{1}{\varepsilon} \right) \right)}{1552 \tau_m x^{3!}} + 12 \log(-k_\tau) + 4 + \frac{3}{\varepsilon}. $$

![Figure 11: Tree-level contributions $T_1$ (blue line), $T_2$ (yellow line) and $T_1 + T_2$ (green line) using the full expression for the propagators for $k_{1,2,3,4}/H = 1$, $\lambda = 10^{-13}$ and $H_\tau = -10$.](image)
As for the 2-point function the correction shows a logarithmic dependence on the conformal time, in this case double, and the first-order contributions of the series expansion of the oscillatory terms. It also is IR divergent as expected.

Similarly we study the contribution of diagrams $A_i$ s, that involve the product of the propagators $F$ and $G^{A/ R}$. In this case the integrals are UV divergent and we need to renormalize such divergence with the introduction of the counter-term

$$
\delta \lambda = -3 \frac{\lambda^2}{16\pi^2} \log \frac{\Lambda}{\mu}, 
$$

which fully agrees with the Minwowski counter-term [69] and the computations in different schemes in [32] and [33]. The analytic expressions of the corrections including the external propagators in the limit $|k\tau| \ll 1$ are given in Appendix B.2.

Unfortunately, the corrections are suppressed by the overall factor $\lambda^2$ and therefore in this case the loop contributions are negligible compared to the tree-level result, which already contains a non-trivial time dependence. We show the sum of all one-loop contributions in Figure 12, where it has been enhanced by a factor of $10^{13}$. Note that the radiative correction does not show any oscillations since we have kept only the first-order expansion for $|k\tau| \ll 1$, but we expect oscillations to be present in the full result. In any case the size of the one-loop correction is so small, that we do not need to add the full external propagators as the whole one-loop contribution can be safely neglected.

So we see that the trispectrum, in the case of chaotic inflation, has a non-trivial contribution already at the tree-level, suppressed by the coupling constant $\lambda$, so that this effect is way beyond any possible observation.

### 7.3 Non-linearity parameter

We conclude our discussion with the calculation of the non-linearity parameter $\tau_{\text{NL}}$ that can be constrained from CMB measurements [72]. The connected trispectrum $T_R$ is defined as [41, 42]

$$
\langle \delta \phi_{k_1} \delta \phi_{k_2} \delta \phi_{k_3} \delta \phi_{k_4} \rangle_c = \frac{\dot{\phi}^4}{H^4} (2\pi)^3 \delta \left( \sum_i \vec{k}_i \right) T_R(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4). 
$$

and is the first non-zero higher order correlation function for a $\lambda \phi^4$ model. A model with precise Gaussianity predicts $T_R = 0$ at tree-level. The departure from Gaussianity can be described by introducing the dimensionless cosmological parameter $\tau_{\text{NL}}$ [41]

$$
T_R(\vec{k}_1, \vec{k}_2, \vec{k}_3, \vec{k}_4) = \frac{1}{2 \tau_{\text{NL}}} \left[ \left( \frac{2\pi^2}{k_1^3} \right) P_R(k_1) \left( \frac{2\pi^2}{k_2^3} \right) P_R(k_2) \left( \frac{2\pi^2}{k_3^3} \right) P_R(k_3) \left( \frac{2\pi^2}{k_4^3} \right) P_R(k_4) + 23 \text{ permutations} \right],
$$

where $\vec{k}_{ij} = \vec{k}_i + \vec{k}_j$ and $\sum_i \vec{k}_i = 0$. 

![Graph](image-url)
The non-linearity parameter $\tau_{NL}$ depends on the inflationary model and can be used as a test for disentangling them. From eqs. (99) and (100) we get

$$\tau_{NL} = \frac{1}{2 \epsilon^2 M_p^2 (2\pi)^3} \frac{1}{k^3} \sum_{i=2}^{4} \frac{\langle \delta \phi k_j \delta \phi k_i \delta \phi k_i \rangle}{k_1 k_2 k_3 k_4} + 23 \text{ permutations},$$

where the 4-point function is evaluated when all the momenta $k_i$ are superhorizon, i.e. for $\min(k_i) \tau = -1$ and the prime means that the overall $\delta$-function in the momenta is factorized out.

In the following we will consider the effects on $\tau_{NL}$ coming from the initial state for the tree-level contribution $T_1 + T_2$ of eq. (95) for an equilateral configuration. In that case the expression simplifies to

$$\tau_{NL}(k) = \frac{1}{16 \epsilon^2 M_p^2 A_s^2 (2\pi)^3} \left( \frac{k}{k_s} \right)^{3(1-n_s)} \sum_{i=2}^{4} \frac{\langle \delta \phi k_j \delta \phi k_i \delta \phi k_i \rangle}{k_1 k_2 k_3 k_4},$$

where we use the power-law expression for the power spectrum as $P_X(k) = A_s \left( \frac{k}{k_s} \right)^{n_s-1}$ and denoted with $\theta_{1i}$ the angle between $\vec{k}_1$ and $\vec{k}_i$. Note that since $A_s$ is of order $1/\epsilon$ in the slow-roll approximation, the trispectrum is at leading order proportional to $\epsilon$. We will neglect here higher order terms in the cosmological perturbative expansion, suppressed by higher powers of $\epsilon, \eta$.

The value of $\tau_{NL}(k)$ is plotted in Figure 13 for the maximal case of $\cos \theta_{1i} = -1/3$ for all $i$. It is very strongly oscillating around a value of $4 \times 10^{-7}$ and therefore is very far from the present Planck observation $g_{\text{local}}^{NL} = (-9 \pm 7.7) \times 10^{-4}$, where we have $\tau_{NL} \sim \frac{16}{27} g_{\text{local}}^{NL}$. We see therefore that the value of the non-linearity parameter for chaotic inflation is way smaller than the present bounds.

### 7.4 Massive One-Loop

Before concluding, let us discuss briefly the case of a massive loop. Indeed in the case of hybrid inflation instead, there is no tree-level contribution due to the absence of the $\lambda \phi^4$ coupling in the Lagrangian (note that such coupling is not forbidden in the simple model we consider, we just assume that it is negligible and smaller than in chaotic inflation), and so the one loop contribution from a loop of massive fields dominates the 4-point function. From the comparison of the 2-point functions one-loop corrections between the massless and massive case, we expect the loop correction in this case to contain terms proportional to $m_2^2, m_2^2 H^2, H^2$. So the contribution will be maximally enhanced by the factor

$$\frac{[A_4]_{\text{hybrid}}^{\text{amp}}}{[A_4]_{\text{chaotic}}^{\text{amp}}} \propto \frac{\lambda_2^4 m_2^4}{\lambda H^4} = 7.1 \times 10^6,$$

so in this case $\tau_{NL}$ may become of order 1, but still not large enough to be observed.

For a spectator field not influencing the inflationary classical dynamics, with $m_\sigma \sim 10^{-2} M_P$ and the coupling $\lambda_\sigma^4 \sim 10^{-6}$, we have instead

$$\frac{[A_4]_{\text{hybrid}}^{\text{amp}}}{[A_4]_{\text{chaotic}}^{\text{amp}}} \propto \frac{\lambda_\sigma^4 m_\sigma^4}{\lambda H^4} = 2.3 \times 10^{11},$$

Figure 13: Non-linearity parameter $|\tau_{NL}|$ calculated from the contribution $T_1 + T_2$ for a $\lambda \phi^4$-theory with $\lambda = 2.97 \times 10^{-13}$. The initial time is set to $\tau_{in} = -1/k_s \exp(N_{tot} - N_*)$ with $N_{tot} = 62$ and $N_* = 57.5$. 

$\tau_{NL(tot)} = 57.5$.
which may as well reach an interesting range, in absence of cancellations in the loop corrections. We leave the precise computation of this contribution to future work.

8 Conclusion

We have investigated the one-loop radiative corrections to the primordial power spectrum for different inflationary models in a FRW spacetime using the Closed-Time-Path formalism. Even if the Poincaré symmetry in curved spacetimes is broken, the renormalization counter-terms can be chosen constant, and exactly as in Minkowski space, in the Minimal Subtraction Scheme. Their expressions coincide with those found earlier in [32] with dimensional regularization and also with results within other formalisms, as renormalization via the effective action [33] or axiomatic field theory [36, 37]. On the other hand, the finite part of the loop corrections contains a finite logarithmic dependence on the slowly varying Hubble parameter and is therefore time-dependent. Such correction is suppressed by the quartic coupling and strongly enhanced by the IR regulator, which we take here conservatively as the perturbation’s effective mass $\propto |n_s - 1|$. Moreover an oscillatory behaviour arises connected to the external legs of the diagram and dependent on the initial time and (in principle) the initial conditions. Those oscillations are in general damped during the inflationary epoch and therefore affect more strongly the large scales, that leave the horizon at the early stages of inflation. In the power spectrum and higher order correlations functions, this is translated to an oscillatory pattern in the momentum, which is intrinsic of any interacting inflaton model even for a Bunch-Davis vacuum as initial state.

We studied very simple models of inflation that predict a featureless power spectrum at tree-level. Even for this case, the departure from the nearly scale-invariance appears at first-order in the perturbative expansion. For the $\lambda\phi^4$ model, the first-order radiative corrections to the primordial spectrum are proportional to the coupling of the quartic interaction term, of the order of $10^{-13}$, so that the effect is very small and we found a correction $\frac{\Delta P(k)}{P_R(k)} \leq 10^{-13}$. This is strongly dependent on the IR cut-off implemented and much larger values can be reached with other IR cut-offs, i.e. the value of the scale factor at the beginning of inflation as used in [70, 71].

The second type of models that we investigated is hybrid models, in particular those inspired by a supersymmetric theory. In this case the coupling can take much larger values up to order $\lambda_h \sim 10^{-3}$ and the field in the loop is very massive, so that we avoid any IR divergence and dependence on the IR cut-off. We compute this contribution for the first time using the full de Sitter propagator and computing the counter-terms analytically in the WKB approximation. Both the large coupling and mass conspire together in increasing the size of the one-loop correction and so we obtained a more optimistic value $\frac{\Delta P_R(k)}{P_R(k)} \leq 10^{-1}$. Unfortunately, even in this example the oscillations are too small to be observed, or excluded by the present data.

Finally we investigated the loop effects on the trispectrum and even there the correction is too suppressed for the chaotic case, but could be quite substantial for the hybrid models or for spectator fields, as long as no cancellations occur. Note, though, that at least a partial cancellation is expected in the case of supersymmetric models, since we expect the cancellation of the UV divergences in the loop in the limit of unbroken supersymmetry.

The latest Planck data can be well-fitted with a power-law power spectrum without any particular features [6]. Nevertheless, a departure from scale invariance is still allowed due to the weak constraints on featured power spectra. In the future we expect progress in the reconstruction of the primordial universe and stronger constraints on the power spectra, giving the hope to maybe see the imprint of radiative corrections for sufficiently large coupling, as in the case of hybrid inflation. In that case the shape of the oscillations could in principle be used to differentiate among other effects giving rise to oscillatory features in the spectrum.
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Appendices

A Feynman rules

A.1 $\lambda \phi^4$-theory

The action for a $\lambda \phi^4$-interacting field theory (30) in the CTP formalism is given by

$$S[\phi^+, \phi^-] = \int_{\tau_n}^{\infty} \int d^3x \mathcal{L}[\phi^+, \phi^-],$$

where $\tau_n$ is the initial time where we assumed the system to be in a vacuum state, $\phi^+$ and $\phi^-$ are the two components of the field according to the CTP notation and

$$\mathcal{L}[\phi^+, \phi^-] = -g \left[ \frac{1}{2} \partial_\mu \phi^+ \partial^\mu \phi^+ - \frac{1}{2} m^2 (\phi^+)^2 - \frac{\lambda}{4!} (\phi^+)^4 + \frac{\xi}{2} \mathcal{R} (\phi^+)^2 \right] \delta \mathcal{L}.$$ (105)

In the previous expression the metric $g_{\mu\nu}$ has signature $+ - - -$, $g = \det(g_{\mu\nu})$ and the counter-terms are defined as

$$\delta \mathcal{L} = -g \left( \frac{\delta Z}{2} \partial_\mu \phi^+ \partial^\mu \phi^+ - \frac{1}{2} \delta m^2 (\phi^+)^2 - \frac{\delta \lambda}{4!} (\phi^+)^4 + \frac{\delta \xi}{2} \mathcal{R} (\phi^+)^2 \right) - \phi^+ \leftrightarrow \phi^-.$$ (106)

In the Schwinger basis (15) the Lagrangian reads

$$\mathcal{L}[\phi^{(1)}, \phi^{(2)}] = -g \left( \partial_\mu \phi^{(1)} \partial^\mu \phi^{(2)} - m^2 \phi^{(1)} \phi^{(2)} - \frac{\lambda}{4!} \phi^{(1)}(\phi^{(2)})^2 - \frac{\lambda}{3!} \phi^{(1)} \phi^{(2)} + \frac{\xi}{3} \mathcal{R} \phi^{(1)} \phi^{(2)} \right) + \delta \mathcal{L}.$$ (107)

From the Lagrangian one can easily extract the CTP Feynman rules for the perturbative analysis. In Table 1 we list the rules for the two-point functions, the self-interacting vertices and the counter-terms for $\xi = 0$. There we represent $\phi^{(1)}$ with a solid line and $\phi^{(2)}$ with a dotted line.

A.2 Hybrid model

We derive the Feynman rules for a 2-scalar field theory with interaction term $\lambda^2_0 \phi^2 \sigma^2$. The in-in action reads

$$S[\phi^+, \phi^-, \sigma^+, \sigma^-] = \int_{\tau_n}^{\infty} \int d^3x \mathcal{L}[\phi^+, \phi^-, \sigma^+, \sigma^-],$$

where we split the second field in the two components $\sigma^+$ and $\sigma^-$. The Lagrangian is

$$\mathcal{L}[\phi^+, \phi^-, \sigma^+, \sigma^-] = -g \left[ \frac{1}{2} \partial_\mu \phi^+ \partial^\mu \phi^+ + \frac{1}{2} \partial_\mu \sigma^+ \partial^\mu \sigma^- + \frac{1}{2} m^2 (\phi^+)^2 + \frac{1}{2} M^2 (\sigma^+)^2 - \frac{1}{2} \lambda_0^2 (\phi^+)^2 (\sigma^+)^2 \right] \delta \mathcal{L}.$$ (108)

The counter-terms are defined as

$$\delta \mathcal{L} = -g \left( \frac{\delta Z}{2} \partial_\mu \phi^+ \partial^\mu \phi^+ + \frac{1}{2} \delta Z_{\sigma} \partial_\mu \sigma^+ \partial^\mu \sigma^- \right. \left. - \frac{1}{2} \delta m^2 (\phi^+)^2 - \frac{1}{2} \delta M^2 (\sigma^+)^2 - \delta \lambda_0^2 (\phi^+)^2 (\sigma^+)^2 \right) - \{\phi^+, \sigma^+\} \leftrightarrow \{\phi^-, \sigma^-\}.$$ (109)
Table 1: Feynman rules for the $\lambda \phi^4$ theory. The scalar field $\phi^{(1)}$ is represented by a solid line and the field $\phi^{(2)}$ by a dotted line.

| Graph | Expression |
|-------|------------|
| ![Feynman Diagram](image) | $F(k, \tau_1, \tau_2)$ |
| ![Feynman Diagram](image) | $-iG^R(k, \tau_1, \tau_2) = -iG^A(k, \tau_2, \tau_1)$ |
| ![Feynman Diagram](image) | $-ia^4(\tau_1) \frac{1}{4!} \delta(\tau_1 - \tau_2) \delta(\tau_1 - \tau_3) \delta(\tau_1 - \tau_4)$ |
| ![Feynman Diagram](image) | $-ia^4(\tau_1) \frac{1}{3!} \delta(\tau_1 - \tau_2) \delta(\tau_1 - \tau_3) \delta(\tau_1 - \tau_4)$ |
| ![Feynman Diagram](image) | $-ia^4(\tau_1) \delta m^2 \delta(\tau_1 - \tau_2)$ |
| ![Feynman Diagram](image) | $-ia^4(\tau_1) \frac{1}{2!} \delta(\tau_1 - \tau_2) \delta(\tau_1 - \tau_3) \delta(\tau_1 - \tau_4)$ |
| ![Feynman Diagram](image) | $-ia^4(\tau_1) \frac{1}{3!} \delta(\tau_1 - \tau_2) \delta(\tau_1 - \tau_3) \delta(\tau_1 - \tau_4)$ |

In the Schwinger basis (15) the Lagrangian reads

$$\mathcal{L}[\phi^{(1)}, \phi^{(2)}, \sigma^{(1)}, \sigma^{(2)}] = \sqrt{-g} \left( \partial_\mu \phi^{(1)} \partial^\mu \phi^{(2)} + \partial_\mu \sigma^{(1)} \partial^\mu \sigma^{(2)} - m^2 \phi^{(1)} \phi^{(2)} - M^2 \sigma^{(1)} \sigma^{(2)} ight. - 2\lambda^2 \phi^{(1)} \phi^{(2)} (\sigma^{(1)})^2 - 2\lambda^2 \phi^{(1)} \phi^{(2)} \sigma^{(1)} \sigma^{(2)} - \frac{\lambda^2}{2} (\phi^{(2)})^2 \sigma^{(1)} \sigma^{(2)} - \frac{\lambda^2}{2} \phi^{(1)} \phi^{(2)} (\sigma^{(2)})^2 + \delta \mathcal{L}. \right) \tag{111}$$

From the Lagrangian again we can identify the CTP Feynman rules. In Table 2 we list the rules for the two-point functions, the self-interacting vertices and the counter-terms. We represent $\phi^{(1)}$ with a solid single line, $\phi^{(2)}$ with a dotted single line, $\sigma^{(1)}$ with a solid double line and $\sigma^{(2)}$ with a dotted double line.

B One loop contribution to the 4-point function

We give in Table 3 here below all the loop diagrams that contribute to the 4-point function. The integration in the momentum variables cannot be performed analytically without any simplification of the propagators. In the following calculations we will assume that the external momenta are super-Hubble, i.e. with wavelengths above the Hubble radius and consider the virtual particle to be massless, as done in [73].

Because in the Lagrangian there is no term proportional to $(\phi^{(1)})^2 (\phi^{(2)})^2$, we expect that the sum of the diagrams $C_1 + C_2 + B$ is finite. The remaining diagrams contain instead new UV divergences that are renormalized with a counter-term for the coupling term. Since we do not
Table 2: Feynman rules for the two scalar field theory (111). In the expressions we omitted the Dirac delta functions that can be reconstructed from Table 1. The light fields \( \phi^{(1)} \) and \( \phi^{(2)} \) are represented by a solid and dotted single line, the heavy fields \( \sigma^{(1)} \) and \( \sigma^{(2)} \) by a solid and dotted double line.

| Graph | Expression | Graph | Expression |
|-------|------------|-------|------------|
|       | \( F_\phi(k, \tau_1, \tau_2) \) |       | \( F_\phi(k, \tau_1, \tau_2) \) |
|       | \(-iG^R_\phi(k, \tau_1, \tau_2)\) |       | \(-iG^R_\phi(k, \tau_1, \tau_2)\) |
|       | \(-i\alpha^4(\tau_1) \frac{\lambda^2}{2}\) |       | \(-2i\alpha^4(\tau_1) \lambda^2_\hbar\) |
|       | \(-i\alpha^4(\tau_1) \frac{\delta m^2}{2}\) |       | \(-i\alpha^4(\tau_1) \delta M^2\) |
|       | \(-i\alpha^4(\tau_1) \frac{\delta \lambda^2}{2}\) |       | \(-2i\alpha^4(\tau_1) \delta \lambda^2_\hbar\) |
|       | \(-i\alpha^4(\tau_1) \frac{\delta \lambda^2}{2}\) |       | \(-2i\alpha^4(\tau_1) \delta \lambda^2_\hbar\) |

Consider here massive propagators, all diagrams also contain IR divergences that are regulated by \( \varepsilon \) as for the case of the two-point function.

B.1 Contribution \( B + C_1 + C_2 \)

Let us consider the finite contribution of the 4-point function of diagrams \( B, C_1 \) and \( C_2 \) in Table 3. In this case the product of distributions \( F^2, (G^R)^2 \) and \( (G^A)^2 \) diverge linearly, but the sum \( (G^A)^2 + (G^R)^2 - F^2 \) is finite. Both are the same as the first-order correction to the two-point function for a \( \lambda \phi^3 \)-scalar field theory and they were computed in [73]. We will use their results in the following.

To perform the momentum integration of the two propagators \( F^2 \) of diagram \( B \) one can split the integral in two parts: the small momentum contribution where the Hankel propagators are taken as in eqs. (22,23) with \( \nu = 3/2 - \varepsilon \) and the large momentum contribution. The small momentum contribution reads

\[
H^4 \left( 2 \log \left( k^2 \tau_1 \tau_2 \right) + \frac{k}{M} - \frac{1}{2} \log \left( \frac{k+M}{M-k} \right) + \frac{1}{2} \right) \frac{1}{8\pi^2 k^3},
\]

(112)

where \( k = k_1 + k_2 \) and \( M \) is the mass scale used as the upper limit for the momentum integral. The large momentum is

\[
H^4 \left( \frac{1}{2} \log \left( \frac{k+M}{M-k} \right) - \frac{k}{M} \right) \frac{H^2 \Lambda \tau_1^2 \tau_2^2 \sin(k(\tau_1 - \tau_2))}{16\pi^2 k \tau_2 (\tau_1 - \tau_2)}.
\]

(113)
| Id | Coeff | Graph | Loop | Ext. contrib. | Time constraints |
|----|-------|-------|------|--------------|-----------------|
| A₁ | 36    | ![Diagram](example.png) | $-iG^RF$ | $-iG^RFFF$ | $τ_2 < τ_1$, $τ_1 < τ$ |
| A₁₁| 36    | ![Diagram](example.png) | $-iG^AF$ | $-iFFG^A$ | $τ_1 < τ_2$, $τ_2 < τ$ |
| A₂  | 36    | ![Diagram](example.png) | $-iG^RF$ | $iG^RFG^A$ | $τ_2 < τ_1$, $τ_1 < τ$ |
| A₂₁ | 36    | ![Diagram](example.png) | $-iG^AF$ | $iG^RG^RFG^A$ | $τ_1 < τ_2$, $τ_2 < τ$ |
| B   | 18    | ![Diagram](example.png) | $FF$ | $-G^RF^A$ | $τ_1 < τ$, $τ_2 < τ$ |
| C₁  | 18    | ![Diagram](example.png) | $-G^RG^R$ | $-G^RF^A$ | $τ_2 < τ_1$, $τ_1 < τ$ |
| C₂  | 18    | ![Diagram](example.png) | $-G^AG^A$ | $-G^RF^A$ | $τ_1 < τ_2$, $τ_2 < τ$ |

Here $τ_x$ comes from the physical cutoff $-Λ/(Hτ_x)$, where $τ_x = \min(τ_1, τ_2)$. This contribution is linearly divergent in the cutoff $Λ$. Diagrams $C_1$ and $C_2$ will give similar expressions and the sum of the three diagrams will exactly cancel the linear divergence.

The amputated contribution $[B + C_1 + C_2]_{amp}$ is finally given by the sum of all small and large momenta contributions with the inclusion of two vertices $λ^2a^4(τ_1)a^4(τ_2)$ with the correct combinatorial coefficients listed in Table 3

\[
- \frac{λ^2 (2 \log \left( (k_1 + k_2)^2 τ_1 τ_2 \right) + \frac{1}{2})}{288π^2 H^4 (k_1 + k_2)^4 τ_1^2 τ_2^2}.
\] (114)

As expected the sum is finite in the ultraviolet regime and infrared divergent.

It is finally possible to consider the full diagrams with the contribution of the external propagators. To perform the time integrals analytically we assumed the super-Hubble approximation for the external momenta and obtained

\[
\frac{H^4 λ^2 (k_1^3 + k_2^3) (k_3^3 + k_4^3) (3 \log \left( \frac{τ}{τ_in} \right) + 1)}{15552 π^2 (k_1 + k_2)^3 k_3^3 k_4^3 k_5^3 k_6^3} \left( 9 \log \left( \frac{τ}{τ_in} \right) \left( 2 \log \left( k^2 τ in \right) + \frac{1}{ε} \right) + 12 \log(-kτ) + 4 + \frac{3}{ε} \right).
\] (115)

### B.2 Contribution $A_i$

Similarly to what it has been done for diagrams $B$ and $C_i$ s, we study the contribution of diagrams $A_i$ s, that involve the product of the propagators $F$ and $G^{A/R}$. The UV behavior was already
investigated in [73] for a $\lambda\phi^3$-theory. They found an analytic expression for the renormalized product $FG^2$, that in our setup corresponds to the renormalized amputated 4-point function

$$- \frac{iH^4}{2\pi^2} \theta(\tau_1 - \tau_2) \left[ 2\tau_1^3 \log \left( \frac{\tau_1 - \tau_2}{2} \right) + \frac{3}{2} \tau_1^2 \tau_2 \left( \delta(\tau_1 - \tau_2) \left( -\frac{2\eta\mu}{H\tau_1} + \gamma \right) + \frac{\theta(-\eta + \tau_1 - \tau_2)}{\tau_1 - \tau_2} \right) - 2\tau_1^3 \log \left( \frac{\tau_1}{2(\tau_1 - \tau_2)} \right) - 2\tau_1 \tau_2(\tau_1 - \tau_2) + \left( \frac{1}{\epsilon} + \frac{14}{3} - 2\gamma \right) (\tau_1^3 - \tau_2^3) \right], \quad (116)$$

where again $\epsilon$ is the mass regulator that has been introduced to cure the infrared divergence and $\mu$ is the renormalization scale. The ultraviolet divergence has been regulated by introducing the coupling constant counter-term

$$\delta \lambda = -3\frac{\lambda^2}{16\pi^2} \log \frac{\Lambda}{\mu}, \quad (117)$$

which fully agrees with the Minuwkowski counter-term [69] and the computations in different schemes as in [32], [33].

Now we will show our results for the fish diagram including the external propagators, that we assumed to be in a super-Hubble regime, i.e. $|k_1\tau| \ll 1$. We found that the sum $A_1 + A_{11}$ gives the contribution

$$- \frac{H^4}{62208\pi^2} \lambda^2 \left( k_1^3 + k_2^3 + k_3^3 + k_4^3 \right) \left( 6 \log \left( \frac{\tau}{\tau_{in}} \right) \left( 27 \log \left( \frac{\mu}{H} \right) + 6\pi^2 + 51\gamma - 127 + 51 \log(2) - \frac{12}{\epsilon} \right) \right) + 54 \left( \log \left( \frac{\mu}{H} \right) + 4\zeta(3) \right) + 18 \log^2 \left( \frac{\tau}{\tau_{in}} \right) \left( \frac{8\tau_{in}}{\tau} \right) + 2(3\gamma - 8) - \frac{3}{\epsilon} \right) + 51\pi^2 + 126\gamma - 776 + 126 \log(2) - \frac{36}{\epsilon} \right). \quad (118)$$

Similarly, the sum of the two renormalized diagrams $A_2 + A_{22}$ gives the contribution

$$- \frac{H^4}{186624\pi^2} \lambda^2 \left( k_1^3 k_2^3 k_3^3 + k_1^3 k_2^3 k_4^3 + k_1^3 k_3^3 k_4^3 + k_2^3 k_3^3 k_4^3 \right) \left( 9 \log \left( \frac{\mu}{H} \right) + \frac{1}{\epsilon} \log \left( \frac{\tau_{in}}{\tau} \right) \right) + 2 \left( 3 \log \left( \frac{4\tau_{in}}{\tau} \right) + 6\gamma - 17 \right) \log \left( \frac{\tau}{\tau_{in}} \right) + 2\pi^2 + 19\gamma - 48 + 19 \log(2) - \frac{5}{\epsilon} \right). \quad (119)$$

As for the 2-point function we observe a logarithmic dependence on the conformal time and the first-order contributions of the series expansion of the oscillatory terms.
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