Abstract: Background: Despite extensive efforts, significant gaps remain in our understanding of Alzheimer’s disease (AD) pathophysiology. Novel approaches using circulating cell-free DNA (cfDNA) have the potential to revolutionize our understanding of neurodegenerative disorders. Methods: We performed DNA methylation profiling of cfDNA from AD patients and compared them to cognitively normal controls. Six Artificial Intelligence (AI) platforms were utilized for the diagnosis of AD while enrichment analysis was used to elucidate the pathogenesis of AD. Results: A total of 3684 CpGs were significantly (adj. \( p \)-value < 0.05) differentially methylated in AD versus controls. All six AI algorithms achieved high predictive accuracy (AUC = 0.949–0.998) in an independent test group. As an example, Deep Learning (DL) achieved an AUC (95% CI) = 0.99 (0.95–1.0), with 94.5% sensitivity and specificity. Conclusion: We describe numerous epigenetically altered genes which were previously reported to be differentially expressed in the brain of AD sufferers. Genes identified by AI to be the best predictors of AD were either known to be expressed in the brain or have been previously linked to AD. We highlight enrichment in the Calcium signaling pathway, Glutamatergic synapse, Hedgehog signaling pathway, Axon guidance and Olfactory transduction in AD sufferers. To the best of our knowledge, this is the first reported genome-wide DNA methylation study using cfDNA to detect AD.
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1. Introduction

Alzheimer’s disease (AD) is the leading cause of severe dementia, however the etiological mechanisms of the disease have yet to be elucidated. The spectrum of putative
AD pathophysiology is wide and expanding [1]. Mechanistic information on AD could yield clinical benefits. For example, information on disease pathogenesis could lead to the development of novel biomarkers and therapeutic targets. Given the long latency period and time course of AD, even in the absence of definitive treatment, therapies that slow disease progression or reduce the dementia burden can significantly improve the quality of life and yield substantial healthcare savings [2].

Epigenetic mechanisms regulate gene expression independent of DNA sequence changes [3]. DNA methylation is the most commonly studied epigenetic mechanism [4] and is known to play a significant role in AD pathogenesis while offering the future prospect of targeted correction [5]. Currently, circulating cfDNA, so-called ‘liquid biopsy’, is being used extensively in the study of cancer evolution [6,7], cardiomyocyte death [8] and as non-invasive biomarkers for transplant rejection [9–11]. Circulating nucleic acid levels were found to be elevated in the plasma of AD patients, the plasma of a transgenic mouse model of AD, and in the culture medium of cells treated with amyloid-β [12] raising interest in its potential as a source of AD biomarkers. Theoretically, neuronal, vascular, and inflammatory responses along with the anatomical and functional changes in the brain of AD sufferers, could be non-invasively monitored [13] in the future, given the fact that the DNA of cells from brain tissues contribute to the pool of circulating cfDNA.

There is intense research interest in the development of non-invasive blood-based biomarkers for AD. Potential advantages include reduced reliance on invasive or expensive diagnostic techniques such as lumbar puncture, positron emission tomography (PET) scans, and MRI techniques [14]. Artificial intelligence (AI) and machine learning (ML) approaches including deep learning (DL), offer distinct advantages in the analysis of the vast troves of biological data generated from omics experiments such as DNA-methylation [15–18]. AI and ML have been used to study metabolic pathways, drug-drug interaction and to predict significant markers in various diseases using multi-omics data [19–21]. Most of the reported studies in AD use neuroimaging data such as PET imaging and have demonstrated DL to be more accurate than all the platforms tested [22,23]. Systems biology techniques to include epigenetics, genomics, transcriptomics and metabolomics combined with both clinical and imaging data have been used to perform classification, biomarker identification, disease subtyping, disease progression prediction and drug repurposing [24]. With regard to transcriptomic studies and PM brain studies, AI analysis identifies candidate genes for AD [25]. Most of the reported AI based studies used invasive biomatrices such as PM brain tissue and the expensive imaging modalities. As such, there is a huge unmet need to develop non-invasive and inexpensive methods for diagnosing AD.

In this study, we performed methylation profiling of circulating cfDNA collected from individuals suffering from AD and compared them to cognitively healthy controls. Using AI analysis, we evaluated the accuracy of putative cytosine (CpG) epigenetic markers for AD diagnosis. Pathway analysis was used to further understand the molecular pathogenesis of AD.

2. Materials and Methods

The study was approved by the Human Investigation Committee of William Beaumont Hospital, Royal Oak, MI, USA (IRB#2017-214). Written consent was obtained from study participants or their legal representatives. A total of 52 subjects were prospectively recruited (26 AD cases and cognitively healthy 26 controls). The diagnosis of AD was based on existing clinical and laboratory criteria according to NINCDS-ADRDA [26]. Blood samples were collected from each subject in Streck Cell-Free DNA BCT® tubes (Streck, La Vista, NE, USA). This minimizes further dilution and confounding from DNA that is released due to leukocyte lysis at the time of collection and during storage [27]. The samples were processed within 24 h of blood draw. For initial sample processing, specimens were centrifuged for 15 min at 3000×g and the plasma was aliquoted into 2.0 mL Eppendorf Safe-Lock micro-centrifuge tubes without disturbing the buffy coat, and subsequently stored at −80 °C for further processing [28]. The cfDNA was extracted twice for each sam-
ple from a total of 6 mL of plasma using the QIAamp circulating nucleic acid kit (Qiagen Cat # 55114) and a manual vacuum as per the manufacturer’s standardized protocol. We used a minimum of 8 ng/µL of DNA from each sample for sodium bisulfite conversion as measured using a nanodrop spectrophotometer. All samples were normalized on the Epic array plate using 300 ng of DNA per sample (8 ng × 37.5 µL). Per the manufacturer’s protocol, (EZ DNA Methylation kit), 200–500 ng of DNA provided optimal results. All samples were adjusted for the total volume of using water (45 µL) and 5 µL of M-dilution buffer was added and incubated at 37 °C for 15 min before adding the CT conversion reagent.

2.1. DNA Methylation Profiling

The extracted cfDNA was subjected to bisulfite conversion using the EZ DNA Methylation Kit (Zymo, Irvine, CA, USA) per the manufacturer’s instructions and the bisulfite converted DNA was eluted using 10 µL of elution buffer [29]. Following bisulfite conversion, we performed the Illumina Infinium MethylationEPIC BeadChip arrays for methylation profiling as per the manufacturer’s instructions. The vacuum dried BeadChips were imaged immediately on an Illumina iScan System (Illumina, Inc., San Diego, CA, USA).

2.2. Data Preparation

Missing values were detected and replaced by a small value which is the half of the minimum positive values in the original data. We made this assumption because most missing values are caused by the low abundance of CpG probes. Furthermore, the log value of each methylation level was centered by its mean and auto scaled by its standard deviation. The quantile normalization method was used to reduce sample-to-sample variation.

2.3. Statistical and Bioinformatic Analysis

All data analysis was performed using R version 4.1.1. Raw EPIC array data were processed using the package “minfi”. Noob normalization was used to normalize the signal. Outlier detection: Probe values not passing the detection threshold were marked as missing. Sex chromosome methylation probes were removed from the analysis to avoid gender specific methylation bias and to avoid the possible difficulties of having matched X and Y chromosome methylation markers caused by the epigenetic inactivation of one X chromosome in females [30]. The fraction of missing probe values were estimated for all samples and those with a fraction more than two standard deviations (95% confidence) away from the mean were deemed outliers. The K nearest neighbour algorithm with default parameters implemented in the “impute” package was used to impute missing values. Probes with variability higher than 0.01 across all samples were retained for further analysis. Immune cell type deconvolution was performed using the minfi package. Variance inflation: The proportion of granulocyte markers were identified as a strongly inflated covariate and correlated with other variables (Bcell, CD4T, CD8T, NK). After removal of the inflated covariate (granulocyte markers), other variables did not show any correlation with each other (Supplementary Figure S1).

The methylation beta values were transformed into M values and robust linear regression (M ~ b0 + b1 * ConditionAD + b2 * Age + b3 * GenderFemale + b4 * BMI + b5 * CD8T + b6 * CD4T + b7 * NK + b8 * Bcell + b9 * Mono + error) as implemented in the “limma” package was used to establish differentially methylated cytosines. The reported fold change (logFC) is the value of coefficient b1. We used a False Discovery Rate (FDR) correction (q < 0.05) as the significance threshold. In practice, we found that the q < 0.05 FDR adjusted value for EPIC arrays corresponds to roughly to a p-value = 1 × 10−8 [31]. Variance inflation:The regression model included concurrent medical disorders, age, gender and BMI as covariates, as well as the cell type proportions of CD8T, CD4T, NK, Bcell, and monocytes. As noted, hemolysis of these cell types can add to the apparent cfDNA pool in plasma. Other estimated immune cell type proportions were found to be colinear with the aforementioned ones and were not included in the model. A Fisher’s exact test comparing the number of significant hyper-methylated cytosines among all the significant cytosines to
the total number of hyper-methylated cytosines among all interrogated cytosines was used to determine the overall trend towards hyper-methylation among significantly differentially methylated cytosines. Similarly, all cytosines were annotated with genomic and CpG island regions and enrichment of such regions with differentially modified cytosines was tested using Fisher’s exact test.

2.4. Enrichment Analysis

Pathway enrichment analysis was performed by annotating each EPIC array probe with the UCSC reference gene symbol. For each gene, we retained the CpG locus with the lowest overall p-value. The genes were subsequently ranked by negative log transformed p-values and passed to g:profiler service for enrichment analysis. Next, genes were ranked by the sign of fold change multiplied by negative log transformed p-value and passed to the gene set enrichment function implemented in the clusterProfiler package.

2.5. Artificial Intelligence/Deep Learning (AI/DL) Analysis

The detailed AI analysis is presented in our prior publications [18]. In brief, we used the overall CpG markers after normalization in AD subjects as compared to controls. We used DL and five other AI algorithms: Support Vector Machine (SVM), Generalized Linear Model (GLM), Prediction Analysis for Microarrays (PAM), Random Forest (RF), and Linear Discriminant Analysis (LDA) to perform classification and regression analysis [32]. More detailed information regarding the AI and DL models is available in the Supplementary Information section. We highlight the importance of the DL modeling. The main perception of DL is to learn data representations through increasing abstraction levels. Deep-learning methods are representation-learning methods with multiple levels of depiction, obtained by composing simple but non-linear modules that each transform the representation at one level (starting with the raw input) into a representation at a higher, slightly more abstract level. With the composition of enough such transformations, very complex functions can be learned. For classification tasks, higher layers of representation increases aspects of the input that are important for discrimination and suppress irrelevant variations. This type of hierarchical learning process is very powerful, as it allows a system to comprehend and learn complex representations directly from the raw data, making it useful in many disciplines.

Like other feed-forward artificial neural networks (ANNs), DL employs more than one hidden layer (y) that connects the input (x) and output layers (z) via a weight (W) matrix. The activation value of the hidden layer (y) can be calculated by sigmoid of the multiplication of the input sample x with the weight matrix W and bias b. The transpose of the weight matrix W and the bias b can then be used to construct the output (z) layer. The best set of the weight matrix W and bias b is expected to minimize the difference between the input layer (x) and the output layer (z).

Deep learning models are full of hyper-parameters and finding the best configuration for these parameters in such a high dimensional space is not a trivial challenge. The process of setting the hyper-parameters requires expertise and extensive trial and error. There are no simple and easy ways to set hyper-parameters. These hyper-parameters act as knobs that can be tweaked during the training of the model. For our model to provide the best result, we needed to find the optimal value of these hyper-parameters. We used a grid search to find out the best set of parameters. In grid search, we tried every possible configuration of the parameters. We first defined a grid on n dimensions, where each of these map to a hyper-parameter. For each dimension, we then defined the range of possible values. We searched for all the possible configurations and waited for the results to establish the best one. Finally, the grid search algorithm found the best set of parameters to give us the highest AUC result. The parameters and the ranges that we utilized in the models are as follows:

```r
hyper_params <- list(
  activation = c("Rectifier", "Tanh"),
```
hidden = list(c(100),c(200),c(10,10),c(20,20),c(50,50),c(30,30,30),c(25,25,25,25)),
input_dropout_ratio = c(0,0.05,0.1),
hidden_dropout_ratios = c(0.6,0.5,0.6,0.6),
l1 = seq(0,1e-4,1e-6),
l2 = seq(0,1e-4,1e-6),
train_samples_per_iteration = c(0,-2),
epochs = c(500),
momentum_start = c(0,0.5),
rho = c(0.5,0.99),
quantile_alpha = c(0,1),
huber_alpha = seq(0,1))

2.6. Validation

Ten-fold cross validation and bootstrapping methods were used for generating the model performance results. We randomly split the samples into 80% training and 20% testing sets. The 80/20 split is a common practice for moderate sizes which utilize ML-based approaches. We chose this ratio to have enough training samples to build a good model and sufficient testing samples to evaluate the model. We performed a 10-fold cross validation on the 80% training data during the model construction process and tested the model on the hold out 20%. We used the pROC R package to compute the area under the curve (AUC) of a receiver-operating characteristic (ROC) curve to assess the overall performance of the models. To avoid sampling bias, we repeated the above splitting process 100 times and calculated the average AUC on the hold out test sets. AUC measures the entire two-dimensional area underneath the entire ROC curve from (0,0) to (1,1). AUC provides an aggregate measure of performance across all possible classification thresholds. One way of interpreting AUC is as the probability that the model ranks a random positive example more highly than a random negative example. The AUC ranges in value from 0 to 1. A model whose predictions are 100% wrong has an AUC of 0.0; one whose predictions are 100% correct has an AUC of 1.0.

The study patients were randomly separated into a ‘training’ group for the development of the predictive algorithm and an independent test or validation group to confirm the model’s performance. The intragenic (CpGs within gene region) and extragenic CpGs (CpGs outside of gene region) were considered separately in developing predictive models. Further details of the AI methods are provided in a Supplementary Methods Section. To compare performance methods, a pairwise Wilcoxon signed-rank test was used to estimate the statistical significance of the difference in performance between DL and other methods. We found out that the difference of DL and LDA is significant with the p value < 0.1.

2.7. Model Uncertainties

One of the uncertainties of the models is overfitting. To avoid overfitting in the DL model, we used three regularization parameters: L1, which increases model stability and causes many weights to become 0, and L2, which prevents weight enlargement. L1 lets only strong weights survive (constant pulling force towards zero), while L2 prevents any single weight from getting too big. Dropout [33] has recently been introduced as a powerful generalization technique, and is available as a parameter per layer, including the input layer. The key idea is to randomly drop units (along with their connections) from the neural network during training. This prevents units from co-adapting too much. The third parameter that we used for avoiding overfitting in DL modelling is input dropout ratio, which controls the amount of input layer neurons that are randomly dropped (set to zero), and controls overfitting with respect to the input data (useful for high-dimensional noisy data). For the other models, several parameters were used to tune the models and to overcome the overfitting problem: The number of trees for RF, classification cost for SVM and threshold amount for shrinking toward the centroid for PAM.
Other uncertainties of the model is to have clean data. To prepare the data for analysis we utilized several methods: missing values were detected and replaced a small value which is half of the minimum positive values in the original data. We made this assumption because most missing values are caused by low abundance metabolites. Furthermore, the log value of each methylation level was centered by its mean and auto scaled by its standard deviation. The quantile normalization method was used to reduce sample-to-sample variation.

To compare the performance methods, a pairwise Wilcoxon signed-rank test was used to estimate the statistical significance of the difference in performance between DL and other methods. We found out that only the difference of DL and LDA is significant with the p value < 0.1.

3. Results

We evaluated genome-wide DNA methylation of circulating cfDNA from 26 people suffering from AD and compared them to 26 cognitively healthy controls. The study involved both familial AD cases and sporadic cases identified based on questionnaire and we did not genotype the samples. All control subjects were 60 years and above and age-matched to the AD group. All control subjects were cognitively tested using the standard battery of tests (MMSE scoring, SLUMS scoring and clinical dementia scoring; Supplementary Table S1). From closer inspection of the data, one AD subject and three controls were considered statistical outliers and removed from further analyses (Figure 1a–f). Clinical and demographic details are presented in Supplementary Table S1. The mean (SD) age was slightly higher in AD cases [82 (7)] versus controls [79 (9)], p = 0.01 and as such, all methylation changes were normalized for age. No other significant differences were noted for all other potential confounders to include gender (p = 0.52), ethnicity (p = 0.48), cardiovascular diseases or TBI (Supplementary Table S1). As expected, the Mini-Mental State Exam (MMSE) score was significantly lower for AD cases compared to controls: Mean (SD) = 20 (4) versus 29 (1), p < 0.001. Fifteen cases and 13 control samples were considered in the test group, while 10 cases and 10 controls were used in the training group.

3.1. Abundance of Significantly Methylated Cytosines

Based on the p-value histogram, we identified a significant number of CpG methylation changes having a significance value less than 0.05 (Figure 2a), which is also reflected in the volcano plot (Figure 2b). 356,796 CpG probes passed the quality control. Overall, the study yielded a significantly higher number of hypermethylated CpGs (Figure 2c).

We identified a statistically significant change in methylation (adjusted p < 0.05) in a total of 3684 CpGs, among which 2729 CpGs were found to be hypermethylated and the remaining 955 CpGs were hypomethylated (Supplementary Table S2) in AD. We also identified 920 differentially methylated regions (DMRs) (adj. p < 0.05), among them, 854 DMRs were hypermethylated and the remaining 66 DMRs were hypomethylated (Supplementary Table S3).

3.2. Enrichment Analysis

Based on the enrichment of CpG regions, the CpGs on the islands were hypermethylated with a FDR p = 1.4 × 10−137. Based on the genomic regions, CpGs in the intergenic region were the most hypermethylated with FDR p = 5.1 × 10−83, followed by those in the promoter regions in AD cfDNA (FDR p = 8.8 × 10−29). Further details are provided in Supplementary Table S4 and Supplementary Figure S2a,b.
### 3.1. Abundance of Significantly Methylated Cytosines

Based on the p-value histogram, we identified a significant number of CpG methylation changes having a significance value less than 0.05 (Figure 2a), which is also reflected in the volcano plot (Figure 2b). 356,796 CpG probes passed the quality control. Overall, the study yielded a significantly higher number of hypermethylated CpGs (Figure 2c).

### 3.3. Disease and Functional Enrichment

We used gene ontology analysis to identify biological processes and/or molecular functions associated with the differentially methylated genes. Analysis identified the Calcium signaling pathway (CpG set size = 227) \( (q = 9.77 \times 10^{-5}) \), Glutamatergic synapse (CpG set size = 109) \( (q = 9.77 \times 10^{-5}) \), Hedgehog signaling pathway (CpG set size = 52) \( (q = 0.00032) \), Axon guidance (CpG set size = 174) \( (q = 0.00032) \) and Olfactory transduction (CpG set size = 387) \( (q = 0.00044) \) as the top five perturbed networks. The cluster of genes encompassing these mechanisms are depicted in Figure 3. Detailed information of KEGG pathway identifiers, pathway description, statistical significance followed by the list of the enriched genes are provided in Supplementary Table S5.

---

**Figure 1.** Detection of outliers in EPIC array methylation data. (a) Median signal intensity in sex chromosomes. (b) Median overall probe intensity. (c) Fraction of failed probes. Samples that deviate by more than 2 SD from the average fraction of failed probes are considered outliers. (d-f) Principal component analysis.
Figure 2. A linear model of DNA methylation in association with cell free circulating DNA in Alzheimer’s disease: Robust linear models fitted to the DNA methylation data using Age, Sex, NeuN proportion and Sentrix ID as covariates (a) Histogram based on p-value, showing CpGs being less than 0.05, (b) Volcano plot showing CpGs being less than 0.05 (orange colored nodes), (c) Overview of the methylation status of CpGs: the highest number of hyper-methylated CpGs (Green bar) were identified compared to hypo-methylated CpGs (Blue bar). The non-significant CpGs are presented using a grey scale.

3.4. AI Prediction of AD

A total of 262,046 intragenic and 94,750 extragenic CpG sites that passed QC were used for an unbiased AI analysis, immaterial of the p-value of the methylation change in AD cases. Training algorithms were developed using 15 AD cases and 13 controls and the performance of these algorithms was independently validated in an independent test group (10 AD cases and 10 controls).

The performance of the 20 intragenic CpG algorithms in the test group when a bootstrapping approach was used is shown in Table 1. The AI algorithms achieved excellent diagnostic performance in the independent test group AUC for the AI platforms (0.949–0.999). For example, in the independent test group, DL achieved an AUC (95% CI) = 0.998 (0.950–1.0), with 94.5% sensitivity and 94.5% specificity respectively, as shown in Table 1. The performance was close to that of the initial training data used to develop the algorithms, and is shown in Supplementary Table S6. The CpG predictors listed in decreasing order of contribution in each AI model are provided along with results from the training data in Supplementary Table S6. Similarly, excellent diagnostic performance was achieved in the independent test group using a 20 CpG intragenic algorithm-based 10-fold cross-validation (Table 2). The AUCs = 0.939–0.984 for the test group. For example, DL achieved an AUC (95% CI) = 0.984 (0.92–1.0), with 92.5% sensitivity and 93.5% specificity (Table 2). The performance in the training set used to develop the 20 marker predictive algorithms with 10-fold cross-validation is shown in Supplementary Table S7. The CpG
predictors in each model are presented in decreasing order of contribution to prediction along with results in its training data set, and are provided in Supplementary Table S7.

**Figure 3.** Visualization of gene network: Top 5 significant gene clusters are depicted- Calcium signaling pathway (q = 9.7 × 10^{-5}), Glutamatergic synapse (q = 9.7 × 10^{-5}), Hedgehog signaling pathway (q = 3.2 × 10^{-4}), Axon guidance (q = 3.2 × 10^{-4}) and Olfactory transduction (q = 4.4 × 10^{-4}).

**Table 1.** Artificial Intelligence and circulating cfDNA prediction for the Alzheimer’s disease intragenic CpGs (20 Variables Bootstrapping–Independent Test group).

|          | SVM    | GLM    | PAM    | RF     | LDA    | DL     |
|----------|--------|--------|--------|--------|--------|--------|
| AUC      | 0.9760 | 0.9773 | 0.9886 | 0.9874 | 0.9493 | 0.9988 |
| 95% CI   | (0.8900–1) | (0.8500–1) | (0.9000–1) | (0.9000–1) | (0.9500–1) | (0.9500–1) |
| Sensitivity | 0.9200 | 0.9200 | 0.9200 | 0.9300 | 0.9350 | 0.9450 |
| Specificity | 0.9220 | 0.9090 | 0.9080 | 0.9100 | 0.9250 | 0.9450 |

Support Vector Machine (SVM), Generalized Linear Model (GLM), Prediction Analysis for Microarrays (PAM), Random Forest (RF), Linear Discriminant Analysis (LDA) and Deep Learning (DL).

**Table 2.** Artificial Intelligence and circulating cfDNA prediction for the Alzheimer’s disease intragenic CpGs (20 Variables Cross Validation–Independent Test group).

|          | SVM    | GLM    | PAM    | RF     | LDA    | DL     |
|----------|--------|--------|--------|--------|--------|--------|
| AUC      | 0.9700 | 0.9673 | 0.9786 | 0.9774 | 0.9393 | 0.9840 |
| 95% CI   | (0.8700–1) | (0.8800–1) | (0.8800–1) | (0.8800–1) | (0.8700–1) | (0.9250–1) |
| Sensitivity | 0.9100 | 0.9100 | 0.9100 | 0.9200 | 0.9250 | 0.9250 |
| Specificity | 0.9120 | 0.8990 | 0.8980 | 0.9000 | 0.9150 | 0.9350 |

Support Vector Machine (SVM), Generalized Linear Model (GLM), Prediction Analysis for Microarrays (PAM), Random Forest (RF), Linear Discriminant Analysis (LDA) and Deep Learning (DL).
We also evaluated the performance of 20 variables using extragenic only CpG markers with bootstrapping. Overall, the AI platforms achieved an AUC = 0.949–0.999 in the independent test group (Table 3). DL achieved an AUC (95% CI) = 0.999 (0.95–1.0), with 94.5% sensitivity and 94.5% specificity (Table 3). The performance in the training group used to develop the algorithms is shown for comparison (Supplementary Table S8). The CpG predictors in decreasing order of contribution in each model are provided along with the associated training results in Supplementary Table S8. Finally, we also evaluated the performance of more parsimonious models using only 5 CpGs for intragenic CpG markers using bootstrapping. The performance of the different AI 5-marker algorithms is shown for the test group in Supplementary Table S9 and for the related training group used to develop the models for the sake of comparison is shown in Supplementary Table S10. The performance for the test group was slightly lower than for the 20-marker algorithm for the 6 AI platforms (AUC = 0.899–0.923). For example, the DL algorithm achieved an AUC (95% CI) = 0.92 (0.81–1.0), with 92.5% sensitivity and 93.5% specificity.

Table 3. Artificial Intelligence and circulating cfDNA prediction for the Alzheimer’s disease Extragenic CpGs (20 Variables Bootstrapping–Independent Test group).

|            | SVM | GLM | PAM | RF | LDA | DL |
|------------|-----|-----|-----|----|-----|----|
| AUC        | 0.9770 | 0.9744 | 0.9856 | 0.9860 | 0.9488 | 0.9988 |
| 95% CI     | (0.8900–1) | (0.8500–1) | (0.9000–1) | (0.9000–1) | (0.9500–1) | (0.9500–1) |
| Sensitivity | 0.9200 | 0.9200 | 0.9200 | 0.9300 | 0.9530 | 0.9450 |
| Specificity | 0.9220 | 0.9090 | 0.9080 | 0.9100 | 0.9250 | 0.9450 |

Support Vector Machine (SVM), Generalized Linear Model (GLM), Prediction Analysis for Microarrays (PAM), Random Forest (RF), Linear Discriminant Analysis (LDA) and Deep Learning (DL).

Our study focused on circulating cfDNA and therefore we were unable to evaluate gene expression. We did however investigate whether there was a possible correlation between our circulating cfDNA methylation analysis and previously published brain transcriptomic studies. O’Connell et al. (2020) [34] collated and performed a bioinformatic analysis of published studies that evaluated mRNA expression data. Using a total of 12,000 human specimens, they evaluated 17,000 protein-coding genes and determined their feasibility as blood biomarkers for brain damage. Genes were considered and ranked as possible biomarkers for brain injury based on the following criteria: (i) enrichment in brain tissue compared to non-neuronal tissue, (ii) abundantly expressed in brain and (iii) had low expression variability across various brain regions. Of the top 100 ‘brain biomarker’ genes identified by O’Connell et al. (2020) [34], we found 16 genes (16%) that were differentially methylated (adjusted \( p < 0.05 \)) in our study. They include, C11orf87, FBXL16, GABRA5, GNG13, GPM6A, GRM4, HPCA, KCNN1, KLHL1, LRTM2, NR2E1, SLC17A7, SLC1A2, SNCA, SOX1 and SYNPR. The primary neurological cell type of preferential expression of these is shown in Supplementary Figure S3. Similarly, Shigemizu et al. (2020) [35] evaluated mRNA expression using blood based transcriptomic analysis in AD versus controls. They identified 846 significantly differentially expressed genes. When we correlated those with our results, we found 102 genes (12%) that were also differentially methylated in our study.

4. Discussion

Circulating cfDNA is classically released into the bloodstream from damaged or dead tissues into the brain [36]. Using DNA-methylation analysis of circulating cfDNA, we report extensive epigenetic modification in cytosine nucleotides in genes from individuals diagnosed with AD as compared to cognitively healthy control subjects. Multiple different algorithms were evaluated using six different AI platforms and different analytic approaches. Combining AI analysis with DNA methylation data from circulating cfDNA, we achieved excellent diagnostic accuracy for AD. This was true when either intra- and extra-genic CpG markers were considered. The observed diagnostic accuracy was sustained using different analytic approaches (e.g., cross-validation and bootstrapping) and with the
use of parsimonious models consisting of 5 predictive CpGs. An important objective of our study was to use cfDNA to further elucidate the molecular mechanisms of AD. We identified epigenetic changes in molecular pathways previously linked to neurological disease, and thus are congruent with our current understanding of AD.

We found increased hypermethylation of CpGs in cfDNA from AD patients across the genome as compared to controls (Figure 2c). The gene promoter and 5′UTR regions were increasingly hypermethylated as opposed to hypomethylated (Supplementary Table S4) in AD. Hypermethylation classically regulates the genome by silencing gene promoters, silencing or at least downregulating (partial activity) the enhancers, and through the control of non-coding RNA genes [37]. Overall, these results suggest the possible downregulation of gene expression in association with AD.

Here we review some of the genes that were found to be significantly differentially methylated and provide information on their known or putative roles in neuronal function and AD. KDM2A was the most significantly differentially methylated (hyper-methylated) gene at the Transcription Start Site 1500 (TSS1500; adj. p = 7.45 × 10^-5) and is involved in histone demethylase activity. Essentially, it recruits HP1 and establishes H3K9 and CpG methylation to form mature heterochromatin and regulates complex nucleosome binding mechanisms. Disrupted nucleosome binding results in transcriptional deregulation and genomic instability [38]. This mechanism was reported to be disrupted in synaptic genes of AD affected brains [39,40]. The second most significantly differentially methylated gene was ZNF529, which was hyper-methylated at TSS1500 and the 5′ UTR (adjusted p = 7.45 × 10^-5). While this gene has not previously reported to be associated with neurodegenerative disorders, blocking its activity results in increased low-density lipoprotein (LDL) receptor expression and with increased cholesterol (LDL-c) uptake by cells in association with cardiovascular diseases (CVD) [41]. It is notable that CVD and LDL-c are both significant AD risk modifiers [42]. The next gene found to undergo significant methylation change was HOXD13. This gene was hyper-methylated on exon 1 and is involved in regulating neuronal stemness [43]. The role of this gene in AD pathogenesis is yet to be explored.

AI algorithms are increasingly being utilized to build accurate disease predictors based on big data from omics experiments [44]. As noted, we developed excellent AD diagnostic models using multiple platforms (e.g., DL, SVM, GLM, PAM and RF) that were validated in an independent test group. The AI algorithms rank the contribution of markers (in decreasing order of contribution (Tables 1–3 and Supplementary Tables S6–S10). Based on AI ranking, we were able to identify 5 CpG markers that appeared to be the best AD predictors across the different platforms. Five CpGs: cg19760734 (TACC1), cg05876416 (FAM173B), cg00234736 (ELMO1), cg21243612 (C9orf6), and cg24040188 (RBBP8) consistently appeared among the four AI algorithms (SVM, PAM, RF and DL) for AD detection (Table 1). We reviewed the literature to determine the potential biological relevance of these genes in relation to AD. TACC1, FAM173B, C9orf6 and RBBP8 are expressed in various regions of the brain according to “The Genotype-Tissue Expression (GTEx)” portal [45]. Further work is needed to ascertain their possible roles in AD. In contrast, ELMO1 has been linked to AD. A knock down of ELMO1 inhibits neurite outgrowth and deactivates Rac1 and Rac1 mediated neurite outgrowth leading to age-dependent neurodegeneration and AD development [46,47]. To the best of our knowledge, no prior study has reported on AD detection based on cfDNA. However, a study using brain epigenetic analysis identified kinases associated with AD [48]. DNA methylation analysis based on brain tissue [49] has achieved good predictive accuracy with an AUC of >0.79 [50] but not an excellent predictive accuracy. Another study with the same dataset [49] along with an additional dataset [51] also did not reach an excellent predictive accuracy [52]. A computational approach aided by supervised ML was used to identify predictive CpGs from microarray-based Epigenome Wide Association studies (EWAS) for six traits associated with AD. Postmortem brain tissue was used to generate CpG methylation data using the Illumina-450 array. These traits were beta-amyloid accumulation, neurofibrillary tangles (NFTs), Braak staging, Consortium to establish a Registry of Alzheimer’s Disease (CERAD) score, global pathology and cogni-
tive trajectory study using epigenetic analysis of brain tissue [48]. CpG methylation had AUCs = 0.850–0.962 for trait detection. The AUC for the detection of NFT, a hallmark of AD, was equal to 0.962. A study of DNA methylation in brain tissue [49] reported good predictive accuracy, with an AUC of >0.79 for AD detection [50]. A subsequent in silico publication combining two prior datasets [49] in which methylation profiling of the superior temporal gyrus of AD cases and controls was used [51]. Random Forrest feature selection evaluated the diagnostic performance of a 10 CpG marker algorithm for AD detection. After 10-fold CV the decision tree (DT), SVM, and RF models achieved an AUC of 89.6, 75.8 and 92.7, respectively. Overall, these studies indicate a strong correlation between CpG methylation with AD in general, cognitive performance in AD and marquee brain histologic changes used to define AD such as NFT.

Disease and Functional Enrichment

Beyond the possible role of individual genes, we evaluated gene networks to further our understanding of AD. We found significant over-representation of gene pathways linked to neurological disease: Calcium signaling pathway, Glutamatergic synapse, Hedgehog signaling pathway, Axon guidance, and Olfactory transduction.

Calcium signaling pathway: Calcium is an important signaling ion, and the disrupted calcium homeostasis is linked to amyloid plaque (Aβ) formation in AD. Calcium signaling is linked to the Calcium/calmodulin-dependent kinases MAPK/ERKs and the CREB cycle which regulates the homeostasis in AD [53–55]. In AD, the amyloidogenic pathway remodels neuronal Cal²⁺ signaling, leading to enhanced cellular entry of Cal²⁺ through ryanodine receptors [56]. Disrupted cellular calcium can induce synaptic deficits that promote the accumulation of Aβ and neurofibrillary tangles [57], both of which are marquee pathological features of AD. The gene CACNA1C displayed altered methylation in 5 CpG loci (3 hyper- and 2 hypo-methylated). The interaction between RYR3 and CACNA1C is crucial in terms of AD pathogenesis. Both genes are involved in modulating Aβ load and increasing intracellular calcium levels [58]. MYLK (hypermethylated CpGs in AD as reported herein) codes for myosin light chain kinase (MLCK). MLCK is involved in hippocampal neuronal microfilament damage in hyperglycemia. Chronic hyperglycemia induces irregularities in nuclear shape, induces shrinking of synapses and thus damages the neuronal microfilament [59]. Hyperglycemia is an established risk factor for AD development [59].

Glutamatergic synapse: Excitatory glutamatergic neurotransmission is essential for synaptic plasticity and neuronal survival. This type of neurotransmission occurs via the N-methyl-d-aspartate receptor (NMDAR) [60]. Synaptic NMDAR supports plasticity and promotes cell survival while extrasynaptic NMDAR promotes excitotoxicity which leads to cell death and neurodegeneration, a hallmark of AD [60]. Differentially methylated genes involved in the Glutamatergic synapse include the PPP3CB gene. PPP3CB codes for protein phosphatases that reverse the activity of protein kinases, which are important in the process of tau and amyloid-β accumulation [61]. PPP3CB was previously reported to be linked to long-term memory potentiation in AD [62]. We also identified epigenetic changes in genes from the solute carrier (SLC) superfamily of solute carrier transporters. The SLC superfamily participates in the uptake of small molecules into cells [63]. We identified 86 differentially methylated SLC superfamily genes in our study, five of which (SLC8A3, SLC1A2, SLC1A6, SLC17A7, SLC24A4) were found to be enriched in significant signaling pathways in this study. SLC8A3 is involved in Calcium signaling, and along with SLC1A2, SLC1A6, and SLC17A7 is known to participate in glutamatergic synapses, while SLC24A4 is involved in olfactory transduction. In the brain, SLC family transporters are important for returning synaptic neurotransmitters to the presynaptic neurons [63,64]. Altered expression of these genes can lead to synaptic dysfunction, an important feature of AD pathogenesis [65].

Hedgehog signaling pathway: The Sonic hedgehog (SHH) signaling pathway is involved in neurogenesis, neural patterning and cell survival during nervous system
development [66,67]. SHH signaling requires intact primary cilia in brain cells and fails with structurally disrupted cilia. Elevated Aβ peptide levels that result in plaque formation disrupt the ciliary structure and thus inhibit SHH signaling. Human ciliary disease results in cognitive impairment, a feature of AD [67]. We found epigenetic changes in genes involved in the SHH signaling pathway, including the CDON CUL3 and GLI3 genes. The CDON gene may participate in the generation of neurons and in nervous system development [68]. The CUL3 gene is one of the ubiquitin ligase genes and it was found to be downregulated in various brain regions in AD subjects [69]. We found hypermethylation of this gene which is consistent with the down-regulation of gene expression. GLI3 is a gene that we found to be hypermethylated and which has previously been linked to language dysfunction in AD [70].

Axon guidance: Axonal guidance is a neurodevelopmental process in which the axons are directed to their target neurons. The molecules involved in axon guidance also play key roles in immune and inflammatory responses in the nervous system [71]. Several of the genes involved in axon guidance were also differentially methylated in our study. BMP7 is involved in Axon guidance [72] and in the recovery of cardiac function after myocardial infarction [73]. We found hypomethylation of this gene in AD. BMP7 is a candidate gene for vascular diseases [74]. The gene variants of BMP7 stimulate inflammation and are associated with acute myocardial infarction and AD [75]. The other gene identified in axon guidance is MYL9, which codes for the myosin light chain. Biologically, it interacts with NMDAR, which regulates synaptic plasticity and thereby regulates neurons in the hippocampus [76,77]. SEMA6D is a cardiac expressed gene that codes for semaphorins. SEMA6D interacts with TREM2, which is a gene that is involved in axonal growth in AD, and has been linked to AD pathogenesis [78].

Olfactory transduction: The olfactory neurons are thought to provide an entry portal into the brain for external substances believed to be involved in the pathophysiology of major neurodegenerative disorders such as AD and Parkinson’s disease. Diminution of the sense of smell is a common non-specific feature of early stage Parkinson’s disease [79] and also AD. NCALD codes for Neurocalcin delta, which is a neuronal calcium sensor [80]. Complete loss of function of the gene is believed to impair neurogenesis, and reduced expression in the brains of AD subjects has been reported [80,81].

One limitation of our study is that given the focus on circulating cfDNA, we were unable to perform expression analysis specific to the DNA. As brain cells also contribute to the circulating cfDNA pool, we investigated whether there was a possible correlation between our methylation findings and published brain transcriptomic studies. Of the top 100 ‘biomarker’ genes indicating neurological damage identified by O’Connell et al. (2020) [34], we found that 16% of these damage genes, which are known to be differentially expressed in the brain, are also be differentially methylated (adjusted p < 0.05) in circulating cfDNA in AD cases. Furthermore, based on specific biomarker enrichment analysis, we found astrocyte and neuronal coding genes to be significantly differentially methylated along with other genes in which the cell type in which the gene is preferentially expressed is unknown (Supplementary Figure S3). The differentially methylated astrocyte coding genes found to be enriched in AD cases were SLCA12 (one CpG hypomethylated and two hypermethylated) and GPM6A (1 CpG hypermethylated). The differentially methylated neuron enriched genes were FBXL16, HPCA, SNCB, and SYNPR. All these neuronal associated CpGs were hypermethylated in our study. For the remaining 12 differentially methylated genes, the origin of the brain cells in which they are differentially expressed is listed as “currently unknown” [34]. We also compared our significantly differentially methylated genes with single cell transcriptomic analysis in AD using prefrontal cortex tissue [82]. We found 116 differential methylated genes showing differential expression in astrocytes, and 21 differential methylated genes showed similar differential expression in microglial cells based on an adjusted p-value <0.05 in both of the data sets. Overall, these findings suggest a possible correlation between gene expression in the brain and the circulating cfDNA methylation markers. Finally, we compared our significantly differentially methylated
genes with those reported by Shigemizu et al. (2020) [35] and found 12% of the genes to be differentially expressed in the blood. Based on this, we predict that higher concentrations of cfDNA may derive from the brain of AD subjects due to neuronal damage.

Identifying the organ of origin has been shown to be feasible [83], and could prove to be valuable in future studies. We have the limitation of using a relatively modest sample size in this study; despite this limitation, we did demonstrate strong diagnostic performances. Validation in larger cohorts is required, as much larger studies using cfDNA help to further elucidate the etiopathogenesis of AD while also developing novel, diagnostic biomarker panels.

5. Conclusions

We report significant genome-wide methylation changes in circulating cfDNA from AD subjects. Using multiple AI techniques and both intragenic or extragenic CpG methylation markers in an independent test or validation group, we report excellent diagnostic accuracy (AUCs of ≥0.9) for AD. Intriguing and plausible pathogenic information on AD development was also generated. Multiple genes that were epigenetically altered in AD in our study were previously known or linked to the control of synaptic activity, neuronal stemness and age-dependent neurodegeneration. A substantial number of genes that are highly ranked as plausible markers for brain damage based on their differential expression in the brain were also found to be differentially methylated in circulating cfDNA. Finally, using pathway analysis, we found epigenetic dysregulation of gene networks involved in neurotransmission, synaptic plasticity, cell survival, learning and function of memory. Our findings provide the basis and justification for larger patient studies.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/cells11111744/s1, Supplementary Figure S1: Variance inflation analysis using all specified covariates (Full) and after removal of inflated covariates (Reduced); Supplementary Figure S2: (a) Enrichment of CpGs in various regions of the genome (CpG islands) and (b) the enrichment of genomic features including intergenic and within gene regions; Supplementary Figure S3: Enrichment of differentially methylated genes in neurological damage biomarkers panel. The correlation analysis used O’Connell et al., (2020) study with about 12,000 human subjects’ mRNA expression data; Supplementary Table S1: Comparison of demographics and clinical characteristics: Alzheimer’s disease cases vs. normal controls; Supplementary Table S2: Significantly differentially methylated cytosine loci (CpGs) based on adjusted p-value for circulating cfDNA in Alzheimer’s disease.; Supplementary Table S3: Significantly differentially methylated regions (DMRs) based on adj. p-value in association with cfDNA in Alzheimer’s disease; Supplementary Table S4: DNA methylation changes in circulating cell free circulating DNA in Alzheimer’s disease in different genomic regions Supplementary Table S5: List of KEGG based molecular mechanisms enriched with differentially methylated genes are provided. The table details the KEGG pathway identifiers, CpG set size, statistical significance, core enriched genes and the differentially methylated genes of top 5 significant pathways are listed; Supplementary Table S6: Artificial Intelligence and circulating cfDNA methylation for prediction of Alzheimer’s disease using intragenic CpGs (20 Variables Bootstrapping–Training group); Supplementary Table S7: Artificial Intelligence and circulating cfDNA methylation for prediction of Alzheimer’s disease using intragenic CpGs (20 Variables Cross Validation–Training group); Supplementary Table S8: Artificial Intelligence and circulating cfDNA for prediction of the Alzheimer’s disease -extragenic CpGs (20 Variables Bootstrapping–Training group); Supplementary Table S9: Artificial Intelligence and circulating cfDNA prediction of Alzheimer’s disease -intragenic CpGs (5 Variables Bootstrapping–Test group); Supplementary Table S10: Artificial Intelligence and circulating cfDNA for the prediction of Alzheimer’s disease -intragenic CpGs (5 Variables Bootstrapping–Training group) [18,32,84–89].
Author Contributions: R.O.B.-S. Sconceptualization, funding acquisition, investigation, project administration, resources, supervision, writing—review & editing; U.R.—methodology, supervision, review & editing; J.G.—data curation, formal analysis, software, writing—review & editing; B.A.—formal analysis, software, writing—review & editing; A.Y.—software, review & editing; F.J.—samples data curation, review & editing; K.I.—clinical resources, review & editing; M.M.—resources, review & editing; K.C.—methodology, review & editing; R.P.—writing—review & editing; W.H.B.—writing—review & editing; S.F.G.—resources, supervision, writing—original draft, review & editing. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partly funded by the Beaumont Hospital and the Research Institute and was partly funded by The John and Marilyn Bishop Charitable Foundation and from the Fred A. & Barbara M. Erb Foundation & Maibach family. Funders have no role in manuscript submission or any decision.

Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Human Investigation Committee of William Beaumont Hospital, Royal Oak, MI, USA (IRB#2017-214) (approval date 8 February 2018).

Informed Consent Statement: Written consent was obtained from study participants or their legal representatives.

Data Availability Statement: The data that support the findings of this study are available on request from the corresponding authors.

Acknowledgments: Authors thank the study participants and families for consenting and providing the samples. The authors also thank the following staff who performed sampling: Amita Pai, MD, Stacey Ruff, DO, John Cooke, DO, Danuta Molenda, MD, Kristina Hyde, MD, Tammy Osentoski, RN, Nicole Schumacher, RN.

Conflicts of Interest: Some of these data have been included in a Provisional Patent application by the Beaumont Research Institute. Graham (S.G.) receives commercial support as a consultant from Coleman Research, Biogen and Roche. However, the said companies do not have any role in this publication. All other authors declare no financial/non-financial conflicts of interest with this study.

References

1. Hampel, H.; Toschi, N.; Baldacci, F.; Zetterberg, H.; Blennow, K.; Kilimann, I.; Teipel, S.J.; Cavedo, E.; Melo Dos Santos, A.; Epelbaum, S.; et al. Alzheimer’s disease biomarker-guided diagnostic workflow using the added value of six combined cerebrospinal fluid candidates: Abeta1-42, total-tau, phosphorylated-tau, NFL, neurogranin, and YKL-40. *Alzheimers Dement.* 2018, 14, 492–501. [CrossRef] [PubMed]

2. Winblad, B.; Amouyel, P.; Andrieu, S.; Ballard, C.; Brayne, C.; Brodaty, H.; Cedaço-Minguez, A.; Dubois, B.; Edvardsson, D.; Feldman, H.; et al. Defeating Alzheimer’s disease and other dementias: A priority for European science and society. *Lancet Neurol.* 2016, 15, 455–532. [CrossRef]

3. Handy, D.E.; Castro, R.; Loscalzo, J. Epigenetic modifications: Basic mechanisms and role in cardiovascular disease. *Circulation* 2011, 123, 2145–2156. [CrossRef]

4. Kurdyukov, S.; Bullock, M. DNA Methylation Analysis: Choosing the Right Method. *Biology* 2016, 5, 3. [CrossRef] [PubMed]

5. Esposito, M.; Sherr, G.L. Epigenetic Modifications in Alzheimer’s Neuropathology and Therapeutics. *Front Neurosci.* 2019, 13, 476. [CrossRef] [PubMed]

6. Finotti, A.; Allegretti, M.; Gasparello, J.; Giacomini, P.; Spandidos, D.A.; Spoto, G.; Gambari, R. Liquid biopsy and PCR-free ultrasensitive detection systems in oncology (Review). *Int. J. Oncol.* 2018, 53, 1395–1434. [CrossRef]

7. Tadimety, A.; Closson, A.; Li, C.; Yi, S.; Shen, T.; Zhang, J.X. Advances in liquid biopsy on-chip for cancer management: Technologies, biomarkers, and clinical analysis. *Crit. Rev. Clin. Lab. Sci.* 2018, 55, 140–162. [CrossRef]

8. Liu, Q.; Ma, J.; Deng, H.; Huang, S.J.; Rao, J.; Xu, W.B.; Huang, J.S.; Sun, S.Q.; Zhang, L. Cardiac-specific methylation patterns of circulating DNA for identification of cardiomyocyte death. *BMC Cardiovasc. Disord.* 2020, 20, 310. [CrossRef]

9. Bronkhorst, A.J.; Ungerer, V.; Diehl, F.; Anker, P.; Dor, V.; Fleischhacker, M.; Gahan, P.B.; Hui, L.; Holdenrieder, S.; Thierry, A.R. Towards systematic nomenclature for cell-free DNA. *Hum. Genet.* 2021, 140, 565–578. [CrossRef]

10. Garg, N.; Hidalgo, L.G.; Aziz, F.; Parajuli, S.; Mohamed, M.; Mandelbrot, D.A.; Djamali, A. Use of Donor-Derived Cell-Free DNA for Assessment of Allograft Injury in Kidney Transplant Recipients During the Time of the Coronavirus Disease 2019 Pandemic. *Transplant. Proc.* 2020, 52, 2592–2595. [CrossRef]
11. Knight, S.R.; Thorne, A.; Faro, M.L.L. Donor-specific cell-free DNA as a biomarker in solid organ transplantation. A systematic review. *Transplantation* 2019, 103, 273–283. [CrossRef]
12. Pai, M.C.; Kuo, Y.M.; Wang, I.F.; Chiang, P.M.; Tsai, K.J. The Role of Methylated Circulating Nucleic Acids as a Potential Biomarker in Alzheimer’s Disease. *Mol. Neurobiol.* 2019, 56, 2440–2449. [CrossRef] [PubMed]
13. Weinstein, G.; Seshadrir, S. Circulating biomarkers that predict incident dementia. *Alzheimers Res. Ther.* 2014, 6, 6. [CrossRef] [PubMed]
14. Hampel, H.; Goetzl, E.J.; Kapogiannis, D.; Lista, S.; Vergallo, A. Biomarker-Drug and Liquid Biopsy Co-development for Disease Staging and Targeted Therapy: Cornerstones for Alzheimer’s Precision Medicine and Pharmacology. *Front. Pharm.* 2019, 10, 310. [CrossRef] [PubMed]
15. Bahado-Singh, R.O.; Sonek, J.; Mckenna, D.; Cool, D.; Aydas, B.; Turkoglu, O.; Bjorndahl, T.; Mandal, R.; Wishart, D.; Friedman, P.; et al. Artificial Intelligence and anomic fluid multivariate analysis: The prediction of perinatal outcome in asympto-matic short cervix. *Ultrasound Obstet. Gynecol.* 2019, 54, 110–118. [CrossRef] [PubMed]
16. Bahado-Singh, R.O.; Yilmaz, A.; Bising, H.; Turkoğlu, O.; Kumar, P.; Sherman, E.; Mrazik, A.; Odibo, A.; Graham, S.F. Artificial intelligence and the analysis of multi-platform metabolomics data for the detection of intrauterine growth restriction. *PloS ONE* 2019, 14, e0214121. [CrossRef] [PubMed]
17. Alpay Savasan, Z.; Yilmaz, A.; Uğur, Z.; Aydas, B.; Bahado-Singh, R.O.; Graham, S.F. Metabolomic Profiling of Cerebral Palsy Brain Tissue Reveals Novel Central Biomarkers and Biochemical Pathways Associated with the Disease: A Pilot Study. *Metabolites* 2019, 9, 27. [CrossRef]
18. Bahado-Singh, R.O.; Vishweswaraiah, S.; Aydas, B.; Mishra, N.K.; Guda, C.; Radhakrishna, U. Deep Learning/Artificial Intelligence and Blood-Based DNA Epigenetic Data of Cerebral Palsy. *Int. J. Mol. Sci.* 2019, 20, 2075. [CrossRef]
19. Hung, T.N.K.; Le, N.Q.K.; Le, N.H.; Tuan, L.V.; Nguyen, T.P.; Thi, C.; Kang, J.H. An AI-based Prediction Model for Drug-drug Interactions in Osteoporosis and Paget’s Diseases from SMILES. *Mol. Inf.* 2022, e2100264. [CrossRef]
20. Ting, S.S.; Le, N.Q.K.; Yeh, H.Y.; Chua, M.C.H. Improved Prediction Model of Protein Lysine Croytonylation Sites Using Bidirectional Recurrent Neural Networks. *J. Proteome Res.* 2022, 21, 265–273. [CrossRef]
21. Costello, Z.; Martin, H.G. A machine learning approach to predict metabolic pathway dynamics from time-series multomics data. *NPJ Syst. Biol. Appl.* 2018, 4, 19. [CrossRef] [PubMed]
22. Jo, T.; Nho, K.; Saykin, A.J. Deep Learning in Alzheimer’s Disease: Diagnostic Classification and Prognostic Prediction Using Neuroimaging Data. *Front. Aging Neurosci.* 2019, 11, 220. [CrossRef] [PubMed]
23. Shirbandi, K.; Khalaﬁ, M.; Mirza-Aghazadeh-Attari, M.; Tahmasbi, M.; Kiani Shahvandi, H.; Javanmardi, P.; Rahim, F. Accuracy of deep learning model-assisted amyloid positron emission tomography scan in predicting Alzheimer’s disease: A Systematic Review and meta-analysis. *Inform. Med. Unlocked* 2021, 25, 100710. [CrossRef]
24. Li, Z.; Jiang, X.; Wang, Y.; Kim, Y. Applied machine learning in Alzheimer’s disease research: Omics, imaging, and clinical data. *Eureg. Top. Life Sci.* 2021, 5, 765–777. [CrossRef] [PubMed]
25. Finney, C.A.; Delerue, F.; Shvetcov, A. Artificial intelligence-driven meta-analysis of brain gene expression data identiﬁes novel gene candidates in Alzheimer’s Disease. *medRxiv* 2022. [CrossRef]
26. McKhann, G.M.; Knopman, D.S.; Chertkow, H.; Hyman, B.T.; Jack, C.R., Jr.; Kawas, C.H.; Klunk, W.E.; Koroshetz, W.J.; Manly, J.J.; Mayeux, R.; et al. The diagnosis of dementia due to Alzheimer’s disease: Recommendations from the National Institute on Aging-Alzheimer’s Association workgroups on diagnostic guidelines for Alzheimer’s disease. *Alzheimers Dement.* 2011, 7, 263–269. [CrossRef]
27. Bartak, B.K.; Kalmar, A.; Galamb, O.; Wichmann, B.; Nagy, Z.B.; Tulassay, Z.; Dank, M.; Igaz, P.; Molnar, B. Blood Collection and Cell-Free DNA Isolation Methods Influence the Sensitivity of Liquid Biopsy Analysis for Colorectal Cancer Detection. *Pathol. Oncol. Res.* 2019, 25, 915–923. [CrossRef]
28. Sheinerman, K.S.; Toledo, J.B.; Tsivinsky, V.G.; Irwin, D.; Grossman, M.; Weintraub, D.; Hurtig, H.I.; Chen-Plotkin, A.; Wolk, D.A.; McCluskey, L.F.; et al. Circulating brain-enriched microRNAs as novel biomarkers for detection and differentiation of neurodegenerative diseases. *Alzheimers Res. Ther.* 2017, 9, 89. [CrossRef]
29. Hardy, T.; Zeybel, M.; Day, C.P.; Dipper, C.; Masson, S.; McPherson, S.; Henderson, E.; Tiniakos, D.; White, S.; French, J.; et al. Plasma DNA methylation: A potential biomarker for stratification of liver fibrosis in non-alcoholic fatty liver disease. *Gut* 2017, 66, 1321–1328. [CrossRef]
30. Ramirez, K.; Fernandez, R.; Collet, S.; Kiyar, M.; Delgado-Zayas, E.; Gomez-Gil, E.; Van Den Eynde, T.; T’Sjoen, G.; Guillamon, A.; Mueller, S.C.; et al. Epigenetics Is Implicated in the Basis of Gender Incongruence: An Epigenome-Wide Association Analysis. *Front Neurosci.* 2021, 15, 701017. [CrossRef]
31. Mansell, G.; Gorrie-Stone, T.J.; Bao, Y.; Kumari, M.; Schalkwyk, L.S.; Mill, J.; Hannon, E. Guidance for DNA methylation studies: Statistical insights from the Illumina EPIC array. *BMC Genom.* 2019, 20, 366. [CrossRef] [PubMed]
32. Alakwaa, F.M.; Chaudhary, K.; Garmire, L.X. Deep Learning Accurately Predicts Estrogen Receptor Status in Breast Cancer Metabolomics Data. *J. Proteome Res.* 2018, 17, 337–347. [CrossRef] [PubMed]
33. Srivastava, N.; Hinton, G.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A Simple Way to Prevent Neural Networks from Overfitting. *J. Mach. Learn. Res.* 2014, 15, 1929–1958.
34. O’Connell, G.C.; Alder, M.L. Large-scale informatic analysis to algorithmically identify blood biomarkers of breast cancer damage. *Proc. Natl. Acad. Sci. USA* 2020, 117, 20764–20775. [CrossRef] [PubMed]
35. Shigemizu, D.; Mori, T.; Akiyama, S.; Higaki, S.; Watanabe, H.; Sakurai, T.; Niida, S.; Ozaki, K. Identification of potential blood biomarkers for early diagnosis of Alzheimer’s disease through RNA sequencing analysis. Alzheimers Res. Ther. 2020, 12, 87. [CrossRef] [PubMed]

36. Kustanovich, A.; Schwartz, R.; Peretz, T.; Grinshpun, A. Life and death of circulating cell-free DNA. Cancer Biol. Ther. 2019, 20, 1057–1067. [CrossRef]

37. Ehrlich, M. DNA hypermethylation in disease: Mechanisms and clinical relevance. Epigenetics 2019, 14, 1141–1163. [CrossRef]

38. Borge, J.; Tyl, M.; Schiller, K.; Pusztai, Z.; Dooley, C.M.; Deng, W.; Wooding, C.; White, R.J.; Warnecke, T.; Leonhardt, H.; et al. KDM2A integrates DNA and histone modification signals through a CXXC/PHD module and direct interaction with HP1. Nucleic Acids Res. 2017, 45, 1114–1129. [CrossRef]

39. Mastroeni, D.; Delvaux, E.; Nolz, J.; Tan, Y.; Grover, A.; Oddo, S.; Coleman, P.D. Aberrant intracellular localization of H3k4me3 demonstrates an early epigenetic phenomenon in Alzheimer’s disease. Neurobiol. Aging 2015, 36, 3121–3129. [CrossRef]

40. Park, S.Y.; Seo, J.; Chun, Y.S. Targeted Downregulation of kdm4a Ameliorates Tau-engendered Defects in Drosophila melanogaster. J. Korean Med. Sci. 2019, 34, e225. [CrossRef]

41. Nielsen, J.B.; Rom, O.; Surakka, I.; Graham, S.E. Loss-of-function genomic variants highlight potential therapeutic targets for cardiovascular disease. Nat. Commun. 2020, 11, 6417. [CrossRef] [PubMed]

42. Zhou, Z.; Liang, Y.; Zhang, X.; Xu, J.; Lin, J.; Zhang, R.; Kang, K.; Liu, C.; Zhao, C.; Zhao, M. Low-Density Lipoprotein Cholesterol and Alzheimer’s Disease: A Systematic Review and Meta-Analysis. Front. Aging Neurosci. 2020, 12, 5. [CrossRef] [PubMed]

43. Konar, A.; Kalra, R.S.; Chaudhary, A.; Nayak, A.; Guruprasad, K.P.; Satyamoorthy, K.; Shi, Y.; Terao, K.; Kaul, S.C.; Wadhwa, R. Identification of Caffeic Acid Phenethyl Ester (CAPE) as a Potent Neurodifferentiating Natural Compound That Improves Cognitive and Physiological Functions in Animal Models of Neurodegenerative Diseases. Front. Aging Neurosci. 2020, 12, 561925. [CrossRef] [PubMed]

44. Asada, K.; Kaneko, S.; Takasawa, K.; Machino, H.; Takahashi, S.; Shinkai, N.; Shimoyama, R.; Komatsu, M.; Hamamoto, R. Integrated Analysis of Whole Genome and Epigenome Data Using Machine Learning Technology: Toward the Establishment of Precision Oncology. Front. Oncol. 2021, 11, 669937. [CrossRef]

45. Consortium, G.T. The Genotype-Tissue Expression (GTEx) project. Nat. Genet. 2013, 45, 580–585. [CrossRef]

46. Li, W.; Tam, K.M.V.; Chan, W.W.R.; Koon, A.C.; Ngo, J.C.K.; Chan, H.Y.E.; Lau, K.-F. Neuronal adaptor FEE5 stimulates Rac1-mediated neurite outgrowth by recruiting and activating ELMO1. J. Biol. Chem. 2018, 293, 7674–7688. [CrossRef]

47. Kikuchi, M.; Sekiya, M.; Hara, N.; Miyashita, A.; Kuwano, R.; Ikeuchi, T.; Iijima, K.M.; Nakaya, A. Disruption of a RAC1-centred network is associated with Alzheimer’s disease pathology and causes age-dependent neurodegeneration. Hum. Mol. Genet. 2020, 29, 817–833. [CrossRef]

48. Huang, Y.; Sun, X.; Jiang, H.; Yu, S.; Robins, C.; Armstrong, M.J.; Li, R.; Mei, Z.; Shi, X.; Gerasimov, E.S.; et al. A machine learning approach to brain epigenetic analysis reveals kinases associated with Alzheimer’s disease. Nat. Commun. 2021, 12, 4472. [CrossRef]

49. Watson, C.T.; Roussos, P.; Garg, P.; Ho, D.J.; Azam, N.; Katsel, P.; Haroutunian, V.; Sharp, A.J. Genome-wide DNA methylation profiling in the superior temporal gyrus reveals epigenetic signatures associated with Alzheimer’s disease. Genome Med. 2016, 8, 5. [CrossRef]

50. Hannon, E.; Lunnon, K.; Schalkwyk, L.; Mill, J. Interindividual methylomic variation across blood, cortex, and cerebellum: Implications for epigenetic studies of neurological and neuropsychiatric phenotypes. Epigenetics 2015, 10, 1024–1032. [CrossRef] [PubMed]

51. Mahendran, N.; Duraj, R.V. A deep learning framework with an embedded-based feature selection approach for the early detection of the Alzheimer’s disease. Comput. Biol. Med. 2022, 141, 105056. [CrossRef]

52. Ren, J.; Zhang, B.; Wei, D.; Zhang, Z. Identification of Methylated Gene Biomarkers in Patients with Alzheimer’s Disease Based on Machine Learning. BioMed Res. Int. 2020, 2020, 8348147. [CrossRef] [PubMed]

53. Hannon, E.; Lunnon, K.; Schalkwyk, L.; Mill, J. Interindividual methylomic variation across blood, cortex, and cerebellum: Implications for epigenetic studies of neurological and neuropsychiatric phenotypes. Epigenetics 2015, 10, 1024–1032. [CrossRef] [PubMed]

54. Watson, C.T.; Roussos, P.; Garg, P.; Ho, D.J.; Azam, N.; Katsel, P.; Haroutunian, V.; Sharp, A.J. Genome-wide DNA methylation profiling in the superior temporal gyrus reveals epigenetic signatures associated with Alzheimer’s disease. Genome Med. 2016, 8, 5. [CrossRef]

55. Shigemizu, D.; Mori, T.; Akiyama, S.; Higaki, S.; Watanabe, H.; Sakurai, T.; Niida, S.; Ozaki, K. Identification of potential blood biomarkers for early diagnosis of Alzheimer’s disease through RNA sequencing analysis. Alzheimers Res. Ther. 2020, 12, 87. [CrossRef] [PubMed]

56. Berridge, M.J. Calcium signalling and Alzheimer’s disease. Neurochem. Res. 2011, 36, 1149–1156. [CrossRef]

57. Tong, B.C.-K.; Wu, A.J.; Li, M.; Cheung, K.-H. Calcium signalling in Alzheimer’s disease & therapies. Biochim. Biophys. Acta (BBA)-Mol. Cell Res. 2018, 1865, 1745–1760. [CrossRef]

58. Koran, M.E.I.; Hohman, T.J.; Thornton-Wells, T.A. Genetic interactions found between calcium channel genes modulate amyloid load measured by positron emission tomography. Hum. Genet. 2014, 133, 85–93. [CrossRef]

59. Zhu, L.; Li, C.; Du, G.; Pan, M.; Liu, G.; Pan, W.; Li, X. High glucose upregulates myosin light chain kinase to induce microfilament cytoskeleton rearrangement in hippocampal neurons. Mol. Med. Rep. 2018, 18, 216–222. [CrossRef]

60. Wang, R.; Reddy, P.H. Role of Glutamate and NMDA Receptors in Alzheimer’s Disease. J. Alzheimers Dis. 2017, 57, 1041–1048. [CrossRef]
61. Braithwaite, S.P.; Stock, J.B.; Lombroso, P.J.; Nairn, A.C. Protein phosphatases and Alzheimer’s disease. *Prog. Mol. Biol. Transl. Sci.* 2012, 106, 343–379. [CrossRef] [PubMed]
62. Henriques, A.G.; Müller, T.; Oliveira, J.M.; Cova, M.; da Cruz e Silva, C.B.; da Cruz e Silva, O.A.B. Altered protein phosphorylation as a resource for potential AD biomarkers. *Sci. Rep.* 2016, 6, 30319. [CrossRef] [PubMed]
63. Lin, L.; Yee, S.W.; Kim, R.B.; Giacomini, K.M. SLC transporters as therapeutic targets: Emerging opportunities. *Nat. Rev. Drug Discov.* 2015, 14, 543–560. [CrossRef]
64. Ayka, A.; Sehirli, A.O. The Role of the SLC Transporters Protein in the Neurodegenerative Disorders. *Clin. Psychopharmacol. Neurosci.* 2020, 18, 174–187. [CrossRef][PubMed]
65. Li, Y.; Sun, H.; Chen, Z.; Xu, H.; Bu, G.; Zheng, H. Implications of GABAergic Neurotransmission in Alzheimer’s Disease. *Front Aging Neurosci.* 2016, 8, 31. [CrossRef]
66. Yang, C.; Qi, Y.; Sun, Z. The Role of Sonic Hedgehog Pathway in the Development of the Central Nervous System and Aging-Related Neurodegenerative Diseases. *Front. Mol. Biosci.* 2021, 8, 711710. [CrossRef]
67. Vorobyeva, A.G.; Saunders, A.J. Amyloid-β interrupts canonical Sonic hedgehog signaling by distorting primary cilia structure. *Cilia* 2018, 7, 5. [CrossRef]
68. Bocharova, A.; Vagaitseva, K.; Marusin, A.; Zhukova, N.; Zhukova, I.; Minaycheva, L.; Makeeva, O.; Stepanov, V. Association and Gene-Gene Interactions Study of Late-Onset Alzheimer’s Disease in the Russian Population. *Genes* 2021, 12, 1647. [CrossRef]
69. Liu, D.; Dai, S.X.; He, K.; Li, G.H.; Liu, J.; Liu, L.G.; Huang, J.F.; Xu, L.; Li, W.X. Identification of hub ubiquitin ligase genes affecting Alzheimer’s disease by analyzing transcriptome data from multiple brain regions. *Sci. Prog.* 2021, 104, 368504211001146. [CrossRef]
70. Deters, K.D.; Nho, K.; Risacher, S.L.; Kim, S.; Ramanan, V.K.; Crane, P.K.; Apostolova, L.G.; Saykin, A.J.; Alzheimer’s Disease Neuroimaging. I. Genome-wide association study of language performance in Alzheimer’s disease. *Brain Lang.* 2017, 172, 22–29. [CrossRef]
71. Lee, W.S.; Lee, W.-H.; Bae, Y.C.; Suk, K. Axon Guidance Molecules Guiding Neuroinflammation. *Exp. Neurol.* 2019, 28, 311–319. [CrossRef] [PubMed]
72. Liu, F.; Placzek, M.; Xu, H. Axon guidance effect of classical morphogens Shh and BMP7 in the hypothalamo-pituitary system. *Neurosci. Lett.* 2013, 533, 104–109. [CrossRef]
73. Jin, Y.; Cheng, X.; Lu, J.; Li, X. Exogenous BMP-7 Facilitates the Recovery of Cardiac Function after Acute Myocardial Infarction through Counteracting TGF-beta Signaling Pathway. *Tohoku J. Exp. Med.* 2018, 244, 1–6. [CrossRef] [PubMed]
74. Lowery, J.W.; de Caestecker, M.P. BMP signaling in vascular development and disease. *Cytokine Growth Factor Rev.* 2010, 21, 287–298. [CrossRef] [PubMed]
75. Licastro, F.; Chiappelli, M.; Caldarera, C.M.; Porcellini, E.; Carbone, I.; Caruso, C.; Lio, D.; Corder, E.H. Sharing pathogenetic mechanisms between acute myocardial infarction and Alzheimer’s disease as shown by partially overlapping of gene variant profiles. *J. Alzheimers Dis.* 2011, 23, 421–431. [CrossRef]
76. Akila Parvathy Dharshini, S.; Taguchi, Y.H.; Michael Gromiha, M. Exploring the selective vulnerability in Alzheimer disease using tissue specific variant analysis. *Genomics* 2019, 111, 936–949. [CrossRef] [PubMed]
77. Amparan, D.; Avram, D.; Thomas, C.G.; Lindahl, M.G.; Yang, J.; Bajaj, G.; Ishmael, J.E. Direct interaction of myosin regulatory and gene-Gene Interactions Study of Late-Onset Alzheimer’s Disease in the Russian Population. *Genes* 2021, 12, 1647. [CrossRef]
78. Balabanski, L.; Serbezov, D.; Atanasoska, M.; Karachanak-Yankova, S.; Hadjidekova, S.; Nikolova, D.; Boyanova, O.; Staneva, R.; Vazharova, R.; Mihailova, M.; et al. Rare genetic variants prioritize molecular pathways for semaphorin interactions in Alzheimer’s disease patients. *Biotechnol. Biotechnol. Equip.* 2021, 35, 1256–1262. [CrossRef]
79. Dibattista, M.; Pifferi, S.; Menini, A.; Reisert, J. Alzheimer’s Disease: What Can We Learn From the Peripheral Olfactory System? *Front. Neurosci.* 2020, 14, 440. [CrossRef]
80. Upadhyay, A.; Hosseinibarkooie, S.; Schneider, S.; Kaczmarek, A.; Torres-Benito, L.; Mendoza-Ferreira, N.; Overhoff, M.; Rombo, R.; Grysko, V; Kye, M.J.; et al. Neurocalcin Delta Knockout Impairs Adult Neurogenesis Whereas Half Reduction Is Not Pathological. *Front. Mol. Neurosci.* 2019, 12, 19. [CrossRef]
81. Miller, J.A.; Wolff, R.L.; Goodenbour, J.M.; Horvath, S.; Geschwind, D.H. Genes and pathways underlying regional and cell type profiles. *Genome Med.* 2013, 5, 48. [CrossRef] [PubMed]
82. Mathys, H.; Davila-Velderrain, J.; Peng, Z.; Gao, F.; Mohammad, S.; Young, J.Z.; Menon, M.; He, L.; Abdurrob, F.; Jiang, X.; et al. Single-cell transcriptomic analysis of Alzheimer’s disease. *Nature* 2019, 570, 332–337. [CrossRef] [PubMed]
83. Moss, J.; Magenheim, J.; Neiman, D.; Zemmour, H.; Loyer, F.; Korach, A.; Samet, Y.; Maoz, M.; Druid, H.; Arner, P.; et al. Comprehensive human cell-type methylation atlas reveals origins of circulating cell-free DNA in health and disease. *Nat. Commun.* 2018, 9, 5068. [CrossRef] [PubMed]
84. Bahado-Singh, R.O.; Vishweswariah, S.; Er, A.; Aydas, B.; Turkoglu, O.; Taskin, B.D.; Duman, M.; Yilmaz, D.; Radhakrishna, U. Artificial Intelligence and the detection of pediatric concussion using epigenomic analysis. *Brain Res.* 2020, 1726, 146510. [CrossRef]
85. Bahado-Singh, R.O.; Vishweswariah, S.; Aydas, B.; Yilmaz, A.; Metpally, R.P.; Carey, D.J.; Crist, R.C.; Berrettini, W.H.; Wilson, G.D.; Imam, K.; et al. Artificial intelligence and leukocyte epigenomics: Evaluation and prediction of late-onset Alzheimer’s disease. *PLoS ONE* 2021, 16, e0248375. [CrossRef]
86. Huang, J.H.; Xie, H.L.; Yan, J.; Lu, H.M.; Xu, Q.S.; Liang, Y.Z. Using random forest to classify T-cell epitopes based on amino acid properties and molecular features. *Anal. Chim. Acta* **2013**, *804*, 70–75. [CrossRef]

87. Mahadevan, S.; Shah, S.L.; Marrie, T.J.; Slupsky, C.M. Analysis of metabolomic data using support vector machines. *Anal. Chem.* **2008**, *80*, 7562–7570. [CrossRef]

88. Liland, K.H. Multivariate methods in metabolomics—From pre-processing to dimension reduction and statistical analysis. *TrAC Trends Anal. Chem.* **2011**, *30*, 827–841. [CrossRef]

89. Candel, A.; Parmar, V.; Ledell, E.; Arora, A. *Deep Learning with H2O*; H2O. ai Inc.: Mountain View, CA, USA, 2016; pp. 1–21.