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ABSTRACT Sub–Nyquist sampling is a technique which has various applications in signal processing and communication technologies. Memory relaxation, peripherals operating at relatively lower speeds, and consequently low–power consumption designs are prominent motivations in sub–Nyquist receiver studies. Although these motivations seem to be attractive, instability and information loss are major drawbacks of sub–Nyquist approaches in comparison with Nyquist–Shannon sampling applications. Nevertheless, sub-Nyquist receivers could still provide several ways of recovering information to some extent in case they are fortified with appropriate interpolation mechanisms. Hence, this study proposes a fractionally asymmetric sub–Nyquist baseband receiver design for phase modulation (PM) signal reception. The proposed method takes advantage of statistical behaviors of the received signal passing through physical propagation medium and adopts an autoregressive process to recover the phase information required. The proposed design is implemented on a software-defined radio (SDR) platform operating in near real–time and tested in a real–world communication environment. Results and discussions are provided along with the future directions.
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I. INTRODUCTION

Along with the relentless advances in digital technology, wireless communication systems have permeated the modern civilization and have become an integral part of it. Recent predictions report that there will be approximately 30 billion devices connected in addition to 6 billion overall global mobile subscribers by 2023 [1]. In parallel with such an ever–increasing demand and push, prominent industries such as health, commerce, agriculture, education, logistics, and transportation experience dramatic shifts in paradigms driven by the wireless revolution. It is believed that ubiquitous connectivity, cyber–physical systems, smart cities, (ITS), green environments, (IoT), and software–defined metasurfaces will be the key concepts in the near future with the aid of machine learning applications and services [2], [3], [4], [5], [6].

It is clear that deployment of any next generation system envisioned above should be able to find a place for itself in the overcrowded (EM) and co–exist with already–present technologies. Furthermore, it should follow critical design principles such as being parsimonious with size, power consumption, computational complexity, and cost; however, providing utmost performance along with several other parameters. From the practical point of view, one could claim that almost all of the principles and/or parameters listed above conflict with each other one way or another. One of the plausible strategies to overcome such conflicts is to sustain certain (QoS) requirements rather than to impose utmost performance with –relatively– low resources or support. Of course, conflicting requirements pave the way of reaching a compromise between several parameters. From this perspective, optimization could only be achieved when specific problems are tackled by specific designs and implementations [7], [8].
Sub-Nyquist receivers are prominent examples of the aforementioned parsimonious designs in many aspects. They are employed in many areas and used in many applications in the literature including ranging, localization, spectrum sensing, signal identification, and even communications applications [9], [10], [11], [12], [13], [14]. Any sub-Nyquist approach relies on two fundamental properties: $K$-sparsity, which is based on a complete description of the signal of interest in terms of orthogonal projection (with $K$ non-zero entries) and coherence [15], [16], [17]. This perspective brings about an important concept called information rate [18]. It is known that information rate of many signals (generated either by natural or synthetic processes) is less than their physical bandwidth. Furthermore, some approaches as in machine learning- and artificial intelligence-based designs are solely concerned with so-called “feature rate” and not even with information rate [19]. Finally, it must be stated that there is a significant effort in design and implementation of sub-Nyquist receiver structures and their applications in emerging technologies such as IoT [20], [21], [22], [23]. In contrast, there are a few studies present in the literature specifically focusing on receivers based on sub-Nyquist sampling without considering the channel impairments [24]. Therefore, in this study, a fractionally asymmetric sub-Nyquist receiver is proposed, designed, implemented, and tested in a physical environment. Having said that, as can be seen from the presented studies in the literature, to the best knowledge of authors’, there exists no fractionally asymmetric sub-Nyquist receiver design. Furthermore, the present designs are application-specific, which end up having a relatively narrower scope in terms of both being applicable to analog and digital systems together. In this regard, it is worth mentioning that in contrast to the methods proposed in the literature, this study differs in two prominent ways: this study differs from the studies in the literature in the following two prominent ways: First, the proposed design does not focus on a single, special case, namely symmetric sub-Nyquist sampling. It considers asymmetric sub-Nyquist receiver structure as the generalization of sub-Nyquist approaches by relying on the impact of propagation medium on the transmit signal. Second, this study does not rely on higher-order statistics and/or transform domain techniques. In this regard, the contributions of this study are the following: (i) A fractionally asymmetric sub-Nyquist receiver that is fortified with plain, linear interpolation-based method (in contrast to some non-linear methods employed in the literature) is employed to restore the phase information presumably lost in sub-Nyquist operation, and (ii) it is demonstrated that such a receiver could still compensate for the information loss to some extent and perform satisfactorily under real-world conditions. The rest of the paper is organized as follows: Section II introduces the signal and system model along with the fundamental assumptions. Section III outlines the proposed method in detail. Data collection procedures, relevant details, results and their interpretations are discussed in Section V and in Section VI, respectively. Finally, Section VII provides the closing remarks along with future directions.

II. SIGNAL AND SYSTEM MODELS

In this section, both signal and system models are introduced along with fundamental assumptions for a generic wireless communications scenario. Key points are provided and highlighted for the upcoming sections and subsections as well.

A. SIGNAL MODEL

A general linear, time-varying complex baseband channel impulse response is given by:

$$ h(t, \tau) = \sum_{k=1}^{N} a_k(t) \delta(t - \tau_k(t)) e^{(2\pi f_0^D(t)+\theta_k(t))} $$  

(1)

where $N$ is the number of resolvable multipath components; $a_k(\cdot)$ is the magnitude of $k$-th component; $\delta(\cdot)$ is the Dirac delta function; $\tau_k(\cdot)$ is the $k$-th delay; $f_0^D(\cdot)$ and $\theta_k(\cdot)$ are Doppler shift and phase offset experienced by the corresponding $k$-th multipath component, respectively, and $j = \sqrt{-1}$. Depending on the scenario, a further extension is possible by considering:

$$ a_k(t)e^{(2\pi f_0^D(t)+\theta_k(t))} = s_k(t) + d_k(t) $$  

(2)

as major contribution of the power is obtained by the specular component, $s_k(t)$, along with a relatively weaker contribution of a diffused component, $d_k(t)$. This way, the receiver, if possible, could be designed based on the perspective given in (2). This representation paves also way of arranging resolvable multipath components via certain parameters according to the communication scenario to be considered for various purposes.

Given $h(t, \tau)$, the received signal at baseband is generally expressed in the form of:

$$ r(t) = x(t) \odot h(t, \tau) + \omega(t) $$  

(3)

where $x(t)$ is the transmitted signal at baseband; $\odot$ denotes the convolution operator; $\omega(t)$ is the complex baseband (AWGN) term consisting of both in-phase and quadrature components, $\omega_I(t)$ and $\omega_Q(t)$, respectively, where each component is $N(0, \sigma_\omega^2/2)$. Without loss of generality, channel statistics are assumed to be stationary (in any sense) for a sufficiently long period of time. Furthermore, in order to have a more tractable analysis, (3) is assumed to be of the following form:

$$ r(t) = x(t) \odot h(t) + \omega(t) $$  

(4)

where the channel, $h(t)$, acts a linear, time-invariant filter.

B. SYSTEM MODEL

Depending on the scenario, receiver is considered to be a monolithic statistical decision mechanism such that its input values are translated into a set of output values under certain rules and conditions. From this point of view, receiver could be subdivided into further blocks in such a way that complex
baseband equivalent (I/Q) signal is pre–processed and then prepared for further stages. In this regard, system model includes all the relevant modules at the receiver side such that the passband received signal is translated into complex baseband equivalent I/Q signal which is given in (3) encompassing all sets of impairments. A complete set of blocks involved in a generic analog front–end receiver is given in Figure 1.

**FIGURE 1.** A generic analog front–end receiver followed by a digital baseband DSP.

For the given system block structure, complex baseband equivalent signal is received and discretized satisfying Nyquist criterion under flat–fading assumption as:

\[ r[n] = x[n] \otimes h[n] + \omega[n] \]  

(5)

Considering the discrete–time convolution operation:

\[ r[n] = \sum_{k=-\infty}^{\infty} x[k]h[n-k] + \omega[n] \]  

(6)

where

\[ h[n] = \sum_{p=0}^{L-1} a_p \text{sinc}(n - \tau_p B) \]  

(7)

with \( B \) is the anti–alias filter bandwidth satisfying Nyquist criterion;

\[ a_p = a(p/B)e^{(2\pi f_d p/B + \phi_d p/B)} \]  

(8)

could be written where sinc(\cdot) is the normalized cardinal sine function, and \( a_p \) is the gain affiliated with the \( p \)-th term.

Once the received signal is discretized in accordance with (6) and (7), it can be re–written as \( r[n] = r_I[n] + jr_Q[n] \) where \( r_I[n] \) and \( r_Q[n] \) are the \( n \)-th sample of the in–phase and quadrature components of the discrete–time version of the received signal.

**III. PROPOSED METHOD**

**A. THE PROBLEM STATEMENT**

Specifically, the transmit signal, \( x_{ph}(t) \), could be written as a general constant–envelope (PM) passband signal:

\[ x_{ph}(t) = A_c \cos \left( 2\pi f_c t + k_p m(t) \right) \]  

(9)

where \( A_c \) represents the constant peak value of the harmonic; \( f_c \) is the transmit frequency; \( k_p \) is the frequency deviation constant; and \( m(t) \) is a specific form of a message signal at baseband depending on the choice of phase or frequency modulation. Considering the complex baseband equivalent representation under coherent reception:

\[ x(t) = \frac{A_c}{2} \left[ \cos \left( k_p m(t) \right) + j \sin \left( k_p m(t) \right) \right] \]  

(10)

is obtained in conjunction with (3).

In this regard, research problem could be stated as follows. Is it possible to demodulate a general PM signal with the use of asymmetrically fractional sub–Nyquist sampling baseband receiver? What would be the performance of such a receiver?

**B. SUB–NYQUIST RECEIVER SCHEME**

A sub–Nyquist receiver buffers a stream of incoming samples, \( r[n] \), as a two–dimensional array where, at first, both real and imaginary components of \( r[n] \) are aligned. Next, the receiver forms a fractionally “asymmetric” sub–list of components as a specific subset of discrete multi-coset sampling process [25] with:

\[ \hat{r}[n] = r_I[K(n-1) + \Delta] + jr_Q[Kn] \]  

(11)

where \( K, \Delta \in \mathbb{Z}^+ \). Here, \( \Delta \) denotes the parameter that preserves the intentional asymmetry with the case \( \Delta \neq K \). It is clear that the case \( 1 < \Delta = K \) reduces down to regular, “symmetric” downsampling operation. With the use of both \( K \) and \( \Delta \) along with appropriate configurations, \( \hat{r}[n] \) carries asymmetric index pairs of I/Q branches of \( r[n] \). Moreover, the sampling rate is intentionally reduced by a factor of \( K \). At this point, one could elaborate more on the relationship between \( \Delta \) and \( K \) along with its implications on the asymmetrically subsampled signal. As stated before, in order to distinguish asymmetric subsampling from regular downsampling, the condition \( \Delta \neq K \) should be satisfied. Once the subsampling rate \( K \) is decided, intentional asymmetry between indices of \( r_I[\cdot] \) and \( r_Q[\cdot] \) could only be achieved by assigning \( \Delta \) values from \( G_\Delta \{0, 1, \cdots, K - 1 \} \). Evidently, the values of \( \Delta \in G_\Delta \) somehow acts as a parameter which controls the separation of I/Q samples in time and eventually the correlation between them while keeping the downsampling rate at \( K \) and preserving the intentional asymmetry between the samples of I/Q branches. In order to see this behavior, first, assume that \( \Delta = 0 \). This case, statistically speaking, leads to the least possible correlation between corresponding samples of I/Q branches, since \( \Delta = 0 \) yields the greatest possible time separation between I/Q branches among all possible configurations. In other words, \( \Delta = 0 \) yields \( r_I[Kn-K] \) and \( r_Q[Kn] \), hence; in this regime, \( r_I[\cdot] \) lags always \( K \) samples behind \( r_Q[\cdot] \) and statistically speaking, the correlation of the asymmetrically subsampled signal reaches its minimum as compared to that in the regular, downsampled version. In contrast, \( \Delta = K - 1 \) leads to statistically the highest possible correlation between corresponding samples of I/Q branches, since \( \Delta = K - 1 \) yields the lowest possible time separation between I/Q branches among all possible configurations. More specifically, \( \Delta = K - 1 \) produces \( r_I[Kn-1] \) and \( r_Q[Kn] \), hence; in such a scheme, \( r_I[\cdot] \) lags always one sample behind \( r_Q[\cdot] \) and statistically speaking, the correlation of the asymmetrically subsampled signal reaches its maximum as compared to that in the regular, downsampled version. For the

\(^1\)Here, the buffer design such as linear or circular is excluded in the analysis since it is outside the scope of this study. However, the design choice might affect the hardware performance; therefore, a detailed further investigation is required.
sake of simplicity, the asymmetry parameter will hereinafter be assumed to be unity, $\Delta = 1$, which provides a performance analysis that is very close to the worst-case scenario in terms of statistical correlations, while not affecting the analysis methodology and design itself. Thus, the complex baseband version of the received signal passed through the channel is given by:

$$\hat{r}[n] = \frac{A_e}{2} \sum_{i=-\infty}^{\infty} \left( \sum_{n=0}^{L-1} \alpha_e \text{sinc}(n - Ki - K + 1 - \tau_e B) \times \cos \left(k_p m[Ki - K + 1] \right) + \cdot j \sum_{i=0}^{L-1} \alpha_e \text{sinc}(n - Ki - \tau_e B) \sin \left(k_p m[Ki] \right) \right)$$

(12)

In order to ease the representation, let $k_p m[Ki - K + 1] = \psi_m[i]$ and $k_p m[Ki] = \phi_m[i]$ where both $\psi_m[i]$ and $\phi_m[i]$ are assumed to manifest the characteristics of the message signal and possible effects of other impairments. Hence (13) could be restated as:

$$\hat{r}[n] = \frac{A_e}{2} \sum_{i=-\infty}^{\infty} \left( \sum_{n=0}^{L-1} \alpha_e \text{sinc}(n - Ki - K + 1 - \tau_e B) \cos \left(\psi_m[i] \right) + \cdot j \sum_{i=0}^{L-1} \alpha_e \text{sinc}(n - Ki - \tau_e B) \sin \left(\phi_m[i] \right) \right)$$

(13)

In light of the discussion above, assuming that the phase is striven to recover for PM signals on sample basis and considering the channel dynamics in time projected on cardinal sine, the proposed method employs the following approximation for demodulation purposes under zero-mean assumption:

$$\hat{r}[n] = \hat{\phi} \hat{r}[n - 1] + \sqrt{1 - \hat{\phi}^2} w[n]$$

(14)

where $\hat{\phi}$ is a constant and $w[-\cdot]$ is the discrete–time complex AWGN of the form of the noise mentioned in (3). With the use of equation above, it will be shown that an asymmetrical fractionally sub–Nyquist sampled received signal could still recover the phase information to some extent under the assumptions discussed in detail above.

1) BASEBAND DIFFERENTIATOR DISCRIMINANT ANALYSIS FOR FREQUENCY MODULATION SIGNALS

Well–known baseband differentiator for (FM) signals operating on a finite buffer of size of $M$, populated by baseband I/Q samples obtained under Nyquist criterion yields the following real–valued signal:

$$\theta[n] = \frac{r_l[n]D \{r_Q[n]\} - r_Q[n]D \{r_l[n]\}}{G (|r_l[n]|^2 + |r_Q[n]|^2)}$$

(15)

where $G$ is the normalization constant for appropriate unit and normalization conversion and $n$ denotes the memory indices of the streaming buffer $n = 0, 1, \ldots , M - 1$. Note that in conjunction with sufficiently high sampling rates (still remaining below Nyquist) $|r_l[n]|^2 + |r_Q[n]|^2$ could be approximated with a constant especially when constant envelope signals are considered. Before proceeding with the details of such a simplification, it is noteworthy to discuss the characteristics of sufficiently high sampling rates while remaining below Nyquist rate. Especially for angle modulation techniques, it is known that physical bandwidth of signals diverge due to the nature of non–linear structure of the modulation operation. Furthermore, the communication channel introduces correlation into the transmit signal via several propagation mechanisms such as multipath reflection. Therefore, there is a distinction between physical bandwidth of a signal passed through a channel and its information bearing portion in its power spectrum, which is always less than its physical bandwidth. In this regard, sufficiently high sampling rates while residing below Nyquist limit corresponds to the scenarios where subsampling receiver could capture at least the information bearing portion of the power spectrum of the signal of interest. Depending on the application, there are studies in the literature which report that sampling rates could be reduced down to even less than 30% of the physical bandwidth of the signal of interest [26], [27], [28]. Having said that, all continuous phase modulation signals whether the message signal being analog or digital could be written at the complex baseband in discrete–time as:

$$s[n] = A_s e^{j\Theta[n]} = (s_I[n] + js_Q[n])$$

(16)

where $A_s$ is the magnitude of the complex baseband signal; whereas $\Theta[n]$ is the phase trajectory of the message signal; and both $s_I[n]$ and $s_Q[n]$ are the in–phase and quadrature components of the signal, respectively. As can be inferred,

$$|s[n]|^2 = |s_I[n]|^2 + |s_Q[n]|^2 = A_s$$

is obtained. Therefore, the term $|r_l[n]|^2 + |r_Q[n]|^2$ in the denominator of (15) could be captured by a constant and

$$\hat{\theta}[n] = \kappa (r_l[n]D \{r_Q[n]\} - r_Q[n]D \{r_l[n]\})$$

(17)

where $\kappa$ denotes the term that accommodates all constant–behavior parameters including the constant envelope attribute of the denominator of (15) in (17). As can be seen, baseband discriminator includes the first–order difference operator, namely $D \{-\}$, acting on the discrete–time stochastic processes $r_{1,0}[n]$. This brings about two important cases regarding the model based on the value of $\phi$. In the first case, let $\phi$ approach unity. Such a special scenario in the presence of first–order difference operator reduces down to random walk where phase information is considered to be pure white noise (possibly with a very low variance). From the practical point of view, this conclusion does not imply a realistic model since information sources generally manifest coherence to some extent. Nevertheless, this case provides some insight into the performance boundaries of the model. In the second
case, let $\varphi$ converge. Such a scenario leads to problems in the presence of $D \{ \cdot \}$ operator if the noise process is assumed to be white. On the other hand, in case noise process is assumed to satisfy properties of Wiener–Lévy process, then $D \{ \cdot \}$ implies a white noise process. As in the first case, such a boundary condition provides some insight into performance limitations of the model from the theoretical point of view. Therefore, it is expected that $\varphi$ could be regarded as a parameter whose value could capture many characteristics of the process considered for both the actual discrete–time random stochastic processes $r_t, Q[n]$ and their first–order differences.

Excluding the boundary cases for $\varphi$, it is clear that the difference operator leads to a new autoregressive process with the following expression:

$$D \{ r_t, Q[n] \} = (1 - \varphi) r_t, Q[n - 1] + \sqrt{1 - \varphi^2} w_t, Q[n]$$

Thus, one could express the baseband phase estimation as:

$$\hat{\theta}[n] = \kappa \left\{ (1 - \varphi) r_t[n] r_Q[n - 1] + \sqrt{1 - \varphi^2} r_t[n] w_Q[n] - (1 - \varphi) r_Q[n] r_t[n - 1] - \sqrt{1 - \varphi^2} r_Q[n] w_t[n] \right\}$$

After reorganizing the terms in (19):

$$\hat{\theta}[n] = \kappa \left\{ (1 - \varphi) (r_t[n] r_Q[n - 1] - r_Q[n] r_t[n - 1]) + \sqrt{1 - \varphi^2} (r_t[n] w_Q[n] - r_Q[n] w_t[n]) \right\}$$

is obtained. As can be inferred, $\hat{\theta}[n]$ is a zero–mean signal in case no imbalance is present between in–phase and quadrature branches. The proposed method is summarized as a block diagram given in Figure 2 focusing solely on the baseband part. As can be seen from the figure, the proposed method incorporates the noise into the autoregressive process in a peculiar way such that both in–phase and quadrature components of the received signal samples weight both noise and the delayed version of the input.

2) ANALYSIS OF FLAT–FADING CHANNEL SCENARIO

In order to have a better grasp of the estimator, a generic communication scenario could be considered. Assuming that the process satisfies (WSS) assumptions within the buffer size of $M$, the following could be written as:

$$R_{\vartheta}[k] = E \left\{ \hat{\theta}[n] \hat{\theta}[n + k] \right\}_{k > 0}$$

$$= \kappa^2 \left\{ (1 - \varphi) \times \left\{ 2 R_{r_t}[k] R_{r_Q}[k] - R_{r_t}[k + 1] R_{r_Q}[k - 1] - \cdot R_{r_t}[k - 1] R_{r_Q}[k + 1] \right\} \right\}$$

For the sake of tractability, let $L = 1$ and $\tau_u = \tau_v = 0$ as in a generic flat–fading scenario. Then,

$$\hat{r}[n] = \frac{A_c}{2} \sum_{i=-\infty}^{\infty} \text{sinc} (n - i[k; I, Q]) \times \left\{ \alpha_u \cos (\psi_m[i]) + j \alpha_v \sin (\psi_m[i]) \right\}$$

is yielded where $i[k; I, Q]$ denotes the corresponding offsets for both in–phase and quadrature components, respectively. Note also that (22) implies $r_t[n] = \sum_{i=-\infty}^{\infty} \alpha_u \text{sinc}(n - Ki - K + 1) \cos (\psi_m[i])$ and $r_Q[n] = \sum_{i=-\infty}^{\infty} \alpha_v \text{sinc}(n - Ki) \sin (\psi_m[i])$. Therefore:

$$R_{r_t}[k] = E \{ r_t[n] r_t[n + k] \}$$

$$= \sum_{i=-\infty}^{\infty} \alpha_u \text{sinc}(n - Ki - K + 1) \cos (\psi_m[i]) \times \sum_{i=-\infty}^{\infty} \alpha_v \text{sinc}(n + k - Kv - K + 1) \cos (\psi_m[v])$$

is yielded. After some algebraic manipulations, one could reach:

$$R_{r_t}[k] = E \{ r_t[n] r_t[n + k] \}$$

$$= \frac{1}{2} \alpha_u^2 \sum_{i=-\infty}^{\infty} \sum_{i=-\infty}^{\infty} \text{sinc}(n - Ki - K + 1) \times \text{sinc}(n + k - Kv - K + 1) \cos (2\pi f_\psi k)$$

Note that in (24), Gibbs phenomenon is observed due to the finite support; however, its manifestation is controlled by $f_\psi$, which includes contributions of baseband message signal and presumably phase jitter in fading scenarios in case $\alpha_{u,v} \in \mathbb{R}$. In this regard, divergent $f_\psi$ dominates $R_{r_t}[k]$ and Gibbs phenomenon vanishes; whereas Gibbs phenomenon becomes clearer for convergent $f_\psi$. From the practical point of view, when $f_\psi$ solely includes the channel contribution and takes analytically the form of Jakes’ model, $R_{r_t}[k] \approx$
\( J_0 \left( 2 \pi f^D_{\text{norm}} k \right) \), where \( f^D_{\text{norm}} \) denotes the normalized Doppler frequency related to (8). Therefore, by exploiting the approximation given in [29], \( R_{\theta}[k] \) could be re-written as:

\[
R_{\theta}[k] = \frac{1}{2} \alpha^2_{u,v} \sum_{i=0}^{M-1} \frac{1}{2i-1} \cdot \sin \left( \frac{2\pi (2Ki-K+1)k}{N} \right) \cos \left( 2\pi f_{\psi} k \right)
\]

\[
(25)
\]

where \( N \) denotes the sampling rate for the buffer. At this point, it is desirable to demonstrate how channel affects the method proposed. In this sense, considering its statistical simplifications, let Jakes’ model \( (f_{\psi} \rightarrow 0) \) be employed. Then, in light of (25), (21) could be rewritten as:

\[
R_{\theta}[k > 0] = 2\alpha^2_{u,v} \kappa^2 (1 - \varrho) R_{\theta,0}[k] D^2 \left\{ R_{\theta}[k] \right\}
\]

or in expanded form:

\[
R_{\theta}[k > 0] = \frac{\alpha^2_{u,v} \kappa^2 (1 - \varrho)}{N^2} \sum_{i=0}^{M-1} \sum_{u=0}^{M-1} \frac{2i-1}{2u-1} \cdot \sin \left( \frac{2\pi (2i-1)k}{N} \right) \sin \left( \frac{2\pi (2u-1)k}{N} \right)
\]

Finally, one could conclude that there exists \( \varrho \) value which minimizes the difference between \( R_{\theta}[k > 0] \) and \( R_{\theta}[k > 0] \) in the mean-square sense under the ambient channel characteristics. Optimal selection of \( \varrho \) poses another research problem, which is outside the scope of this study. Therefore, numerical simulations will be employed to estimate the optimal value for \( \varrho \) in here.

### IV. IMPLEMENTATION

This section discusses the details of the implementation of the proposed method. In order to provide a comprehensive perspective, the section initially briefs on a weather satellite as a real world signal source. Then, following the layout given in Figure 1, implementation of the antenna; technical details and relevant specifications of the software–defined radio (SDR) used; and finally the architecture of DSP along with required configuration structure are provided, respectively.

#### A. WEATHER SATELLITE – NOAA-19

The National Oceanic and Atmospheric Administration – N Prime (NOAA-19) was launched into its orbit on February 6, 2009. Main purpose of NOAA-19 is to observe Earth and collect measurement data in various contexts some of which include radiation, atmospheric ozone level, sea surface temperature, and water profiles [30]. In this study, NOAA-19 is considered for various reasons:

- First of all, transmission could be considered to be line–of–sight (LOS) and the received signal is PM, which provides a suitable real world scenario to test the proposed design.
- Second, the transmission protocol is open and message data is multi–mode where an image (consisting of both regular/visible and infra–red segments) is always accompanied by several types of telemetry data. This way, both numerical and perceptual assessments could be established together.
- Third, in case a good reception opportunity \( (i.e., \text{appropriate weather conditions, orbital track match with the measurement location, and relatively lower interference temperature}) \) is obtained, information broadcast includes measurement data relevant to the physical location where the measurement takes place.

NOAA-19 employs automatic picture transmission (APT) protocol mode and operates at 137.1 MHz. A regular NOAA-19 transmission consists of a mixed mode multi–media stream which contains both near–real-time images taken by the satellite along with several pilot/synchronization signals and telemetry data. Once the stream is decoded successfully, two distinct images (visible and infrared) are expected to tile the frame side by side. Synchronization and telemetry data delineate images as the columns of tiles. In the stream, a single line includes 2080 pixels. Each image takes 909 pixels per single line. The remaining 262 pixels are reserved for telemetry and synchronization. Transmission rate is two lines per second. The stream consists of 256-level amplitude modulated baseband data impinged on a 2400 Hz subcarrier. The amplitude modulated subcarrier is then frequency modulated onto the actual transmission carrier operating at 137.1 MHz-band spreading across 38 kHz in the radio frequency (RF) spectrum. The signal emitted by NOAA-19 carries approximately 37 db (5 W) effective radiated power [30]. Major parameters of NOAA-19 transmission are tabulated in Table 1.

#### B. ANTENNA

Considering cost, portability of the measurement setup, and direction of arrival ambiguity during the capture, double cross antenna (DCA). Hence, in this study, a DCA is built and used to capture the satellite transmission.

The DCA design used in the measurements includes two orthogonal dipole pairs. Dipoles consist of copper wires of 2 mm radius and each dipole is assembled to the dielectric material end. Because NOAA-19 operates at 137.1 MHz, antenna size requirements are driven by the wavelength of

| Table 1. NOAA-19 signal characteristics. |
|-----------------------------------------|
| **NOAA-19**                             |
| Physical layer signal                  |
| Frequency modulation with amplitude modulated subcarrier |
| Operation Frequency                    |
| 137.1 MHz                               |
| Mode                                    |
| Automatic picture transmission          |
| Modulation                              |
| AM 2400Hz subcarrier, 137.1MHz FM carrier |
| Bandwidth                               |
| 38kHz                                   |
| Orbit                                   |
| Polar                                   |
signal which is \( \lambda \approx 2.2\text{m} \). Therefore, dimensions of the antenna are given by \( 0.5\lambda = 1.1\text{m} \), \( 0.25\lambda = 0.55\text{m} \). Dipoles are indexed with 1, 2, 3, and 4. Each dipole is of half–\( \lambda \) length and is in–phase with the one across. In order to satisfy the polarization requirements, pairs 1–3 and 2–4 should carry a phase offset of \( \pi/2 \) where inter–dipole deviation angle is \( \pi/6 \) from the main axis. Planar view of the design is given in Figure 3 (side view of the antennae could be seen in Figure 5). Note that this phase offset should be compensated for before the signal processing stages take place. In this study, impact of phase offset is planned to be alleviated by keeping the 2–4 cable pair than 1–3 cable pair. Each cable is of RG58 C/U 50 \( \Omega \) co–axial type. In the design, dielectric materials are of 55 cm long. The height of the antenna is 2 m considering the local measurement campaign requirements; however, longer antenna heights are desired to minimize surface reflection.

![FIGURE 3. Planar view of dipoles. Note that side view of the antennae orientation is given Figure 5.](image)

It is important to note further design parameters from practical point of view. Propagation speed of the signal within cables is an important design parameter since phase offset is planned to be calibrated by keeping one side longer. Based on the manufacturing specifications, RG58 C/U 50 \( \Omega \) co–axial cable delays the signal by \( \frac{1}{c} \) leading to a relative transmission speed of \( \approx 0.66c \), where \( c \) is the speed of light. Considering both reception and phase compensation concerns, lengths of the dipole pairs are chosen to be \( \lambda \) and \( \lambda + 0.25\lambda \), yielding \( \approx 1.44\text{m} \) and \( \approx 1.80\text{m} \), respectively.

The final step of the antenna setup is to hook up the design with the SDR platform. In order to have a sturdy connection, shield of each cable is connected with its pair; core of the first cable is soldered with the second and that of the third cable is soldered with the fourth. Output terminal contains solely the cores of co–axial cables. Cores of first and second cables are connected to the shield of output terminal, whereas those of third and fourth cables are connected to the core of output terminal. A single dipole structure is given in Figure 4 with the corresponding dimensions. Finally, a 50 \( \Omega \) SMA connector is assembled to the end of output terminal to connect DCA to SDR by meeting impedance matching requirements.

**C. SDR**

The chipset that is used on SDR is known to be RTL-SDR. It employs Realtek’s RTL2832 Demodulator IC and R280T2 “High Performance Low Power Advanced Digital

![FIGURE 4. Structure of a single dipole.](image)

TV Silicon Tuner” chips. These chipsets enable the Noo-Elec NESDR SMArt RTL-SDR to operate from 25 MHz to 1700 MHz. Thanks to up-converter and down-converter devices, the operation range of RTL-SDR can be expanded to a certain extent. NESDR SMArt RTL-SDR can communicate with computer through the use of universal serial bus (USB) 2.0 or USB 3.0 protocols with the maximum transfer rate of 480Mmps [31].

**D. DSP IMPLEMENTATION**

Fractionally sub–Nyquist receiver is implemented on both MATLAB and ANSI-C. Note that ANSI-C implementation is designed in such a way that the proposed method can run on an ARM–based microcontroller (Cortex-M4-based STM32F4 series) with DSP instructions on Q1.31 format under direct memory access (DMA) support [32]. Because there is no graphical user interface of microcontroller, once the data processing is done, output is transferred onto a personal computer for further processing and display purposes via the tools such as OpenOCD and GDB (with appropriate ARM EABI) in order to verify the results. Hence, MATLAB is used for high–level implementation of the proposed method, searching for the optimal value of the autoregressive process and numerical evaluations, verification of the microcontroller output to compare the results, and display.

Before proceeding with the field measurements and corresponding results, it is appropriate here first to discuss the impact of fractionally asymmetric sub–Nyquist receiver on the phase estimation, which is critical for PM signals. Without loss of generality, the message signal, \( m(t) \), is selected to be a pure tone with unity power in the low–pass region and impinged on a carrier signal via FM with the commercial FM configurations. Transmit signal is passed through propagation channel with various configurations. Transmission chain is completed with the addition of white noise. At the receiver side, output of several sub–Nyquist versions of various rates are fed into the phase estimator where estimator output is scaled into unity power so that a fair comparison could be established.

**V. REAL-WORLD DATA COLLECTION**

Measurement data are collected in different times and places due to the orbital track of the satellite. Considering the measurement campaign parameters such as weather conditions, orbital track match with the measurement location, and interference temperature in the vicinity of measurement location,
TABLE 2. Recording parameters.

| Date     | Location          | Weather | Duration | Q. of Pass |
|----------|-------------------|---------|----------|------------|
| Nov. 27th, 2018 | 40°-57° 10.7”N 29°-07°09.1”E | Cloudy | 699s     | 75%        |
| Nov. 28th, 2018 | 40°-56° 27.4”N 29°-06°06.9”E | Cloudy | 661s     | 86%        |

only the best (i.e., highest signal-to-noise ratio (SNR), minimum interference temperature, clear sky, open area without high-rise buildings around, widest footprint, etc.) data are used in the post-processing stages. Among many measurement campaigns, only two sets meet the requirements mentioned here in a partial manner (cloudy rather than being clear sky), whose parameters are given in Table 2. During each and every measurement session, smartphone applications which allow one to track orbits of satellites, planets, stars with the aid of its compass and gyroscope sensors accompany the footprint and measurement campaign along with the antenna orientation. SDR plug-ins are employed to check with the instantaneous quality of the reception. An instant from measurement preparation for an expected satellite pass is given in Figure 5.

VI. RESULTS AND DISCUSSIONS

The proposed method is run after feeding the captured field measurement data into the receiver. The receiver functions in two modes. In the first mode, regular NOAA-19 receiver operates directly on the captured data and decodes the image that is transferred by the satellite as a PM signal. In the second mode, several values defining the fractionally sub-Nyquist receiver are selected to drive the receiver and corresponding image output set is obtained.

One of the key points in evaluating the performance of the method proposed is to obtain autoregressive coefficient, \( \varphi \), for \( K = 2, \Delta = 1 \), which minimizes the error. In order to investigate the impact of channel, first, both frequency-flat and selective fading channels are employed in high-SNR regime. Figure 6 includes the ITU-R M.1225 Vehicular Channel A configuration with classical Jakes’ Doppler spectrum where each tap is Rayleigh distributed and SNR is 20dB. As described in Section III, the proposed method exploits the channel characteristics when there are multiple resolvable multipath components and could achieve mean-squared-error (MSE) levels on the order of \(-20\)dB or even below, whereas its performance almost never improves for flat-fading scenario. This behavior is a direct consequence of (14) and (26) since the proposed method could easily capture the statistical variations in the frequency–selective fading scenario; however, flat-fading scenario does not provide sufficient temporal diversity for the proposed method to improve its performance.

Performance of the proposed method is investigated with a different tap gain distribution is given in Figure 7. In Figure 7, the ITU-R M.1225 Vehicular Channel A configuration of classical Jakes’ Doppler spectrum is again employed to establish a fair comparison with the results in Figure 6. However, in Figure 7, each tap is Rician distributed with \( K \)-factor of 3. It is important to note here that performance under Rician distribution is critical since real world measurements include a link between a satellite and a ground station (the proposed receiver). In comparison with the results presented in Figure 6, one could conclude that flat-fading behavior is slightly worse than that in Rayleigh distributed scenario even though the overall behavior is almost identical. On the other hand, impact of channel correlation becomes more apparent for the proposed method in Rician fading under frequency–selective scenarios. This stems from the fact that channel correlation does not decay as fast as that in Rayleigh.

FIGURE 5. Picture of the antenna designed and its connection to computer via SDR. Team (Tapir Lab.) members are seen as trying to decide the location of the antenna and setup before the pass.
fading scenario for diverging $K$–factor. Note that this is a direct consequence of the fact that autoregressive process (with $\varrho$ value obtained through the use of simulation) expects a relatively faster drop due to its exponential decay nature. Nevertheless, both fading configurations lead to very close autoregressive coefficient values for the offset $K = 2$.

Once the autoregressive coefficient is obtained, MSE behavior of the proposed method for various sub–Nyquist offsets under different SNR regimes could be investigated. Figure 8 includes the MSE behavior of the proposed method for several configurations. As can be seen in Figure 8, as sub–Nyquist rate increases, MSE performance deteriorates. Furthermore, sub–Nyquist offset $K = 2$ manifests some sort of an exponential improvement as SNR increases, whereas $K > 2$ cases exhibit almost no improvement as SNR improves. This phenomenon relies heavily on the amount of especially phase–information lost. When (13) is analyzed in detail, impact of $K$ could be seen in a better way. As $K$ increases in (13) the coefficients of harmonics would be less pronounced due to the sinc$(\cdot)$ driven both by the presence of constant anti–alias filter bandwidth $B$ and an increasing $K$.

At this point, it is worth discussing the results of comparison between different sub–Nyquist receivers. Figure 9 provides the comparison results of two different sub–Nyquist receivers and our proposed design: The first receiver is the standard uniform sampling (no offset, i.e., $\Delta = 0$) sub–Nyquist receiver with $K = 2$, whereas the second one is the random sampling sub–Nyquist receiver with effective value of $K = 2$ and $\Delta = 0$. The effective value of $K = 2$ for random sampling receiver is achieved by flipping a valid, fair coin to decide whether the next sample will be taken. In order to achieve a fair comparison between receiver performances, an AWGN channel of low SNR regime, namely 10dB, is adopted and error performances are obtained with the aforementioned settings and configurations for a short period of time window. First of all, it is clear that error performance of the proposed method yields better results as compared to those of other methods. This is not unexpected since standard uniform sampling and random sampling sub–Nyquist
receivers cannot keep up with the phase transitions as well as the proposed method taking advantage of $\Delta = 1$. For the sake of completeness, one should note that random sampling receiver achieves worse performance compared to that of standard uniform sampling sub-Nyquist receiver. This is expected since random sampling could capture consecutive samples occasionally ($K = 1$ case) to achieve the lowest error performance; on the other hand, magnitudes of errors would be slightly higher for $2 < K$ cases.

Before proceeding with the real world results, one could discuss the performance of the method proposed under more sophisticated propagation channel mechanisms such as multimodal Doppler behavior along with doubly selective characteristics. In such cases, the proposed method could still survive to some extent since the statistical behavior of the channel could still be captured with the aid of (presumably a higher order) autoregressive process given in (14). On the other hand, model parameter selection requires a careful analysis and their on-the-fly computations might not be feasible. Thus, it would be wiser to obtain pre-computed models along with their parameters based on the statistical propagation channel model classes available for the receiver of interest.

The proposed model is tested in a real–world communication scenario including all sorts of impairments and imperfections as well. In order to highlight performance of the receiver, first, Nyquist–rate receiver is run and its output is obtained. The results for the shorter data captured (with higher quality of pass) are given in Figure 10 along with several key points. As can be seen, data transmitted with the use of PM consist of several parts including pilot symbols.
and some measurement results beside images (both regular/visible and infra-red side by side). It is important to note that each pass, as described in Table 2, is different from another in several perspectives such as the quality of pass, footprint, weather conditions, and RF front-end operating considerations such as ambient interference temperature. Hence, Figure 10 will be used as a reference for performance comparison of output of the proposed receiver.

One of the main purposes of fractionally asymmetric sub-Nyquist receiver is to reduce the bandwidth requirements of the receiver while maintaining important characteristics of the transmit signal. In this sense, halving the bandwidth is a critical threshold. Figure 11 demonstrates the impact of halving the bandwidth for the receiver. There are two major discernible effects present in comparison with Figure 10: A more emphasized stripe pattern (which already exists in the ideal receiver output to some extent) and increase in the ambiguity in the lower part of the figure covering the telemetry data. However, halving the bandwidth does not affect the pilot estimation at all, as can be seen from the left-most column of Figure 11.

Once the impact of halving the fractionally sub-Nyquist receiver is observed, it is natural to extend it to a further decrease in bandwidth. Figure 12 shows the results when one-third of the bandwidth is evaluated. As can be seen from the figure, the degradation in the lower part of the image becomes evident. However, one should pay attention to the fact that the pilots could still be identified sufficiently accurate in this scenario.

As discussed in the previous cases, a dramatic degradation starts when pilots could not be estimated accurate enough. This could be seen in Figure 13 where the proposed receiver operates in one-fourth of the bandwidth. The following points could be observed based on the results: First, some of the pilots are not estimated, whereas some of them are completely missed. Consequently, corresponding lines are smothered by the ambient noise. Second, some of the pilots are estimated in an erroneous way, which is the natural result of dramatic phase mismatch stemming from the linear interpolation employed in this study. Third, the overall phase interpolation fails dramatically such that infra-red portion of the image is totally swamped out.

VII. CONCLUSION AND FUTURE WORKS

In this study, a fractionally asymmetric sub-Nyquist receiver is designed, implemented, and tested in a real-world reception scenario through the use of an active weather satellite transmit signal. The receiver benefits from the stationarity of the channel characteristics in such a way that phase changes are captured with the use of first-order autoregressive process in a predictive manner while operating at sub-Nyquist region. Field measurements reveal that the proposed receiver could still provide sufficient fidelity and/or quality for the PM signals where the receiver operates within half of the bandwidth. As can be seen, phase information that is missed due to sub-Nyquist sampling could still be recovered by the autoregressive process to some extent.

This study reveals that sub-Nyquist receivers could be extended in various ways. First of all, optimal selection strategy for autoregressive coefficient could be investigated so that an analytic expression could be devised for certain channel configurations. Second, fractional asymmetry could be generalized in such a way that discrete multi-coset approach covers also the scenarios where $K \in \mathbb{Q}$. Finally, the performance analysis of the sub-Nyquist receivers could be carried out for signals whose envelope variations are relatively higher.
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