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Abstract

In the future-included real action theory whose path runs over not only past but also future, we demonstrate a theorem, which states that the normalized matrix element of a Hermitian operator $\hat{O}$ defined in terms of the future state at the final time $T_B$ and the fixed past state at the initial time $T_A$ becomes real for the future state selected such that the absolute value of the transition amplitude from the past state to the future state is maximized. This is a special version of our previously proposed theorem for the future-included complex action theory. We find that though the maximization principle leads to the reality of the normalized matrix element in the future-included real action theory, it does not specify the future and past states so much as in the case of the future-included complex action theory. In addition, we argue that the normalized matrix element seems to be more natural than the usual expectation value. Thus we speculate that the functional integral formalism of quantum theory could be most elegant in the future-included complex action theory.
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§1. Introduction

Quantum theory is usually formulated so that in the path integral the time integration is performed over the period between the initial time $T_A$ and some specific time, say, the present time $t$. Let us call this usual formulation the future-not-included theory. For quantum theory we could consider another formulation, the future-included theory, in which not only the past state $|A(T_A)\rangle$ at the initial time $T_A$ but also the future state $|B(T_B)\rangle$ at the final time $T_B$ is given at first, and the time integration is performed over the whole period from the past to the future. In the future-included theory, the normalized matrix element

$$\langle \hat{O} \rangle_{BA}^{BA} \equiv \frac{\langle B(t) | \hat{O} | A(t) \rangle}{\langle B(t) | A(t) \rangle},$$

where $t$ is an arbitrary time ($T_A \leq t \leq T_B$), seems to have a role of an expectation value of an operator $\hat{O}$. Indeed, in Refs.\cite{1,4} we argued in the case of the action being complex that, if we regard $\langle \hat{O} \rangle_{BA}^{BA}$ as an expectation value in the future-included theory, we obtain the Heisenberg equation, Ehrenfest’s theorem, and a conserved probability current density. The complex action theory (CAT) is an attempt to describe quantum theory so that the action is complex at a fundamental level, but effectively looks real.\cite{1} It has been investigated intensively with the expectation that the imaginary part of the action would give some falsifiable predictions.\cite{1,4,21,14}

In the CAT the imaginary parts of the eigenvalues of $\hat{H}$ are supposed to be bounded from above to avoid the Feynman path integral $\int e^{i\hat{S}} D\text{path}$ being divergently meaningless. In Ref.\cite{21} we proposed a theorem that states that, provided that an operator $\hat{O}$ is $Q$-Hermitian, i.e., Hermitian with regard to the proper inner product $I_Q$ which makes the given Hamiltonian normal by using an appropriately chosen Hermitian operator $Q$, the normalized matrix element defined with $I_Q$ becomes real and time-develops under a $Q$-Hermitian Hamiltonian for the past and future states selected such that the absolute value of the transition amplitude defined with $I_Q$ from the past state to the future state is maximized. We call this way of thinking the maximization principle. In Ref.\cite{21} we gave the proof of the theorem in the case of non-normal Hamiltonians $\hat{H}$ by finding that essentially only terms associated with the largest imaginary parts of the eigenvalues of the Hamiltonian contribute most to the absolute value of the transition amplitude defined with $I_Q$, and that the normalized matrix element defined with $I_Q$ for such maximizing states becomes an expression similar to an expectation value defined with $I_Q$ in the future-not-included theory.

In this letter we study the above theorem in the case of Hermitian Hamiltonians, i.e.,

\footnote{\(\langle \hat{O} \rangle_{BA}^{BA}\) is called the weak value\cite{2} in the context of the real action theory (RAT), and it has been intensively studied. For details, see Ref.\cite{3} and references therein.}

\footnote{The corresponding Hamiltonian $\hat{H}$ is generically non-normal, not restricted to the class of PT-symmetric non-Hermitian Hamiltonians, as studied in Refs.\cite{22,23}
in the future-included real action theory (RAT). After briefly reviewing the theorem in the future-included CAT, we show that even in the future-included RAT, being supplemented by the maximization principle, the normalized matrix element \( \langle \hat{O} \rangle^{BA} \) becomes real, though it is generically complex by definition. This study strongly supports using \( \langle \hat{O} \rangle^{BA} \) instead of \( \langle \hat{O} \rangle^{AA} \equiv \frac{\langle A(t)|\hat{O}|A(t) \rangle}{\langle A(t)|A(t) \rangle} \) for an expectation value in the future-included RAT, and supplements the proof of our previously proposed theorem\(^{21} \) in this special case of Hamiltonians being Hermitian. In addition, we find that though the maximization principle leads to the reality of the normalized matrix element in the future-included RAT, it does not specify the future and past states so much as in the case of the future-included CAT. Furthermore, arguing that the normalized matrix element \( \langle \hat{O} \rangle^{BA} \) seems to be more natural than the usual expectation value \( \langle \hat{O} \rangle^{AA} \), we speculate that the functional integral formalism of quantum theory could be most elegant in the future-included CAT.

§2. Review of the maximization principle in the future-included complex action theory

In the case of non-normal Hamiltonians, since the eigenstates of \( \hat{H}, |\lambda_i\rangle (i = 1, 2, \ldots) \) obeying \( \hat{H}|\lambda_i\rangle = \lambda_i|\lambda_i\rangle \), are not orthogonal to each other in the usual inner product \( I \), we introduce the proper inner product \( I_Q^{(1)} \) \(^{21} \) \(^{19} \) \(^{18} \) \(^{17} \) that makes \( \hat{H} \) normal with respect to it. Then \( |\lambda_i\rangle (i = 1, 2, \ldots) \) become orthogonal to each other with regard to \( I_Q \), which is defined for arbitrary kets \( |u\rangle \) and \( |v\rangle \) as \( I_Q(|u\rangle, |v\rangle) \equiv \langle u|Qv \rangle \equiv \langle u|Q|v\rangle \), where \( Q \) is a Hermitian operator obeying \( \langle \lambda_i|Q\lambda_j \rangle = \delta_{ij} \). We choose \( Q = (P^\dagger)^{-1}P^{-1} \) by using the diagonalizing operator \( P = (\{|\lambda_1\rangle, |\lambda_2\rangle, \ldots\}) \), by which \( \hat{H} \) is diagonalized as \( \hat{H} = PDP^{-1} \), where \( D = \text{diag}(\lambda_1, \lambda_2, \ldots) \). In addition, we define the \( Q \)-Hermitian conjugate \( \dagger^Q \) of an operator \( A \) by \( \langle \psi_2|QA|\psi_1 \rangle^* \equiv \langle \psi_1|Q^1\dagger \psi_2 \rangle \), so \( A^1Q \equiv Q^{-1}A^\dagger Q \). We introduce \( \dagger^Q \) for kets and bras as \( |\lambda\rangle^{1Q} \equiv |\lambda\rangle_Q \) and \( \langle \lambda|Q \rangle^{1Q} \equiv \langle \lambda|_Q \), by which we can manipulate \( \dagger^Q \) in the same way as the usual \( \dagger \). If \( A \) obeys \( A^1Q = A \), \( A \) is \( Q \)-Hermitian. Since \( P^{-1} = \begin{pmatrix} \langle \lambda_1|Q \\ \langle \lambda_2|Q \\ \vdots \end{pmatrix} \) satisfies \( P^{-1}\hat{H}P = D \)

\[ P^{-1}\hat{H}P = D^\dagger, \hat{H} \text{ is } Q\text{-normal, } [\hat{H}, \hat{H}^\dagger] = \hat{P}[D, D^\dagger]P^{-1} = 0. \text{ Thus the inner product } I_Q \text{ makes } \hat{H} \text{ } Q\text{-normal. We can decompose } \hat{H} \text{ as } \hat{H} = \hat{H}_{Q_h} + \hat{H}_{Q_a}, \text{ where } \hat{H}_{Q_h} = \frac{\hat{H} - \hat{H}^{1Q}/2}{2} \text{ and } \hat{H}_{Q_a} = \frac{\hat{H} - \hat{H}^{1Q}/2}{2} \text{ are } Q\text{-Hermitian and anti-Q-Hermitian parts of } \hat{H}, \text{ respectively.} \]

In Ref.\(^{21} \) we adopted the proper inner product \( I_Q \) for all quantities, and investigated the future-included theory\(^{11} \)\(^{10} \)\(^{9} \). It is described by using the future state \( |B(T_B)\rangle \) at the final time \( T_B \) and the past state \( |A(T_A)\rangle \) at the initial time \( T_A \), where \( |A(T_A)\rangle \) and \( |B(T_B)\rangle \)
are supposed to time-develop as follows:

\[
\frac{i\hbar}{\partial t}|A(t)\rangle = \hat{H}|A(t)\rangle, \quad (2.1)
\]
\[
\frac{i\hbar}{\partial t}|B(t)\rangle = \hat{H}^Q|B(t)\rangle \quad \Leftrightarrow \quad -i\hbar \frac{d}{dt}(B(t)|Q = \langle B(t)|Q\hat{H}, \quad (2.2)
\]

and the normalized matrix element is given by

\[
\langle \hat{O}\rangle^Q_{BA} = \frac{\langle B(t)|Q\hat{O}|A(t)\rangle}{\langle B(t)|Q|A(t)\rangle}. \quad (2.3)
\]

If we change the notation of \(\langle B(t)\rangle\) such that it absorbs \(Q\), it can be expressed simply as \(\langle \hat{O}\rangle^Q_{BA}\). This is called the weak value\(^{21}\)\(^\text{3}^\) in the RAT, where \(Q = 1\). This quantity is a strong candidate for an expectation value in the future-included CAT, because if we regard \(\langle \hat{O}\rangle^Q_{BA}\) as an expectation value in the future-included CAT, then we obtain the Heisenberg equation, Ehrenfest’s theorem, and a conserved probability current density\(^{21}\)\(^\text{3}\).

Utilizing the proper inner product \(I_Q\), we proposed the following theorem in Ref.\(^\text{21}\):

**Theorem 1.** As a prerequisite, assume that a given Hamiltonian \(\hat{H}\) is non-normal but diagonalizable and that the imaginary parts of the eigenvalues of \(\hat{H}\) are bounded from above, and define a modified inner product \(I_Q\) by means of a Hermitian operator \(Q\) arranged so that \(\hat{H}\) becomes normal with respect to \(I_Q\). Let the two states \(|A(t)\rangle\) and \(|B(t)\rangle\) time-develop according to the Schrödinger equations with \(\hat{H}\) and \(\hat{H}^Q\) respectively: \(|A(t)\rangle = e^{-\frac{i}{\hbar}\hat{H}(t-T_A)}|A(T_A)\rangle\), \(|B(t)\rangle = e^{-\frac{i}{\hbar}\hat{H}^Q(t-T_B)}|B(T_B)\rangle\), and be normalized with \(I_Q\) at the initial time \(T_A\) and the final time \(T_B\) respectively: \(\langle A(T_A)|Q|A(T_A)\rangle = 1\), \(\langle B(T_B)|Q|B(T_B)\rangle = 1\). Next determine \(|A(T_A)\rangle\) and \(|B(T_B)\rangle\) so as to maximize the absolute value of the transition amplitude \(\langle B(t)|Q|A(t)\rangle\) = \(\langle B(T_B)|Q\exp(-i\hat{H}(T_B - T_A))|A(T_A)\rangle\). Then, provided that an operator \(\hat{O}\) is \(Q\)-Hermitian, i.e., Hermitian with respect to the inner product \(I_Q\), \(\hat{O}^Q = \hat{O}\), the normalized matrix element of the operator \(\hat{O}\) defined by \(\langle \hat{O}\rangle^Q_{BA} = \frac{\langle B(t)|Q\hat{O}|A(t)\rangle}{\langle B(t)|Q|A(t)\rangle}\) becomes real and time-develops under a \(Q\)-Hermitian Hamiltonian.

We call this way of thinking the maximization principle. The proof is given in Ref.\(^\text{21}\) but to see what the maximizing states are, let us expand \(|A(t)\rangle\) and \(|B(t)\rangle\) in terms of the eigenstates \(|\lambda_i\rangle\) as follows:

\[
|A(t)\rangle = \sum_i a_i(t)|\lambda_i\rangle, \quad (2.4)
\]
\[
|B(t)\rangle = \sum_i b_i(t)|\lambda_i\rangle, \quad (2.5)
\]
where

\[ a_i(t) = a_i(T_A)e^{-\frac{i}{\hbar}\lambda_i(t-T_A)}, \quad (2.6) \]
\[ b_i(t) = b_i(T_B)e^{-\frac{i}{\hbar}\lambda_i(t-T_B)}. \quad (2.7) \]

We express \( a_i(T_A) \) and \( b_i(T_B) \) as \( a_i(T_A) = |a_i(T_A)|e^{i\theta_a} \) and \( b_i(T_B) = |b_i(T_B)|e^{i\theta_b} \), and introduce \( T \equiv T_B - T_A \) and \( \Theta_i \equiv \theta_a - \theta_b - \frac{1}{\hbar}T \text{Re} \lambda_i \). Since the imaginary parts of the eigenvalues of \( \hat{H} \) are supposed to be bounded from above to avoid the Feynman path integral \( \int e^{\frac{i}{\hbar}S}D\text{path} \) being divergently meaningless, we can imagine that some of \( \text{Im} \lambda_i \) take the maximal value \( B \), and denote the corresponding subset of \( \{i\} \) as \( A \). Then, \(|\langle B(t)|QA(t)\rangle|\) can take the maximal value \( e^{\frac{1}{\hbar}BT} \) only under the following conditions:

\[ \Theta_i \equiv \Theta_c \quad \text{for} \quad \forall i \in A, \quad (2.8) \]
\[ \sum_{i \in A} |a_i(T_A)|^2 = \sum_{i \in A} |b_i(T_B)|^2 = 1, \quad (2.9) \]
\[ |a_i(T_A)| = |b_i(T_B)| \quad \text{for} \quad \forall i \in A, \quad (2.10) \]
\[ |a_i(T_A)| = |b_i(T_B)| = 0 \quad \text{for} \quad \forall i \notin A, \quad (2.11) \]

and the states to maximize \(|\langle B(t)|QA(t)\rangle|\), \(|A(t)\rangle_{\text{max}}\) and \(|B(t)\rangle_{\text{max}}\), are expressed as

\[ |A(t)\rangle_{\text{max}} = \sum_{i \in A} a_i(t)|\lambda_i\rangle, \quad (2.12) \]
\[ |B(t)\rangle_{\text{max}} = \sum_{i \in A} b_i(t)|\lambda_i\rangle, \quad (2.13) \]

where \( a_i(t) \) and \( b_i(t) \) obey Eqs. \((2.8)-(2.10)\). In addition, introducing \( |\hat{A}(t)\rangle \equiv e^{-\frac{i}{\hbar}(t-T_A)\hat{H}_{Qh}} |A(T_A)\rangle_{\text{max}} \), which is normalized as \( \langle \hat{A}(t)|Q\hat{A}(t)\rangle = 1 \) and obeys the Schrödinger equation \( i\hbar \frac{d}{dt} |\hat{A}(t)\rangle = \hat{H}_{Qh}|\hat{A}(t)\rangle \), we find that the normalized matrix element \( \langle \hat{O}\rangle_{Q}^{BA} \) for \(|A(t)\rangle_{\text{max}}\) and \(|B(t)\rangle_{\text{max}}\) is evaluated as \( \langle \hat{O}\rangle_{Q}^{BA} = \langle \hat{A}(t)|Q\hat{O}|\hat{A}(t)\rangle \equiv \langle \hat{O}\rangle_{Q}^{AA} \), which is real for \( Q \)-Hermitian \( \hat{O} \), and also that \( \langle \hat{O}\rangle_{Q}^{AA} \) time-develops under the \( Q \)-Hermitian Hamiltonian \( \hat{H}_{Qh} \): \( \frac{d}{dt} \langle \hat{O}\rangle_{Q}^{AA} = \frac{i}{\hbar} \left( [\hat{H}_{Qh}, \hat{O}] \right)_{Q}^{AA} \). Thus the maximization principle provides both the reality of \( \langle \hat{O}\rangle_{Q}^{BA} \) for \( Q \)-Hermitian \( \hat{O} \) and the \( Q \)-Hermitian Hamiltonian.

The theorem presented above is given for systems defined with such general Hamiltonians that they do not even have to be normal, so it can also be used for normal Hamiltonians in addition to non-normal Hamiltonians. For a normal Hamiltonian \( \hat{H} \), \( Q \) is the unit operator. So in such a case the above theorem becomes simpler with \( Q = 1 \). There are two possibilities for such a case: one is that \( \hat{H} \) is non-Hermitian but normal, and the other is that \( \hat{H} \) is Hermitian. In both cases \( Q = 1 \), but there is a significant difference between the two cases: in the former case there are imaginary parts of the eigenvalues of \( \hat{H} \), but not in the latter
Since the proof given in Ref. 21 depends on the existence of imaginary parts of the eigenvalues of $\hat{H}$, it is still valid in the former case, but not in the latter case. Therefore, to see that the theorem also holds in the case of Hermitian Hamiltonians, we need to investigate it separately.

§3. Maximization principle in the future-included real action theory

Now we study the theorem proposed in Ref. 21 in the future-included RAT, where the Hamiltonian is Hermitian, to elucidate what the theorem tells us in the case of the RAT. In this special case, $Q$ is the unit operator. We can consider three possibilities in the future-included RAT: One is that $|A(T_A)|$ is given at first, and $|B(T_B)|$ is chosen by the maximization principle. Another is the reverse. The other is that both $|A(T_A)|$ and $|B(T_B)|$ are partly given and chosen. However, we know empirically the second law of thermodynamics, and the future-included RAT is closer to the usual theory, i.e., the future-not-included RAT, than the future-included CAT. So in the future-included RAT we choose the first option. We suppose that $|A(t)|$ is a given fixed state, and only $|B(t)|$ is a random state, which should be chosen appropriately by the maximization principle, though in the future-included CAT both $|A(t)|$ and $|B(t)|$ are supposed to be random states at first. In the case of non-normal Hamiltonians, it is nontrivial to obtain the emerging $Q$-hermiticity for the Hamiltonian by the maximization principle, so this is indeed one of the points that we emphasize. On the other hand, in the case of Hermitian Hamiltonians, the hermiticity of the Hamiltonian is given at first, so it does not become the point that we claim. Taking into account these remarks, we write the theorem particular to the case of Hermitian Hamiltonians as follows:

**Theorem 2.** As a prerequisite, assume that a given Hamiltonian $\hat{H}$ is diagonalizable and Hermitian. Let the two states $|A(t)|$ and $|B(t)|$ time-develop according to the Schrödinger equation with $\hat{H}$: $|A(t)| = e^{-\frac{i}{\hbar}B(t-T_A)}|A(T_A)|$, $|B(t)| = e^{-\frac{i}{\hbar}H(t-T_B)}|B(T_B)|$, and be normalized at the initial time $T_A$ and the final time $T_B$ respectively: $\langle A(T_A)|A(T_A)\rangle = 1$, $\langle B(T_B)|B(T_B)\rangle = 1$. Next determine $|B(T_B)|$ for the given $|A(T_A)|$ so as to maximize the absolute value of the transition amplitude $|\langle B(t)|A(t)\rangle| = |\langle B(T_B)|\exp(-\frac{i}{\hbar}\hat{H}(T_B-T_A))|A(T_A)\rangle|$. Then, provided that an operator $\hat{O}$ is Hermitian, $\hat{O}^\dagger = \hat{O}$, the normalized matrix element of the operator $\hat{O}$ defined by $(\hat{O})_{BA} = \frac{\langle B(t)|\hat{O}|A(t)\rangle}{\langle B(t)|A(t)\rangle}$ becomes real and time-develops under the given Hermitian Hamiltonian.

This theorem can be proven more simply than the theorem for non-Hermitian Hamiltonians. Indeed, since the norms of $|A(t)|$ and $|B(t)|$ are constant in time in the case of Hermitian
Hamiltonians, \( \langle A(t)|A(t) \rangle = \langle A(T_A)|A(T_A) \rangle = 1, \) \( \langle B(t)|B(t) \rangle = \langle B(T_B)|B(T_B) \rangle = 1, \) we can directly use an elementary property of linear space, and find that the final state to maximize \( |\langle B(t)|A(t) \rangle|, \) \( |B(T_B)\rangle_{\text{max}}, \) is the same as \( |A(t)\rangle \) up to a constant phase factor:

\[
|B(t)\rangle_{\text{max}} = e^{-i\Theta_c}|A(t)\rangle.
\]

(3.1)

This phase factor presents the ambiguity of the maximizing state \( |B(t)\rangle_{\text{max}}, \) and shows that \( |B(t)\rangle_{\text{max}} \) is not determined uniquely. The normalized matrix element \( \langle \hat{O} \rangle_{BA} \) for the given \( |A(t)\rangle \) and \( |B(t)\rangle_{\text{max}} \) becomes

\[
\langle \hat{O} \rangle_{BA} = \frac{\max \langle B(t)|\hat{O}|A(t)\rangle}{\max \langle B(t)|A(t)\rangle} = \langle A(t)|\hat{O}|A(t)\rangle = \langle \hat{O} \rangle_{AA}.
\]

(3.2)

Thus we have seen that \( \langle \hat{O} \rangle_{BA} \) for the given \( |A(t)\rangle \) and \( |B(t)\rangle_{\text{max}} \) has become the form of a usual average \( \langle \hat{O} \rangle_{AA}, \) and so it becomes real for a Hermitian operator \( \hat{O}. \) In addition, we see that \( \langle \hat{O} \rangle_{AA} \) time-develops under the Hermitian Hamiltonian \( \hat{H} \) as \( \frac{\text{d}}{\text{d}t}\langle \hat{O} \rangle_{AA} = \frac{i}{\hbar}[\hat{H}, \hat{O}]_{\text{AA}}. \)

We can introduce the Heisenberg operator \( \hat{O}_H(t, T_A) \equiv e^{\hat{H}(t-T_A)}\hat{O}e^{-\hat{H}(t-T_A)} \) by expressing \( \langle \hat{O} \rangle_{AA} \) as \( \langle \hat{O} \rangle_{AA} = \langle A(T_A)|\hat{O}_H(t, T_A)|A(T_A)\rangle. \) This obeys the Heisenberg equation \( i\hbar \frac{\text{d}}{\text{d}t}\hat{O}_H(t, T_A) = [\hat{O}_H(t, T_A), \hat{H}]. \) We emphasize that the maximization principle provides the reality of \( \langle \hat{O} \rangle_{BA} \) for Hermitian \( \hat{O}, \) though \( \langle \hat{O} \rangle_{BA} \) is generically complex by definition.

To see the differences from the case of non-Hermitian Hamiltonians more explicitly, let us expand \( |A(t)\rangle \) and \( |B(t)\rangle \) in the same way as Eqs. (2.4)-(2.7), and introduce \( R_i \equiv |a_i(T_A)||b_i(T_B)| \geq 0. \) Then, since \( \langle B(t)|A(t)\rangle = \sum_i R_i e^{i\Theta_i}, \) \( |\langle B(t)|A(t)\rangle|^2 = \sum_i R_i^2 + 2 \sum_{i<j} R_i R_j \cos(\Theta_i - \Theta_j) \) can take a maximal value only under the condition:

\[
\Theta_i = \Theta_c \quad \text{for all } i,
\]

(3.3)

and \( |\langle B(t)|A(t)\rangle|^2 = (\sum_i R_i)^2 \leq \left\{ \sum_i \left(\frac{|a_i(T_A)|+|b_i(T_B)|}{2}\right)^2 \right\}^2 = 1, \) where the second equality is realized for

\[
|a_i(T_A)| = |b_i(T_B)| \quad \text{for all } i.
\]

(3.4)

In the last equality we have used this relation and the normalization conditions for \( |A(T_A)\rangle \) and \( |B(T_B)\rangle: \sum_i |a_i(T_A)|^2 = \sum_i |b_i(T_B)|^2 = 1. \) Since the condition for maximizing \( |\langle B(t)|A(t)\rangle| \)

\footnote{In the case of a system defined with non-Hermitian Hamiltonians, the condition for maximizing \( |\langle B(t)|A(t)\rangle| \)
represents Eqs. (3.3)-(3.4), and essentially only the subset having the largest imaginary parts of the eigenvalues of \( \hat{H} \) contributes most to the absolute value of the transition amplitude \( |\langle B(t)|A(t)\rangle| \). This is quite in contrast to the present study of a system defined with Hermitian Hamiltonians, where the full set of the eigenstates of \( \hat{H} \) can contribute to \( |\langle B(t)|A(t)\rangle|\).}

is represented by Eqs. (3.3)-(3.4), \( |B(T_B)\rangle_{\text{max}} \) is expressed as \( |B(T_B)\rangle_{\text{max}} = \sum_i b_i^{\text{max}}(T_B)|\lambda_i\rangle, \)
where $b_i^{\text{max}}(T_B) \equiv |a_i(T_A)|e^{i(\theta_{ai} - \frac{1}{2}T\lambda_i - \Theta_c)}$. So $|B(t)|_{\text{max}} = \sum_i b_i^{\text{max}}(t)|\lambda_i\rangle$, where $b_i^{\text{max}}(t) = a_i(t)e^{-iT\lambda_i}$, becomes Eq. (3.1).

The maximizing principle in the case of Hermitian Hamiltonians specifies all the diagonal in the space of $|A(t)\rangle$ and $|B(t)\rangle$ up to the phase factor. It turns out to be ambiguous in the sense of there being no unique class of states chosen. On the other hand, in the case of non-Hermitian Hamiltonians, just one class of points of the diagonal is chosen by the maximization principle. We can maximize the absolute value of the transition amplitude $|\langle B(t)|Q|A(t)\rangle|$ even with regard to $|A(t)\rangle$, because the norm of $|A(t)\rangle$ is not constant. Though the norm is 1 at the initial time $T_A$, it deviates a lot from 1 in later time. For a very different $|||A(t)||||$, we can have a very different $|\langle B(t)|Q|A(t)\rangle|$. Thus only one class of combinations comes to dominate it. Therefore, in the case of the RAT, the maximizing principle is not so predictive as in the case of the CAT. In the RAT we have more solutions, which naturally give us the freedom to have initial conditions.

§4. Discussion

In the future-included RAT we studied the normalized matrix element for a Hermitian operator $\hat{O}$, $\langle \hat{O} \rangle_{BA}^{\text{BA}} = \frac{\langle B(t)|\hat{O}|A(t)\rangle}{\langle B(t)|A(t)\rangle}$, which is expected to be a strong candidate for an expectation value in the future-included theory, as we argued in the case of the CAT in Refs. [1], [4], [5].

We showed that, provided that $|A(t)\rangle$ and $|B(t)\rangle$ time-develop according to the Schrödinger equation with a given Hermitian diagonalizable Hamiltonian $\hat{H}$ and are normalized at the initial time $T_A$ and at the final time $T_B$ respectively, $\langle \hat{O} \rangle_{BA}^{\text{BA}}$ becomes real for the given state $|A(t)\rangle$ and the chosen state $|B(t)\rangle_{\text{max}}$ such that the absolute value of the transition amplitude $|\langle B(t)|A(t)\rangle|$ is maximized. If we formulate quantum mechanics by using the normalized matrix element $\langle \hat{O} \rangle_{BA}^{\text{BA}}$ in the future-included theory, it would be natural to take into account the maximization principle. This study supplements the proof of the theorem, which was previously proposed for a system defined with non-normal Hamiltonians in Ref. [21] and supports the speculation that the normalized matrix element has a role of an expectation value in the future-included theory. We found that the specification of the future and past states by the maximization principle is more ambiguous in the RAT than in the CAT. This is due to the lack of imaginary parts of the eigenvalues of the Hamiltonian in the RAT.

It is only by using the maximization principle that we get $\langle \hat{O} \rangle_{BA}^{\text{BA}}$ real. If we do not use the maximization principle, then the normalized matrix element $\langle \hat{O} \rangle_{BA}^{\text{BA}}$ is generically complex by definition even in the RAT. Since $\langle \hat{O} \rangle_{BA}^{\text{BA}}$ is expected to have a role of an expectation value in the future-included theory, we would have a complex classical solution unless we use the maximization principle. This situation is analogous to the usual classical physics.
To illustrate this analogy, let us consider a harmonic oscillator whose Lagrangian is written as

\[ L = \frac{1}{2}m\dot{q}^2 - \frac{1}{2}m\omega^2 q^2, \]

where \( m \) and \( \omega \) are real. Its classical solution is given by \( q = Ae^{i\omega t} + Be^{-i\omega t} \), where \( A \) and \( B \) are complex coefficients, so this \( q \) is complex. Imposing on it the initial condition \( (q, \dot{q})|_{t=0} \in \mathbb{R}^2 \) leads to \( B = A^* \), and thus \( q \) acquires reality. Even in more general models, equations of motion are differential equations, so solutions in classical physics are generically complex unless we put such initial conditions giving reality. Similarly, also in our theory, classical solutions become complex without the maximization principle. So the maximization principle could be regarded as a special type of initial (or final) condition. Indeed, it specifies the past and final states to some extent.

In the usual theory, i.e., the future-not-included RAT, \( \langle \hat{O} \rangle^{AA} \) is real for a Hermitian operator \( \hat{O} \) by definition. It is constructed by hand so that it is real. On the other hand, in our future-included theory, \( \langle \hat{O} \rangle^{BA} \) is not adjusted so, but it becomes real by our natural way of thinking: the maximization principle. In addition, \( \langle \hat{O} \rangle^{BA} \) is expressed more elegantly than \( \langle \hat{O} \rangle^{AA} \) in the functional integral form:

\[
\langle \hat{O} \rangle^{BA} = \frac{\int \mathcal{D}\text{path} \psi_B^* \psi_A \hat{O} \psi_A \psi_B e^{iS[\text{path}]}}{\int \mathcal{D}\text{path} \psi_B^* \psi_A e^{iS[\text{path}]}}. \tag{4.1}
\]

In the future-not-included theory, \( \langle \hat{O} \rangle^{AA} \) does not have such a full functional integral expression for all time. So \( \langle \hat{O} \rangle^{BA} \) seems to be more natural than \( \langle \hat{O} \rangle^{AA} \). We have the possibility of presenting the functional integral by using \( \langle \hat{O} \rangle^{BA} \) with the maximization principle. This interpretation provides a more direct connection of functional integrals to measurable physics. There could be \( \langle \hat{O} \rangle^{BA} \) behind \( \langle \hat{O} \rangle^{AA} \) at the fundamental level, and \( \langle \hat{O} \rangle^{BA} \) could effectively look like \( \langle \hat{O} \rangle^{AA} \) by the maximization principle.

Thus we can speculate that the fundamental physics is given by the normalized matrix element \( \langle \hat{O} \rangle^{BA} \) supplemented by the maximization principle rather than by the usual expectation value \( \langle \hat{O} \rangle^{AA} \). The initial and final states are integrated over so that the biggest obtainable \( |\langle B(t)|A(t) \rangle| \) comes to dominate. In the case of the RAT, one would obtain a superposition or mixture of all the pairs of \( |A(t)\rangle \) and \( |B(t)\rangle \) with \( |B(t)\rangle = |A(t)\rangle \) up to a phase factor, so the maximization principle leaves the initial condition to be chosen arbitrarily. There is no natural way to have a unique solution; we need to consider some assumptions and put in the initial condition for \( |A(T_A)\rangle \). This seems to be a little bit artificial. However, if we somewhat wildly assumed the existence of an imaginary part of the action, then we would naturally obtain a specific solution, i.e., a unique class of \( |A(t)\rangle \) and \( |B(t)\rangle \) by maximizing \( |\langle B(t)|QA(t) \rangle| \), as studied in Ref.21 The CAT could tell what \( |A(T_A)\rangle \) should be in an elegant way via the maximization principle. In this sense, the future-included CAT seems to be nicer than the future-included RAT, though it still requires a bit of phenomenological ad-
justment of the imaginary part of the action to get a cosmologically or experimentally good initial condition for our universe. Therefore, we speculate that the functional integral formalism of quantum theory would be most elegant in the future-included CAT, which might look extreme but cannot be excluded from a phenomenological point of view, as studied in Refs.~\textsuperscript{4, 5}. Only the maximization principle would be needed in addition to the imaginary part of the action. In the CAT we would obtain a unique class of solutions and thus even the initial state $|A(T_A)\rangle$ would be chosen. This could be the unification of the initial condition and the whole dynamics.
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