Exploring Point-BEV Fusion for 3D Point Cloud Object Tracking With Transformer
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Abstract—With the prevalent use of LiDAR sensors in autonomous driving, 3D point cloud object tracking has received increasing attention. In a point cloud sequence, 3D object tracking aims to predict the location and orientation of an object in consecutive frames. Motivated by the success of transformers, we propose Point Tracking TRansformer (PTTR), which efficiently predicts high-quality 3D tracking results in a coarse-to-fine manner with the help of transformer operations. PTTR consists of three novel designs. 1) Instead of random sampling, we design Relation-Aware Sampling to preserve relevant points to the given template during subsampling. 2) We propose a Point Relation Transformer for effective feature aggregation and feature matching between the template and search region. 3) Based on the coarse tracking results, we employ a novel Prediction Refinement Module to obtain the final refined prediction through local feature pooling. In addition, motivated by the favorable properties of the Bird’s-Eye View (BEV) of point clouds in capturing object motion, we further design a more advanced framework named PTTR++, which incorporates both the point-wise view and BEV representation to exploit their complementary effect in generating high-quality tracking results. PTTR++ substantially boosts the tracking performance on top of PTTR with low computational overhead. Extensive experiments on multiple datasets show that our proposed approaches achieve superior 3D tracking accuracy and efficiency.

Index Terms—3D object tracking, autonomous driving, computer vision, point cloud, vision transformer.

I. INTRODUCTION

With the rapid development of 3D sensors in the past decade, solving various vision problems [1], [2], [3], [4], [5], [6], [7], [8], [9], [10] with point clouds has attracted increasing attention due to the huge potential in applications such as autonomous driving, motion planning, and robotics. As a long-standing research problem in computer vision, object tracking with point clouds has also drawn wide research interests. 3D object tracking aims to determine the object pose and position of the tracked object in consecutive frames in a point cloud sequence. However, 3D tracking still faces a number of open and challenging problems such as LiDAR point cloud sparsity, random shape incompleteness, texture feature absence, etc.

Existing 3D object tracking approaches can be largely categorized into two groups: multi-object tracking (MOT) and single-object tracking (SOT). MOT methods [11], [12], [13], [14] generally adopt a detect-to-track strategy by first detecting objects in each frame and then matching the detections across consecutive frames based on the estimated location or speed. In contrast, SOT methods only process a subset of the point cloud scene, which usually come with much lower computational costs and higher throughput. We study SOT in this work, and our objective is to estimate the location and orientation of a single object in subsequent frames given an object template in the first frame.

The pioneering deep-learning-based 3D SOT method SC3D [15] first generates a series of candidates given the last location of a specific object, and then makes predictions by selecting the best-matched candidate in the latent space. However, it is not end-to-end trainable and suffers from low inference speed as SC3D relies on a large number of candidates. Differently, P2B [16] explores not relying on many candidates by first using cosine similarity to fuse features of the search region with the template and then adopting the prediction head of VoteNet [17] to generate the final prediction. Following P2B, SA-P2B [18] adds an extra auxiliary network to predict the object structure. In a similar framework, 3D-SiamRPN [19] uses a cross-correlation module for feature matching and an RPN head for final prediction. These methods [15], [16], [18] essentially perform a linear matching process between features in the search domain and the template, which is typically not robust against various challenges in 3D observation, such as random noise, sparsity, and occlusions. Moreover, the inclusion of complex prediction heads as in detection models [17] severely limits their tracking speed, which is a crucial factor for real-time applications.

In this work, we design Point Tracking TRansformer (PTTR), a novel tracking paradigm that achieves high-quality 3D object tracking in a coarse-to-fine fashion. Specifically, PTTR first extracts point features from the template and the search region individually using the PointNet++ [2] backbone. To alleviate the point sparsity issue, which is common for objects at a distance, we propose a sampling strategy termed Relation-Aware Sampling, which can preserve more points that are relevant...
to the given template by leveraging the relation-aware feature similarities between the search region and the template. We then propose a novel Point Relation Transformer equipped with Relation Attention Module to match search and template features and generate a coarse prediction based on the matched feature. PRT first utilizes a self-attention operation to adaptively aggregate point features for the template and the search region individually, and then performs feature matching with a cross-attention operation. Moreover, we propose a lightweight Prediction Refinement Module to refine the coarse prediction with local feature pooling. We highlight that PTTR achieves good efficiency despite the prediction refinement process.

Other than the commonly used point-wise representation in 3D SOT, another type of point cloud representation that has been widely adopted in various 3D perception tasks [20], [21], [22] and achieves great success is the voxel-based representation. Specifically, the raw point clouds are rasterized into voxel cells, hence leading to a structured 3D format. One special form of the voxel representation is the Bird’s-Eye View (BEV), where the height dimension is suppressed and the point cloud is converted to 2D feature maps. The BEV representation was first utilized in deep-learning-based 3D perception by [23] for object detection and is known for its computation efficiency. From the inspection of point cloud tracklets, we find that BEV has a significant potential to benefit 3D tracking. As shown in Fig. 1(a), BEV could better capture motion features compared to the other two views (i.e., Side View and Front View) since object movements largely occur in the horizontal plane in scenarios such as autonomous driving. By compressing the 3D point clouds, BEV naturally filters out the noises in the height dimension, which makes it promising for identifying object motions in a tracking sequence. Nonetheless, voxelization and BEV representations inevitably cause information loss, which could lead to inaccurate localization, especially for smaller objects (e.g., pedestrians). Therefore, it is intuitive to explore the complementary effect of point-wise and BEV representations for the tracking task to exploit their merits.

In light of the above motivations, we further propose a 3D tracking framework named PTTR++ on top of PTTR to exploit the complementary effect between point features and BEV features. As shown in Fig. 1(b), PTTR++ consists of two parallel feature matching branches for the point-wise view and BEV, respectively, where the point branch is directly inherited from PTTR and each branch matches template and search region features with PRT independently. Subsequently, Cross-view Feature Mapping is performed to establish the mapping between point and BEV features. Finally, we propose Selective Feature Fusion to adaptively fuse the mapped point and BEV features for generating the tracking prediction. With the help of the proposed Point-BEV fusion strategy, PTTR++ substantially outperforms PTTR in terms of tracking accuracy with low computational overhead. While we mainly develop our method based on PTTR, we highlight that the proposed Point-BEV fusion is a generic approach that can be easily integrated with other 3D trackers. We experiment on another recently published method M²-Track [24], which is a contemporary work to our conference paper [25], to validate the wide applicability of our proposed fusion approach.

In summary, the contributions of this work are: 1) We design PTTR, a transformer-based 3D point cloud object tracking method, which performs tracking in a coarse-to-fine manner. PTTR consists of a few novel designs, including Relation-Aware Sampling for preserving template-relevant points, Point Relation Transformer for effective feature aggregation and matching, and a lightweight pooling-based refinement module. 2) We further propose PTTR++ on top of PTTR to explore the complementary effect of point-wise and BEV representations for improved tracking performance. PTTR++ employs Cross-view Feature Mapping and Selective Feature Fusion for effective Point-BEV fusion. 3) Comprehensive evaluations over multiple benchmarks show that our proposed methods achieve state-of-the-art performance with competitive inference speed.

This work is an extension of our conference paper [25] published at CVPR’22. Compared with the conference version, we incorporate the following new content. 1) We propose a more advanced tracking framework PTTR++ by incorporating Point-BEV fusion with PTTR to achieve state-of-the-art performance. 2) We show that the proposed fusion strategy is a

Fig. 1. (a) Bird’s-Eye View (BEV) densifies the point cloud and filters out the noises in the height dimension, while most object movements occur in the horizontal plane. Template points from the previous frame are overlaid with search region points from the current frame for illustration. (b) PTTR++ builds on top of PTTR by performing BEV feature matching in parallel with the existing point feature matching to exploit the complementary information of the two representations.
generic approach that can be applied to boost the performance of other tracking methods. 3) We provide a more comprehensive performance evaluation by reporting experimental results on multiple benchmarks and conducting extensive ablation studies.

II. RELATED WORK

3D Object Tracking: 3D object tracking can be roughly divided into two categories: multi-object tracking (MOT) and single-object tracking (SOT). Most MOT approaches adopt a detect-to-track strategy and mainly focus on data association [26], [27], [28] first proposes a 3D detection module to provide the 3D bounding boxes, then uses a 3D Kalman Filter to predict current estimation, and match them using the Hungarian algorithm. [12] proposes to use GNN to model relationships among different objects both spatially and temporally, while [14] applies closest distance matching after speed compensation. SOT methods focus on tracking a single object given a template. Most of the existing 3D SOT approaches utilize the Siamese network architecture to match the template and the search region. As the pioneering deep-learning-based work, SC3D [15] proposes to match feature distance between candidates and target and regularize the training using shape completion. P2B [16] matches search and template features with cosine similarity and employs Hough Voting [17] to predict the current location. SA-P2B [18] proposes to learn the object structure as an auxiliary task. 3D-SiamRPN [19] uses a RPN [29] head to predict the final results. BAT [30] encodes box information in Box Cloud to incorporate structural information. MLVSNNet [31] proposes to perform multi-level Hough voting for aggregating information from different levels. PTT [32] proposes a Point-Track-Transformer module to weigh features’ importance. Most existing SOT methods either utilize cosine similarity or cross-correlation to match the search region and template features, which are essentially linear matching processes and can hardly adapt to complex situations where random noise and occlusions are involved. Moreover, the use of detection model prediction heads leads to high computation overheads. Our proposed PTTR addresses the above limitations. In particular, one recent work [24] proposes a new motion-centric tracking paradigm, which directly predicts the motion state based on overlapped point cloud frames. We empirically show that our proposed Point-BEV fusion method in PTTR++ is also applicable to this paradigm.

Vision Transformers: Transformer [33] was first proposed as an attention-based building block in machine translation to replace the RNN architecture. Recently, a number of works [34], [35], [36], [37], [38], [39], [40] apply transformer on 2D vision tasks and achieve great success. Most of these attempts divide the images into overlapping patches and then regard each patch as a token to further apply the transformer architecture. In the 3D domain, PCT [41] generates positional embedding using 3D coordinates of points and adopts transformer with an offset attention module to enrich features of points from its local neighborhood. Point Transformer [42] adopted vectorized self-attention network [43] for local neighbors and designed a Point Transformer layer that is order-invariant to suit point cloud processing. [44] proposes SortNet to gather spatial information from point clouds, which sorts the points by learned scores to achieve order invariance. All of these works focus on shape classification or part segmentation tasks. The attention mechanism in transformer offers correlation modeling with global receptive field, which makes it a good candidate for the 3D tracking problem where feature matching is required. We propose a novel transformer-based module to utilize the attention mechanism for feature aggregation and matching.

BEV-based 3D Perception: The bird’s-eye view (BEV) is a type of compact representation of the 3D space where the height dimension is compressed to form 2D-like dense features. The BEV representation is known for its computational efficiency and it provides a physically interpretable medium for fusing multi-modal information such as multi-view images, radar, and point clouds. A series of LiDAR-based approaches [14], [21], [22], [23], [45], [46], [47], [48] adopt this representation for various perception tasks such as object detection and segmentation. BEV features are typically generated from voxelization with subsequent feature downsampling or pillarization [23].

Recently, BEV-based approaches have received unprecedented attention in the field of multi-view camera-based 3D perception for autonomous driving. Based on the way BEV features are constructed, studies from this line of research can be broadly categorized into depth-based approach and network-based approach. Depth-based methods [49], [50], [51], [52], [53], [54] perform depth estimation and project image features to BEV based on the depth distribution. Differently, network-based methods [55], [56], [57], [58], [59] project 3D positions to images to extract image features and build the BEV representation. Given that BEV features can be conveniently generated from different input modalities, a number of studies [60], [61], [62], [63] naturally extend BEV to multi-modal perception by fusing image and point features in the BEV space. Our work is inspired by the success of these BEV-based perception methods. Different from the aforementioned multi-modal approaches, our method fuses different views of the single point cloud modality.

Multi-view Feature Fusion: Point clouds can be represented in different views and some recent studies [64], [65], [66], [67], [68], [69] attempt to fuse two or more different views for better performance for tasks such as classification and detection. PVCNN [64] proposes to use convolution on voxelized features to replace the expensive ball-query operations in PointNet++ [2] and improve the efficiency. PV-RCNN [65] proposes to integrate voxel-based and point-based networks with two aggregation modules: voxel-to-keypoint encoding for fusing multi-scale semantic features into points and keypoint-to-grid RoI pooling for aggregating local context information. RPVNet [66] designs a network with three branches for voxel, point, and range image, respectively. The voxel and range image views are converted to the point view for multi-view feature propagation at different stages. The fused point features are then projected back to other views. A gating mechanism is used to measure the importance of different views and adaptively aggregate features. FusionNet [69] proposes a deep fusion architecture where neighborhood aggregation is applied to process point and voxel features, and inner-voxel aggregation is used for point-level
and voxel-level feature interaction. To our best knowledge, it is the first attempt to adapt multi-view fusion to the 3D tracking task, where feature matching is involved. Our proposed PTTR++ differs from these methods by using the BEV representation and an attention-based selective fusion method based on cross-view mapping.

III. PTTR: 3D POINT CLOUD TRACKING WITH TRANSFORMER

A. Overview

Given a 3D point cloud sequence, 3D object tracking aims to estimate the object location and orientation in each point cloud observation, i.e., the search region point cloud \( P^s \in \mathbb{R}^{N_s \times 3} \), by predicting a bounding box conditioned on a template point cloud \( P^t \in \mathbb{R}^{N_t \times 3} \). To this end, we propose PTTR, a novel coarse-to-fine framework for 3D object tracking. As shown in Fig. 2, PTTR performs 3D point cloud tracking with three main steps: 1) Feature Extraction (Section III-B), 2) Attention-based Feature Matching (Section III-C), and 3) Prediction Refinement (Section III-D).

Feature Extraction: Following previous methods [15], [16], [18], [19], we employ PointNet++ [2] as the backbone to extract multi-scale point features from the template and the search region. However, important information loss may occur during the point sampling process in the original PointNet++. Therefore, we propose a novel Relation-Aware Sampling method to preserve more points relevant to the given template by leveraging relation-aware feature similarities.

Attention-based Feature Matching: Different from previous methods that use cosine similarity [15], [16], [18] or linear correlation [19] for matching the template and the search region, we utilize novel attention operations and propose Point Relation Transformer (PRT). PRT first utilizes a self-attention operation to adaptively aggregate point features for the template and the search region individually, and then performs feature matching with cross-attention. The coarse prediction is generated based on the output of PRT.

Prediction Refinement: The coarse prediction is further refined with a lightweight Prediction Refinement Module, which results in a coarse-to-fine tracking framework. Based on the coarse predictions, we first conduct a Point Offset operation for seed points from the search region to estimate their corresponding seed points in the template. Subsequently, we employ a Local Pooling operation for the seed points from both point clouds respectively, and then concatenate the pooled features with the matched features from PRT for generating the final prediction.

B. Relation-Aware Feature Extraction

As one of the most successful backbones, PointNet++ [2] introduces a hierarchical architecture with multiple distance-farthest point sampling (D-FPS) and ball query operations, which effectively exploits multi-scale point features. Most existing 3D object tracking methods [16], [18], [19] use PointNet++ for feature extraction. However, it has a non-negligible disadvantage for object tracking: the D-FPS sampling strategy used in PointNet++ tends to generate random samples that are uniformly distributed in the Euclidean space, which often leads to important information loss during the sampling process. In particular, the search region point cloud often has a much larger size than the template, and therefore D-FPS sampling inevitably keeps a substantial portion of background points and leads to sparse point distribution for the object of interest, which further challenges the subsequent object localization in feature matching. To alleviate this issue, previous methods resort to random point sampling [16], [18] or feature-farthest point sampling (F-FPS) [3]. However, the problem of substantial foreground information loss during sampling is not fully resolved.

Relation-Aware Sampling: In this work, we propose to use a novel sampling method dubbed Relation-Aware Sampling (RAS) to preserve more points relevant to the given template by considering relational semantics. Our key insight is that the region of interest in the search region point cloud should have similar semantics to the template. Therefore, points in the search region with higher semantic feature similarities to the template points are more likely to be foreground points. Specifically, given the template point features \( \mathbf{X}^t \in \mathbb{R}^{N_t \times C} \) and search region point features \( \mathbf{X}^s \in \mathbb{R}^{N_s \times C} \), we first calculate the pairwise point feature distance matrix \( \mathbf{D} \in \mathbb{R}^{N_s \times N_t} \):

\[
D_{ij} = ||\mathbf{x}_i^s - \mathbf{x}_j^t||_2, \quad \forall \mathbf{x}_i^s \in \mathbf{X}^s, \quad \forall \mathbf{x}_j^t \in \mathbf{X}^t,
\] (1)
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where $\| \cdot \|_2$ denotes L2-normalization, and $N_s$ and $N_i$ are the current number of points from the search region and the template, respectively. Subsequently, we compute the minimum distance $V \in \mathbb{R}^{N_s}$ by considering the distance between each point from the search region and its nearest point from the template in the feature space:

$$V_i = \min_{j=1}^{N_i} (D_{ij}), \quad \forall i \in \{1, 2, \ldots, N_s\}. \quad (2)$$

Following previous methods [15, 16, 18, 19], we update the template point cloud for each frame by using the tracking result from the previous search point cloud. In the case that low-quality tracking predictions are encountered in difficult situations, the newly formed templates might mislead RAS and lead to unfavorable sampling results. Moreover, the inclusion of background information offers useful contextual information for the localization of the tracked object. To improve the robustness of the sampling process, we adopt a similar strategy as in [3] to combine our proposed RAS with random sampling. In practice, we sample half of the points with RAS, while the rest of the points are obtained via random sampling. We show the effects of different sampling approaches in Fig. 3. It can be observed that the proposed sampling method can preserve the most foreground points.

C. Relation-Enhanced Feature Matching

Existing 3D object tracking methods perform feature matching between the search region and the template with cosine similarity [15, 16, 18] or linear correlation [19]. Motivated by the success of transformer models in computer vision applications [10, 33, 41, 42], we aim to leverage attention-based mechanisms to improve the accuracy and robustness of 3D point cloud tracking, which is an under-explored area in prior research. Note that although PTT [32] utilizes transformer in their model, they still match the template and search point cloud by cosine similarity, and the transformer module is only used for feature enhancement.

Relation Attention Module: Inspired by recent works studying feature matching [70, 71, 72, 73], we propose a Relation Attention Module (RAM) (shown in Fig. 4) to adaptively aggregate features by predicted attention weights. Firstly, RAM employs linear projection layers to transform the input feature vectors “Query”, “Key” and “Value”. Instead of naively calculating the dot products between “Query” and “Key”, RAM predicts the attention map by calculating the cosine distances between the two sets of L2-normalized feature vectors. With the help of L2-normalization, RAM can prevent the dominance of a few feature channels with extremely large magnitudes. Subsequently, the attention map is normalized with a Softmax operation. In order to sharpen the attention weights and meanwhile reduce the influence of noise [41], we employ the offset attention to predict the final attention map by subtracting the query features from the previously normalized attention map. Consequently, the proposed RAM can be formulated as:

$$\text{Attn} (Q, K, V) = \phi (Q - \text{softmax}(A) \cdot (W_o V)), \quad (3)$$

where $\phi$ represents the linear layer and ReLU operation applied to the output features, the attention matrix $A \in \mathbb{R}^{N_q \times N_k}$ is obtained by:

$$A = \overline{Q} \cdot \overline{K}^\top, \quad \overline{Q} = \frac{W_q Q}{\|W_q Q\|_2}, \quad \overline{K} = \frac{W_k K}{\|W_k K\|_2}, \quad (4)$$

where $\| \cdot \|_2$ is the L2-norm, $Q, K, V$ represent the input “Query”, “Key” and “Value” respectively, and $W_q, W_k$ and $W_o$ denote the corresponding linear projections.
Point Relation Transformer: By incorporating RAM, we propose the Point Relation Transformer (PRT) module to adaptively exploit the correlations between point features for context enhancement. The PRT module first performs a self-attention operation for the search region and the template features, respectively. Subsequently, PRT employs a cross-attention operation for gathering cross-contextual information between the two point clouds. Both operations use global attention, where all input point feature vectors are considered tokens. Formally, PRT is formulated as:

\[
\bar{X}^s = \text{Attn}(X^s), \quad \text{and} \quad \bar{X}^t = \text{Attn}(X^t), \quad (5)
\]

\[
\hat{X}^s = \text{Attn}(\bar{X}^s, \bar{X}^t, \bar{X}^t), \quad (6)
\]

where Attn(Q, K, V) denotes our proposed Relation Attention Module, \(\bar{X}^s\) denotes the matched features, and \(\hat{X}^s\) and \(\hat{X}^t\) denote the enhanced search and template features respectively. By using global self-attention, the exploited features can obtain a global understanding of the current observation. Note that the self-attention uses the same point features as \(Q, K, V\), and both self-attention operations share weights so as to project the search region and template features into the same latent space. Thereafter, the cross-attention performs pairwise matching between query tokens \(\hat{X}^s\) and key tokens \(\hat{X}^t\), which exploits cross-contextual information for \(\hat{X}^s\) by capturing correlations between the two sets of point features. Based on the relation-enhanced point features \(\hat{X}^s\), we generate the coarse prediction results for 3D object tracking.

D. Coarse-to-Fine Tracking Prediction

The majority of the existing point tracking approaches adopt prediction heads of detection models to generate the predictions, e.g., P2B [16] adopts the clustering and voting operations of VoteNet [17] and 3D-SiamRPN [19] uses an RPN [29], [74] head. However, these prediction heads introduce extra computation overheads, which largely limit their efficiency. To circumvent this issue, we propose a novel coarse-to-fine tracking scheme. The coarse prediction \(Y^c\) is predicted by directly regressing the relation-enhanced features \(\hat{X}^s\) from the proposed PRT module with Multi-Layer-Perceptron (MLP). Remarkably, \(Y^c\) provides faithful tracking predictions for most cases and also surpasses the tracking performance of prior methods.

Prediction Refinement Module: To further refine the tracking predictions, we propose a lightweight Prediction Refinement Module (PRM) to generate the final predictions \(Y^f\) based on \(Y^c\). Specifically, we use the sampled points from the search region point cloud as seed points, and then we estimate their correspondences in the template by using an offset operation for \(Y^c\). Subsequently, we encode local discriminative feature descriptors for the seed points from both sources, which is achieved by using Local Pooling operations to group neighboring point features. The neighboring features are grouped with ball-query operations with a fixed radius \(r\). Lastly, we concatenate \(\hat{X}^s\) with the pooled features from the source and the target, based on which we generate the final prediction \(Y^f\):

\[
Y^f = \gamma \left( \left[ F^s, F^t, \hat{X}^s \right] \right), \quad (7)
\]

where \(F^s\) and \(F^t\) are the pooled features from the search region and the template respectively, \([\cdot]\) denotes concatenation, and \(\gamma\) represents the MLP networks. We highlight that even with the refinement stage, our proposed method still achieves competitive inference speed thanks to the lightweight design.

Training Loss: Our PTTTR is trained in an end-to-end manner. The coarse prediction \(Y^c\) and the final prediction \(Y^f\) are in the same form that each contains a classification component \(Y_{cls} \in \mathbb{R}^{N_x \times 1}\) and a regression component \(Y_{reg} \in \mathbb{R}^{N_x \times 4}\), where \(N_x\) denotes the number of sampled points from the search region. \(Y_{cls}\) predicts the objectiveness of each point, and \(Y_{reg}\) consists of the predicted offsets along each axis \(\{\Delta x, \Delta y, \Delta z\}\) with an additional rotation angle offset \(\Delta \theta\). For each prediction, we use a classification loss \(L_{cls}\) defined by binary cross-entropy, and a regression loss \(L_{reg}\) in the form of mean square error. Consequently, our overall loss function is formulated as:

\[
\mathcal{L}_{total} = \mathcal{L}_{cls} \left( Y^c_{cls}, Y^{gt}_{cls} \right) + \mathcal{L}_{reg} \left( Y^c_{reg}, Y^{gt}_{reg} \right) + \lambda \left( \mathcal{L}_{cls} \left( Y^f_{cls}, Y^{gt}_{cls} \right) + \mathcal{L}_{reg} \left( Y^f_{reg}, Y^{gt}_{reg} \right) \right), \quad (8)
\]

where \(Y^{gt}\) denotes the corresponding ground truth, and \(\lambda\) is a weight coefficient.

E. Implementation Details

Template and Search Region: During training, we use the ground truth bounding box to crop the point cloud to form the template. In order to simulate the disturbances the model might encounter, we add random distortions to augment the bounding boxes with a range of [-0.3 to 0.3] along the x, y, and z axes. For both training and testing, we extend the box with a ratio of 0.1 to include nearby background points. We enlarge the template bounding box by 2 meters in all directions to form the search region.

Model Details: We use PointNet++ [2] with 3 set-abstraction layers as the backbone. The radius of these SA layers is set to 0.3, 0.5, and 0.7 meters, respectively. In the first stage, we use a 3-layer MLP for classification and regression, respectively. Each layer is followed by a BN [75] layer and a ReLU [76] activation layer. In PRM, the Local Pooling is conducted with a ball-query operation and a grouping operation [2] with a radius of 1.0 m. After pooling, we obtain the concatenated features that are fed into a 5-layer MLP for generating the final predictions.

IV. PTTR++: EXPLORING POINT-BEV FUSION FOR 3D POINT CLOUD TRACKING

A. Overview

As introduced in Section I, motivated by the favorable properties of the Bird’s-Eye View in capturing object motion and its potential to complement the point-wise representation, we further propose a new 3D tracking framework on top of PTTR and name it as PTTR++, which explores Point-BEV fusion for point cloud tracking. As shown in Fig. 5, PTTR++ consists of two stages, namely Dual Branch Feature Matching (in Section IV-B) and Point-BEV Feature Fusion (in Section IV-C).
In the first stage, PTTR++ performs template-search feature matching for the point and BEV features independently with transformer operations. In the second stage, it first maps the features from one branch to another, and then adaptively fuses the mapped futures to generate the tracking prediction. Note that we do not include the Prediction Refinement Module in PTTR++ as the focus is the exploration of the synergy of the two point cloud representations. Our empirical results demonstrate that PTTR++ achieves significantly improved performance and competitive efficiency without incorporating PRM thanks to the strong complementary effect of the two representations.

B. Dual Branch Feature Matching

To exploit the complementary information in the point-wise view and its corresponding BEV representation, we introduce two parallel feature-matching branches, namely the point branch and the BEV branch. Each branch consists of a backbone network that extracts features for the template and search region respectively, as well as a transformer-based matching module that performs template and search region feature matching. In this stage, the two branches encode features individually.

The point branch is inherited from PTTR that PRT is used to perform feature matching between template and search point features as introduced in Section III. We denoted the matched point features as \( F_P \). For the BEV branch, we first perform the pillarization process to convert the raw point cloud into BEV features. As Fig. 5 illustrates, we first divide the x-y plane into evenly spaced grid to form the pillars. For each pillar, the points that fall inside the pillar are first augmented with the arithmetic mean of the point coordinates \((x_c, y_c, z_c)\) and the distance from the pillar center \((x_p, y_p)\). Following BAT [30], we additionally add object size information to the points by attaching the ground truth bounding box size \((w, h, l)\) to each point. As a result, together with the original point coordinates \((x, y, z)\), the point features have 11 dimensions in total. We then use a linear layer to encode the pillars followed by a max-pooling operation to obtain the pillar features of shape \((P, C)\), where \(P\) is the number of pillars and \(C\) is the number of feature channels. Note that the pillarization process is efficient for sparse point clouds since only non-empty pillars need to be processed. Subsequently, the pillars are scattered back to their original location inside the feature maps to obtain template and search region BEV features of shape \((H, W, C)\), where \(H\) and \(W\) indicate the 2D grid size. By considering each element inside the feature maps as a token, similar to the point branch, we employ the proposed PRT to match BEV features. Differently, we use the sinusoidal function [33] to generate positional embeddings for each BEV feature token. The output of the matching module is then processed by a BEV backbone consisting of convolution layers to obtain the final matched BEV features \( F_B \). As shown in Fig. 5, the BEV branch differs from the point branch in that the BEV matching module is positioned before the BEV backbone which consists of convolution layers that downsample the feature maps. It allows the feature matching to be performed at higher resolution, which potentially leads to more accurate localization. We empirically verify that the proposed setting brings improved tracking performance. We refer the readers to our ablation studies in Section V-C2 for details.

C. Point-BEV Feature Fusion

To fuse the matched features from the point and BEV branches, we first leverage Cross-view Feature Mapping (CFM) to transform features from one branch to the other (e.g., from the point branch to the BEV branch). Afterward, we propose...
a Selective Feature Fusion (SFF) operation to adaptively fuse the mapped cross-view features. In this stage, we focus on combining the advantages of the point-based view and the BEV representation for tracking prediction.

Cross-View Feature Mapping: CFM can be performed in both directions, namely Point-to-BEV mapping and BEV-to-Point mapping, and we introduce both of them here. The Point-to-BEV mapping is achieved via grid-based average pooling, which is similar to the pillarization process introduced in Section IV-B. Based on the corresponding point coordinates \( \{ s_k \} \) of the point features \( \{ F_P^k \} \) as well as the range and grid size of the target BEV representation, the Point-to-BEV mapping can be described as:

\[
F_{h,w}^{P \rightarrow B} = \frac{1}{N_{h,w}} \sum_{k=1}^{K} 1_{s_k \in P_{h,w}} F_k^P
\]

where \( h \) and \( w \) index the target BEV feature maps \( F^{P \rightarrow B} \), \( P \) is the set of pillars corresponding to the grid, \( K \) is the number of points, \( N_{h,w} \) is the number of points within \( P_{h,w} \), and \( 1 \) is the indicator function.

The BEV-to-Point mapping can be regarded as the reserve process of Point-to-BEV mapping. Instead of assigning the same features to all the points that fall inside the same pillar, we use bilinear interpolation to resample point features from the BEV features based on their corresponding x-y coordinates. The resampled point features are denoted as \( F^{B \rightarrow P} \).

Selective Feature Fusion: After obtaining the mapped features from the 3D point cloud and BEV representations, we propose to adaptively fuse the two sets of features following the similar spirit of SENet [77]. As Fig. 6(a) illustrates, SENet works on 2D image features and it first performs the “squeeze” operation by downsampling the feature maps via global average pooling, followed by the “excitation” operation which generates channel-wise attention weights with linear layers and the sigmoid function. Finally, the attention weights are broadcast and multiplied with the input features as a gating mechanism. Our method differs from SENet in that two sets of features from the point and BEV branches are involved. In order to generate meaningful attention weights that can effectively select informative features from both inputs, we first sum the features from both branches before the squeeze and excitation operations that generate the attention weights. By taking the BEV branch as an example (Fig. 6(b)), we can formulate this process as:

\[
w = \sigma \left( \gamma \left( \text{AvgPool} \left( F^B + F^{P \rightarrow B} \right) \right) \right) \quad (11)
\]

where \( \gamma \) and \( \sigma \) represent linear layers and the sigmoid function, and \( w \) denotes the attention weights. We then multiply \( w \) and \( 1 - w \) to both input features before the summation so that the fusion process essentially acts as a self-gating mechanism to adaptively select useful information from both branches:

\[
\tilde{F}^B = w F^B + (1 - w) F^{P \rightarrow B} \quad (12)
\]

where \( \tilde{F}^B \) denotes the fused features on the BEV branch. On the other hand, for the point branch, as points are unstructured and different points might have distinct feature responses, making it unsuitable to apply a global channel-wise attention weight. We instead remove the global average pooling step to perform channel-wise re-weighting for each individual point as shown in Fig. 6(c). The rest of the fusion process is similar to the BEV branch and the fused point features are denoted by \( \tilde{F}^P \).

For simplicity, we name the attention mechanism for the BEV branch as global attention and the point-wise version (for the point branch) as point-wise attention.

In our empirical analysis, we conduct experiments to evaluate feature fusion on both branches and select BEV-to-Point mapping and fusion on the point branch as our proposed method (as illustrated in Fig. 5) as it achieves more competitive and balanced performance. Please refer to the experimental results in Table VIII for details.

Training Loss: We apply the same prediction head and training loss as PTTR on the fused point features \( F^P \). Note that the Prediction Refinement Module proposed in PTTR is omitted to reduce the computational cost. In addition, we also apply a prediction head on the matched BEV features \( F^B \) to obtain the BEV prediction \( Y^B \) to allow for additional supervision on the BEV branch. The overall loss function is computed as:

\[
L = L_{BCE}(Y^P_{cls}, \hat{Y}^P_{cls}) + \alpha L_{MSE}(Y^P_{reg}, \hat{Y}^P_{reg}) \\
+ L_{BCE}(Y^B_{cls}, \hat{Y}^B_{cls}) + \beta L_{MSE}(Y^B_{reg}, \hat{Y}^B_{reg}), \quad (13)
\]

where \( Y^P \) and \( Y^B \) denote the predictions of both branches, \( \hat{Y} \) indicates the ground truth, and \( \alpha \) and \( \beta \) are the loss coefficients. During inference, prediction is only generated on the point branch.

D. Implementation Details

We mostly follow the settings of PTTR as introduced in Section III-E. For the additional BEV branch, we use a point cloud range of \([(-4.8, 4.8), (-4.8, 4.8), (-1.5, 1.5)]\) meters and a pillar size of 0.3 meters for smaller objects including car, van, pedestrian, and cyclist. For large objects such as trucks, trailers, and buses, we adopt a range of \([(-12.0, 12.0), (-12.0, 12.0), (-4.0, 4.0)]\) meters and a pillar size of 0.5 meters. The point features are projected to 64 dimensions using one-layer MLP after pillarization. In the BEV backbone network, we use 3 convolution blocks with \([128, 128, 256]\) channels respectively.
TABLE I

| Method         | Car 6424 | Pedestrian 6088 | Van 1248 | Cyclist 308 | Average by Class | Average by Frame |
|----------------|----------|-----------------|----------|-------------|------------------|------------------|
| SC3D [15]     | 41.3 / 37.9 | 18.2 / 37.8 | 40.4 / 47.0 | 41.5 / 70.4 | 35.4 / 53.3 | 31.2 / 48.5 |
| P2B [16]      | 56.2 / 72.8 | 28.7 / 49.6 | 40.8 / 48.4 | 32.1 / 44.7 | 39.5 / 53.9 | 42.4 / 60.0 |
| 3D-SiamRPN [19] | 58.2 / 76.2 | 35.2 / 56.2 | 45.7 / 52.9 | 36.2 / 49.0 | 43.8 / 58.6 | 46.6 / 64.9 |
| SA-P2B [18]   | 58.0 / 75.1 | 34.6 / 63.3 | 51.2 / 63.1 | 32.0 / 43.6 | 44.0 / 61.3 | 46.7 / 68.2 |
| MLVSN [31]    | 56.0 / 74.0 | 34.1 / 61.1 | 52.0 / 61.4 | 34.3 / 44.5 | 44.1 / 60.3 | 45.7 / 66.7 |
| BAT [30]      | 60.5 / 77.7 | 42.1 / 70.1 | 52.4 / 67.0 | 33.7 / 45.4 | 47.2 / 65.1 | 51.2 / 72.8 |
| PTT [32]      | 67.8 / 81.8 | 44.9 / 72.0 | 43.6 / 52.5 | 37.2 / 47.3 | 48.4 / 63.4 | 55.1 / 74.2 |
| LTTR [83]     | 65.0 / 77.1 | 33.2 / 56.8 | 35.8 / 45.6 | 66.2 / 89.9 | 50.0 / 67.4 | 48.7 / 65.8 |
| V2B [80]      | 70.5 / 81.3 | 48.3 / 73.5 | 50.1 / 58.0 | 40.8 / 49.7 | 52.4 / 65.6 | 58.4 / 75.2 |

Success / precision are used for evaluation. * indicates results reproduced based on the official implementation. M^2-track++ denotes M^2-track with our proposed Point-BEV fusion. "Improvement" refers to performance gain introduced by our proposed Point-BEV fusion.

and each block has a down-sample factor of 2. In attention-based feature fusion, we follow SENet [77] and use a reduction ratio $r$ of 16. For loss computation, we set the coefficients $\alpha$ and $\beta$ as 100 and 2, respectively.

V. EXPERIMENTS

A. Experimental Settings

Datasets: We evaluate our proposed method on the most commonly used KITTI [78] and nuScenes [79] SOT datasets. For a fair comparison on the KITTI dataset, we follow the data split specified in [15], [16] and use scenes 0-16 for training, 17-18 for validation, and 19-20 for testing. For the nuScenes dataset, we follow the implementation of [30] and report the performance of five categories including Car, Pedestrian, Truck, Trailer, and Bus. The nuScenes dataset only provides annotation for 1 in 10 consecutive frames, and the annotated frames are defined as keyframes. The evaluation is performed on keyframes only.

Evaluation Metrics: We follow existing works [16], [80] and use Success and Precision as defined in one pass evaluation (OPE) [81] as the evaluation metrics. Specifically, Success measures the IoU between the predicted box and the ground truth, while Precision computes the AUC of the distance between prediction and ground truth box centers. We report the performance of each object category as well as the average over all classes.

Training and Testing: For the KITTI tracking dataset, we train the model for 160 epochs with a batch size of 64. We use Adam optimizer [82] with an initial learning rate of 0.001 and reduce it by 5 every 40 epochs. For nuScenes [79], we train the model for 30 epochs with a batch size of 128. We set the initial learning rate to 0.001 and divide it by 5 every 6 epochs. During testing, we use the previous prediction result as the next template. In line with [15], [16], we use the ground truth bounding box as the first template.

B. Benchmarking Results

Results on KITTI: We compare PTTR and PTTR++ with existing state-of-the-art 3D SOT methods. In particular, to validate that the proposed Point-BEV fusion in PTTR++ is a generic approach, we integrate it with a recent method M^2-Track [24] and denote it as M^2-Track++. M^2-Track is a contemporary work to our conference version, which differs from existing matching-based methods in that it predicts the motion state based on overlapped point cloud frames. We refer the readers to [24] for details. We incorporate the proposed Point-BEV fusion to the targetness prediction stage that voxelization is performed on the overlapped point cloud input to form BEV features, which are then fused with point features to generate the segmentation scores. As reported in Table I, PTTR outperforms all existing matching-based methods while PTTR++ further boosts the average performance by a large margin of 6.0/4.7 in success and precision, respectively. On top of M^2-Track, our simple integration of the proposed Point-BEV fusion strategy also brings a notable improvement of 3.4/3.6 on average, showing the wide applicability of the proposed approach.

Results on nuScenes: Table III compares the tracking performance on the nuScenes dataset. Our proposed PTTR again demonstrates competitive performance and outperforms existing matching-based methods. In addition, PTTR++ further improves the tracking accuracy as compared to PTTR by a significant margin of 8.9/11.06 in average success and precision and achieves state-of-the-art performance. We find that the proposed Point-BEV fusion is especially beneficial to larger objects such as trucks and buses.

Inference Time: Efficiency has always been an important aspect of object tracking due to its time-sensitive applications. We compare the inference time of our method with existing methods with available open-source implementations on the KITTI dataset. We run all the models on the same machine and report the inference time in Table II. It can be observed that our
methods have comparable inference time to existing methods. In particular, PTTR++ only adds a small proportion of inference time on top of PTTR despite having an extra BEV branch. This is because the BEV branch is lightweight thanks to the efficient pillarization process and convolution operations as opposed to the expensive point grouping operation.

C. Analysis Experiments

To evaluate the effectiveness of the components proposed in PTTR and PTTR++, we conduct extensive ablation studies on the KITTI [78] dataset and report the experimental results.

1) Ablation Studies on PTTR: Point Sampling Methods: We compare our proposed Relation-Aware Sampling (RAS) method with existing sampling approaches, including random sampling [16], distance-farthest point sampling (D-FPS) [2] and feature-farthest point sampling (F-FPS) [3]. As shown in Table IV, RAS yields the best performance with a clear margin. By utilizing RAS, our method achieves an increase of 5.5/8.8 in success/precision as compared to the random sampling baseline. Small objects usually consist of fewer points, and hence are more sensitive to the point sparsity challenge. For the pedestrian class, which is the class of the smallest object size, RAS significantly boosts the results from 36.6/59.9 to 50.9/81.6.

Model Components: We conduct experiments to investigate the effectiveness of the proposed Point Relation Transformer (PRT) and Prediction Refinement Module (PRM). For the ablation studies on PRT, we replace PRT with cosine similarity for feature correlation computation as in existing methods [15], [16], [18]. We also compare the performance w/o PRM.

The experimental results of comparing methods are reprinted from [30]. Success/precision are used for evaluation. "Improvement" refers to performance gain introduced by our proposed Point-BEV fusion.
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Fig. 8. Visualization of tracking results from individual branches. Our proposed PTTR++ generates more robust tracking predictions as compared to the point branch and the BEV branch by exploiting the complementary information of both representations.

**TABLE VI**

Ablation Studies on Relation Attention

| Offset | Norm | Car | Pedestrian | Van | Cyclist | Average |
|--------|------|-----|------------|-----|---------|---------|
| ✓      | 65.4 / 69.0 | 36.6 / 65.1 | 34.6 / 36.6 | 35.9 / 78.8 | 45.6 / 62.6 |
| ✓ ✓    | 56.6 / 69.1 | 60.3 / 67.3 | 54.3 / 59.6 | 63.7 / 90.3 | 52.2 / 71.6 |
| ✓ ✓ ✓  | 63.7 / 75.3 | 47.1 / 73.5 | 53.0 / 60.4 | 64.1 / 89.5 | 57.0 / 74.7 |
| ✓ ✓ ✓ ✓ | 65.2 / 77.4 | 51.9 / 81.6 | 52.5 / 61.8 | 65.1 / 90.5 | 58.4 / 77.8 |

We investigate the effectiveness of the two major modifications in our proposed relation attention module. Offset refers to offset attention and norm refers to feature normalization.

the coarse predictions are further corrected in the refinement stage, especially when point sparsity or large movements are present.

Components of Relation Attention: The main differences between our proposed Relation Attention and regular transformer attention are the L2-normalization applied on the query and key features and the offset attention. Ablation studies on each component are reported in Table VI. Both two operations improve the model performance, especially the L2-normalization. It reveals that the cosine distance facilitates point cloud feature matching.

2) Ablation Studies on PTTR++: Effectiveness of Point-BEV Fusion: We conduct a series of experiments to examine the effectiveness and the working mechanism of our proposed Point-BEV fusion. As Table VII shows, experiments #1 and #2 study the single-branch setting where both feature extraction and matching are performed on either point-wise view or BEV alone. The default dual-branch setting (#5) in PTTR++ outperforms both single-branch settings by large margins, demonstrating the complementary nature of the point view and BEV. Note the point-only branch and the BEV-only branch are advantageous on different classes e.g., the success/precision of the BEV branch is 4.8/1.8 lower than the point branch on the pedestrian class. To further verify that the performance improvements do come from the complementary effect of two matching methods instead of the representation power of both views, we conduct experiments #3 and #4 by extracting both point-wise and BEV features and fusing the two types of features before the matching process. Subsequently, matching is performed either on the point branch (#3) or the BEV branch (#4) only. We can see that no clear performance gains are obtained under such settings even when Point-BEV fusion is performed before matching. The results validate that the main source of the performance gain is the complementary effect of the two matching processes. We also qualitatively compare PTTR++ with the single-branch setting. As Fig. 8 shows, PTTR++ generates more robust and accurate tracking predictions by making use of the complementary information from the point-wise and BEV representations.

Point-BEV Fusion Methods: We experiment on different Point-BEV fusion methods including addition, global attention (i.e., attention with global average pooling), and point-wise attention. Besides, we perform feature fusion on the point branch and the BEV branch, respectively. As shown in Table VIII, Point-BEV fusion via simple feature addition on either branch leads to significantly improved results as compared to the single-branch results reported in Table VII, which demonstrates the complementary effect of the features from both views. By applying global attention during feature fusion, we observe slightly improved performance on the BEV branch and decreased performance on the point branch as compared to the feature addition fusion method. When point-wise attention is applied, we instead observe increased performance when fusion is performed on the point branch and lowered accuracy on the BEV branch. It shows that global attention is more suitable for BEV features, while point-wise attention is applicable to point features as different points might possess distinct feature responses and it is not advisable to apply unified channel-wise weights to all points. Finally, we select BEV-to-Point mapping and point-wise attention as our default setting since it achieves the best overall accuracy.

BEV Branch Design Choices: As introduced in Section IV-B, the BEV branch differs from the point branch in that we match the template and search region features before the BEV backbone network downsamples the feature maps. It allows BEV feature matching at a higher resolution for more accurate object localization. We compare the tracking accuracy when feature matching is performed under different resolutions. Apart from our default setting (no downsampling before feature matching), we apply layers in the backbone network to downsample the feature maps by 2x and 4x before the matching module and evaluate the performance. As shown in Table IX, matching the BEV features at higher resolution clearly leads to higher overall performance, which validates our proposed design choice.
TABLE VII
ABLATION STUDIES ON THE EFFECTIVENESS OF POINT-BEV FUSION

| # | Point Feature | BEV Feature | Point Matching | BEV Matching | Car       | Pedestrian | Van       | Cyclist | Average |
|---|---------------|-------------|----------------|--------------|-----------|------------|-----------|---------|---------|
| 1 | ✓             |             | ✓              | ✓            | 62.9 / 74.3 | 49.1 / 77.7 | 50.7 / 58.7 | 64.1 / 90.0 | 56.7 / 75.2 |
| 2 | ✓             | ✓           | ✓              | ✓            | 68.5 / 80.7 | 44.3 / 75.9 | 51.3 / 59.4 | 70.1 / 93.4 | 58.6 / 77.4 |
| 3 | ✓             | ✓           | ✓              | ✓            | 65.5 / 78.2 | 50.6 / 78.3 | 48.4 / 54.6 | 64.8 / 90.8 | 57.4 / 75.5 |
| 4 | ✓             |             | ✓              | ✓            | 64.9 / 76.0 | 45.4 / 73.5 | 52.1 / 60.0 | 67.4 / 91.9 | 57.5 / 75.4 |
| 5 | ✓             |             | ✓              | ✓            | 73.4 / 84.5 | 55.2 / 84.7 | 55.1 / 62.2 | 71.6 / 92.8 | 63.8 / 81.0 |

TABLE VIII
ABLATION STUDIES ON POINT-BEV FUSION METHODS

| Fusion Method | Fusion Branch | Car       | Pedestrian | Van       | Cyclist | Average |
|---------------|---------------|-----------|------------|-----------|---------|---------|
| Addition      | ✓             | ✓         | 73.0 / 84.5 | 53.7 / 82.2 | 54.8 / 61.9 | 70.5 / 92.9 | 63.0 / 80.4 |
|               |               |           | 70.8 / 82.5 | 56.7 / 84.8 | 51.5 / 58.6 | 71.6 / 93.6 | 62.7 / 79.9 |
| Global Attention | ✓         | ✓         | 71.5 / 83.3 | 52.0 / 81.1 | 54.3 / 60.5 | 69.8 / 92.7 | 61.9 / 79.4 |
|               |               |           | 69.9 / 82.3 | 56.7 / 85.4 | 51.6 / 58.1 | 74.1 / 94.3 | 63.1 / 80.0 |
| Point-wise Attention | ✓        | ✓         | 73.4 / 84.5 | 55.2 / 84.7 | 55.1 / 62.2 | 71.6 / 92.8 | 63.8 / 81.0 |
|               |               |           | 69.5 / 81.6 | 54.8 / 83.8 | 51.5 / 58.6 | 71.9 / 93.6 | 61.9 / 79.4 |

TABLE IX
ABLATION STUDIES ON BACKBONE DESIGN CHOICES

| Downsample Ratio | Car       | Pedestrian | Van       | Cyclist | Average |
|------------------|-----------|------------|-----------|---------|---------|
| 1x               | 73.4 / 84.5 | 55.2 / 84.7 | 55.1 / 62.2 | 71.6 / 92.8 | 63.8 / 81.0 |
| 2x               | 70.1 / 82.0 | 52.7 / 82.8 | 53.5 / 60.9 | 63.5 / 91.1 | 60.5 / 79.2 |
| 4x               | 67.3 / 79.1 | 49.9 / 77.1 | 50.4 / 56.3 | 69.4 / 92.6 | 59.3 / 76.3 |

Downsample ratio refers to the number of times the BEV features are downsampled before the matching process.

Fig. 9. Examples of failure cases. Our tracking failures mainly occur when the point clouds are too sparse.

VI. LIMITATION

We show in Fig. 9 the failure cases encountered by our model, which mainly occur when the point clouds are too sparse that the model can hardly capture enough patterns to effectively match template and search point clouds. One possible way to further mitigate this issue could be utilizing complementary multi-frame information for object tracking, which can be explored in future research.

VII. CONCLUSION

In this paper, we have proposed PTTR, a novel framework for 3D point cloud single object tracking, which contains a designed Relation-Aware Sampling strategy to tackle point sparsity, a novel Point Relation Transformer for feature matching, and a lightweight Prediction Refinement Module. Moreover, motivated by the advantages of the bird’s-eye view of point cloud in capturing object motion, we have designed a more advanced framework named PTTR++ by exploiting the complementary information in point-wise and BEV representations. The proposed Point-BEV fusion strategy in PTTR++ substantially boosts the tracking performance and it can also be easily integrated with other tracking approaches as a generic method.
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