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Abstract

Background
Cardiovascular disease (CVD), as a chronic disease, has been perplexing human beings and is one of the serious diseases endangering life and health. Therefore, using the electronic medical record information of patients to automatically predict CVD has important application value in intelligent auxiliary diagnosis and treatment, and is a hot issue in intelligent medical research. In recent years, attention mechanism has been successfully extended to various tasks of natural language processing. Typically, these methods use attention to focus on a small part of the context and summarize it with a fixed-size vector, coupling attention in time, and/or often forming a uni-directional attention.

Methods
In this paper, we propose a CVD risk factors powered bi-directional attention (RFPBiA) network, which is a multi-stage hierarchical process, representing information fusion at different granularity levels, and uses the bi-directional attention to obtain the text representation of risk factors without early aggregation.

Results
The experimental results show that the proposed method can obviously improve the performance of CVD prediction, and the F-score reaches 0.9424, which is better than the existing related methods.

Conclusions
We propose to extract the risk factors leading to CVD by using the existing mature entity recognition technology, which provides a new idea for disease prediction tasks. Moreover, the memory-less attention mechanism in both directions in our proposed prediction model of RFPBiA can fuse the character sequence and the risk factors contained in the electronic medical record text to predict CVD.
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Background

Cardiovascular disease (CVD) continues to be a leading cause of morbidity and mortality in the world [1-3]. According to data released by the World Health Organization, CVD is the number one cause of death worldwide, with more deaths from CVD each year than any other cause of death. In 2016, an estimated 17.9 million people died of CVD, accounting for 31% of all deaths worldwide. In its 2018 report, China's National Center for CVD noted that CVD mortality remained at the top of 2016, higher than cancer and other diseases, and the number of patients was as high as 290 million. As a chronic disease, CVD will not obviously show the corresponding characteristics in daily life in the hidden stage. However, once the symptoms are manifested, it may affect the life safety of the patient. Therefore, we want to help doctors make rapid diagnosis in time by analyzing the Electronic Medical Record (EMR) of patients during their daily physical examination.

As CVD risk increases in China, interest in strategies to mitigate it is growing. However, information on the prevalence and treatment of CVD in daily life is limited. But in the medical field, many hospitals have been able to systematically accumulate medical records for a large number of patients by introducing an EMR system. Deep learning has been successfully applied to medical field based on accumulated EMR data [4, 5]. In particularly, many studies have been conducted to predict the risk of cardiovascular disease in order to prevent cardiovascular diseases with a high mortality rate globally [6]. Because EMR data is based on patient records, it contains information on the pathogenesis of CVD. However, we found that there is a large amount of irrelevant information in most EMRs. For example, a complete medical record contains only 10 valid information records leading to diseases. The excessively irrelevant information not only reduces model's emphasis on effective disease information. In the field of natural language processing, such problems also exist in text classification tasks. In the article [7], the model proposed by Huang et al. avoids redundant information in the text by skipping the content in the text. Therefore, we intend to use the now steadily developing entity identification model architecture to extract key information. Table 1 is the key information we considered, including 12 risk factors. In response, we propose to extract the risk factors of pathogenesis from EMRs and take the time attributes of these risk factors. In fact, although the training time of the model is reduced based on the extracted CVD risk factors, the experimental results are not optimistic. After experimental analysis, we think that the main reason is the lack of certain contextual information.

In view of this situation, we introduce the Risk Factors Powered Bi-Attention (RFPBiA) network, a hierarchical multi-stage architecture for modeling the representations of the EMR context paragraph at different levels of granularity (Figure 3). RFPBiA includes character-level and contextual embeddings, and uses bi-directional attention flow to obtain a risk factors representation. In this regard, we will predict that the network can take into account both the risk factor information and the context information in EMR. This is very critical for our prediction task. For example, the increased correlation between hypertension risk and controlling blood pressure risk can better predict whether patients suffer from CVD. The experimental results show that the F-score reaches 0.9424, which fully demonstrates the effectiveness of our proposed method and network architecture. To sum up, our contribution is four-fold, with the following conclusions:

● Some of the key information in patients' EMRs is to determine whether they have CVD. As we gave the example above, the number of these key factors appearing in the whole EMRs is limited. Just as our experimental data only take into account the 12 factors in Table 1, these factors have been determined
Our attention layer is not used to summarize the context paragraph into a fixed-size vector. Instead, the attention is computed for every time step, and the attended vector at each time step, along with the representations from previous layers, is allowed to flow through to the subsequent modeling layer. This reduces the information loss caused by early summarization.

We use a memory-less attention mechanism. That is, the attention at each time step is a function of only the risk factor and the EMR context paragraph at the current time step and does not directly depend on the attention at the previous time step. We hypothesize that this simplification leads to the division of labor between the attention layer and the modeling layer. It forces the attention layer to focus on learning the attention between the risk factor and the context, and enables the modeling layer to focus on learning the interaction within the factor-aware context representation (the output of the attention layer). It also allows the attention at each time step to be unaffected from incorrect attendances at previous time steps.

We use attention mechanisms in both directions, factor-to-context and context-to-factor, which provide complimentary information to each other.

### Methods

The main idea of this paper is to predict whether a patient has CVD by focusing on the risk factors in EMRs. First of all, we need to prepare the data we need. The user enters the appropriate values from his/her EMR report. After this, the historical dataset is uploaded. The fact that most medical dataset may contain missing values makes this accurate prediction difficult. So, for this missing data, we have to transform the missing data into structured data with the help of a data cleaning and data imputation process. After preparing the data, we mainly perform the following two steps. Firstly, the risk factors in the EMRs and their corresponding labels are extracted using the relatively mature entity recognition technology that has been developed. In addition to Age and

| No. | Attributes Name | Description |
|-----|----------------|-------------|
| 1.  | Overweight/Obesity (O2) | A diagnosis of patient overweight or obesity |
| 2.  | Hypertension | A diagnosis or history of hypertension |
| 3.  | Diabetes | A diagnosis or a history of diabetes |
| 4.  | Dyslipidemia | A diagnosis of dyslipidemia, hyperlipidemia or a history of hyperlipidemia |
| 5.  | Chronic Kidney Disease (CKD) | A diagnosis of CKD |
| 6.  | Atherosclerosis | A diagnosis of atherosclerosis or atherosclerotic plaque |
| 7.  | Obstructive Sleep Apnea Syndrome (OSAS) | A diagnosis of OSAS |
| 8.  | Smoking | Smoking or a patient history of smoking |
| 9.  | Alcohol Abuse (A2) | Alcohol abuse |
| 10. | Family History of CVD (FHCVD) | Patient has a family history of CVD or has a first-degree relative (parents, siblings, or children) who has a history of CVD |
| 11. | Age | The age of the patient |
| 12. | Gender | The gender of patient |
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Gender, the labels for other risk factors include the type of the risk factor and its temporal attributes. We only use the CRF layer to identify the F-score of the extraction result to reach 0.8994. When we use bidirectional LSTM with a CRF layer (BiLSTM-CRF), the F-score identifying the extraction results reached 0.9073. In contrast, the BiLSTM-CRF model has better recognition performance, so we consider using it to extract the risk factors and corresponding labels in EMRs. These extracted risk factors that carry the corresponding labels serve as the basis for input and predict CVD. In the end, by using the RFPBiA model, we can predict whether a patient has CVD. Figure 1 shows above-mentioned two main processes for predicting CVD.

**Technical Details of BiLSTM-CRF Model**

The architectures of BiLSTM-CRF model illustrated in Figure 2. In the model, the BIO (Begin, Inside, Outside) tagging scheme is used. The $Q = (q_1, ..., q_{k-3}, ..., q_k)$ represents the context information carried by the character embedding trained by Skip-gram. The Skip-gram model predicts surrounding words given the current word [8]. The HyC is represented as Hypertension and its temporal attribute is Continue. The HyD is represented as Hypertension and its temporal attribute is During. It is similar to the ones presented by Huang et al. [9], Lample et al. [10] and Ma et al. [11].

Given a sentence, the model predicts a label corresponding to each of the input tokens in the sentence. Firstly, through the embedding layer, the sentence is represented as a sequence of vectors $X = (x_1, ..., x_t, ..., x_n)$ where $n$ is the length of the sentence. Next, the embeddings are given as input to a BiLSTM layer. In the BiLSTM layer, a forward LSTM computes a representation $h_t^\text{f}$ of the sequence from left to right at every character $t$, and another backward LSTM computes a representation $h_t^\text{b}$ of the same sequence in reverse. These two distinct networks use different parameters, and then the representation of a character $h_t = [h_t^\text{f}; h_t^\text{b}]$ is obtained by concatenating its left and right context representations. LSTM memory cell is implemented as Lample et al. [10] did.
Then a tanh layer on top of the BiLSTM is used to predict confidence scores for the character having each of the possible labels as the output scores of the network.

\[ e_t = \tanh(W_e h_t), \]  

(1)

where the weight matrix \( W_e \) is the parameter of the model to be learned in training.

Finally, instead of modeling tagging decisions independently, the CRF layer is added to decode the best tag path in all possible tag paths. We consider P to be the matrix of scores output by the network. The \( t^{th} \) column is the vector \( e_t \) obtained by the Equation (1). The element \( P_{i,j} \) of the matrix is the score of the \( j^{th} \) tag of the \( i^{th} \) character in the sentence. We introduce a tagging transition matrix \( T \), where \( T_{i,j} \) represents the score of transition from tag \( i \) to tag \( j \) in successive characters and \( T_{0,j} \) as the initial score for starting from tag \( j \). This transition matrix will be trained as the parameter of model. The score of the sentence \( X \) along with a sequence of predictions \( y = (y_1, ..., y_t, ..., y_n) \) is then given by the sum of transition scores and network scores:

\[ s(X, y) = \sum_{i=1}^{n} (T_{y_{i-1}y_i} + P_{i,y_i}), \]  

(2)

Then a softmax function is used to yield the conditional probability of the path \( y \) by normalizing the above score over all possible tag paths \( \tilde{y} \):

\[ p(y|X) = \frac{e^{s(X,y)}}{\sum_{\tilde{y}} e^{s(X,\tilde{y})}}, \]  

(3)

During the training phase, the objective of the model is to maximize the log-probability of the correct tag sequence. At inference time, we predict the best tag path that obtains the maximum score given by:

\[ \text{argmax}_{\tilde{y}} s(X, \tilde{y}). \]  

(4)

This can be computed using dynamic programming, and the Viterbi algorithm [12] is chosen for this inference.
Technical Details of RFPBiA Model

As shown in Figure 3, the purpose of our work is to comprehensively model EMRs text by using the characteristics of text content and risk factors in EMRs text, thus further realizing CVD prediction task. Generally speaking, RFPBiA consists of five parts: character embedding layer, contextual embedding layer, bi-attention layer, modeling layer and predicting layer. The details are as follows.

Character Embedding Layer maps each character to a vector space using the pre-trained character vectors. Let \( X = \{x_1, \ldots, x_T\} \) and \( W = \{\text{word}_1, \ldots, \text{word}_J\} \) represent the input EMR context and risk factors in the EMR context, respectively. For risk factors, we add each character-level embedding vector that matches the word, and then average to obtain the embedding vector corresponding to risk factors. In this way, we get a new representation of risk factors \( W' = \{w_1, \ldots, w_J\} \).

Contextual Embedding Layer utilizes contextual cues from surrounding characters to refine the embedding of the characters. We use a Long Short-Term Memory Network (LSTM) [13] on top of the embeddings provided by the previous layers to model the temporal interactions between words. We place a LSTM in both directions, and concatenate the outputs of the two LSTMs. Hence we obtain \( H \in \mathbb{R}^{2d \times T} \) from the EMR context character vectors \( X \), and \( U \in \mathbb{R}^{2d \times J} \) from risk factor vectors \( W' \). Note that each column vector of \( H \) and \( U \) is 2\( d \)-dimensional because of the concatenation of the outputs of the forward and backward LSTMs, each with \( d \)-dimensional output. The first two layers apply to risk factors and the EMR context.

Bi-Attention Layer is responsible for linking and fusing information from the EMR context and the risk factors. Unlike previously popular attention mechanisms [14-16], the attention layer is not used to summarize the two kinds of information into single feature vectors. Instead, the attention vector at each time step, along with the embeddings from previous layers, are allowed to flow through to the subsequent modeling layer. This reduces the information loss.
caused by early summarization.

The inputs to the layer are contextual vector representations of the EMR context \( H \) and the risk factors \( U \). The outputs of the layer are the factor-aware vector representations of the EMR context characters, \( G \), along with the contextual embeddings from the previous layer.

In this layer, we compute attentions in two directions: from EMR context to risk factors as well as from risk factors to EMR context. Both of these attentions, which will be discussed below, are derived from a shared similarity matrix, \( S \in \mathbb{R}^{T \times J} \), between the contextual embeddings of the EMR context (\( H \)) and the risk factors (\( U \)), where \( S_{tj} \) indicates the similarity between \( t \)-th context character and \( j \)-th risk factor. The similarity matrix is computed by

\[
S_{tj} = \alpha(H_{jt}, U_{ij}) \in \mathbb{R},
\]

where \( \alpha \) is a trainable scalar function that encodes the similarity between its two input vectors, \( H_{jt} \) is \( t \)-th column vector of \( H \), and \( U_{ij} \) is \( j \)-th column vector of \( U \). We choose \( \alpha(h, u) = w^T_{(s)} [h; u; h \odot u] \), where \( w^T_{(s)} \in \mathbb{R}^{6d} \) is a trainable weight vector, \( \odot \) is elementwise multiplication, \([;] \) is vector concatenation across row, and implicit multiplication is matrix multiplication. We choose \( S \) to obtain the attentions and the attended vectors in both directions.

*Context-to-factor Attention.* Context-to-factor (C2F) attention signifies which risk factors are most relevant to each context character. Let \( a_t \in \mathbb{R}^J \) represent the attention weights on the risk factors by \( t \)-th context character, \( \sum a_{tj} = 1 \) for all \( t \). The attention weight is computed by \( a_t = \text{softmax}(S_{t}) \in \mathbb{R}^J \), and subsequently each attended risk factor vector is \( \tilde{U} = \sum_j a_{tj} U_{jj} \). Hence \( \tilde{U} \) is a \( 2d \)-by-\( T \) matrix containing the attended risk factor vectors for the entire context.

*Factor-to-context Attention.* factor-to-context (F2C) attention signifies which context characters have the closest similarity to one of the risk factors and are hence critical for the predicting task. We obtain the attention weights on the context characters by \( b = \text{softmax}(\text{max}_c(S)) \in \mathbb{R}^T \), where the maximum function (\( \text{max}_c(S) \)) is performed across the column. Then the attended context vector is \( \tilde{h} = \sum_t b_t H_{jt} \in \mathbb{R}^{2d} \). This vector indicates the weighted sum of the most important characters in the context with respect to the risk factors. \( \tilde{h} \) is tiled \( T \) times across the column, thus giving \( \tilde{H} \in \mathbb{R}^{2dT} \).

Finally, the contextual embeddings and the attention vectors are combined together to yield \( G \), where each column vector can be considered as the factor-aware representation of each context character. We define \( G \) by

\[
G_{jt} = \beta(H_{jt}, \tilde{U}_{jt}, \tilde{H}_{jt}) \in \mathbb{R}^{d_G},
\]

where \( G_{jt} \) is the \( t \)-th column vector (corresponding to \( t \)-th context character), \( \beta \) is a trainable vector function that fuses its (three) input vectors, and \( d_G \) is the output dimension of the \( \beta \) function. While the \( \beta \) function can be an arbitrary trainable neural network, such as multi-layer perceptron, a simple concatenation as following still shows good performance in our experiments: \( \beta(h, \tilde{u}, \tilde{h}) = [h; \tilde{u}; h \odot \tilde{u}; h \odot \tilde{h}] \in \mathbb{R}^{8d \times T} \) (i.e., \( d_G = 8d \)).

*Modeling Layer* employs a Recurrent Neural Network (RNN) to scan the context. The input to the modeling layer is \( G \), which encodes the factor-aware representations of
context characters. The output of the modeling layer captures the interaction among the context characters conditioned on the risk factors. This is different from the contextual embedding layer, which captures the interaction among context characters independent of the risk factor. We use two layers of BiLSTM, with the output size of $d$ for each direction. As a result, we take the final hidden layer states of BiLSTM (i.e., $y_t$) as the final output, then we redefine it as $M \in \mathbb{R}^d$, which is passed onto the predicting layer to predict the result. Here, $M$ is exactly the ultimate representation of input EMR context and risk factors.

**Predicting Layer** provides a prediction to the CVD. As a result, we take the output of BiLSTM (i.e., $M$) as the final output. After that, we feed $M$ into a fully-connected neural network to get an output vector $O \in \mathbb{R}^k$ ($K$ is the number of classes):

$$O = \text{sigmoid}(M \times N),$$

where $N \in \mathbb{R}^{d \times k}$ is the weight matrix for dimension transformation, and $\text{sigmoid}(\cdot)$ is a non-linear activation function. Finally, we apply a softmax layer to map each value in $O$ to conditional probability and realize the prediction as follows:

$$P = \text{argmax}\left(\text{softmax}(O)\right).$$

**Model Training.** Since what we are trying to solve is a prediction task, we follow the work in [17] to apply the cross-entropy loss function to train our model, and the goal is to minimize the following Loss:

$$\text{Loss} = -\sum_{T \in \text{Corpus}} \sum_{i=1}^{K} p_i(T) \log p_i(T),$$

where $T$ is the input EMR text, Corpus denotes the training corpus and $K$ is the number of classes. In the training process, we apply Adagrad as optimizer to update the parameters of RFPBiA, including $\alpha$, $N$ and all parameters (weights and biases) in each RNN. To avoid the overfitting problem, we apply the dropout mechanism at the end of the embedding layer.

**Results**

**Dataset and evaluation metrics**

Our dataset contains two corpora. The first corpus came from a hospital in Gansu Province with 800,000 unlabeled EMRs of internal medicine. The dataset was mainly used to train and generate our character embedding. In Figure 4, we also added a dictionary of risk factors during the training. In this way, the Skip-gram model in word2vec we use can better make each character in the risk factor more compact. The other one is from the Network Intelligence Research Laboratory of the Language Technology Research Center of the School of Computer Science, Harbin Institute of Technology, which contains 1186 EMRs. In the risk factor identification phase, BiLSTM-CRF model used all EMRs in the experiment, of which 830 were the training dataset, 237 were the test dataset and 119 were the development dataset. Then we will use the EMRs that need to be used for prediction to identify the risk factors through the model. This corpus intends to be used to develop a risk factor information extraction system that, in turn, can be applied as a foundation for the further study of the progress of risk factors and CVD [18]. For the corpus, we divided it into CVD and no CVD according to the clinically diagnosed disease
in the electronic medical record. In the corpus we used, there were 527 EMRs and 132 EMRs. The basis comes from the following two parts: On the one hand, according to the definition of CVD by the World Health Organization [19]. On the other hand, the first (Symptoms) and the third (Diseases) in the book of Clinical Practical Cardiology [20].

Our experiments involve 12 risk factors which are Overweight/Obesity (O2), Hypertension, Diabetes, Dyslipidemia, Chronic Kidney Disease (CKD), Atherosclerosis, Obstructive Sleep Apnea Syndrome (OSAS), Smoking, Age, Gender, Alcohol Abuse (A2), Family History of CVD (FHCVD), as shown in Table 1. In addition, the dataset also includes 4 temporal attributes which are Continue, During, After, Before. Since risk factors of Age and Gender have not consider the temporal attributes, we have added a temporary attribute: None. The relevant details of all EMRs are shown in Table 2.

In the experiment, the training dataset contains 461 EMRs, the test dataset contains 132 EMRs, and the development dataset contains 66 EMRs. Finally, we use Accuracy (A), Precision (P), Recall (R) and F-score (F) to evaluate the performance [21, 22]:

\[
F = \frac{2PR}{P+R}. \tag{10}
\]

| Risk factors | Before DHS | During DHS | After DHS | Continuing DHS | Total |
|--------------|------------|------------|-----------|----------------|-------|
| O2           | 0          | 0          | 0         | 18             | 18    |
| Hypertension | 405        | 1909       | 10        | 1405           | 3729  |
| Diabetes     | 60         | 57         | 13        | 877            | 1007  |
| Dyslipidemia | 4          | 287        | 6         | 75             | 372   |
| CKD          | 0          | 0          | 0         | 26             | 26    |
| Atherosclerosis | 3       | 4          | 0         | 137            | 144   |
| OSAS         | 0          | 0          | 0         | 1              | 1     |
| Smoking      | 8          | 0          | 0         | 500            | 508   |
| A2           | 9          | 0          | 0         | 86             | 95    |
| FHCVD        | 0          | 0          | 0         | 10             | 10    |
| Age          | -          | -          | -         | -              | 1859  |
| Gender       | -          | -          | -         | -              | 1909  |

*DHS* duration of hospital stay, “-” denotes not considered.
We carry out the experiments to compare the performance of our model with others described in the following.

**CRF:** This model was used by Mao et al. [23] to recognize the named entity in the electronic medical records based on Conditional Random Field.

**BiLSTM-CRF:** This model was used by Li et al. In order to realize automatic recognition and extraction of entities in unstructured medical texts, a model combining language model conditional random field algorithm (CRF) and Bi-directional Long Short-term Memory networks (BiLSTM) is proposed [24].

**SVM:** This model was used by S. Menaria et al. As a traditional machine learning method, the support vector machine algorithm performs well in [25].

**ConvNets:** This model was used by Xiang et al. [26] offering an empirical exploration on the use of character-level convolutional networks (ConvNets) for text classification.

**LSTM/RFPBiA (no att):** This model was used by Xin et al. [27], which proposed a LSTM network with fully connected layer and activation layers. We have further built a BiLSTM model for CVD prediction. The model also has a fully connected layer and an activation layer. In fact, this is the RFPBiA model without using the attention mechanism.

**RFPBiA:** This is the model proposed in this paper. Table 3 gives the chosen hyper-parameters for all experiments. We tune the hyper-parameters on the development set by random search. We try to share as many hyper-parameters as possible in experiments.

### Experimental results
We did a rich comparative experiment on our own model and other models:

In Figure 5, we performed a comparison of the CRF and BiLSTM-CRF models for

![Figure 5 Comparison of CRF and BiLSTM-CRF models.](image-url)
the identification of risk factors in EMRs. We did a lot of experiments and summarized why there was such a high F-score based on experimental and EMRs data analysis. Because there are 12 risk factors in the entire data, these risk factors are largely repeated in EMRs. In addition, BiLSTM can take contextual information into account well. This is greater for the system we have proposed.

In Table 4, we show the comparison between the previous model and our proposed RFPBiA model for accuracy, precision, recall and F-score. And the performance of each model when the dataset is the original EMRs, the risk factor with the label, or the risk factor without the label.

In Table 5, we compared four cases: (1) The performance of the ConvNets model in random embedding; (2) The performance of the LSTM model in random embedding; (3) The performance of our model without attention mechanism, that is, the performance of the BiLSTM model; (4) When our model is in random embedding.

In Figure 6, we have a visual example, which consists of the following three parts: (a) A sample of the case characteristics in EMR is that the risk factors have been marked according to the labeling rules [18]. (b) We translated the case characteristics into English. (c) We have made a visualization of attention matrix. The first point from the case characteristics module in EMR that we considered. It contains 8 risk factors and 61 characters.

Discussion

Table 4 shows the predictive performance of different models on our evaluation corpus. It can be seen that our RFPBiA model is superior to other methods in various evaluation indexes when pre-trained embedding and labels are used. In addition, the performance of the LSTM and BiLSTM models on the original EMRs text and the risk factor dataset,
Table 4 The comparison of each model for CVD prediction results

| Model                     | Accuracy% | Precision% | Recall% | F-score% |
|---------------------------|-----------|------------|---------|----------|
| SVM (raw)                 | 90.91     | 90.91      | 90.91   | 90.91    |
| SVM (no labels)           | 89.39     | 89.03      | 89.39   | 89.21    |
| ConvNets (raw)           | 92.83     | 92.64      | 92.83   | 92.73    |
| ConvNets (risks with labels) | 93.94   | 89.43      | 93.21   | 91.28    |
| LSTM (raw)                | 92.24     | 93.46      | 92.73   | 93.09    |
| LSTM (risks with labels)  | 82.58     | 81.35      | 83.01   | 82.17    |
| RFPBiA (raw, no att)      | 93.91     | 93.83      | 93.91   | 93.86    |
| RFPBiA (risks with labels, no att) | 89.23   | 88.96      | 89.23   | 89.07    |
| RFPBiA (no labels)        | 93.41     | 92.73      | 93.12   | 92.92    |
| RFPBiA                    | 94.87     | 93.97      | 94.52   | 94.24    |

“att” denotes the bi-directional attention, “no labels” denotes the risk factors without labels.

Table 5 The performance of each model at random embedding

| Model                     | Accuracy% | Precision% | Recall% | F-score% |
|---------------------------|-----------|------------|---------|----------|
| ConvNets (risks with labels) | 91.67   | 90.87      | 91.24   | 91.05    |
| LSTM (risks with labels)   | 81.82     | 79.45      | 82.36   | 80.88    |
| RFPBiA (no att)            | 92.31     | 92.18      | 92.31   | 91.91    |
| RFPBiA                    | 94.22     | 93.57      | 94.61   | 94.09    |

respectively. We can find that the prediction effect is not optimistic without considering EMR text information. Compared with the ConvNets model proposed by Xiang et al., we find that the sequential model extracts EMR text information better than the model based on convolutional neural networks. Judging from the performance of our model in Table 4 and Table 5, we can use the internal medicine EMRs pre-trained character embedding to help improve the performance of the model. Not only that, judging from the performance of our model in Table 4 without the bi-directional attention mechanism, the importance of the attention mechanism to the performance of our model is shown clearly. This also shows that CVD prediction focusing on risk factors is more important. Moreover, through the presence or absence of corresponding labels of risk factors on our dataset, we can verify that the label information is beneficial to our prediction task.

For Figure 6 (a), we can intuitively find that the number of risk factors present in EMR is relatively small. In other words, the key information in an EMR that can determine whether a patient has CVD is limited. For Figure 6 (c), we emphasize that the learned attentions can be very useful to reduce a doctor's reading burden. It also emphasizes the correlation between the characters in EMR and the risk factors therein. For example, in this figure, the risk factor of "高血压病史 (have a history of hypertension)" and the risk factor of "高脂血症病史 (have a history of hyperlipidemia)" are clearly related to each other. This is exactly what we need, the risk factors are no longer independent of each other. We believe this can be attributed to our bi-directional attention and pre-trained character embedding. The performance comparison between the RFPBiA model and other models in Table 4 and Table 5 can also prove our analysis.

Conclusions
In this paper, the disease prediction experiment was carried out on the RFPBiA model using structured data. After a long-term study of EMRs, we focused on the key information leading to CVD, and we defined this key information as risk factors. So, we used BiLSTM-CRF model to identify the risk of CVD and its corresponding risk factors. What's more, we have done the next three aspects in the prediction task. On the one hand, we can use BiLSTM to obtain the context information of EMRs well. On the other hand, with the help of the bi-directional attention mechanism, we can integrate the risk factors
that leading to CVD and the original EMR information. In addition, we also pre-trained the character embedding vector with a large number of the internal medicine EMRs. It is worth mentioning that we carry temporal attribute information through labels, which enables our prediction model to consider the temporal attribute of risk factors to a certain extent. Finally, this gives us the ideal prediction effect. In the future, we will strengthen research on the pathogenic factors of CVD and improve the accuracy of CVD prediction as much as possible.
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