The importance of crowding in signaling, genetic, and metabolic networks
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It is now well established that the cell is a highly crowded environment. Yet, the effects of crowding on the dynamics of signaling pathways, gene regulation networks and metabolic networks are still largely unknown. Crowding can alter both molecular diffusion and the equilibria of biomolecular reactions. In this review, we first discuss how diffusion can affect biochemical networks. Diffusion of transcription factors can increase noise in gene expression, while diffusion of proteins between intracellular compartments or between cells can reduce concentration fluctuations. In push-pull networks diffusion can impede information transmission, while in multi-site protein modification networks diffusion can qualitatively change the macroscopic response of the system, such as the loss or emergence of bistability. Moreover, diffusion can directly change the metabolic flux. We describe how crowding affects diffusion, and thus how all these phenomena are influenced by crowding. Yet, a potentially more important effect of crowding on biochemical networks is mediated via the shift in the equilibria of bimolecular reactions, and we provide computational evidence that supports this idea. Finally, we discuss how the effects of crowding can be incorporated in models of biochemical networks.

Introduction

Cellular function arises at the level of the network of interactions between proteins and DNA inside the cell. Whether a cell differentiates or proliferates, stays put or moves, is not determined by a single component or reaction, but rather by the collective dynamics of signaling pathways and gene regulation networks. These biochemical networks are often modeled as well-stirred chemical reactors. However, cellular networks are fundamentally different from well-stirred chemical reactors. The copy numbers of the components are often low, and, as a result, biochemical networks can be highly stochastic (1-5). Moreover, the interior of the cell is a highly crowded environment, with proteins and DNA occupying up to 20-30% of the cellular volume (6, 7). These crowded conditions strongly affect the chemical reactions and physical interactions that form the biochemical network. Yet, while the effects of crowding on the dynamics of individual molecules and reactions have been investigated extensively (8), how crowding affects the collective dynamics of biochemical networks and thereby cellular function has remained largely unexplored.

Crowding can affect biochemical networks in two principal ways. First, crowding shifts the equilibrium of association-dissociation reactions to the associated state. Molecules in their associated state take up less volume, thereby creating more space for the other molecules in the system. This increases the entropy of the system and leads to an effective attraction between the molecules which is often called a depletion interaction or an excluded volume interaction (9); this depletion interaction effectively increases the binding affinity between two molecules. Second, crowding changes the diffusive motion of the molecules. At long length and timescales, diffusion appears normal, which means that the mean squared displacement increases linearly with time, just as in a dilute system without crowding agents; however, the slope of this linear relation, which gives the effective diffusion constant, can be orders of magnitude lower, because the crowders obstruct molecular motion (8, 10, 11). This lower diffusion constant decreases the association rate of diffusion-limited bimolecular reactions. On short length and...
timescales, on the other hand, crowding can lead to anomalous diffusion, or, more precisely, subdiffusion, which means that the mean-squared displacement grows sublinearly with time (12-15). This implies that it takes longer for initial positions to be forgotten, and that molecules that have come together, stay together longer.

While the effects of crowding on binding affinities and the diffusion of individual molecules have been studied in considerable detail both theoretically and experimentally, the role of crowding in the behavior of biochemical networks has only begun to be addressed. Yet, a number of studies in recent years have predicted that diffusion can have dramatic and often counterintuitive effects on the dynamics of signaling pathways, gene regulation networks and metabolic networks. In this review, we will summarize these studies. We hope to explain the phenomena using simple, intuitive arguments, and we will discuss how the crowded environment of the cell is expected to affect them. These studies also shed light on the question how crowding should be described in models of biochemical networks. Do the crowding agents have to be described explicitly or can the effect of their presence be captured by renormalizing the association and dissociation rates, thus allowing for a simpler model? Finally, we address the question whether the dominant effect of crowding on the dynamics of biochemical networks is the change in the diffusion dynamics or the shift in the binding equilibria.

**Diffusion of transcription factors can increase noise in gene expression**

Experiments in recent years have vividly demonstrated that gene expression can be highly stochastic (1-4). In particular, both in prokaryotes and eukaryotes, genes are often expressed in bursts. The burst-like nature of gene expression can emerge from the fact that one mRNA transcript can give rise to more than one protein copy – translation then occurs in bursts (2). Alternatively, the production of the mRNA itself can occur in bursts, as has been observed for prokaryotes (16-19). This can happen when the promoter switches between an “inactive” and an “active” state at timescales that are slower than the timescale of transcription initiation when the promoter is in the active state: then, more than one mRNA transcript will be produced from the promoter before the promoter switches back to the inactive state. While detailed time-series of mRNA production is consistent with such a two-state switching model of the promoter (17), the origin of the slow switching timescales that are necessary for bursty transcription is still unknown. One hypothesis is that it is due to the diffusion of transcription factors.

Many genes are regulated by transcription factors. The transcription-factor concentrations can be as low as a nanoMolar, or even lower. At such low concentrations, the stochastic arrival of transcription factors at the promoter can be a major source of noise in gene expression. In recent years, several groups have begun to address this question by theory and computer simulations (20-23). These studies revealed that below a microMolar, the diffusion of transcription factors can be the dominant source of noise in gene expression (21). These modeling studies also provide an explanation for why diffusion can contribute to the noise in transcription (Fig. 1). When a transcription factor dissociates from the promoter, it has a high probability of rebinding the promoter instead of diffusing into the bulk of other molecules. As a consequence, a transcription factor will undergo many rounds of rebinding and dissociation before it diffuses away from the promoter and escapes into the bulk. These rounds of rebinding and dissociation increase the effective active and inactive times of the promoter, which means that the mRNA transcripts are more likely to be produced in bursts -- long periods in which multiple mRNA copies are produced, alternating with long periods in which hardly any mRNA copies are produced. Crowding will decrease the diffusion
constant and thereby decrease the association rate of the transcription factor with the DNA. It will also increase the number of rebindings and thereby decrease the effective dissociation rate \((15, 23-25)\). Both effects will slow down the dynamics of the promoter state, with slower switching between the active and the inactive state of the promoter. This will lead to more bursts in transcription. As such, crowding has been predicted to increase the noise in gene expression \((21, 23)\).

Figure 1. A transcription factor (red) diffusively interacting with the promoter region of DNA will undergo several rounds of dissociation and rapid rebinding before ultimately escaping to the bulk. As a result, gene expression will occur in bursts -- alternating periods of high and low transcription. Crowders (grey) enhance bursts by promoting rebinding and slowing diffusion.

Diffusion between compartments can reduce protein concentration fluctuations

Diffusion not only underlies bursts in gene expression, it can also act to “wash out” bursts across multiple compartments. Arguably the first hint of this effect was an experimental study on the precision of the \textit{hunchback} \((hb)\) expression domain in the developing embryo of the fruitfly \textit{Drosophila}. Shortly after fertilization, the morphogen protein Bicoid (Bcd) forms an exponential concentration gradient along the anterior-posterior axis of the embryo, which provides positional information to the differentiating nuclei. One of the target genes of Bcd is \(hb\), which is expressed in the anterior half of the embryo. The posterior boundary of the Hb expression domain is very sharp: by cell cycle 13, the position of the boundary varies only by about one nuclear spacing \((26-28)\). This precision is higher than the best achievable precision for a time-averaging based readout mechanism of the Bcd gradient \((27)\). Intriguingly, the study of Gregor et al. revealed that the Hb concentrations in neighboring nuclei exhibit spatial correlations, and the authors suggest that this implies a form of spatial averaging, which enhances the precision of the posterior Hb boundary \((27)\). However, the mechanism for spatial averaging remained unclear.

To elucidate the mechanism of spatial averaging, Erdmann et al. \((29)\) and independently Okabe-Oho et al. \((30)\) performed a computational study of the Bcd-Hb system. Their analysis revealed a simple but robust mechanism for spatial averaging, which is based on the diffusion of Hb itself. The expression of Hb in the respective nuclei is, according to their analysis, produced in bursts. The diffusion of Hb between neighboring nuclei can, however, wash out these bursts in gene expression by rapidly distributing the protein copies that are produced during one burst in a nucleus over the neighboring nuclei (Fig. 2). Concomitantly, the fluctuations in the Hb concentration in a given nucleus depend
not only on the expression of Hb in that nucleus, but, due to the diffusive exchange, also on the expression of Hb in the neighboring nuclei. Since Hb expression in the different nuclei is, to a good approximation, uncorrelated, this means that the concentration in a nucleus represents an average over the fluctuations in that nucleus and the neighboring nuclei. This is the mechanism of spatial averaging. Its strength increases with increasing diffusion constant, because the number of neighboring nuclei that contribute to the average concentration in a nucleus increases with the diffusion constant.

Interestingly, the computational study by Erdmann et al. also suggested that there exists an optimal diffusion constant that maximizes the precision of the boundary (29). On the one hand, a higher diffusion constant reduces the fluctuations in the Hb concentration in each nucleus via the mechanism of spatial averaging. On the other hand, a higher diffusion constant also lessens the steepness of the boundaries of the Hb expression domain. The tradeoff between these two effects yields an optimal diffusion constant that maximizes the sharpness or precision of the Hb expression domain.

The spatial averaging mechanism revealed by Erdmann et al. and Okabe-Oho et al. is very generic, and applies not only to any developmental system, but also to any biochemical network in general. For example, if a messenger protein is activated at one end of the cell and then has to diffuse to another place to activate another system, then the bursts in the activation of the messenger protein will be tempered by its diffusion. For this reason, it may be beneficial to spatially separate the input and output of the signaling pathway. Similarly, the diffusive exchange of signaling proteins between different intracellular compartments or between neighboring cells in a tissue will also tend to reduce the fluctuations in their concentration. A similar mechanism has also been implied in enhancing the fidelity of quorum sensing (31). Crowding will slow down diffusion and thus decrease the strength of spatial averaging.

![Figure 2](image-url)

Figure 2. (A) In a developing Drosophila embryo, proteins in each cell nucleus are produced in bursts, meaning that some nuclei transiently have more proteins than others. (B) Diffusion of proteins between neighboring nuclei “washes out” these bursts, reducing transient fluctuations in protein number, a mechanism known as spatial averaging. Crowding will slow down diffusion and thus decrease the strength of spatial averaging. In both A and B, proteins are identical but are colored according to the compartment where they have been produced.
Crowding can enhance information transmission by removing correlations

Since the activation and expression of proteins is often irregular or bursty, the argument of spatial averaging may seem to suggest that diffusion of the activated or expressed protein is always beneficial. However, this is not necessarily the case, as the phenomenon of membrane protein clustering shows.

Membrane-bound proteins are often clustered into lipid domains or partitioned via cytoskeleton-induced corralling. Intriguingly, experiments have revealed that these clusters have a characteristic size of only a few molecules. For example, the GPI-anchored receptor CD59 is observed to form clusters of 3-9 molecules upon interaction with the cytoskeleton and lipid rafts (32, 33). Similarly, the well-studied membrane-bound GTPase Ras forms clusters of 6-8 molecules, which also depend on interactions with the cytoskeleton and rafts (34, 35). While several theoretical studies had predicted that clustering modulates signaling (36-39), the origin of the characteristic cluster size remained unknown.

To elucidate the origin of the characteristic cluster size, Mugler et al. performed a computational study of a common motif in membrane signaling. It consists of two layers of a push-pull network (40), in which the active component of the top layer activates the component of the bottom layer (Fig. 3). This motif can be found, for example, in CD59 and Ras membrane signaling. Stimulated CD59 receptors – the component of the top layer – induce the switching of several Src family kinases from an unphosphorylated to a phosphorylated state (32, 33) – the component of the bottom layer. Similarly, stimulated EGF receptors (top component) induce the switching of Ras proteins from an inactive GDP-loaded state to an active GTP-loaded state (38) (bottom component).

The authors found that spatially partitioning the components into domains or compartments not only linearizes the input-output relation, but also reduces the noise in the total concentration of the output. This is perhaps surprising, because partitioning the components reduces the size of the reaction volume (the partition), which tends to increase the fluctuations. Indeed, the fluctuations per partition do increase, as compared to a scenario without compartments and all molecules well mixed. Yet, the fluctuations in the output summed over all partitions decrease. The reason is that partitioning isolates molecules, as a result of which the molecules in the different compartments are activated independently. This reduces correlations in the switching behavior between their active and inactive state, and it is this removal of correlations that lowers the output noise (Fig. 3).

While these results show that it can be beneficial to spatially separate molecules, it does not explain the characteristic cluster size. The characteristic size suggests that there exists a tradeoff between two competing effects. But what is the effect that competes with the beneficial effect of noise reduction? The work of Mugler et al. suggests it is signal attenuation: making the partitions finer not only reduces noise, but also increases the probability that in a partition no signal can be propagated because only molecules of the top layer or only molecules of the bottom layer are present in that partition. This tradeoff between noise reduction (and linearization) on the one hand and signal attenuation on the other hand, naturally leads to an optimal cluster size that maximizes signaling fidelity and information transmission (40). Interestingly, the predicted optimal cluster size is in very good agreement with the characteristic cluster sizes that have been found experimentally for the Ras system and the CD59 system.

Spatial partitioning of membrane signaling proteins can be induced by the underlying cytoskeletal network or by membrane domains such as lipid rafts. However, even in a spatially homogeneous system, the finite speed of diffusion can lead to an effective
partitioning of the molecules, which can enhance information transmission. The effect of partitioning is also not limited to membrane signaling. Partitioning may also be induced by scaffold proteins or by large macromolecular complexes in the cytoplasm. Each scaffold or macromolecular protein complex would act as an independent reaction compartment, and the exchange between these compartments would be mediated by rare dissociation events followed by rapid cytoplasmic diffusion and fast association with other complexes in the cytoplasm.

Crowding may play a key role in all these scenarios. Crowding can enhance the residence time of molecules on scaffolds and in macromolecular complexes, thereby allowing for the effective spatial isolation of molecules on the timescale of biochemical signaling. Even in the absence of scaffolds or macromolecular complexes, crowding is expected to be important. Crowding slows down diffusion, which leads to a finer effective partitioning of the signaling molecules. This may allow for the more effective removal of correlations between the signaling molecules, enhancing the fidelity of signaling.

![Diagram](image.png)

**Figure 3.** (A) In a typical signaling module, an upstream component (blue) activates a downstream component (red). Since both downstream molecules respond to both upstream molecules, the activation states of the two downstream molecules will be correlated with each other in time. (B) Spatial partitioning, which can be induced or enhanced by crowding, isolates molecules, thereby reducing these correlations and lowering the noise in the average activation across all downstream molecules.

**Crowding can promote membrane rebinding, which can enhance downstream signal propagation**

Clustering of membrane-bound proteins can not only enhance signal transmission in the membrane, but also change signal propagation from the membrane into the cytoplasm. A canonical motif in cell signaling is one in which a signaling protein in the cytoplasm is chemically modified by two antagonistic enzymes, with one enzyme, e.g. a kinase, residing at the membrane and the other, the phosphatase, in the cytoplasm. In some systems, such as the bacterial chemotaxis system, the cytoplasmic protein needs to be
modified at only one site to become active, while in other systems, such as the Ras-Raf-Mek-Erk system and other MAPK signaling pathways (41), the cytoplasmic protein needs to be modified at multiple sites for full activation. It turns out that the effect of protein clustering on signal propagation strongly depends on the activation scenario (37).

When the cytoplasmic protein has to be modified at only a single site, then clustering of the activating, membrane-bound enzyme reduces the response, taken to be the concentration of the activated protein in the cytoplasm. This is a bulk effect: the clustering of the enzyme molecules at the membrane reduces the effective target size for the substrate molecules in the bulk (Fig. 4). This slows down the diffusive search, reducing the response. However, when the cytoplasmic molecules have to be modified at more than one site to become active, then clustering of the membrane-bound enzyme molecules can enhance the response. This is a rebinding effect: a cytoplasmic molecule that has been modified at its first site, may rapidly rebind a signaling molecule in the cluster before it diffuses into the bulk where it is most likely deactivated by the deactivating enzyme. In a multi-site protein modification network, clustering thus allows for rapid rebindings, which may overcome the detrimental effect of the reduced target size. Crowding will, because of subdiffusion, promote rebinding (24, 25). These observations suggest that crowding can enhance the output of multi-site protein modification networks.

Figure 4. (A) Clustering of enzyme molecules reduces their effective target size for substrate molecules in the bulk, which decreases substrate activation. (B) On the other hand, clustering also enhances rapid substrate rebinding, which increases substrate activation if multi-site modification is required. Crowding further promotes rebinding, and thus may allow the latter effect to overcome the former.

Crowding can qualitatively change the response of biochemical networks

Cellular systems that exhibit macroscopic concentration gradients, such as those occurring during embryonic development or macroscopic spatio-temporal oscillations as in the Min system of E. coli, are typically treated as reaction-diffusion systems. In contrast, cellular systems that appear to be homogeneous at the cellular scale -- i.e. they do not exhibit concentration gradients across the cell -- are typically modeled as well-stirred chemical reactors, with the Gillespie algorithm being the most powerful numerical technique to simulate these models (42). In these well-stirred descriptions, it is assumed that at each instant in time the molecules are randomly distributed in space. This assumption seems reasonable when there are no macroscopic concentration gradients at the cellular scale. While it is commonly appreciated that many cellular systems exhibit spatial structures such as scaffold proteins that tend to localize near the membrane, in many signaling pathways and gene regulatory networks the components
do, in fact, have a uniform concentration profile on average. It then only seems natural to simulate these systems as well-stirred chemical reactors.

However, this approach ignores the fact that even in a system that does not exhibit macroscopic concentration gradients, spatio-temporal correlations between the molecules may develop. These correlations mean that while each component individually may on average be uniformly distributed in space, some molecules tend to be close to other molecules, perhaps only transiently. Recent experimental and computational studies have shown that such spatio-temporal correlations at the molecular scale can drastically change the macroscopic behavior of the system at the macroscopic cellular scale (43-47). This phenomenon can arise in multi-site protein modification networks.

Multi-site protein modification networks are omnipresent in living cells. Well-known examples are the Kai system (48), the cyclin-dependent kinase inhibitor Sic1 (49), the Nuclear Factor of Activated T-cells system (50), and the CaM kinase II system (51). Arguably the best-known example is the MAPK pathway. MAPK pathways are involved in cell differentiation, cell proliferation, and apoptosis (41), and they exhibit very rich dynamics. It has been predicted mathematically and shown experimentally that they can generate an ultrasensitive response (52-54) and exhibit bistability via positive feedback (55). It has also been predicted that they can generate oscillations (56, 57), amplify weak but attenuate strong signals (58), and give rise to bistability due to enzyme sequestration (59, 60).

A typical MAPK pathway consists of three layers where in each layer a kinase activates the kinase of the next layer. Importantly, full activation of the kinase requires that it becomes doubly phosphorylated. This is regulated via a dual phosphorylation cycle in which the upstream kinase and a phosphatase control the modification state of the two sites of the kinase (the substrate) in an antagonistic fashion. It had long been believed that the response of the system strongly depends on whether the enzymes act in a processive or in a distributive manner (52-54). In a distributive mechanism, the enzyme has to release the substrate after it has modified the first site, before it can rebind and modify the second site. In contrast, in a processive mechanism, the enzyme remains bound to the substrate in between the modification of the two sites. Whereas a processive mechanism requires only a single enzyme-substrate encounter for the modification of both sites, a distributive mechanism requires at least two enzyme-substrate encounters. This may seem a small difference, but it can have marked implications. While a processive scheme gives rise to a hyperbolic response, a distributive scheme may give rise to a sigmoidal, ultrasensitive response (52-54). Moreover, a distributive scheme can, in contrast to a processive scheme, give rise to bistability, meaning that the distribution of phosphoforms becomes bimodal (59). However, the studies that predicted all these behaviors assumed that the system can be described as a well-stirred chemical reactor. They thus ignored spatio-temporal correlations, which, as it turns out, can drastically change the behavior of the system.

To assess the importance of spatio-temporal correlations, Takahashi et al. performed a computational study of one layer of a MAPK cascade (43). In their model, the enzymes operate according to a distributive scheme. They found, however, that spatio-temporal correlations can reduce the response of the system to that of a system in which the enzymes act according to a processive scheme: ultrasensitivity and bistability may be lost in regimes where the well-stirred model predicts that they should be present. The origin of this effect is rapid enzyme-substrate rebinding (Fig. 5). After a kinase has phosphorylated a substrate molecule at its first site, the two molecules will dissociate. The kinase then has to exchange ADP for ATP before it can bind the substrate molecule again to phosphorylate the second site. During this refractory time, the kinase and the
substrate molecule will diffuse away from each other. When the refractory time is long and/or the diffusion constant is high, the kinase and the substrate molecule will have diffused away from each other into the bulk by the time the kinase becomes active again. In this case, the second site of the substrate molecule will most likely be phosphorylated by another kinase molecule. This is the scenario that is captured by well-stirred chemical models. However, when the refractory time is short and/or the diffusion constant is low, then the kinase and the substrate molecule will probably still be in close physical proximity to each other when the kinase becomes active again (Fig. 5). The kinase and the substrate molecule can then rebind. Importantly, this means that both sites are phosphorylated by the same kinase molecule. In this case, the response of the system becomes that of a processive scheme and ultrasensitivity and bistability are lost. The distinction between a processive scheme and a distributive one is thus not whether the enzyme and the substrate molecule remain physically connected to each other in between the modification of the two sites, but rather whether the two sites are phosphorylated by the same enzyme molecule -- the enzyme and the substrate molecule may diffuse away from each other and back in between the modification steps.

The loss of bistability can be understood at a mechanistic level. In a well-stirred system, bistability arises due to enzyme sequestration. Imagine, for example, that the system is in the state in which most substrate molecules are unphosphorylated; in this state, the kinase molecules are mostly bound to substrate molecules, in the process of phosphorylating them, while the phosphatase molecules are freely diffusing (Fig. 5). The question then is what will happen to a substrate molecule that has just been phosphorylated by a kinase at its first site: will it bind a kinase that will phosphorylate it further or a phosphatase that will dephosphorylate it, driving it back to its original state? In the well-stirred model, the spatial distribution of the molecules is not important, and one only needs to consider the number of kinase and phosphatase molecules that are available for binding. Clearly, in the well-stirred model, the singly phosphorylated substrate molecule will most likely bind a phosphatase, because the phosphatase molecules are free while the kinase molecules are sequestered by the other substrate molecules. In the spatially-resolved model, however, it may be more likely that the singly phosphorylated molecule binds a kinase molecule -- indeed the kinase molecule that just phosphorylated it and is still nearby -- even though there are many more phosphatase molecules that it could bind to.

These results show that spatio-temporal correlations due to rapid rebindings can drastically change the macroscopic behavior of a multi-site protein modification network. Crowding can enhance rebindings (24, 25), which means that crowding can change the response of these multi-site protein modification networks (43-45, 47). Recently, this prediction was confirmed experimentally by Aoki et al. (44, 47). They studied the Raf-Mek-Erk MAPK pathway in Hela cells and found the response to be processive. To elucidate the effect of crowding, they also studied the same pathway in a test tube, both in the presence and in the absence of the crowding agent polyethylene glycol (PEG). In the absence of PEG, the response was observed to be distributive. However, in the presence of PEG, the response became processive, precisely as predicted by Takahashi et al. (43). These beautiful experiments unambiguously demonstrate that crowding can have a dramatic effect on the response of biochemical networks.
Figure 5. A substrate molecule (blue) has just been phosphorylated by a kinase (green) in a system where most phosphatases (red) are free and most kinases are sequestered by other substrate molecules. In a well-stirred model, the substrate molecule is more likely to bind a phosphatase because there are more free phosphatases than free kinases. In contrast, in a spatially-resolved model, the substrate molecule is more likely to rapidly rebind the kinase because it remains nearby. These rebindings can lead to the loss of bistability, i.e. the loss of bimodality in the distribution of substrate phosphoforms. Crowders (grey) promote rebinding and, as such, they can qualitatively change the macroscopic response of the system.

Diffusion can affect the metabolic flux

Crowding is expected to not only affect cell signaling, but also the metabolic flux. It has long been thought that the spatial colocalization of metabolic enzymes might increase the metabolic flux, minimize the pool of unwanted intermediate products, and reduce transient time scales (61, 62). New experimental techniques have now made it possible to also study these effects quantitatively by experiment. Advances in single-molecule techniques enable the investigation (63) and manipulation (64) of the dynamics of individual enzyme molecules. In parallel, molecules can now be positioned with nanometer precision in artificial systems, along one-dimensional channels, on two-dimensional surfaces (65), and with DNA origami even in three dimensions (66, 67). These experimental developments now allow the detailed characterization of how metabolic flux depends on the spatial distribution of the enzymes and how this is affected by crowding.

Recently, Buchner et al. began to address this question using a simple theoretical one-dimensional model of a metabolic network (68). In this model, a metabolite enters the system at one end; the metabolite then diffuses through the system until it either leaves the other end or is converted by an enzyme into the desired product. The simplicity of the model permitted a detailed analysis, which revealed that the effect of enzyme clustering can be highly nontrivial. In particular, they found that the optimal arrangement of the enzyme molecules depends on a parameter that characterizes the probability that the enzyme reacts with the metabolite versus the probability that the
metabolite is lost by diffusion. When this parameter is high, meaning that the catalytic rate of the enzyme is high, then product formation is maximized by uniformly distributing the enzyme molecules over the system. However, when this parameter is low, then it is advantageous to cluster the enzyme molecules near the origin where the metabolite enters the system. The authors explain these observations via the concept of enzyme exposure, which quantifies how much the metabolite molecules are exposed to the enzyme molecules (Fig. 6). Most molecules only stay a relatively short time in the system, because they quickly leave the system at the other end; this means that most metabolite molecules cover the entire space of the system. Hence, when the catalytic rate is high, and metabolites can be quickly converted into product, it becomes beneficial to spread the enzyme molecules over the system. In contrast, when the catalytic rate is low, metabolite and enzyme interact a large number of times before a reaction takes place. Metabolite molecules that quickly leave the system at the other end will thus not be converted; only those metabolite molecules that happen to stay in the system for a long time have a significant chance to react with the enzyme. The metabolite molecules that happen to stay long in the system are those that by chance remain close to the origin. It then becomes beneficial to cluster the enzymes close to the origin. The authors also found that for intermediate values of the control parameter – the catalytic rate over the diffusion speed – the optimal enzyme profile is an arrangement in which a fraction of the enzyme molecules is clustered near the origin, while the other fraction is approximately uniformly distributed over the system.

Related work shows that similar effects also occur in systems with different geometries, as well as higher dimensions (Buchner et al., private communication). What is of particular interest from the perspective of crowding is that recurrence or residence time is a key concept – this was indeed precisely the reason why the clustered configuration is optimal when the catalytic rate is low. Crowding can enhance the residence time, which means that crowding is expected to also affect how the flux in metabolic networks depends on the spatial distribution of the enzymes.

![Figure 6. Metabolite molecules (blue) enter the left end of a one-dimensional channel and diffuse until either exiting the right end or being converted by an enzyme into a product. Most metabolite molecules reach the exit (top trajectory). Therefore when conversion is fast, product formation is optimized by a uniform enzyme distribution. When conversion is slow, however, only those metabolites that happen to stay long in the system have any chance of being converted. The molecules that stay long in the system are those that happen to spend much time near the origin (bottom trajectory). Hence, when conversion is slow, it becomes optimal to put the enzymes near the origin. Diffusive residence times in this and other geometries are significantly enhanced by crowding.](image-url)
How to model biochemical networks in the presence of crowding

The above results show that diffusion and crowding can significantly change the behavior of biochemical networks. This suggests that biochemical networks cannot be treated as well-stirred chemical reactors and that spatially resolved models are necessary. However, while in recent years efficient numerical techniques have been developed to simulate spatially-resolved models (43, 60, 69-72), simulating these models remains computationally challenging. The question arises whether the effects of diffusion cannot be captured by renormalizing the association and dissociation rates and then use these effective rates in a well-stirred model, which could then be simulated using the powerful Gillespie algorithm (42).

To answer this question we need to inspect the collective dynamics of the network on short and long time scales and compare this to the dynamics of the diffusive motion of the network components on these timescales. With regard to diffusion, recent theoretical (73) and experimental (10, 74) work shows that while the diffusion constant is decreased by the presence of the crowders, the molecules still move by normal diffusion on long length- and timescales. Elf et al. showed that in E. coli the Lac repressor moves by normal diffusion on timescales longer than 10 ms (10) and Bancaud et al. showed that also in eukaryotic nuclei the proteins move by normal diffusion on timescale longer than 20 ms (74). At these long length and timescales, the molecules have lost memory of where they came from, and to a good approximation they have randomly distributed themselves over the system, just as in a well-stirred chemical reactor. Consequently, we expect that the distribution of association times is exponential at long times even in the crowded environment of the cell (21, 43). On short length and timescales, however, crowding will enhance the probability of rebinding (15, 23, 24). Such rapid rebinding leads to an algebraic distribution of association times on short timescales (21, 43); moreover, the probability of rebinding does not depend on the concentration. In contrast, in a well-stirred model, all association reactions depend on the concentration and are exponentially distributed on all timescales. The question then becomes whether the algebraic diffusion dynamics on these short time scales, originating from rebinding, can qualitatively change the behavior of the network.

As we have seen above, rebinding can qualitatively change the macroscopic behavior of the system in multi-site protein modification networks (43, 45, 46). Here, a single rebinding event can cause irreversible modification of a species, which then takes the system from one state to another, effectively putting the system onto a different dynamical pathway (75). Also for the metabolic network problem discussed above, the recurrence or return of trajectories to the origin (the source), which underlies the benefit of clustering the enzyme molecules, cannot be captured in a well-stirred model (68). These systems have to be treated as reaction-diffusion systems, even though they may not exhibit concentration gradients at the cellular scale.

However, in many biochemical networks, the state of the system is the same before and after rebinding. Moreover, the timescale of rebinding is typically much faster than the timescale that governs the system dynamics. If both conditions are met, it is possible to treat a group of rebinding events as a single effective event and to renormalize the association and dissociation rates by the number of rebinding (21, 75). An example is the binding of a transcription factor (TF) to the DNA: the TF-DNA complex is identical before and after a rebinding event and the rebinding time is much shorter than the protein life time, making it possible to integrate out the rebinding. Indeed, a spatially-resolved model of gene expression that explicitly describes the diffusive motion of a TF in space gave essentially identical results to a well-stirred model with renormalized TF-DNA association and dissociation rates (21). Hence, when rebindings do not put the
The effect of crowding: diffusion or entropy?

The previous sections discussed how crowding could influence biochemical networks by introducing spatio-temporal correlations in the dynamics or by simply changing the magnitude of the diffusion constant. However, it is well known that crowding also shifts the equilibrium of association-dissociation reactions toward the associated state. This is largely because the associated state occupies less volume than the dissociated molecules. In the associated state, more volume is therefore available for the surrounding crowder molecules, thereby increasing the total entropy of the system (9). Importantly, most if not all, biochemical networks involve bimolecular reactions. This means that the shift in equilibria can have a pronounced effect on the behavior of biochemical networks. The question is whether this effect outweighs the effect of diffusion.

To address this question, Morelli et al. developed a simple scheme to model the effects of crowding on biochemical networks (76). It is based on the observation discussed above that even in the presence of crowding, the distribution of association and dissociation is expected to remain exponential on the relevant time scales of the network. This observation makes it possible to use a well-stirred model and capture the effect of crowding on both diffusion and the equilibrium shift by appropriately scaling the association and dissociation rates. They used this approach in combination with kinetic Monte Carlo simulations to analyze the effect of crowding on a constitutively expressed gene, a repressed gene, and a model for the bacteriophage λ switch. They found that the effects of crowding are mainly caused by the shift of association-dissociation equilibria rather than the slowing down of protein diffusion. While slower diffusion of the regulatory proteins increases the noise in gene expression (21), it does not significantly change the mean expression level, in contrast to the shift in the equilibrium of the binding of the RNA polymerase (RNAP) and the regulatory proteins to the promoter. The results on the constitutively expressed gene and the self-repressed gene are therefore not very surprising. The results on the phage switch λ are more surprising, because previous work has shown that the stability of the switch is very sensitive to the noise in gene expression (77, 78), which is increased by the slow down in diffusion. However, it turns out that the behavior of the switch is much more affected by the shift in the equilibria of the binding of the RNAP and the regulatory proteins to the promoter. The study also revealed that the result of these equilibrium shifts can be highly counterintuitive, because of their competing effects on the flipping behavior of the switch. For example, the authors found that the switching rate depends non-monotonically on the concentration of crowder. This observation is potentially much more generic: crowding will affect the equilibria of all bimolecular reactions in any biochemical network, but how this plays out in the collective dynamics of the network is difficult to predict by intuition.

Outlook

While the effect of crowding on the diffusion of individual molecules has been characterized extensively in the past decades, its importance for the dynamics of biochemical networks remains a wide open question. We hope that this review shows that crowding is expected to significantly alter the dynamics of signal transduction pathways, gene regulation networks and metabolic networks. As such, we hope that this
review stimulates further research in this direction. A particularly promising approach is to reconstitute the biochemical network of interest in the test tube and to elucidate the importance of crowding by systematically varying the concentration of a crowding agent, such as poly-ethylene glycol (PEG) (44). Such in vitro studies have provided tremendous insight in the diffusion dynamics of individual molecules, and we expect that they will be similarly fruitful in unraveling the role of crowding in biochemical networks. Finally, in this review we have mostly focused on cellular systems that are homogeneous at the cellular scale. Yet, in many signaling pathways cellular concentration gradients exist because proteins are activated at one position but deactivated at another (79, 80); the range of these gradients is set by the diffusion constant over the deactivation rate, which means that crowding will also change the dynamics of these networks. Moreover, systems that exhibit spatio-temporal oscillations, such as the Min system (81), are also sensitive to the diffusion dynamics of the components and hence to crowding (82). Indeed, we expect that many interesting crowding-induced phenomena will be uncovered in the coming years.
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