1 Classical molecular dynamics simulations

The interatomic potential adopted in this study is \( U(r) = V_{A-F}(r) + V_{F-F}(r) + V_{A-A}(r) \), where \( A = \text{Ca, Pb} \) and terms \( V_{ij} \) are of the Born-Mayer-Huggins (BMH) form (see Eq. 1). Each pairwise term is composed of three different contributions; the first is of exponential type and accounts for the short-ranged atomic repulsion deriving from the overlapping between different electron clouds; the second term is proportional to \( r^{-6} \), with \( r \) being the radial distance between a pair of ions, and represents the long-ranged atomic attraction due to dispersive van der Waals forces; the third term is the usual Coulomb interaction between punctual atomic charges, which in our case are taken to be \( Z_A = +2e \) and \( Z_F = -1e \). In
Table S1, we enclose the value of the BMH parameters that have been used throughout this work to simulate CaF$_2$ [1] and PbF$_2$ [2].

$$V_{ij}(r) = A_{ij}e^{-\frac{r}{\rho_{ij}}} - \frac{C_{ij}}{r^6} + \frac{Z_i Z_j}{r}$$  \hspace{1cm} (1)

Comprehensive one-phase ($N, P, T$) molecular dynamics simulations were carried out in order to compute the superionic transition temperature in cubic CaF$_2$ and PbF$_2$ as a function of stress. Calculations comprised large simulation boxes of 6,144 atoms and long simulation times of $\sim 100$ ps, thus ensuring that the results were free of size-effect bias and guaranteeing thermodynamic consistency (e.g. well-defined energies, equality of the three diagonal components and nullity of all off-diagonal components of the stress tensor). We systematically carried out simulations at temperature intervals of 100 K up to $T_s + 300$ K at each $\sigma$ point considered.

Following previous works [3–6], we identified superionicity through inspection of the time-dependent mean squared displacement function (MSD) obtained in one-phase MD simulations. The MSD function is defined as

$$\langle \Delta R_i^2(t) \rangle = \langle |R_i(t + t_0) - R_i(t_0)|^2 \rangle ,$$  \hspace{1cm} (2)

where $R_i(t)$ is the position of ion $i$ at time $t$, $t_0$ is an arbitrary time origin, and $\langle \cdots \rangle$ denotes time average. $\langle \Delta R_i^2(t) \rangle$ was computed separately for each type of ions and time averages were performed over $t_0$, that is, every sample point in the simulation was used as a new time origin. F$^-$ diffusion is signaled in practice by the appearance of a non-zero MSD slope, as it is shown in Fig. S1.
Figure S1: Mean squared displacement of fluorine and calcium ions in CaF$_2$ represented as a function of time at temperatures above and below the corresponding transition point $T_s = 1350(50)$ K at $\sigma = 0$ conditions.
Table S1: Interatomic pair potential parameters used to describe CaF$_2$ [1] and PbF$_2$ [2] in the classical molecular dynamics simulations.

|          | $A$ (eV) | $\rho$ (Å) | $C$ (eV Å$^6$) |
|----------|----------|-------------|-----------------|
| **CaF$_2$** |          |             |                 |
| Ca – F   | 1717.441 | 0.287       | 0.102           |
| F – F    | 2058.994 | 0.252       | 16.703          |
| Ca – Ca  | 0.0      | 0.0         | 0.0             |
| **PbF$_2$** |          |             |                 |
| Pb – F   | 122.700  | 0.516       | 0.000           |
| F – F    | 10225.0  | 0.225       | 107.3           |
| Pb – Pb  | 0.0      | 0.0         | 0.0             |
2  \textit{Ab initio} molecular dynamics simulations

\textit{Ab initio} molecular dynamics (AIMD) simulations based on density functional theory were performed in the canonical \((N, V, T)\) ensemble for \(\text{CaF}_2\) and \(\text{PbF}_2\). The temperature in the simulations was kept fluctuating around a set-point value by using Nose-Hoover thermostats. Large simulation boxes containing 192 atoms were used in all the cases, and periodic boundary conditions were applied along the three corresponding Cartesian directions. Newton’s equations of motion were integrated using the customary Verlet’s algorithm and a time-step length of \(10^{-3}\) ps. \(\Gamma\)-point sampling for integration within the first Brillouin zone was employed in all the AIMD simulations. Calculations comprised long simulation times of up to \(\sim 30\) ps. Our AIMD simulations were carried out systematically at temperature intervals of \(250\) K up to \(T_s + 500\) K at each considered volume.

Consistently, superionicity was identified through inspection of the time-dependent mean squared displacement function obtained in the AIMD runs (see Sec. 1 and Fig. S2). To ascertain that the crystal remained vibrationally stable (i.e., the thermal average position of each ion remains centered on its perfect-lattice site), we computed also the position correlation function defined as:

\[
p(t) \equiv \langle [R_i(t + t_0) - R_i^0] \cdot [R_i(t_0) - R_i^0] \rangle ,
\]

where \(R_i(t)\) is the position of ion \(i\) at time \(t\), \(R_i^0\) the corresponding perfect-lattice position, \(t_0\) an arbitrary time origin, and \(\langle \cdot \rangle\) denotes thermal average (see Fig. S2) [7, 8]. The crystal is vibrationally stable if \(p(t \to \infty) = 0\) because the displacements at widely separated times become uncorrelated. On the contrary, if the atoms acquire a permanent vibrational displacement, \(p(t \to \infty)\) becomes non-zero. In the AIMD simulations performed in \(\text{CaF}_2\) and \(\text{PbF}_2\), we found that the crystals always remained vibrationally stable in the normal (or non-superionic) state, that is, \(p(t \to \infty) = 0\), within the considered \(\sigma\) intervals.
Figure S2: Calculated position correlation function and mean squared displacement in CaF$_2$ at $T = 1250$ K (a)-(b) and 1500 K (c)-(d) [$\sigma \sim 0$ GPa] using *ab initio* molecular dynamics simulations based on density functional theory.
3 Zero temperature results obtained with first-principles methods

The ground-state structure of both CaF$_2$ and PbF$_2$ is the cubic fluorite phase (i.e., $a = b = c$ and $\alpha = \beta = \gamma = 90^\circ$), which is characterised by the space group $Fm\overline{3}m$ and Wyckoff positions $4a$ (Ca$^{2+}$) and $8c$ (F$^{-}$). According to our DFT calculations, the corresponding equilibrium lattice parameters are $a_0 = 5.52$ and $6.03$ Å, respectively (see Figs. S3-S4). In Figs. S3 and S4, we show the energy and structural DFT results obtained in CaF$_2$ and PbF$_2$ considering biaxial and uniaxial stress conditions. Under hydrostatic stress conditions, the three lattice vectors are elongated or reduced a same amount depending on whether $\sigma$ is negative or positive, and thus the cubic lattice symmetry is preserved (that is, $a = b = c$ and $\alpha = \beta = \gamma = 90^\circ$). Under biaxial (uniaxial) stress conditions, however, the lattice vectors fulfill the relations $a = b \neq c$ ($a = b \neq c$) and $c > a$ ($c < a$) or $c < a$ ($c > a$) depending on whether $\sigma$ is compressive or tensile (see Fig. S3). In these two latter cases, the symmetry of the crystal transforms into tetragonal and the corresponding space group is $I4/mmm$ (with Wyckoff positions $2a$ [Ca$^{2+}$] and $4d$ [F$^{-}$]), as the three lattice vectors remain orthogonal.

4 Computation of $\Delta S$ and $\Delta T$

The isothermal entropy changes, $\Delta S$, calculated in fluorite-structured FIC at $\sigma < 0$ conditions were obtained with the formulas,

$$
\Delta S(\sigma_f, T) = V_0 \cdot \int_{0}^{[\sigma_f]} \left( \partial \varepsilon_{zz} \over \partial T \right)_\sigma (\partial \sigma_{zz})_\sigma \text{ [uniaxial]},
$$

$$
= V_0 \cdot \int_{0}^{[\sigma_f]} \left( \partial \varepsilon_{xx} \over \partial T \right)_\sigma (\partial \sigma_{xx})_\sigma + \left( \partial \varepsilon_{yy} \over \partial T \right)_\sigma (\partial \sigma_{yy})_\sigma \text{ [biaxial], and}
$$

$$
= V_0 \cdot \int_{0}^{[\sigma_f]} \left( \partial \varepsilon_{xx} \over \partial T \right)_\sigma (\partial \sigma_{xx})_\sigma + \left( \partial \varepsilon_{yy} \over \partial T \right)_\sigma (\partial \sigma_{yy})_\sigma + \left( \partial \varepsilon_{zz} \over \partial T \right)_\sigma (\partial \sigma_{zz})_\sigma \text{ [hydrostatic].(4)}
$$
Figure S3: (Top) Density functional theory results obtained in CaF$_2$ at $T = 0$ K and considering both compressive and tensile biaxial stresses. (Bottom) Idem as above but considering compressive and tensile uniaxial stresses.
Figure S4: Density functional theory results obtained in PbF$_2$ at $T = 0$ K and considering both compressive and tensile biaxial stresses.
In the equations above, \( V_0(T) \equiv L_{x,0}(T) \cdot L_{y,0}(T) \cdot L_{z,0}(T) \) is the \( T \)-dependent volume of the cubic system at equilibrium (i.e., considering \( \sigma = 0 \) conditions), where \( L_{i,0} \) represents the length of the simulation box along the \( i \) Cartesian direction, and the mechanical strain components are defined as \( \epsilon_{ii}(\sigma, T) \equiv \frac{L_{i}(\sigma, T) - L_{i,0}(T)}{L_{i,0}(T)} \). Because of the cubic symmetry of the crystals under study, \( \epsilon_{xx} \) and \( \epsilon_{yy} \) are identical in the biaxial stress case and \( \epsilon_{xx} = \epsilon_{yy} = \epsilon_{zz} \) in the hydrostatic stress case.

We note that the \( \Delta S \) expression employed here for hydrostatic stress calculations is formally equivalent to

\[
\Delta S = \int_{0}^{|P_f|} \left( \frac{\partial V}{\partial T} \right)_P \ dP \quad (P \equiv \frac{\sigma_{xx} + \sigma_{yy} + \sigma_{zz}}{3}),
\]

which is valid for any crystal symmetry [9]. This can be seen by considering that relation \( \frac{\partial V}{\partial T} = 3V_0 \cdot \frac{\partial V}{\partial T} + O(\epsilon^2) \) is fulfilled by cubic systems.

With regard to the calculation of the adiabatic temperature changes, \( \Delta T \), these were obtained through the expression

\[
\Delta T(\sigma_f, T) = - \int_{0}^{[\sigma_f]} \frac{T}{C_{\sigma}(\sigma, T)} \ \cdot \ dS ,
\]

where \( C_{\sigma}(\sigma, T) \) is the heat capacity of the crystal at fixed \( \sigma \) and which depends on both thermodynamic quantities \( \sigma \) and \( T \).

In order to accurately compute \( \Delta S(\sigma, T) \) and \( \Delta T(\sigma, T) \) in CaF\(_2\) and PbF\(_2\), we calculated the corresponding mechanical strains and heat capacities in a dense grid of \((\sigma, T)\) points spaced by \( \Delta \sigma = 0.1 \) GPa and \( \Delta T = 20 \) K. Mechanical strains were estimated directly from the MD simulations and the heat capacity from the differences between the internal energies of simulations performed at \( T \) and \( T \pm 20 \) K conditions. Spline interpolations were subsequently applied to the calculated data points in order to obtain continuous and well-behaved \( \epsilon(\sigma, T) \) and \( C_{\sigma}(\sigma, T) \) functions (see Figs. S5-S7 for some examples). Figure S7 shows some of the calculated \( C_{\sigma}(\sigma, T) \) curves in CaF\(_2\) and PbF\(_2\). At \( \sigma = 0 \) conditions, the heat
Figure S5: (Top) Mechanical strains calculated in CaF$_2$ at different biaxial tensile and temperature conditions, using molecular dynamics simulations. (Bottom) Idem as above but considering uniaxial tensile stresses.
Figure S6: Mechanical strains calculated in PbF$_2$ at different biaxial tensile and temperature conditions, using molecular dynamics simulations.
Figure S7: (Top) Heat capacity calculated in CaF$_2$ under different stress and temperature conditions, using molecular dynamics simulations. (Bottom) Heat capacity calculated in PbF$_2$ under different stress and temperature conditions, using molecular dynamics simulations.
capacity starts to increase more noticeably beyond the onset temperature of F\textsuperscript{−} diffusivity, that is, 1350(50) K in CaF\textsubscript{2} and 650(50) K in PbF\textsubscript{2}, which we have identified here as the critical temperature of the normal \( \rightarrow \) superionic transition. When tensile stresses are applied, the main peak in the heat capacity is broadened and shifted towards lower temperatures. We note that the differences with respect to the \( C_\sigma \) results obtained at \( \sigma = 0 \) conditions are quite similar in both the uniaxial and biaxial cases (see top panel in Fig S7). The \( \Delta S \) and \( \Delta T \) values shown in Figs. 3 and 4 of the manuscript were obtained by numerically integrating functions \( \epsilon(\sigma,T) \) and \( C_\sigma(\sigma,T) \) according to Eqs. (4-6), and thus all possible sources of variation were consistently included in our calculations.
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