Combination of Orthogonal Injections in Impedance Measurements of Grid-Connected Systems
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ABSTRACT
Impedance-based stability criterion has become a popular method in determining the stability of grid-connected systems. Recent studies have presented the utilization of various pseudo-random-sequence (PRS) perturbations for rapidly and accurately obtaining the impedances required for the stability analysis. A major drawback of the PRS is, however, that the signal power is linearly distributed over many harmonic frequencies. As the injection amplitude must be kept small to avoid too strong nonlinear distortions, it becomes challenging to provide enough power to the whole frequency band of interest. This work proposes a novel perturbation that is synthesized by summing up several independently designed orthogonal PRS injections. As the orthogonal sequences do not have power at common frequencies, the resulting combined signal can be tailored to have a specific spectral-power distribution at each frequency band of interest. As a consequence, the system impedances can be accurately measured over a wide frequency band. The performance of the method is verified through experimental measurements of a 2.7 kW grid-connected system, where grid impedance measurements and terminal inverter output admittance measurements are performed.
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I. INTRODUCTION
The rapid increase in grid-connected power electronics has disrupted the dynamics of most power systems and exposed challenges in the system compatibility and stability [1]. The detailed structure of the power system is often unknown, and the precise internal dynamics of commercial devices are often protected by the manufacturer. Consequently, impedance measurements are often the only option to identify the system dynamics. Recently, the impedance measurements have been applied for many purposes, such as stability analysis [2]–[6], controller design [7], and adaptive control [8]–[10].

Past studies have presented various measurement techniques to obtain the terminal impedance of the grid or grid-connected subsystem [2]–[4], [9], [11]. Particularly, broadband methods have become popular due to short measurement time where a broadband perturbation such as a pseudo-random sequence (PRS) or an impulse is placed, for example, on top of the system’s controller reference signal [9], [12]–[19]. The resulting responses in the system output voltages and currents are measured, and Fourier techniques are applied to extract the impedance information.

One of the most widely applied broadband sequence has been the maximum-length binary sequence (MLBS) which can be easily implemented, as the sequence has only two signal levels [20]. The MLBS exhibits multiple desirable characteristics, such as controllable frequency bandwidth and resolution, and low crest factor [21]. However, the MLBS suffers from very limited number of available signal lengths, as the sequence length is defined as $2^n - 1$ where $n$ is a positive integer [21]. In addition, the spectral power of the MLBS is linearly distributed over many harmonic frequencies, which
causes challenges in the identification of wide frequency bands where both the high- and low-frequency characteristics are important to be measured. In many grid-connected systems, especially the low-frequency impedance (admittance) transfer functions can be small resulting in a very weak response to the applied perturbation. Such systems include inductive transmission grids [22] and converter systems where control loops shape the terminal characteristics [23]. In order to increase the signal-to-noise ratio, either the injection amplitude has to be increased or more injection periods have to be applied and averaged to reduce the effect of noise. Both methods may become difficult in practice; increasing the amplitude may drift the system out of its linear region or disturb the normal operation of the system, whereas increasing the injection periods requires more computing power and memory storage [24]. Recent studies have presented perturbation signals that have adjustable spectral energies at specific frequency ranges. The authors in [24] applied the discrete-interval binary sequence (DIBS). The DIBS is a computer-optimized binary signal, where the goal of the optimization is to force as much power as possible into the specified (user-defined) harmonic frequencies without increasing the signal time-domain amplitude. In the DIBS, however, a significant amount of the signal total power appears in non-specified harmonics [21]. In addition, the iterative sequence design through computer optimization can be very complex. Another solution would be using a multi-sine perturbation, where multiple sinusoids with different frequencies are summed up [25]–[27]. However, the multi-sine typically has a large number of signal levels making it difficult to implement the signal with a low-cost application [24]. In addition, the multi-sine often exhibits large signal peaks in its time-domain waveform, making it unsuitable for sensitive systems [28]. The multisine crest factor can be minimized by phase optimization algorithms, such as in [29], however, these processes require high computational effort and affect the magnitude spectrum.

This work proposes a novel perturbation-design method to overcome the drawbacks of the MLBS. The proposed method is based on combined sequences where several orthogonal binary sequences are designed and summed up to form a single perturbation. The orthogonal sequences do not have power at common frequencies, and therefore, it is possible to independently design each sequence in the summation so that the spectral power of the sequences is distributed into specific frequency ranges. Summing up the sequences produces a near-binary signal which has a high degree of freedom in terms of signal length and spectral power distribution compared to the MLBS. As a result, the frequency-specific excitation power can be drastically increased without increasing the signal time-domain amplitude, and the system impedance(s) can be measured significantly more accurately compared to a similar-amplitude MLBS. In addition, as the frequency resolution of each orthogonal sequence in the combined signal can be separately selected, one can adjust the resolution to a very fine value within a specific frequency range so that possible resonances can be accurately measured. Otherwise, the produced signal has the same attractive properties than the conventional MLBS.

The remainder of the work is organized as follows. Section II reviews the theoretical background for impedance measurements using pseudo-random sequences. Section III presents the proposed design method for multiple orthogonal sequences. Section IV presents experimental validation based on a 2.7 kW three-phase grid-connected inverter system. Section V concludes the work.

II. IMPEDANCE MEASUREMENTS WITH PSEUDO-RANDOM SEQUENCES

A. MEASURING TERMINAL IMPEDANCE

Fig. 1 presents a simplified diagram of a typical broadband-measurement setup for a power-electronic device for obtaining the terminal impedance, where $V_{\text{inj}}$ denotes the voltage injection and $V$ and $I$ are the measured terminal voltage and current. The perturbation is injected to the system as a voltage- or current-type excitation, for example by applying the current references of an inverter. The voltages and currents are measured, and transformed to the frequency domain through discrete Fourier transformation (DFT)

$$\hat{X}(j\omega) = \mathcal{F}\{\hat{x}(t)\}$$

where $\hat{x}(t)$ is a measured time-domain signal and $\hat{X}(j\omega)$ is the corresponding frequency-domain signal. The frequency response (impedance or admittance) can be extracted from the frequency-domain input and output signals [14]

$$G(j\omega) = \frac{\hat{Y}(j\omega)}{\hat{X}(j\omega)}$$

where $\hat{X}(j\omega)$ is the input signal and $\hat{Y}(j\omega)$ is the output signal.

In three-phase AC systems, the impedance measurements are typically performed in the dq-domain, where the system can be transformed from time-periodic AC trajectories to time-invariant DC operating points [30]. However, the system becomes a multivariable system with two input signals and two output signals which are coupled through cross-coupling elements. To address this coupling effect in the impedance measurements, two independent sets of measurements are required [31], [32]. The complete impedance matrix can be
obtained from
\[
\begin{bmatrix}
Z_d & Z_{qd} \\
Z_{dq} & Z_q
\end{bmatrix} = \begin{bmatrix} V_{d1} & V_{q2} \\ V_{q1} & V_{q2} \end{bmatrix} \begin{bmatrix} I_{d1} & I_{d2} \\ I_{q1} & I_{q2} \end{bmatrix}^{-1}
\]
where subscripts “1” and “2” are the two independent measurements. The independent measurements can be performed by, for example, sequentially injecting the perturbation to first d-channel and then to q-channel.

**B. MAXIMUM-LENGTH BINARY SEQUENCE**

Maximum-length binary sequence (MLBS) is a class of pseudo-random signals that can be straightforwardly generated using shift registers [20]. The MLBS is a periodic and deterministic binary sequence that exists for sequence lengths of \( N = 2^n - 1 \), where \( n \) is an integer larger than 2. Because the MLBS has only two different signal levels, the sequence is easy to generate in low-cost hardware. The frequency spectrum of the MLBS is linearly spaced with a resolution of \( f_{\text{res}} = f_{\text{gen}}/N \), where \( f_{\text{gen}} \) is the signal generation frequency. The measurement duration of a single period is \( T_m = 1/f_{\text{res}} \), and due to the signal periodicity, the MLBS can be averaged over multiple periods to increase the signal-to-noise ratio.

**C. ORTHOGONAL SEQUENCES**

Orthogonal sequences are signals that are uncorrelated with each other, that is, they have no power at same frequencies. Such sequences have been typically applied in systems that have multiple inputs and outputs. Using the orthogonal sequences as injections makes it possible to simultaneously measure the frequency responses between several (coupled) inputs and outputs [4]. In the present work, however, the orthogonal sequences are applied to form a single perturbation sequence.

Various techniques have been presented to implement orthogonal broadband sequences. One of the most common approach is the use of Hadamard modulation [21], where the conventional MLBS is used as a first sequence. The second (orthogonal) sequence is formed by modulating the MLBS with a 2-bit sequence [0 1], which results in a sequence whose length is doubled and all the even-order harmonics are suppressed. Similarly, the third sequence is formed by modulating the MLBS with a sequence [0 0 1 1]. Further orthogonal sequences can be formed by continuing this modulation pattern for an arbitrary number of sequences. Detailed instructions for applying the modulation can be found in [21]. Fig. 2 presents three orthogonal binary sequences in the frequency domain, generated by the Hadamard modulation. The sequences have different amplitudes for illustration, they are generated at 1 kHz and have lengths of 31 for sequence 1, 62 for sequence 2, and 124 for sequence 3. As the figure shows, the sequences have no power at common frequencies.

**III. COMBINING MULTIPLE ORTHOGONAL SEQUENCES**

This work proposes a novel application for orthogonal sequences; a combined orthogonal sequence (COS) is generated by summing up multiple orthogonal binary sequences (OBS). This provides added degrees of freedom in the perturbation design as each of the orthogonal sequences can be independently designed for a specific frequency range. The COS is a near-binary sequence in which the spectral power is significantly increased at specific frequency ranges compared to the MLBS. Additionally, the frequency resolution of the produced sequence can be selected differently for specific frequency ranges thus enabling accurate evaluation of, for example, resonance peaks.

**A. DESIGNING THE COS**

The COS can be designed by using the following steps (an example by using three orthogonal sequences)

1) Design an MLBS so that the generation frequency is twice higher than highest frequency to be identified, and choose the sequence length so that a sufficiently high frequency resolution is achieved for the high-frequency range.

2) Produce a second orthogonal sequence from the MLBS, and choose a lower generation frequency to target the middle-range frequencies.

3) Produce a third orthogonal sequence and choose even lower generation frequency to target the low-frequency range.

4) Choose the excitation amplitude for each sequence.

5) Combine the sequences by summing them together.

In order to preserve the orthogonality of the sequences, the generation frequencies must be integer multiples of each other, and each new sequence must have lower generation frequency compared to the previous sequence. The measurement duration of the COS is determined by the sequence that has the lowest generation frequency (the last OBS). The other OBS, which have shorter duration for a single period, occur multiple periods within the total duration. As a consequence, each individual sequence is applied with integer number of periods and the sequence periodicity is preserved.

The impedance calculation through Fourier methods is straightforward and two approaches exist. The first approach is to calculate a separate discrete Fourier transformation (DFT) for each of the OBS, where the impedance can be obtained similarly than in conventional broadband sequence analysis. However, this approach requires the use of multiple DFTs, which may increase the required calculation power.
Alternatively, a single DFT can be performed and the analysis is performed by the following steps:

1) Inject $h$ orthogonal sequences to the system (OBS$_1$, OBS$_2$, ..., OBS$_h$) at corresponding generation frequencies $f_{gen}^1$, $f_{gen}^2$, ..., $f_{gen}^h$ (at a descending order). Measure the input and output signals.

2) Perform a $k$-point DFT on the signals, where $k = n \times f_s/f_{gen}^h$, where $f_s$ is the sampling frequency and $n$ is the length of the highest order OBS that is generated at the lowest frequency.

3) For the last orthogonal sequence (OBS$_h$), select the harmonics that satisfy

$$ (i - 1) \mod 2 = 0 $$

where $i$ is the order of the harmonic.

4) For the first orthogonal sequence (OBS$_1$), select the harmonics that satisfy

$$ (i - 4 \times f_{gen}^1/f_{gen}^h) \mod (4 \times f_{gen}^1/f_{gen}^h) = 0 $$

5) For the remaining orthogonal sequences, select the harmonics that satisfy

$$ (i - 2 \times j \times f_{gen}^j/f_{gen}^h) \mod (4 \times f_{gen}^j/f_{gen}^h) = 0 $$

where $j$ is the order of the OBS in the range from 2 to $h - 1$.

6) For each OBS, remove the harmonics that are above 60.3% of the corresponding generation frequency (a 6 dB decrease in the excitation amplitude).

This procedure selects the excited frequencies from the spectrum, and the impedance can be obtained from the output-to-input ratio.

The major benefit of the proposed COS is that the perturbation can be flexibly optimized to extract information from systems that are challenging to measure with conventional MLBS. Therefore, the optimal design of the COS is case dependent. In general, the generation frequency of the first sequence (that is, the base MLBS) can be designed similarly than when a single MLBS is applied; the generation frequency should be twice the highest frequency-of-interest, as the measurement bandwidth is limited to half of the generation frequency. However, the length of the first sequence is chosen so that the resolution in the high-frequency range is sufficient, in contrast to conventional approach with a single MLBS where the frequency resolution must satisfy also the low-frequency-range requirements. Then, additional OBS can be added (with respect to design rules in the steps above) to reinforce the perturbation at specific frequency ranges, for example by enhancing the frequency resolution at the low-frequency range. The amplitude of the COS, which is the summation of OBS amplitudes, should be designed similarly than the amplitude of a single MLBS injection which is discussed in [33]. The amplitudes of individual OBS should be chosen so that the frequency ranges that have the lowest frequency-response magnitude or the highest noise content should have the highest amplitude.

B. EXAMPLE IMPLEMENTATION OF COS

Fig. 3 presents an implementation of the proposed method for three orthogonal sequences that are generated with different frequencies. The OBS have sequence lengths of 63, 126, and 252, while the respective generation frequencies are 8000 Hz, 1000 Hz, and 125 Hz. The COS shown in red is obtained by summing up the three orthogonal sequences. The orthogonality is preserved as seen from the spectral lines that never occur at the same frequency. A -6 dB is considered to be the threshold for excitation power, below which the excitation power is insufficient and ignored. The COS has a relatively low number of different signal levels (two times the number of the applied orthogonal sequences) making it straightforward to be generated even with a low-cost controller. The sequence is periodic and can be averaged over multiple periods to increase the signal-to-noise ratio. The measurement duration is determined by the length and generation frequency of the longest sequences, similarly than with a single MLBS.
IV. EXPERIMENTS

Fig. 5 shows the experimental setup that is used to perform the measurements, and a photograph of the setup is shown in Fig. 6. A four-quadrant linear amplifier (Spitzenberger Spies PAC 15000) is set to emulate the grid voltages for a grid-connected three-phase inverter (Myway Plus MWINV-9R144). The inverter control system is implemented in a dSPACE real-time simulator, and the DC power is provided by a photovoltaic emulator (Spitzenberger Spies PVS 7000). An external CL-filter and isolation transformer are used to interface the inverter to the grid. In the grid impedance measurements, an additional inductor is connected between the transformer and the grid to emulate the grid impedance. The setup parameters are shown in Table 1.

Table 1. Parameters of the experimental setup.

| Parameter                          | Symbol | Value   |
|------------------------------------|--------|---------|
| Grid frequency                     | f_g    | 60 Hz   |
| Grid phase voltage                 | V_g    | 120 V   |
| Inverter nominal power             | S_d    | 2.7 kVA |
| Switching frequency                | f_w    | 8 kHz   |
| Power factor                       | cosφ   | 1.0     |
| Switching deadtime                 | T_d    | 4.0 μs  |
| DC voltage                         | V_d    | 414.3 V |
| DC input current                   | I_d    | 6.577 A |
| DC capacitor capacitance           | C_d    | 1.5 mF  |
| L-filter inductance                | L_d    | 100 mH  |
| L-filter resistance                | R_d    | 40 mΩ   |
| CL-filter capacitance              | C_f    | 10 μF   |
| CL-filter damping resistance       | R_d    | 1.8 Ω   |
| Transformer inductance             | L_t    | 0.3 mH  |
| Transformer resistance             | R_t    | 400 mΩ  |
| Additional inductance              | L_a    | 4 mH    |
| Additional resistance              | R_a    | 100 mΩ  |
| AC current control proportional gain | K_pCC | 0.0149 |
| AC current control integral gain   | K_iCC  | 23.442 |
| DC voltage control proportional gain | K_pVC | 0.0962 |
| DC voltage control integral gain   | K_iVC  | 1.2092 |
| PLL control proportional gain      | K_pPLL | 2.3280 |
| PLL control integral gain          | K_iPLL | 351.720 |

Fig. 7 presents the detailed schematics of the subsystems that control the devices and perform the postprocessing. The inverter is operated in a cascaded control scheme, where the outer DC voltage controller is responsible for the DC voltage control of the DC link that connects the inverter to the PV emulator. The innermost current controller controls the...
output currents, where the reference for the d-component is the output of the outer voltage controller and the q-component reference is set to zero (that is, the inverter operates at unity power factor). The voltage references for the grid emulator are also formed in the dq-domain. The perturbation signal can be injected to either inverter current controller (d- or q-channel) or the grid voltage references (d- or q-channel). Consequently, the configuration enables impedance measurement on any of the impedance component for the inverter or the grid. Moreover, the complete $2 \times 2$ matrices can be extracted for both subsystems by applying four sequential measurements and applying Eq. (3). In the postprocessing, the measured signals are transformed into dq-domain by an additional low-bandwidth phase-locked loop.

The effectiveness of the proposed method is demonstrated by performing grid impedance measurements and output terminal admittance measurements on a grid-connected inverter. The measurements are performed both with the proposed COS and conventional MLBS. Both sequences are designed so that they have approximately the same time-domain amplitude, measurement duration, measurement bandwidth, and low-frequency frequency resolution. In the first set, the grid impedance is measured by utilizing the inverter in the current-type excitation injection. In the second set, a voltage-type injection from the grid emulator is applied in the measurements of inverter’s output admittance. The measurements are performed in the dq-domain for the impedance d component. Finally, the complete $2 \times 2$ impedance matrices are measured for both the inverter and the grid, and an impedance-based stability analysis is performed.

**A. GRID IMPEDANCE MEASUREMENTS**

In the first experiment set, the three-phase inverter is utilized in the grid impedance measurement of the interfacing system. Fig. 8 presents a simplified schematic of the experiment, where the interfacing impedance consists of an external CL-filter, an isolation transformer, and an additional inductor that emulates the grid impedance. The perturbation signal is injected to the current references of the inverter resulting in a current-type excitation to the system. The inverter operates at the nominal setpoint feeding 2.7 kW to the grid, and the perturbation is superimposed to the fundamental current. The three-phase voltages and currents are measured at the grid interface and transformed to the dq-domain. Then, the signals are Fourier transformed and the impedance is obtained from the ratio of voltage and current.

The grid impedance measurements are performed by applying both the conventional MLBS and the COS. The perturbations are designed to have an equal bandwidth, measurement duration ($T_m$), and time-domain amplitude ($A$). In addition, the low-frequency resolution ($f_{\text{res}}$) is set to be equal. Due to characteristics of orthogonal sequences in COS, the MLBS is averaged over two periods to achieve equal measurement duration. The signal parameters are summarized in Table 2, where the number of averaged periods is denoted by $P$. The proposed COS is formed by summing up the two OBS. To improve the measurement performance at low frequencies, the COS design is weighted towards the low-frequency range by increasing the amplitude of the second OBS and simultaneously decreasing the amplitude of the first OBS.

Fig. 9 shows the time-domain waveforms and frequency spectra of the MLBS and the COS. Despite the equal total amplitude, the COS is designed to have significantly higher power in the low-frequency range to tackle the challenges related to the weak voltage response in low frequencies of an inductive grid. The injection amplitude is set to 0.2 A, which is approximately 2% of the nominal current (10 A). The phase currents at the inverter point-of-common-coupling (PCC) are shown without perturbation and with the MLBS and COS perturbations in Fig. 10. Fig. 11 presents the PCC voltages showing that the injection has a very small effect on the voltages. The disturbance from the excitation to the fundamental currents and voltages is negligible, which makes the perturbations highly suitable in, for example, online identification of grid-connected systems.
Fig. 12 shows the measured grid impedance by applying both the MLBS and the COS. The COS demonstrates drastically improved accuracy resulting from the higher frequency-specific excitation power, especially in the low-frequency range. With the COS, also the high-frequency resonant peak is still adequately identified, despite the lower frequency resolution at these frequencies. On the other hand, similar low-frequency resolution to the MLBS ensures that the low-frequency dynamics are accurately captured. As both the injection amplitude and measurement duration are chosen very small for both perturbations, the measurement accuracy is adversely affected. The accuracy could be increased by increasing either the injection amplitude or measurement duration. However, this trade-off is not possible in some applications where fast measurements of sensitive systems are required. By applying the the proposed combined orthogonal sequences, the accuracy can be improved without increasing the duration or injection amplitude.

### B. INVERTER OUTPUT ADMITTANCE MEASUREMENTS

In the second experiment set, the total terminal admittance of the inverter, filter, and transformer is measured as seen from the grid-side. Fig. 13 presents the measurement configuration for inverter admittance measurements. The measurements are performed with a voltage-type injection by superimposing the perturbation signal to the grid voltages through the grid emulator. The measurements are performed both by the COS and the conventional MLBS. The inverter admittance is expected to have multiple resonant peaks resulting from the controllers and LCL-interactions, and the inverter admittance measurements at low frequencies typically requires a relatively high SNR compared to higher frequencies. Consequently, the COS is designed to consist of three orthogonal sequences. The signal parameters are summarized in Table 3. As the third orthogonal sequence (OBS*) covers the low-frequency region, the injection amplitude is set to a higher value compared to the other two sequences. Fig. 14 presents the time-domain waveforms and power spectra of the applied perturbations. As the figure shows, the combined sequence can be designed to have a significantly higher spectral power at specific frequencies compared to the MLBS when the time-domain amplitudes are similar.

| Sequence | $f_{gen}$ (Hz) | $A$ (V) | $f_{res}$ (Hz) | $P$ | $T_m$ (s) |
|----------|----------------|--------|----------------|-----|----------|
| OBS*1    | 63             | 0.1    | 63.5           | 128 | 2.016    |
| OBS*2    | 126            | 0.2    | 7.94           | 8   | 2.016    |
| OBS*3    | 252            | 0.7    | 0.99           | 1   | 2.016    |
| COS      | 411            | 1      | 0.99, 0.64     | 1   | 2.016    |
| MLBS     | 4095           | 1      | 0.98           | 2   | 2.048    |

Fig. 15 shows the measured output admittance of the inverter when both the MLBS and the proposed perturbation is applied (the analytically obtained admittance is shown...
as a reference). The figure shows the superiority of the combined sequence compared to the MLBS, as the measurement obtained by the combined sequence follows the reference much more accurately through the whole frequency band, including the resonant peaks. With the combined sequence, the SNR can be increased to overcome the effects of noise, harmonic currents, and nonlinearities that corrupt the MLBS measurement.

The measurement results can be further improved by averaging the results over multiple injection periods. Fig. 16 presents long-duration measurements of the output admittance of the inverter, where the MLBS has been applied with 100 periods and the COS with 25 periods. The durations of the measurements are 100.8 s and 50.4 s, respectively. As the figure shows, similar (or even better) accuracy can be achieved in significantly shorter measurement duration when the proposed COS is applied. Consequently, the proposed method can also be applied to reduce the measurement duration in applications where a high accuracy is required, such as stability analysis of grid-connected systems.

C. SPECTRAL ANALYSIS

In order to validate the superiority of the COS, a spectral analysis is performed to show the effect of the applied perturbation in the measured voltages and currents. Fig. 17 shows the d-component voltage and current spectra in the nominal operation conditions when no injection is applied. In the phase-domain, the current harmonics have magnitudes of 1.2 % for the 3rd harmonic, 5.4 % for the 5th harmonic, and 2.0 % for the 7th harmonic. However, in the dq-frame the harmonics are shifted by the fundamental frequency ±f_n due to rotating reference frame. The harmonic currents result mostly from the inverter switching and system nonlinearities, such as saturation in the isolation transformer. The inverter switches have a high deadtime of 4 μs with respect to the 8 kHz switching frequency degrading the current quality.

Fig. 18 shows the corresponding spectra when the voltage-type MLBS perturbation applied in the inverter output admittance measurements is injected to the grid voltages. The excited frequencies at the voltage spectrum have an even power distribution. At the low-frequency anti-resonance, however, the current response is very small drastically degrading the measurement performance. Fig. 19 shows
the corresponding spectra when the proposed COS is injected. With the COS, the excitation spectrum is weighted towards the low frequencies in the perturbation design. Consequently, also the current response spectrum is enhanced at the critical frequencies.

Fig. 20 shows the low-frequency spectra for both perturbation signals, where the excited frequencies have been highlighted. The comparison between the inherent noise and excited frequencies when both the MLBS and the COS are applied explains the superior performance of the COS. The adjustable amplitude spectrum of the COS allows improving the SNR at certain frequency ranges. In this case, the admittance at the anti-resonant peak is approximately -50 dBΩ, so the current response is only 0.3 % of the voltage excitation. Therefore, enhancing the excitation amplitude near these frequencies is critical for high-performance measurements.

In order to quantify the disturbance of the perturbation injection for the system operation, the total harmonic distortions (THDs) are measured. The phase current and voltage THDs are shown in Table 4 for the three cases. As the excitation amplitude is chosen small, the perturbation has only a minor impact on the THDs, as the base level without perturbations is close to the THD during the measurements. Although the impact is low for both perturbation signals, the COS disturbs the system even less than the MLBS.

**D. STABILITY ANALYSIS**

The stability analysis of grid-connected devices is a common utilization for the impedance measurements [34], [35]. In this section, an impedance-based stability analysis is performed by applying the impedance measurements obtained with the COS and the MLBS. Multivariable impedances ($2 \times 2$ matrix in $dq$-domain) are obtained by two independent measurements where the perturbation is first injected to the $d$-channel and then to the $q$-channel and applying Eq. (3). The stability experiments are performed with a 9 mH inductor as the grid impedance and by tuning the bandwidth of the inverter’s phase-locked loop, as the high PLL bandwidth is known to deteriorate system stability [23]. The setup configuration is shown in Fig. 21 and the stability analysis is performed as follows.
1) The PLL is set to very low bandwidth (1 Hz) and the grid impedance measurements are performed by applying current injection from the inverter.
2) The grid impedance is disconnected, and the inverter output admittance is measured for two sets of PLL parameters (40 Hz and 50 Hz) by applying voltage injection from the inverter.
3) The multivariable impedances are calculated for each measurement set and the stability analysis is performed by assessing the impedance ratio of the grid and the inverter (for both PLL parameter sets).

The measurements are performed both by MLBS and COS, and the obtained results are compared. The PLL controller parameters are shown in Table 5.

**TABLE 5.** Phase-locked loop parameters for the stability experiments.

| Bandwidth | Proportional gain | Integral gain |
|-----------|-------------------|---------------|
| 1 Hz      | 0.0358            | 0.0977        |
| 40 Hz     | 1.5520            | 156.32        |
| 50 Hz     | 1.9400            | 244.25        |

Performing the stability analysis relies on the impedance ratio of the subsystems, and consequently, both the subsystems must be measured at the same frequencies. Therefore, the measurements are performed with the same COS design for both the grid and the inverter. The sequence designed for the grid impedance measurements is selected and also the MLBS is designed similarly (Table 2). The total injection amplitude is set to 0.2 A for current injection and 2 V for voltage injection. The measurements are averaged over 50 periods for the COS and 100 periods for the MLBS, and the total measurement duration for each set of measurements is 51 seconds.

FIGURE 22. Complete impedance matrices measured with the MLBS.

PLL bandwidth has only a minor impact on the impedances besides the phase decrease in the q-channel impedance. In order to assess the system stability, the generalized Nyquist criterion is applied to the impedance ratio [36]. Fig. 24 presents the eigenloci for both system configurations (40 Hz and 50 Hz PLL bandwidth) measured with both the MLBS and the COS. As seen from the figure, both measurements indicate stability for the 40 Hz PLL and instability for the 50 Hz PLL (as the locus encircles the critical point). The measurements with COS show superior accuracy over the MLBS.

FIGURE 23. Complete impedance matrices measured with the COS.

In order to validate the predicted system stability, an experiment is performed where the PLL controller bandwidth is abruptly changed from 40 Hz to 50 Hz by changing the controller gains. Fig. 25 presents the three-phase current waveforms measured from the grid. In prior to changing the PLL bandwidth, the current waveforms are smooth and sinusoidal. However, increasing the PLL bandwidth provokes an increasing oscillation to the currents, which indicates an unstable system. This experiment validates the performed stability analysis.

FIGURE 24. Nyquist loci of the 40 Hz (upper) and 50 Hz (lower) PLL systems measured with MLBS (purple) and COS (red).
An experimental stability analysis was performed based on combined sequence compared to the conventional MLBS. The results clearly showed the superiority of the proposed over a wide frequency range. Experimental measurements can be selected differently, allowing sufficient resolution much higher power at certain frequency bands compared to pseudo-random broadband sequences have demonstrated multiple desirable characteristics, but the linear power distribution of those causes challenges especially in systems that have a wide frequency-range of interest. This work proposed a novel method for the perturbation design. In the method, multiple orthogonal binary sequences are summed up forming a near-binary signal. As the orthogonal sequences can be independently designed, the proposed signal can have much higher power at certain frequency bands compared to the conventional MLBS with a similar time-domain amplitude. Additionally, the frequency resolution of the sequences can be selected differently, allowing sufficient resolution over a wide frequency range. Experimental measurements based on a grid-connected inverter system were presented to demonstrate the effectiveness of the proposed method. The results clearly showed the superiority of the proposed combined sequence compared to the conventional MLBS. An experimental stability analysis was performed based on the impedance measurements to present an example utilization for the measured impedances. It is also emphasized, that the proposed method can be applied not only in grid-connected systems but in a wide range of systems where pseudo-random sequences are used for system identification.

V. CONCLUSION
Impedance measurements are important in the design and analysis of power-electric systems. Recently, significant research effort has been directed to the design of perturbation sequences, as the measurement quality is strongly dependent on the applied perturbation signal. Pseudo-random broadband sequences have demonstrated multiple desirable characteristics, but the linear power distribution of those causes challenges especially in systems that have a wide frequency-range of interest. This work proposed a novel method for the perturbation design. In the method, multiple orthogonal binary sequences are summed up forming a near-binary signal. As the orthogonal sequences can be independently designed, the proposed signal can have much higher power at certain frequency bands compared to the conventional MLBS with a similar time-domain amplitude. Additionally, the frequency resolution of the sequences can be selected differently, allowing sufficient resolution over a wide frequency range. Experimental measurements based on a grid-connected inverter system were presented to demonstrate the effectiveness of the proposed method. The results clearly showed the superiority of the proposed combined sequence compared to the conventional MLBS. An experimental stability analysis was performed based on the impedance measurements to present an example utilization for the measured impedances. It is also emphasized, that the proposed method can be applied not only in grid-connected systems but in a wide range of systems where pseudo-random sequences are used for system identification.
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