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Abstract

In this short note, we develop a probabilistic algorithm for the elliptic curve discrete logarithm problem. This algorithm is not generic in nature, it uses some properties of the elliptic curve. The probability of success of this Las Vegas algorithm depends on the size of a matrix. We show that if we choose a suitable matrix the probability is asymptotically constant.

1 Introduction

Public-key cryptography is a backbone of this modern society. Many of the public-key cryptosystems depend on the discrete logarithm problem as their cryptographic primitive. Of all the groups used in a discrete logarithm based protocol, the group of rational points of an elliptic curve is the most popular. In this paper, we describe a Las Vegas algorithm to solve the elliptic curve discrete logarithm problem.

There are two kinds of attack on the discrete logarithm problem. One is generic. This kind of attack works in any group. Examples of such attacks are the baby-step giant-step attack [7, Proposition 2.22] and Pollard’s rho [7, Section 4.5]. The other kind of attack depends on the group used. Example of such attack is the index-calculus attack [7, Section 3.8] on the multiplicative group of a finite field. An attack similar to index calculus for elliptic curves, known as xedni calculus, was developed by Silverman [8,11]. However, it was found to be no better than exhaustive search.

In this paper, we describe an attack which is particular to the elliptic curves. The attack uses some properties of the elliptic curve (Theorem 3.1).
The attack is a Las Vegas algorithm. The idea behind the attack is completely new. There are no known attacks on the elliptic curve discrete logarithm problem that uses ideas similar to ours. Our attack is of completely different genre from the existing ones [1,4–6]. However, we would like to mention upfront, the idea we describe in this paper has complexity worse than exhaustive search. We hope that to change in future. In comparison to xedni calculus, our algorithm is fairly straightforward to understand and implement.

Another way to look at this work is, we have an efficient polynomial time reduction of the elliptic curve discrete logarithm problem to Problem A. Where Problem A is the following:

**Problem A.** Let $V$ be a $k + r + t + 1$ dimensional vector space over a finite field, where $k$ and $r$ are positive integers and $t$ is a non-negative integer. Let $S$ be a subspace of dimension $r + t$. The subspace $S$ is presented by its basis. The problem is to determine, if there is a vector $v$ in $S$ such that it has $r$ zeros in the first $k + r$ components and $t$ zeros in the last $t + 1$ components.

So far, we were unable to find an efficient algorithm to solve this problem and resorted to mere exhaustive search. However any efficient algorithm for Problem A will translate to a better solution to the elliptic curve discrete logarithm problem.

At the end, we present three algorithms to solve the discrete logarithm problem. We could have presented only the last algorithm instead, because it sub assumes the ones before it. However, this presentation preserves the way this project progressed over the years and benefits the exposition of ideas.

## 2 The central idea behind our attack

Let $G$ be a cyclic group of prime order $p$. Let $P$ be a non-identity element and $Q(= mP)$ belong to $G$. The discrete logarithm problem is to compute the $m$. One way to find $m$ is to find integers $n_i$, for $i = 1, 2, \ldots, k$ for some positive integer $k$ and $1 \leq n_i < p$ such that $\sum_{i=1}^{k} n_i = m$. The last equality is hard to compute because we do not know $m$. However we can decide whether

$$\sum_{i=1}^{k} n_i P = Q$$

and based on that we can decide if $\sum_{i=1}^{k} n_i = m \mod p$. Once the equality holds, we have found $m$ and the discrete logarithm problem is solved.

The number of possible choices of $n_i$ for a given $k$ that can solve the discrete logarithm problem includes the number of partitions of $m$ into $k$ parts. The applicability of the above method depends on, how fast can one
decide on the equality in the above equation and on the probability, how likely is it that a given set of positive integers \( n_i \) sums to \( m \mod p \)?

An obvious question is raised, can one choose a set of \( n_i \) in such a way that the probability of an equality is higher than random selection? In the next section, we find a way to check for equality in the case of elliptic curves, however our choice of \( n_i \) is uniformly random. Then the algorithm is somewhat straightforward, fix a \( k \), choose \( n_i \) uniformly random and then check for equality. Once there is a set of \( n_i \) for which the equality is found, we have solved the discrete logarithm problem.

### 2.1 A bit about partitions

Given a positive integer \( m \), a partition of \( m \) into \( k \) parts is a set of positive integers \( \{n_1, n_2, \ldots, n_k\} \) such that \( \sum_{i=1}^{k} n_i = m \). Number of such partitions is denoted by \( p(m, k) \). It is customary to assume that \( p(1, k) = 0 \) for all positive \( k \). Note that while defining partitions, we use the notion of a set of integers, so the order of appearance of the parts \( n_i \) do not matter. When the parts are distinct, we call it a unique partition and denote its number by \( q(m, k) \). The theory of partitions was intensely studied by many great mathematicians. Our interest in the theory of partitions is to find a good and nice approximation to \( q(m, k) \) for a fixed \( k \). For this we are going to use the work of Knessel and Keller [9]. Using recursion, they found a suitable approximation both for \( p(m, k) \) and \( q(m, k) \). They further show that the for fixed \( k \) and large enough \( m \), \( p(m, k) \) and \( q(m, k) \) are approximately equal and an approximation for both is

\[
\frac{m^{k-1}}{k![(k-1)!]^2}.
\]  

We will use this estimate to estimate the probability of success of our Las Vegas algorithm. Note that partitions form a subset of the set of all possible favorable events. So, the estimate of the probability that we study later is actually a lower bound of the actual probability. Using partitions, this is the best we can do.

### 3 Elliptic curve discrete logarithm problem

The elliptic curve discrete logarithm problem (ECDLP) is the heart and soul of modern public-key cryptography. This paper is about a new probabilistic algorithm to solve this problem. Our algorithm is a fairly straightforward application of the Riemann-Roch theorem. We denote by \( \mathcal{E}(\mathbb{F}_q) \) the group of rational points of the elliptic curve \( \mathcal{E} \) over \( \mathbb{F}_q \). It is well known that there is an isomorphism \( \mathcal{E}(\mathbb{F}_q) \rightarrow \text{Pic}^0(\mathcal{E}) \) given by \( P \rightarrow [P] - [O] \) [10, Proposition 4.10].
Theorem 3.1. Let $E$ be an elliptic curve over $\mathbb{F}_q$ and $P_1, P_2, \ldots, P_k$ be points on that curve, where $k = 3n'$ for some positive integer $n'$. Then $\sum_{i=1}^{k} P_i = O$ if and only if there is a curve $C$ of degree $n'$ that passes through these points. Multiplicities are intersection multiplicities.

Proof. Assume that $\sum_{i=1}^{k} P_i = O$ in $\mathbb{F}_q$ and then it is such in the algebraic closure $\overline{\mathbb{F}}_q$. From the above isomorphism, $\sum_{i=1}^{k} P_i \mapsto \sum_{i=1}^{k} [P_i] - k[O]$. Then $\sum_{i=1}^{k} [P_i] - k[O]$ is zero in the Picard group $\text{Pic}_{\overline{\mathbb{F}}_q}(E)$. Then there is a rational function $\frac{\phi}{z^{n'}}$ over $\overline{\mathbb{F}}_q$ such that

$$\sum_{i=1}^{k} [P_i] - k[O] = \text{div} \left( \frac{\phi}{z^{n'}} \right)$$

(3)

Bezout’s theorem justifies that $\text{deg}(\phi) = n'$, since $\phi$ is zero on $P_1, P_2, \ldots, P_k$. We now claim, there is $\psi$ over $\mathbb{F}_q$ which is also of degree $n'$ and passes through $P_1, P_2, \ldots, P_k$. First thing to note is that there is a finite extension of $\mathbb{F}_q$, $\mathbb{F}_q^{n'}$ (say) in which all the coefficients of $\phi$ lies and $\gcd(q, N) = 1$. Let $G$ be the Galois group of $\mathbb{F}_q^{n'}$ over $\mathbb{F}_q$ and define

$$\psi = \sum_{\sigma \in G} \phi^\sigma.$$  

(4)

Clearly $\text{deg}(\psi) = n'$. Note that, since $P_i$ for $i = 1, 2, \ldots, k$ is in $\mathbb{F}_q$ is invariant under $\sigma$. Furthermore, $\sigma$ being a field automorphism, $P_i$ is a zero of $\phi^\sigma$ for all $\sigma \in G$. This proves that $P_i$ are zeros of $\psi$ and then Bezout’s theorem shows that these are the all possible zeros of $\psi$ on $E$. The only thing left to show is that $\psi$ is over $\mathbb{F}_q$. To see that, lets write $\phi = \sum_{i+j+k=n'} a_{ijk} x^i y^j z^k$. Then $\psi = \sum_{i+j+k=n'} \sum_{\sigma \in G} a_{ijk}^\sigma x^i y^j z^k$. However, it is well known that $\sum_{\sigma \in G} a_{ijk}^\sigma \in \mathbb{F}_q$ for all $a \in \mathbb{F}_q$. 

Conversely, if we are given a curve $C$ of degree $n'$ that passes through $P_1, P_2, \ldots, P_k$. Then consider the rational function $C/z^{n'}$. Then this function has zeros on $P_i, i = 1, 2, \ldots, k$ and poles of order $k$ at $O$. Then the above isomorphism says that $\sum_{i=1}^{k} P_i = O$. 

\[\Box\]

3.1 How to use the above theorem in our algorithm

We choose $k$ such that $k + 1 = 3n'$ for some positive integer $n'$. Then we choose $k$ random points $P_1, P_2, \ldots, P_k$ from $E$ and check if there is a homogeneous curve of degree $n'$ that passes through these $k$ points and $-Q$. If there is a curve, the discrete logarithm problem is solved. Otherwise repeat the process by choosing a new set of points $P_1, P_2, \ldots, P_k$. To choose these points $P_i$, we choose a random point $n_i$ and compute $n_i P$. For practical reasons explained later, we would choose $n_i$ to be distinct from the ones chosen before. This gives rise to distinct points $P_i$ on $E$. 
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The only question remains, how do we say if there is a homogeneous curve of degree $n'$ passing through these selected points? One can answer this question using linear algebra.

Let $C = \sum_{i+j+k=n'} a_{ijk} x^i y^j z^k$ be a complete homogeneous curve of degree $n'$. We assume that an ordering of $i, j, k$ is fixed throughout this paper and $C$ is presented according to that ordering. By complete we mean that the curve has all the possible monomials of degree $n'$. We need to check if $P_i, i = 1, 2, \ldots, k$ and $-Q$ satisfy the curve $C$. Note that, there is no need to compute the values of $a_{ijk}$, just mere existence will solve the discrete logarithm problem.

Let $P$ be a point on $E$. We denote by $P$ the value of $C$ when the values of $x, y, z$ in $P$ is substituted in $C$. In other words, $P$ is a linear combination of $a_{ijk}$ with the fixed ordering. We now form a matrix $M$ where the rows of $M$ are $P_i$ for $i = 1, 2, \ldots, k$ and the last row is $-Q$. If this matrix has a non-zero left-kernel, we have solved the discrete logarithm problem. By left-kernel we mean the kernel of $M^T$, the transpose of $M$.

3.2 Why look at the left-kernel instead of the kernel

In this paper, we will use the left-kernel more often than the (right)kernel of $M$. We denote the left-kernel by $K$ and kernel by $K'$. We first prove the following theorem:

**Theorem 3.2.** The following are equivalent:

(a) $K = 0$.

(b) $K'$ only contain curves that are a multiple of $E$.

*Proof.* The proof uses a simple counting argument. First recall the well-known fact that the number of monomials of degree $d$ is $\binom{d+2}{2}$. Furthermore, notice two things – all multiples of $E$ belongs to $K'$ and the dimension of that vector-space (multiples of $E$) is $\binom{n'-1}{2} = \frac{(n'-2)(n'-1)}{2}$, where $n'$ is as defined earlier.

Now, $M$ was as defined earlier, has $3n'$ rows and $\frac{(n'+1)(n'+2)}{2}$ columns. Then $K = 0$ means that the row-rank of $M$ is $3n'$. So the dimension of the $K'$ is $\frac{(n'+1)(n'+2)}{2} - 3n' = \frac{(n'-2)(n'-1)}{2}$. This proves (a) implies (b).

Conversely, if $K'$ contains all the curves that are a multiple of $E$ then its dimension is at least $\frac{(n'-2)(n'-1)}{2}$, then the rank is $3n'$, making $K = 0$. \qed
It is easy to see that, while working with the above theorem $\mathcal{M}$ cannot repeat any row. So from now onwards we would assume that $\mathcal{M}$ has no repeating rows. For all practical purposes this means that we are working with distinct (unique) partitions.

A question that becomes significantly important later is, instead of choosing $k + 1$ points from the elliptic curve what happens if we choose $k + l + 1$ points for some positive integer $l$. The answer to the question lies in the following corollary.

**Lemma 3.1.** If $l \geq 1$, the dimension of the left kernel of $\mathcal{M}$ is $l$.

**Proof.** First assume $l \geq 1$. In this case, any non-trivial element of $\mathcal{K}'$ will define a curve which passes through more than $3d$ point of the elliptic curve. Since the elliptic curve is irreducible, it must be a component of the curve. Thus the equation defining the curve must be divisible by the equation defining the elliptic curve. Thus, the dimension of $\mathcal{K}'$ is the dimension of all degree $d$ homogeneous polynomials which are divisible by the elliptic curve. This is the same as the dimension of all degree $d - 3$ homogeneous polynomials. Thus, we get

$$\dim(\mathcal{K}') = \frac{(d-2)(d-1)}{2}.$$ 

On the other hand, by rank-nullity theorem, it follows:

$$\dim(\mathcal{K}') + \dim(\text{image}(\mathcal{M})) = \frac{(d-2)(d-1)}{2}$$

$$\dim(\mathcal{K}) + \dim(\text{image}(\mathcal{M}^T)) = 3d + l.$$ 

Thus, since row rank and the column rank of a matrix are equal,

$$\dim(\mathcal{K}) = 3d + l - \frac{(d-2)(d-1)}{2} + \dim(\mathcal{K}') = l.$$

\[\square\]

**Corollary 3.3.** Assume that $\mathcal{M}$ has $3n' + l$ rows, computed from the same number of points of the elliptic curve $\mathcal{E}$. If there is a curve $\mathcal{C}$ intersecting $\mathcal{E}$ non-trivially in $3n'$ points among $3n' + l$ points, then there is a vector $v$ in $\mathcal{K}$ with at least $l$ zeros. Conversely, if there is a vector $v$ in $\mathcal{K}$ with at least $l$ zeros, then there is a curve $\mathcal{C}$ passing through those $3n'$ points that correspond to the non-zero entries of $v$ in $\mathcal{M}$.

**Proof.** Assume that there is a non-trivial curve $\mathcal{C}$ intersecting $\mathcal{E}$ in $3n'$ points. Then construct the matrix $\mathcal{M}'$ whose rows are the points of intersection. Then from the earlier theorem we see that $\mathcal{K}$ for this matrix $\mathcal{M}'$ is non-zero. In all the vectors of $\mathcal{K}$ if we put zeros in the place where we deleted rows then those are element of the left kernel of $\mathcal{M}$. It is clear that these vectors will have at least $l$ zeros.
Conversely, if there is a vector with at least \( l \) zeros in \( \mathcal{K} \), then by deleting \( l \) zeros from the vector and corresponding rows from \( \mathcal{M} \) we have the required result from the theorem above.

In this paper we only deal with the case when there is exactly \( l \) zeros. This was we do not bother ourselves with intersection multiplicities.

4 Algorithms

Now we are ready for the algorithms. Recall that we have chosen a positive integer \( n' \) and \( k \) is such that \( k + 1 = 3n' \).

Main algorithm1:

**Step a:** Find \( k \) random distinct integers \( n_i \) and compute \( n_i P = P_i \) and then \( P_i \).

**Step b:** Form the matrix \( \mathcal{M} \) with rows \( P_i \) and the last row \( -Q \).

**Step b:** Compute the kernel \( \mathcal{K} \) of \( \mathcal{M} \).

**Step c:** If \( \mathcal{K} \) is non-zero STOP and output \( \sum_{i=1}^{k} n_i \). Else go back to Step a.

4.1 What is the probability of success?

One can describe the above algorithm as an experiment. In that, we draw \( k \) points from \( p \) points without replacement. This can be done in \( \binom{p}{k} \) ways. Favorable number of events are the ones that sum upto \( m \). So the number of favorable points is the number of unique partitions of \( m \) into \( k \) parts, denoted by \( q(m, k) \). So the probability is

\[
\frac{q(m, k)}{\binom{p}{k}}. \tag{5}
\]

Knossl and Keller [10, Equation 3.9] shows that \( q(m, k) \sim \frac{m^{k-1}}{k!(k-1)!p^2} \). Using their estimate the probability is approximately

\[
\frac{m^{k-1}(p-k)!}{p!(p-1)!}. \tag{6}
\]

Recall that \( m \) is unknown. If we assume that \( m \) is chosen uniformly random then the expected value of the probability is

\[
\sum_{m=1}^{p} \frac{m^{k-1}(p-k)!}{p!(p-1)!}. \tag{6}
\]
4.2 How to make the expectation bigger?

In this section we increase the probability by introducing $r$ more points of $\mathcal{E}$ into the matrix $\mathcal{M}$. So the new algorithm is as follows:

Main algorithm2:

**Step a:** Find $k + r$ random distinct integers $n_i$ and compute $n_i P = P_i$ and then $\overline{P_i}$.

**Step b:** Create the same matrix $\mathcal{M}$ with $\overline{P_i}$ and $-Q$ as before and compute its left-kernel $\mathcal{K}$.

**Step c:** If $\mathcal{K}$ contains a vector $v$ with exactly $r$ zeros STOP and output $\sum_{i \in T} n_i$. Where $T$ is a subset of $\{1, 2, \ldots, k+r\}$ where $v$ has non-zero entries. Else go back to Step a.

It follows easily that the probability of success of this improved attack is

$$
\binom{k+r}{k} \sum_{m=1}^{p} \frac{m^{k-1}(p-k)!}{p(p!(k-1)!)}.
$$

(7)

4.3 How to make the probability estimate reliable?

One of the big problem with this algorithm is that it depends on the discrete logarithm $m$, which by definition is unknown. The estimate of $q(m,k)$ depends heavily on $m$. So the probability estimates depend on $m$ so heavily that it will be useless for predicting the success of our algorithm. So we do what people in stock market does – spread the risk. Instead of only talking about $Q = mP$, we construct $Q_i = m_i Q$, where each $m_i$ is randomly chosen between 1 and $p$.

The new algorithm is the following:

Main algorithm3:

**Step a:** Find $k + r$ random distinct integers $n_i$ and compute $n_i P = P_i$ and then $\overline{P_i}$.

**Step b:** Find $t$ random distinct integers $m_i$ and compute $m_i Q = Q_i$ and then $\overline{Q_i}$.

**Step c:** Form the matrix $\mathcal{M}$ as follows: first $k + r$ rows $\overline{P_i}$ and then $\overline{-Q}$ and the next $t$ rows $\overline{-Q_i}$.

**Step d:** Form the matrix $\mathcal{M}$ and compute its left-kernel $\mathcal{K}$. 
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**Step e:** If $K$ contains a vector $v$ with exactly $r$ zeros in $\{1, 2, \ldots, k + r\}$ and $t$ zeros in $\{k + r + 1, k + r + 2, \ldots, k + r + t + 1\}$ STOP and output $m_{\gamma}^{-1} \sum_{i \in T_n} n_i$ where $\gamma$ is the index of the non-zero entry in $\{k + r + 1, k + r + 2, \ldots, k + r + t + 1\}$ minus $k + r + 1$ with the understanding that $m_0 = 1$ and $T$ is a subset of $\{1, 2, \ldots, k + r\}$ where $v$ has non-zero entries. Else go back to Step a.

**Asymptotic complexity of the algorithm:** To estimate we use the approximation that $q(m, k) \sim \frac{m^{k-1}}{s!(s-1)!^2}$ from the work of Knessl and Keller [9, Equation 3.9]. Furthermore we use

$$\left(\begin{array}{c} k + r \\ k \end{array}\right) \sum_{m=1}^{p} \frac{m^{k-1}(p-k)!t}{p(p!(k-1)!)^{p-1}} = \left(\begin{array}{c} k + r \\ k \end{array}\right) \frac{(p-k)!t}{p(p!(k-1)!)^{p-1}} \sum_{m=1}^{p} m^{k-1}. \tag{8}$$

Using Faulhaber formula we know that $\sum_{m=1}^{p} m^{k-1}$ is a polynomial in $p$ of degree $k$. In what follows, we take $k$ as a constant, $r = \log p$ and $e^k t = (k-1)!$. We estimate the above expression as

$$\left(\begin{array}{c} k + r \\ k \end{array}\right) \frac{(p-k)!p^k t}{p(p!(k-1)!)^{p-1}} = \left(\begin{array}{c} k + r \\ k \end{array}\right) \frac{(p-k)!p^k}{p(p!(k-1)!)^{p-1}} e^k. \tag{8}$$

Now to estimate this formula we use the Stirling’s approximation which says that $n! \sim \sqrt{2\pi n} \left(\frac{n}{e}\right)^n$. Furthermore, since $k$ is much small compared to $r$ we assume that $\left(\begin{array}{c} k + r \\ k \end{array}\right)$ is well approximated by $\left(\frac{ne}{k}\right)^k$. Now let us look at

$$\lim_{p \to \infty} \frac{p^k(p-k)!}{e^{kp} p!} = \lim_{p \to \infty} \frac{p^k(p-k)^{p-k+\frac{1}{2}}}{p^{p+\frac{3}{2}}} = \lim_{p \to \infty} \left(1 - \frac{k}{p}\right)^{p-k+\frac{3}{2}} = 1.$$

Furthermore, since $r = \log p$ notice that

$$\left(\begin{array}{c} k + r \\ p \end{array}\right) \approx \left(\frac{k+r}{r}\right)^r e^r = \left(\frac{k + r}{r}\right)^r$$

and

$$\lim_{r \to \infty} \left(\frac{k + r}{r}\right)^r = \lim_{r \to \infty} \left(1 + \frac{k}{r}\right)^r = 1.$$

This proves the following theorem.

**Theorem 4.1.** If $k$ and $r$ are positive integers and $t$ a non-negative integer, such that, $k$ is a constant, $r \approx \log p$ and $t$ satisfies $e^k t \approx (k-1)!$, the number of tries required to solve the elliptic curve discrete logarithm problem is asymptotically constant.
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Work done in each try: We now briefly look at the amount of work done in each try. Each try consists of selecting distinct points from the elliptic curve, constructing the matrix $M$ and then compute $K$. To finish the algorithm, one has to determine if $K$ contains a vector with suitable number of zeros at the right places (see Problem A). The algorithm that we have at our disposal right now is a form of exhaustive search. In this case, we find a basis for $K$ and write it as rows of a matrix. This matrix will have $r + t$ rows and $k + r + t + 1$ columns. Then we choose every $r + t$ columns and form the square matrix and then check to see if the determinant of that is zero. If the determinant of that is zero then we have a linear combination of the basis of $K$ that will provide the required zeros. Number of such submatrix is $\binom{k+r+t+1}{r+t}$. Since $r = \log p$ this number is about $p$. So there is no advantage of our algorithm than exhaustive search. However, we are hopeful that better algorithm for solving the linear algebra problem (Problem A) could be found.

This algorithm was implemented in Sage [2] successfully and was tried for many different inputs. It worked flawlessly. However, due to the exhaustive search, only small values of $p$ were tried.
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