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Abstract

Neural networks have seen limited use in prediction for high-dimensional data with small sample sizes, because they tend to overfit and require tuning many more hyperparameters than existing off-the-shelf machine learning methods. With small modifications to the network architecture and training procedure, we show that dense neural networks can be a practical data analysis tool in these settings. The proposed method, Ensemble by Averaging Sparse-Input hiERarchical networks (EASIER-net), appropriately prunes the network structure by tuning only two $L_1$-penalty parameters, one that controls the input sparsity and another that controls the number of hidden layers and nodes. The method selects variables from the true support if the irrelevant covariates are only weakly correlated with the response; otherwise, it exhibits a grouping effect, where strongly correlated covariates are selected at similar rates. On a collection of real-world datasets with different sizes, EASIER-net selected network architectures in a data-adaptive manner and achieved higher prediction accuracy than off-the-shelf methods on average.
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1 Introduction

Deep neural networks are highly modular and expressive nonparametric models that can learn complicated relationships between their inputs and outputs. Although they are state-of-the-art in many complex prediction problems where large amounts of data are available, their utility for analyzing datasets with few observations has been limited, particularly when the number of dimensions is high and the signal to noise ratio is low. There are two reasons why data analysts usually dismiss deep neural networks in these settings. First, they easily overfit to the training data. Second, the data analyst needs to tune many hyperparameters, including the number of hidden layers, the number of hidden nodes per layer, regularization parameters, learning rates for the optimization algorithm, among others [Bengio, 2012].

Nevertheless, the assumption that deep learning is too brittle or burdensome in these settings is worth revisiting. Many methods have been developed to reduce the generalization error of deep neural networks [Goodfellow et al., 2016], such as the use of rectified linear units [Glorot et al., 2011], stochastic gradient descent, regularization, and ensemble methods. In fact, Zhang et al. [2017] has urged the research community to rethink generalization error for neural networks, since these models were able to both achieve low generalization error \textit{and} memorize the training data. In
addition, neural networks are easier than ever to implement and train. Many powerful automatic differentiation packages are freely available (e.g. Tensorflow [Abadi et al., 2016] and PyTorch [Paszke et al., 2019]) and computing power has grown exponentially in the past few decades.

Although most analyses of deep learning have been performed in large image datasets, there is now a growing body of evidence that neural networks can also be used for smaller sample sizes. In an analysis of over a hundred UCI classification datasets, Olson et al. [2018] showed that ensemble neural networks with zero hyperparameter tuning do only slightly worse than random forests on average. An alternate approach pruned input weights using $L_1$ and $L_2$ penalties, resulting in sparse-input neural networks (SPINN), and outperformed random forests and the Lasso in certain cases [Feng and Simon, 2019]. Finally, Bayesian neural networks have been used for variable selection in high-dimensional datasets [Neal, 1996, Guyon et al., 2005, Liang et al., 2018].

While these methods are promising, they are still insufficient. We found that the performance of network ensembles in Olson et al. [2018] heavily depends on the dataset and can be quite poor without any network structure learning. SPINN requires tuning five or more hyperparameters, which is time consuming even with the help of modern hyperparameter optimization methods (see e.g., Snoek et al. [2012]). Bayesian networks even more computationally expensive than their non-Bayesian counterparts.

Our goal is to design a procedure that is competitive with off-the-shelf machine learning algorithms and requires only a “reasonable” amount of hyperparameter tuning. As many popular statistical procedures require tuning one or two hyperparameters (see e.g. Zou and Hastie [2005] and Simon et al. [2013]), we define tuning two hyperparameters as “reasonable.” Training neural networks typically involves an outer search over hyperparameters such as the entire network structure and an inner training procedure for each candidate hyperparameter set. Here, we design the outer search to tune two summary features of the network structure that correspond to major sources of variation for generalization error: input sparsity and network size. The inner procedure is then responsible for both selecting the specific network structure and fitting model parameters.

We propose a method for training a single network, Sparse-Input hieRarchical network (SIER-net), and its ensemble version, Ensemble by Averaging Sparse-Input hieRarchical networks (EASIER-net). In SIER-net, the network is initialized with a fixed architecture with many hidden layers (deep), many hidden nodes per layer (wide), skip-connections from each layer to the output, and an input filter layer. Network structure learning is performed solely by tuning two $L_1$ penalty parameters, one to modulate the number of selected inputs and another for the number of hidden nodes and layers. Although many nodes and layers are included in the initial topology, these are perhaps better thought of as “candidate” nodes and layers: The combination of penalties and skip-connections allows the network to data-adaptively determine appropriate widths and depth (up to the maximum network size indicated).

By deriving probability bounds on the variable selection accuracy, we show that SIER-net is likely to select covariates in the true support that have high predictive value relative to the remaining covariates. On the other hand, if the covariates are highly correlated, we show that it is impossible for any procedure to accurately recover the true support. Since support recovery is unrealistic in these settings, we show that ensembling these networks using EASIER-net lets us quantify the uncertainty of the variable selection procedure. Moreover, in cases where correlated variables belong to a meaningful group (e.g. gene expression values from the same pathway), EASIER-net exhibits a grouping effect, where covariates in the same group are selected at similar
rates.

We evaluate EASIER-net on a collection of regression and classification tasks from the UCI Machine Learning Repository, which were chosen to represent a variety of dataset sizes. EASIER-net consistently achieves higher prediction accuracy than other neural network estimators. In addition, EASIER-net achieves higher prediction accuracy on average compared to off-the-shelf machine learning methods and is competitive in computation time.

The paper is organized as follows. Section 2 discusses related work. In Section 3, we define SIER-net and analyze its variable screening accuracy. We then introduce our ensembled estimator and discuss the effects of ensembling using a Bayesian perspective. Finally, we present empirical analyses of EASIER-net on both simulated and real data in Section 4. Code for fitting EASIER-net is available at https://github.com/jjfeng/easier_net.

2 Related Work

There is a growing body of literature on applying neural networks to high-dimensional datasets with low sample sizes. Existing methods typically rely on some form of regularization to mitigate the neural network’s tendency to overfit. Sparsity-inducing penalties, like the lasso and group lasso, can be applied to the network weights to encourage feature selection and drastically improve prediction accuracy [Scardapane et al., 2017, Yoon and Hwang, 2017, Feng and Simon, 2019]. A similar idea in the Bayesian literature is to apply a prior over the model weights, such as through an “Automatic Relevance Determination” (ARD) prior [MacKay, 1996, Neal, 1996, Neal and Zhang, 2006] or a Bernoulli prior for the probability that a weight is included [Liang et al., 2018]. An alternative idea inspired by the success of random forests is to regularize neural networks by ensembling [Olson et al., 2018]. Even though these methods are promising, neural networks still have limited utility in these settings. Many of these methods either require substantially more hyperparameter tuning or offer negligible gains in prediction accuracy compared to existing off-the-shelf machine learning methods. This paper combines three simple ideas — sparsity, skip-connections, and ensembling — to improve prediction accuracy and decrease hyperparameter tuning requirements.

Applying sparsity-inducing penalties to perform network structure learning is a well-accepted practice [Hanson and Pratt, 1989, LeCun et al., 1990, Yu et al., 2012, Han et al., 2015, Wen et al., 2016]. In addition to lower computational and memory requirements, sparser networks often achieve lower generalization error [Louizos et al., 2018, Yoon and Hwang, 2017, Feng and Simon, 2019]. However, these penalization-based methods typically require tuning many penalty parameters and/or network structure hyperparameters. In contrast, EASIER-net requires tuning only two $L_1$ penalty parameters and select an appropriate network structure for each candidate penalty parameter set.

Skip-connections are a classical technique for expanding the neural network model class to include simpler models like linear and logistic regression (e.g. Chapter 5 of Ripley and Hjort [1996]). This technique often improves prediction accuracy on high-dimensional datasets with small sample sizes by leveraging the performance of simple parametric models. As such, Liang et al. [2018] used skip-connections to combine Bayesian linear regression with Bayesian neural networks with a single hidden layer. Our method EASIER-net can fit even deeper networks and
adaptively chooses the depth using a Lasso penalty. Although skip-connections have also been used to improve gradient propagation in ultra-deep neural networks [He et al., 2016, Huang et al., 2017], our architecture is designed for shallower networks with five or so hidden layers, which tend to perform well on smaller datasets.

Ensembling has been shown to improve the generalization error [Olson et al., 2018] and uncertainty quantification of neural networks [Lakshminarayanan et al., 2017]. The benefit of ensembling has been explained from many perspectives, including its ability to reduce model variance [Breiman, 1996] and its similarity to Bayesian posterior inference and model averaging [Bardsley et al., 2014, Lu and Van Roy, 2017, Pearce et al., 2020, Wilson and Izmailov, 2020]. However, none of these works have discussed the interaction between variable selection procedures and ensembling. In this work, we show that ensembling sparse-input neural networks better reflects the uncertainty of the true support and induces a “grouping effect” for correlated predictors, a feature commonly associated with the elastic net [Zou and Hastie, 2005].

3 Method

3.1 Notation

Consider the usual prediction setup with covariates \( x = (x_1, ..., x_d) \) \( \in \mathbb{X} \subseteq \mathbb{R}^d \) and response \( y \in Y \). \( Y \) may be real-valued in the case of regression and categorical in the case of classification. Suppose we observe \( n \) independent and identically distributed (IID) observations, denoted \( (x_i, y_i) \) for \( i = 1, ..., n \).

The typical dense neural network with \( L \) layers is defined as follows. Let \( d_l \) be the number of nodes in layer \( l \) and \( z_l \in \mathbb{R}^{1 \times d_l} \) be the node values, where \( l = 1 \) denotes the input layer (i.e. \( z_1 = x \)) and \( l = L \) denotes the output. For simplicity, we suppose all hidden nodes use the same nonlinear activation function \( \phi : \mathbb{R} \mapsto \mathbb{R} \). Here, we set \( \phi \) as the rectified linear unit \( a \mapsto a^+ \), though one could use alternative activation functions like the sigmoid and hyperbolic tangent. Each non-output layer \( l \) is associated with a weight matrix \( W_l \in \mathbb{R}^{d_l \times d_{l+1}} \) and bias vector \( b_l \in \mathbb{R}^{1 \times d_{l+1}} \) that is used to linearly combine its inputs. The specified activation function is then applied to create the input for the subsequent layer. For \( l = 1, ..., L - 2 \), we define \( z_{l+1} = \phi(z_l W_l + b_l) \) where \( \phi \) is applied element-wise. The final model output is defined as \( z_L = \phi_{\text{out}}(z_{L-1} W_{L-1} + b_{L-1}) \). For regression problems, \( d_L = 1 \) and \( \phi_{\text{out}} : \mathbb{R}^{1 \times 1} \mapsto \mathbb{R} \) is typically the identity function; For classification problems, \( d_L \) is the number of classes and \( \phi_{\text{out}} : \mathbb{R}^{1 \times d_L} \mapsto [0, 1]^{d_L} \) is typically the softmax function.

3.2 Sparse-input hierarchical networks

Our method, Sparse-Input hiERarchical networks (SIER-net), modifies a dense neural network by adding an input filter layer and skip-connections from each intermediate layer to the output (Figure 1). The structure of the network and the estimation procedure in SIER-net are specially designed to facilitate network structure learning in a data-adaptive manner: the network is first initialized per some maximum allowable network structure and then network nodes and layers are pruned by minimizing an \( L_1 \)-penalized empirical loss. The network is parameterized by weights \( W \) and biases \( b \) in the base network, input scaling factors \( \beta \in \mathbb{R}^d \), skip-connection factors \( \alpha \in \mathbb{R}^{L-1} \),
Figure 1: A sparse-input hierarchical network with three hidden layers. The network augments a dense neural network by adding i) an input filter layer (yellow edges) that scales the inputs by parameter $\beta$ and ii) skip-connections from each layer to the output. The output is the weighted average of the blue nodes with weights $|\alpha_l|$ for $l = 1, \ldots, 4$. The network is initialized with non-zero weights along all edges. During training, many of these edges are set to zero by lasso penalties in the objective, which may prune away inputs, nodes, and entire layers.

as well as additional weights $W'$ and biases $b'$ associated with the skip-connections. We denote the network as $f_{W,b,\beta,\alpha}$ and provide the full set of equations defining its output in Section A in the Appendix. For regression problems, training involves minimizing the following objective with loss function $\ell : \mathbb{R} \times \mathbb{R} \mapsto \mathbb{R}$:

$$
\min_{W,b,\beta,\alpha} \frac{1}{n} \sum_{i=1}^{n} \ell(f_{W,b,\beta,\alpha}(x_i), y_i) + \lambda_1 (\|\beta\|_1 + \|W_1\|_1) + \lambda_2 \left( \sum_{l=1}^{L-2} \|W_l\|_1 + \sum_{l=2}^{L-1} \|W'_l\|_1 \right) \quad (1)
$$

where $\lambda_1 \geq 0$ and $\lambda_2 \geq 0$ are penalty parameters. For classification problems, the $L_1$ penalties are applied to the bias parameters as well to regularize the marginal probability estimates for each class. Broadly speaking, the first set of $L_1$ penalties scaled by $\lambda_1$ controls the input sparsity and the second set of $L_1$ penalties scaled by $\lambda_2$ controls the number of active layers and hidden nodes.

The input filter layer replaces the first layer with scaled inputs $z_{1,i} = \beta_i x_i$ for $i = 1, \ldots, d$, where $\beta$ is a learnable parameter. Since the lasso penalty encourages parameters to be exactly equal to zero, minimizing (1) will encourage the model to depend on a smaller set of covariates. So as $\lambda_1$ increases, the size of the fitted model’s support will decrease.

To add skip-connections, we add $d_L$ additional nodes per layer, denoted by $\zeta_l \in \mathbb{R}^{1 \times d_L}$, to layers $l = 1, \cdots, L - 1$, where $\zeta_l = z_l W'_l + b'_l$ for $W'_l \in \mathbb{R}^{d_l \times d_L}$ and $b'_l \in \mathbb{R}^{1 \times d_L}$. (Recall that $d_L$ is the number of output nodes from the network, so $d_L = 1$ in the regression setting.) For each $l = 1, \ldots, L - 1$, nodes $\zeta_l$ are associated with scalar weight $\alpha_l$. We then set the network’s output as a function of the weighted average of these additional nodes, i.e.

$$
f_{W,b,\beta,\alpha}(x) := z_L = \phi_{\text{out}} \left( \sum_{l=1}^{L-1} \frac{|\alpha_l|}{\sum_{l'=1}^{L-1} |\alpha_{l'}|} \zeta_l \right) \quad (2)
$$
Normalizing the skip-connection weights is useful in a few ways. First, normalizing the skip-connection weights serves as a form of regularization. Second, we can modulate the normalized skip-connection weights by varying $\lambda_2$. In particular, as $\lambda_2$ decreases, the number of active layers and nodes increases and, consequently, the model tends to assign larger skip-connection weights to layers closer to the output. Finally, the normalized weights can be roughly interpreted as the conditional importance of each layer. For a formal comparison, we evaluate the proportion of variance contributed by layer $l = 1, \ldots, L - 1$ to the final network output, i.e.

$$\frac{\text{Var} (|\alpha_l| \zeta_l)}{\text{Var} \left( \sum_{l' = 1}^{L-1} |\alpha_{l'}| \zeta_{l'} \right)}.$$  \hspace{1cm} (3)

With the aforementioned modifications, the neural network is naturally hierarchical, where simpler models can be represented with fewer nonzero weights. Consider a few special cases in the regression setting. If all network parameters are set to zero except for $\beta, \alpha_1, W'_1,$ and $b'_1$, then the fitted network is a linear model. More generally, if all of the parameters associated with layers $l \geq L'$ are zero for some $L' < L$, then $f_{W,b,\beta,\alpha}$ is a neural network with only $L'$ hidden layers. Finally, if many entries of $\beta$ are zero, the fitted network is sparse with respect to the number of inputs. By design, the ordering in the hierarchy corresponds to the axes defined by penalty parameters $\lambda_1$ and $\lambda_2$.

To minimize (1) (or find a local minimum), the simplest approach is to run the popular stochastic gradient-based optimization algorithm Adam [Kingma and Ba, 2015]. However, Adam does not shrink network weights exactly to zero. So to obtain a network that is actually sparse, we recommend running a few more steps of (batch) proximal gradient descent [Parikh and Boyd, 2014] after Adam converges. Recall that proximal gradient descent is a form of projected gradient descent used to solve non-differentiable convex optimization problems; therefore, it should converge within a few iterations, as (1) should be locally quadratic after Adam converges. This two-step optimization procedure is shown in Algorithm 1. At each iteration of proximal gradient descent, we perform a batch gradient update with respect to the empirical loss, followed by the proximal operator on the two $L_1$ penalties. The proximal operator, in this case, is very efficient, since it is the soft-thresholding function

$$S_\lambda (\theta) = \begin{cases} 
\theta - \lambda & \text{if } \theta > \lambda \\
0 & \text{if } |\theta| \leq \lambda \\
\theta + \lambda & \text{if } \theta < -\lambda
\end{cases}.$$ \hspace{1cm} (4)

### 3.2.1 Variable screening

In this section, we derive probability bounds to understand the variable screening properties of SIER-net. We show that the expected number of false negatives is intimately tied to the predictive value of each variable in the true support, relative to the remaining covariates. We formalize this idea by defining a predictive value function $\gamma$ in Definition 1 and then show how it appears in the probability bounds on the number of false negatives. Our results show that SIER-net is effective at support screening when the predictive value of the true support is high, which is maximized when the covariates are independent. We then show that no estimation procedures
can accurately perform support screening or recovery if the predictive value is low, which occurs when the covariates are highly correlated. Given this impossibility result, we will introduce an ensembling procedure in Section 3.3 that quantifies the uncertainty of the true support instead. The proofs for results in this section are given in Section B of the Appendix.

We start by introducing some notation and definitions. Let \( \mathcal{F} \) be a class of functions that map from \( \mathcal{X} \) to \( \mathcal{Y} \). For any function \( f \in \mathcal{F} \), define its support \( s(f) \) as the set \( \mathcal{S} \subseteq \{1, ..., d\} \) such that \( f(x) = f(x') \) for all \( x, x' \in \mathcal{X} \) where \( x_i = x'_i \) for all \( i \in \mathcal{S} \). (If there are multiple possible supports, use a random rule to select one among those with the smallest cardinality). Also, for any set \( \mathcal{S} \subseteq \{1, ..., d\} \), let \( \mathcal{F}_\mathcal{S} \) be the set of functions \( f \in \mathcal{F} \) with support \( s(f) \subseteq \mathcal{S} \) and let \( |\mathcal{S}| \) denote its cardinality. Suppose we observe IID observations \( (X_i, Y_i) \) for \( i = 1, ..., n \) drawn from joint distribution \( P \). Let its conditional mean be denoted \( \mu_P(x) = \mathbb{E}_P[Y|X=x] \) and, for convenience, let the true support be denoted \( s_P^* = s(\mu_P) \).

Let \( \Theta_{L,B_0,B_1} \) be the set of all sparse-input hierarchical network parameters with up to \( L \) layers, infinity norm up to \( B_0 \), and total variation norm up to \( B_1 \). Here, we use the total variation norm of a neural network as defined in Barron and Klusowski [2019], which scales with the size of the support and number of hidden nodes. Given a neural network estimator \( \hat{f}_{\theta_n} \), our goal is to characterize the probability of missing at least \( m \) relevant covariates, i.e.

\[
P(\{|s_P^* \setminus s(\hat{f}_{\theta_n})| \geq m\}) .
\] (5)

For simplicity, we suppose the inputs are scaled such that \( \mathcal{X} = [-1, 1]^d \), consider only the regression setting, and let \( \ell \) be the squared error loss. Moreover, suppose that \( \epsilon = Y - \mu(X) \) is a Gaussian random variable with variance \( \sigma^2 \) and the true regression function is a neural network, i.e. \( \mu_P = f_{\theta^*} \) for some \( \theta^* \in \Theta_{L,B_0,B_1} \). The results here can be generalized to sub-Gaussian noise and alternative loss functions.

We quantify the predictive value of individual variables and groups of variables using the following definition.

**Definition 1.** For set \( \mathcal{S} \subseteq \{1, ..., d\} \), let \( f^*_\mathcal{S} \) be the population risk minimizer with support \( \mathcal{S} \), i.e.

\[
f^*_\mathcal{S} = \arg \min_{f \in \mathcal{F}_\mathcal{S}} \mathbb{E}_P \ell(f(X), Y).
\] (6)

For integers \( m = 1, ..., d \), denote the minimum achievable excess risk when omitting \( m \) variables from the true support as

\[
\gamma(m; P) = \min_{\mathcal{S} \subseteq \{1, ..., d\} : |s_P^* \setminus \mathcal{S}| = m} \mathbb{E}_P \{\ell(f^*_\mathcal{S}(X), Y) - \ell(\mu_P(X), Y)\} .
\] (7)
Specifically, a large value for $\gamma(m; P)$ means that any model that fails to include $m$ variables from the true support will have significantly worse prediction accuracy. Put another way, $\gamma(m; P)$ is large if the variables outside the true support are not highly predictive of the response $Y$. Next, we show that our ability to perform variable screening is fundamentally tied to $\gamma$.

We derive the following upper bound of (5) by combining our definition of $\gamma$ with standard techniques for bounding the excess risk of the constrained empirical risk minimizer. Although the previous section described fitting the network by minimizing the penalized empirical risk in (1), we analyze the constrained minimizer here since we can directly apply results from Barron and Klusowski [2019]. Moreover, by using the method of Lagrangian multipliers, the constrained problem can be transformed to a similar structure as the penalized form. For appropriately chosen penalty parameters, the two estimation procedures can give similar estimates and, in fact, are equivalent in convex settings.

**Theorem 1.** Given $n$ observations, let $\hat{\theta}_n$ be a global minimizer of the empirical risk

$$\hat{\theta}_n \in \arg\min_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} \ell(f_{\theta}(x_i), y_i).$$

Then for any $m = 1, \ldots, d$ and $\delta \geq 0$, we have

$$P\left(\left|s^*_P \setminus s(f_{\hat{\theta}_n})\right| \geq m\right) \leq \left\{ \begin{array}{ll}
B_1(4B_0 + \sigma)L\sqrt{\frac{2(L\log(2) + \log(2d))}{n}} + 2\delta \geq \gamma(m; P) \\
+ \exp\left(-\frac{n\delta^2}{2B_0^4}\right) + 2\exp\left(-\frac{n\delta^2}{8B_0^2\sigma^2}\right). \end{array} \right.$$  

Using asymptotic notation, the upper bound in (9) is nontrivial (i.e. smaller than one) only if the number of observations $n \gtrsim 1/\gamma^2(m)$. Thus, the upper bound is small when the predictive value of the true support relative to the remaining covariates is high. These conditions are nonparametric generalizations of those used for support screening and variable selection in linear models, i.e. incoherence and beta-min conditions and variants thereof [Bühlmann and van de Geer, 2011, Wainwright, 2019].

In addition, Theorem 1 reveals how variable screening performance and prediction accuracy depend on the model capacity. In particular, we see that the upper bound grows quickly with respect to $L$, $B_0$, and $B_1$. So, one should therefore constrain the network structure search to networks with depth, infinity norm, and total variation norm no more than that of the true model. Indeed, we designed SIER-net based on this theoretical result: the second set of $L_1$ penalties in (1) helps us control network depth; the sum of all the penalties controls the infinity norm; and because the first set of penalties controls the input sparsity and the second controls the number of hidden nodes, their sum controls the total variation norm.

Next, we characterize how the best achievable performance by any support screening procedure depends on $\gamma$. Consider any non-negative monotonically non-decreasing function $\gamma$. For any $k \in \{1, \ldots, d\}$, let $\mathcal{P}_{k,\gamma}$ be the set of distributions $P$ with support size up to $k$ where the predictive value of the true support is lower bounded by $\gamma$, i.e.

$$\mathcal{P}_{k,\gamma} := \{ P : |s(\mu_P)| \leq k, \gamma(m; P) \geq \gamma(m) \ \forall m = 1, \ldots, k \}.$$
Thus our goal is to lower bound the minimax probability

\[
\inf_{\hat{f}_n} \sup_{\mathcal{P} \in \mathcal{P}_{k,\gamma}} P \left( \left| s(\mu_P) \setminus s(\hat{f}_n) \right| \geq m \right)
\]

for \( m = 1, \ldots, \min(k, \lfloor d/2 \rfloor) \).\(^1\) For this minimax probability to be meaningful, note that we have removed trivial estimation procedures that select an excessive number of predictors. Instead, (10) is restricted to estimators that select at most \( k \) predictors. The following lower bound is a straightforward application of Le Cam’s method (see Wainwright [2019]). The proof relates the difficulty of the estimation procedure to the distance between probability models, which in turn can be bounded by \( \gamma \).

**Theorem 2.** For any positive integer \( m \leq \min(k, \lfloor d/2 \rfloor) \), we have that

\[
\inf_{\hat{f}_n} \sup_{\mathcal{P} \in \mathcal{P}_{k,\gamma}} P \left( \left| s(\mu_P) \setminus s(\hat{f}_n) \right| \geq m \right) \geq \frac{1}{2} \left( 1 - \sqrt{\frac{n\sigma^2}{2} \gamma(2m)} \right).
\]

Assuming \( \gamma \) is strictly positive, the minimax probability is smaller than \( q \in (0, 1/2) \) only if the number of observations \( n \gtrsim \frac{1}{\gamma^2} (1 - q)^2/\gamma(2m) \).

From Theorems 1 and 2, we see that the upper and lower bounds on the probability of having \( m \) false positives both depend on \( \gamma \). For this probability to be small, the upper bound states that \( n \gtrsim 1/\gamma^2(m) \) while the lower bound states that \( n \gtrsim 1/\gamma(2m) \). Admittedly, the bounds differ by a polynomial factor, which we believe could be tightened with additional assumptions about the neural network estimation procedure. Nevertheless, the results clearly show that our ability to perform support screening is fundamentally connected to the predictive value of the relevant covariates relative to the irrelevant ones.

Although the proof techniques used in this section are not novel, this connection between support screening and \( \gamma \) has important practical implications that, to our knowledge, have not been sufficiently emphasized in the literature. In particular, we have established that good support recovery is an unrealistic goal if covariates in the true support can be predicted accurately using covariates outside the support. This issue cannot be ignored since covariates are likely to be correlated in high-dimensional data. We will address this issue in the following section by constructing an ensemble of sparse-input hierarchical networks.

### 3.3 Ensemble by averaging sparse-input hierarchical networks

We now propose ensemble by averaging sparse-input hierarchical networks, which we refer to as EASIER-net. Ensembling addresses two issues with training a single sparse-input hierarchical network. First, as shown in Section 3.2.1, accurate variable screening is unrealistic when covariates are highly correlated because there is not enough information to distinguish relevant versus irrelevant variables. Instead, the fitted model should reflect the uncertainty of the true support. Second, in many high-dimensional datasets, strongly-correlated covariates actually belong to a

\(^1\)We ignore the case where \( m > \lfloor d/2 \rfloor \) since this probability is only relevant if \( k > \lfloor d/2 \rfloor \). However, the probability must be zero in this case by the pigeonhole principle.
group, such as gene expression values from the same pathway. In this case, we would like the variable selection method to select variables from the same group at similar rates. We outline the ensembling procedure below and engage a Bayesian perspective to help us understand how ensembling addresses these two issues.

In EASIER-net, the ensemble is composed of $B$ independently-trained sparse-input hierarchical networks, denoted $\{\hat{f}(1), ..., \hat{f}(B)\}$. We inject noise into the training procedure to reduce correlation across the fitted models and, thereby, the variance of the ensemble [Breiman, 1996]. We follow nearly the same recipe as in Lakshminarayanan et al. [2017]: for each network, we randomly initialize the parameters and minimize (1) by running Adam with shuffled minibatches and then batch proximal gradient descent. To predict the response for a given input $x$, we average the predictions across networks, i.e. $\hat{f}_{\text{ensemble}} = \frac{1}{B} \sum_{b=1}^{B} \hat{f}(b)(x)$. Note that in classification problems, this involves averaging the categorical distributions. Also, unlike some ensembling procedures, e.g. random forests, we do not bootstrap or subsample our data. In empirical experiments, we found that random network initializations and random mini-batch ordering without data re/subsampling achieved stronger performance.

Ensembling can be viewed as an approximation of Bayesian model averaging (BMA), a connection that has been noted in previous works [Pearce et al., 2020, Wilson and Izmailov, 2020]. BMA places a prior over all possible model classes and averages over the posterior distributions to make a prediction [Madigan and Raftery, 1994]. Ensembling uses a similar approach: since stochastic gradient descent approximates the Bayesian posterior using a single mode [Mandt et al., 2017], the aforementioned ensembling procedure randomly samples maximum a posteriori (MAP) estimates and averages their predictions. By sampling multiple modes, ensembling often produces better approximations of the posterior distribution than procedures that sample from a single mode [Wilson and Izmailov, 2020, Pearce et al., 2020]. Since BMA is computationally intractable in many settings, we can instead use ensembling as a computationally efficient approximation.

We use this Bayesian perspective to understand why ensembling can help in settings where covariates are highly correlated. In variable selection problems, BMA quantifies the uncertainty of the true support via the posterior distribution [Raftery et al., 1997, Hoeting et al., 1999, Viallefont et al., 2001]. Since EASIER-net is an approximate BMA procedure, the probability that a member in EASIER-net selects support $\tilde{s}$ is approximately equal to the posterior probability that the true support is $\tilde{s}$, i.e. for any $b = 1, ..., B$, we have

$$\Pr \left( s(\hat{f}(b)) = \tilde{s}; \{(x_i, y_i) : i = 1, \ldots, n\} \right) \approx P \left( s(f) = \tilde{s} \mid \{(x_i, y_i) : i = 1, \ldots, n\} \right).$$  \hspace{1cm} (12)

Thus, the variety of the fitted supports in EASIER-net reflects the uncertainty of the variable selection procedure. Moreover, (12) implies that the selection rate of variable $i$ in EASIER-net is approximately the posterior probability of variable $i$ belonging in the true support. So if all variables in a group are strongly correlated, their selection rates should be similar.

### 3.4 Hyperparameter tuning

We tune the two penalty parameters in EASIER-net using K-fold cross-validation and fix the remaining hyperparameters to their default values (see the Section C in the Appendix for reasonable defaults). We recommend performing either a grid search or a random search [Bergstra and Bengio, 2012] over candidate penalty parameter values since these procedures are easily parallelizable.
For each candidate value, we apply EASIER-net to each of the $K$ folds and obtain the average validation loss. We then apply EASIER-net on all of the data using the penalty parameters that minimize the average validation loss.

4 Empirical analyses

For all analyses, we initialize SIER-net with 5 hidden layers and 100 hidden nodes per layer. In all cases, EASIER-net was trained with $B = 20$ members, unless specified otherwise. To handle class imbalance issues in (multi-)classification problems, we weight the observation’s loss by the inverse of the empirical frequency of its class. All continuous covariates and outcomes were centered and scaled to have mean zero and variance one. Penalty parameters were tuned via 4-fold cross-validation unless specified otherwise. The mini-batch size for Adam was one-third of the training dataset size.

4.1 Simulation study: Deconstructing EASIER-net

The purpose of this simulation is to study the contribution from each of the proposed modifications in EASIER-net. We do this by deconstructing EASIER-net, starting from a dense neural network and adding modifications progressively.

We consider three model-fitting procedures and ensemble versions of each one. The baseline model (DropoutNet) is a typical dense neural network that is regularized using a dropout rate of 15%; its ensemble version is similar to that in Olson et al. [2018]. For DropoutNet and its ensemble version, we only tune the number of hidden layers. Next, SparseNet adds an input filter layer and regularizes the network weights using two $L_1$ penalties, one to encourage sparsity in the inputs and another for the network weights. For SparseNet and its ensemble version, we tune the number of hidden layers and two $L_1$ penalty parameters. Finally, SIER-net adds skip-connections to SparseNet, keeps the initial number of hidden layers fixed, and reduces the number of hyperparameters to two. All networks were initialized with 100 hidden nodes per layer.

We consider four different simulation setups to reflect a variety of probable settings. Covariates $(X_1, ..., X_{100})$ are sampled independently from Unif(0, 1). Response $Y$ is defined as

$$Y = \sum_{i=0}^{m} (\sin(2x_{4i+1} + 2x_{4i+2}) + 5x_{4i+3}|x_{4i+4} - 0.25|) + \epsilon$$

where $\epsilon$ is a Gaussian random variable with variance chosen so that the signal to noise ratio is 2. To vary the sparsity of the true data-generating mechanism, we consider $m = 4$ and 19, which correspond to 20 and 100 relevant covariates, respectively. We also vary the amount of training data by considering 600 versus 3000 observations. We tune the hyperparameters using a single training validation split, where the number of validation samples is one-fourth of that for training.

As shown in Table 1, sparsity and ensembling improve the test loss in all four simulation settings. Sparsity offers the most improvement when the true model truly depends on a small subset of the covariates, but is still helpful when the true model depends on all the covariates. Ensembling offers the most improvement to the dense neural network because sparse models tend to be smaller and have more similar structures. The improvement in prediction accuracy by ensembling...
Table 1: We deconstruct EASIER-net to understand how each of the three modifications — sparsity, ensembling, and skip-connections — affect the test loss and the selected network structure. The baseline method DropoutNet only regularizes the model using dropout and requires tuning one hyperparameter. Next, the SparseNet method adds lasso penalties and increases the number of hyperparameters to three. Then, SIER-net adds skip-connections and reduces the number of hyperparameters to two; its ensemble version is EASIER-net. For DropoutNet and SparseNet, we denote the two single and ensemble versions using -Single and -Ensemble.
sparse-input hierarchical networks appears to depend on the data. Although ensembling seemed to improve accuracy only slightly in these simulations, we find that it provides significant gains on certain datasets in Section 4.3. Ensemble sparse neural networks and EASIER-net have very similar predictive accuracy in all simulation settings, which is exactly as desired. Recall that the former requires tuning three hyperparameters whereas the latter requires tuning only two. Thus, the skip-connections in EASIER-net help reduce the amount of computation time spent on network structure learning without sacrificing predictive accuracy.

Finally, we give an example to illustrate how varying penalty parameter $\lambda_2$ modulates the dependence on each of the network layers. Figure 2 plots the proportion of variance contributed by each layer, as defined in 3. For large values of $\lambda_2$, the proportion of variance contributed by the scaled inputs (layer $l = 1$) is one, which means the neural network is simply a linear model. As $\lambda_2$ decreases, the contribution from scaled inputs decreases, and the contribution by the hidden layers increase in the order of their depth; the first and second hidden layers begin contributing earliest, then the third and fourth, and finally the fifth. As expected, the fifth hidden layer contributes the most as $\lambda_2$ approaches zero, since the last hidden layer has the highest model capacity.

4.2 Simulation study: Variable selection

In this section, we study the two claims in this paper regarding variable selection by EASIER-net: i) the number of false negatives should be small if the truly relevant covariates contain predictive information that the other covariates do not and ii) highly correlated variables should be selected with similar proportions across the ensemble.

We run a simulation study where we vary the correlation between the covariates. For different values of $\rho \in [0, 1]$, we generate eight covariates $\mathbf{X}$ by sampling $\tilde{X}_i$ from Unif$(0, 1)$ for $i = 1, \ldots, 8$ and defining $X_i = \tilde{X}_i$ and $X_{i+4} = \rho \tilde{X}_i + (1 - \rho) \tilde{X}_{i+4}$ for $i = 1, \ldots, 4$. The response only depends on the first four through the equation $Y = X_1 \ast X_2 + \sin(X_3 + X_4) + \epsilon$, where $\epsilon$ is a Gaussian random variable with variance such that the signal to noise ratio is 2. We generated a total of 500 observations. To get accurate estimates of the variable selection rates, we fit EASIER-net with
| $\rho$ | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
|-------|----|----|----|----|----|----|----|----|
| 0.00  | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 0.50  | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 0.80  | 0.980 | 1.000 | 1.000 | 1.000 | 0.020 | 0.000 | 0.000 | 0.000 |
| 0.90  | 0.860 | 0.890 | 0.870 | 0.990 | 0.160 | 0.120 | 0.280 | 0.010 |
| 0.95  | 0.630 | 0.730 | 0.540 | 0.940 | 0.380 | 0.300 | 0.570 | 0.270 |
| 1.00  | 0.550 | 0.480 | 0.470 | 0.570 | 0.460 | 0.540 | 0.600 | 0.640 |

Table 2: The proportion of networks in EASIER-net that select each of the covariates. Only the first four covariates are in the true support. We simulate covariates such that the correlation between $X_i$ and $X_{i+4}$ is $\rho$ for $i = 1, \ldots, 4$. For small $\rho$, the model recovers the true support; for big $\rho$, the variable selection rates reflect the uncertainty of the true support.

In this simulation, EASIER-net was highly effective at support screening for $\rho$ from 0 to 0.8 (Table 2). In fact, we had perfect support recovery in most cases, which is a more difficult task than support screening. For $\rho = 0.8$, only one member in the ensemble omitted the first covariate and selected the fifth one instead. In addition, these results show that most member networks will select the same support in settings where support screening is effective using a single network. This means that ensembling does not make sparse-input hierarchical networks less interpretable when support screening is feasible.

The simulation results also show a clear grouping effect from ensembling. As $\rho$ increases, the selection probabilities of the correlated covariates $X_i$ and $X_{i+4}$ get closer, showing evidence of the grouping effect. In the extreme case where covariates $(X_1, \ldots, X_4)$ are identical to $(X_5, \ldots, X_8)$ (i.e. $\rho = 1$), the selection probabilities for $X_i$ and $X_{i+4}$ are similar for all $i = 1, \ldots, 4$. This is unsurprising since no procedure can differentiate which covariates are truly relevant in this setting.

### 4.3 Evaluation on UCI datasets

We study the performance of EASIER-net on five classification problems and six regression problems from the UCI repository [Dua and Graff, 2017], whose details are shown in Table 4 of the Appendix. To represent a variety of problem settings, the selected datasets vary in sample size, number of features, and number of classes. We compare against three other classifiers: logistic or linear regression with the lasso, random forests, and gradient boosted trees. Based on Olson et al. [2018], we also fit an ensemble of dense neural networks with dropout with ten hidden layers and 100 hidden nodes per layer. We used the negative log likelihood and squared error as the loss functions for the classification and regression tasks, respectively.

EASIER-net attains the smallest test loss across the regression and classification datasets on average. In particular, they achieve the best performance on two of the five classification problems and two of the six regression problems (Figure 3). We found that EASIER-net typically has similar or better performance than SIER-net, presumably because they are able to quantify model uncertainty. Among the remaining datasets, SIER-net, Lasso with linear or logistic regression, random forests, and XGBoost attained top performance in at least one dataset. On the other hand, deep neural networks with dropout never achieved top performance on any dataset, because
they can almost always benefit from network structure pruning.

The computation time for EASIER-net was on the same order as the other methods. For most of the datasets, the time to fit a single sparse-input hierarchical network took only a few minutes; for the largest dataset CT slices with 53500 observations, this took around forty minutes. By parallelizing both the ensembling and cross-validation procedures, the total time for running EASIER-net should take around double the time to fit a single sparse-input hierarchical network. Thus, given the prediction accuracy and computation time of EASIER-net, we conclude that they are a useful addition to the data analyst’s toolbox.

Across the eleven datasets, EASIER-net selected a variety of network structures via cross-validation (Table 3). In three cases, the selected model was linear in the input. In the remaining datasets, the network used at least one hidden layer, and the layer that contributed the most variance varied. We also show the variable selection rates for each dataset in Figure 4. The agreement across member networks in the ensemble depends on the dataset. For instance, the agreement was high on the soybean dataset and was much lower on the arrhythmia, semion, and Iran house datasets. This is consistent with our analysis: the soybean dataset contains a small number of high-level features that likely measure different pieces of information whereas many features in the arrhythmia dataset were extracted from the same channel [Guvenir et al., 1997].

5 Discussion

We have shown that an ensemble of sparse-input hierarchical networks is a useful modeling technique for datasets with a small number of observations. By employing skip-connections and sparsity-inducing penalties, this methodology can data-adaptively determine the appropriate model complexity: they can fit simple linear models, shallow neural networks, or deep networks. Empirically, we find that EASIER-net can significantly outperform popular machine learning algorithms in terms of prediction accuracy. Moreover, the model can do variable screening when the mutual information between the relevant and irrelevant covariates is low, and appears to induce a grouping effect when the mutual information is high.

The theoretical analyses of SIER-net in this paper provide probability bounds on the number
| Dataset       | Avg # hidden nodes | 1     | 2     | 3     | 4     | 5     | 6     |
|---------------|--------------------|-------|-------|-------|-------|-------|-------|
| gene cancer C | 0.0 (0.0)          | 1.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| soybean       | 0.0 (0.0)          | 1.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| semion        | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| hill valley   | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.01  | 0.02  |
| arrhythmia    | 60.0 (6.1)         | 0.00  | 0.00  | 0.00  | 0.00  | 0.61  | 0.61  |

**Classification tasks**

| Dataset       | Avg # hidden nodes | 1     | 2     | 3     | 4     | 5     | 6     |
|---------------|--------------------|-------|-------|-------|-------|-------|-------|
| crime         | 6.5 (0.6)          | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CT slices     | 100.0 (0.0)        | 0.02  | 0.00  | 0.00  | 0.00  | 0.00  | 0.03  |
| boston        | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.10  |
| Iran house    | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.01  | 0.08  |
| wine          | 9.9 (4.9)          | 0.01  | 0.01  | 0.71  | 0.30  | 0.00  | 0.00  |
| gene cancer R | 0.0 (0.0)          | 1.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |

**Regression tasks**

| Dataset       | Avg # hidden nodes | 1     | 2     | 3     | 4     | 5     | 6     |
|---------------|--------------------|-------|-------|-------|-------|-------|-------|
| crime         | 6.5 (0.6)          | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |
| CT slices     | 100.0 (0.0)        | 0.02  | 0.00  | 0.00  | 0.00  | 0.00  | 0.03  |
| boston        | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.10  |
| Iran house    | 100.0 (0.0)        | 0.00  | 0.00  | 0.00  | 0.00  | 0.01  | 0.08  |
| wine          | 9.9 (4.9)          | 0.01  | 0.01  | 0.71  | 0.30  | 0.00  | 0.00  |
| gene cancer R | 0.0 (0.0)          | 1.00  | 0.00  | 0.00  | 0.00  | 0.00  | 0.00  |

Table 3: Summaries of the structure of member networks from EASIER-net: the average number of hidden nodes per active layer and the proportion of variance contributed by each layer. Standard errors are shown in parentheses. We highlight the layer that contributes the most to the network prediction.

Figure 4: For each dataset, the proportion of member networks from EASIER-net that selected each variable, where each ensemble consists of 20 independently-trained networks. Variables are sorted along the x-axis according to their selection rates. The plot titles show the average support size and the standard error in parentheses. The variable selection rates reflect the uncertainty of the true support.
of false negatives. We have not bounded the number of false positives and leave this to future work. Nevertheless, the empirical experiments demonstrate that both SIER-net and EASIER-net are able to perform support recovery under certain conditions.

Because neural networks are highly modular, our method can be easily extended. For example, by modifying the output layer and objective function, we can output prediction sets/intervals to better quantify model uncertainty [Taylor, 2000, Feng et al., 2019]. For specific problem domains, we can also tailor the network structure and sparsity pattern to reflect our prior knowledge, such as applying a group lasso to known groups of covariates [Yuan and Lin, 2006].

Finally, interpretability of SIER-net and EASIER-net remains an issue, even with the help of sparsity. To better understand the model’s inner-workings, one may try using techniques like variable importance measures [Ribeiro et al., 2016, Lundberg and Lee, 2017, Feng et al., 2018], saliency maps [Simonyan and Zisserman, 2015], and influence functions [Koh and Liang, 2017].
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Appendix

A Sparse-input hierarchical network definition

For the reader’s convenience, the full set of equations that define a sparse-input hierarchical network $f_{W,b,\beta,\alpha}$ is given below:

$$ z_{1,i} = \beta_i x_i \quad \forall i = 1, ..., d $$  \hspace{1cm} (13)

$$ z_l = \phi(z_{l-1}W_{l-1} + b_{l-1}) \quad \forall l = 2, ..., L - 1 $$  \hspace{1cm} (14)

$$ \zeta_l = z_l W'_l + b'_l \quad \forall l = 1, ..., L - 1 $$  \hspace{1cm} (15)

$$ f_{W,b,\beta,\alpha}(x) = z_L = \phi_{out} \left( \sum_{l=1}^{L-1} \frac{|\alpha_l|}{\sum_{l' = 1}^{L-1} |\alpha_{l'}|} \zeta_l \right) $$  \hspace{1cm} (16)

B Proofs

For convenience, we overload the notation as follows. Consider a probability space $(\Omega, \mathcal{A}, P)$ with sample space $\Omega = \mathcal{X} \times \mathcal{Y}$, $\sigma$-algebra $\mathcal{A}$, and probability measure $P$. For a real-valued function $f : \mathcal{X} \times \mathcal{Y} \mapsto \mathbb{R}$, let $Pf(X,Y)$ denote the expected value of $f(X,Y)$. For a set-valued function $g : \mathcal{X} \times \mathcal{Y} \mapsto \mathcal{A}$, let $Pg(X,Y)$ denote the probability measure of $g(X,Y)$.

The proof for Theorem 1 uses standard empirical process techniques. Recall that for a given distribution $\mu$, the $\mu$-complexity of function class $\mathcal{F}$ for sample $(X_1, ..., X_n)$ is defined as

$$ E \left[ \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_i (f(X_i) - f^*(X_i)) \mid X_1, ..., X_n \right] $$  \hspace{1cm} (17)
where $\xi \sim \mu$ are independent and identically distributed (IID). The Gaussian complexity of $\mathcal{F}$ refers to the case when $\mu = N(0, 1)$. Let $\mathcal{G}_n(\mathcal{F})$ denote the uniform bound of the Gaussian complexity of $\mathcal{F}$ over all samples from $\mathcal{X}$. The Rademacher complexity of $\mathcal{F}$ refers to the case when $\mu$ is the Rademacher distribution. Analogously, let $\mathcal{R}_n(\mathcal{F})$ denote the uniform bound of the Rademacher complexity of $\mathcal{F}$ over all samples from $\mathcal{X}$.

We will use the $\mu$-complexity bounds derived in Barron and Klusowski [2019]. We note that their bounds technically pertain to dense ReLU neural networks, not sparse-input hierarchical networks. Nevertheless, it is easy to show that any sparse-input hierarchical network can be expressed as a dense ReLU neural network, albeit with additional hidden nodes per layer. Thus their derived complexity bounds are also valid for sparse-input hierarchical networks.

**Proof for Theorem 1.** Let $P_n$ be the empirical distribution of the training data. Because $\hat{\theta}$ is a global empirical risk minimizer, we have that

$$P \left\{ (f_{\hat{\theta}_n}(X) - Y)^2 - (f_{\theta^*}(X) - Y)^2 \right\} \leq (P - P_n) \left\{ (f_{\hat{\theta}_n}(X) - Y)^2 - (f_{\theta^*}(X) - Y)^2 \right\} = (P - P_n) \left\{ (f_{\hat{\theta}_n}(X) - f_{\theta^*}(X))^2 - \epsilon(f_{\theta^*}(X) - Y) \right\}. $$

Then for any $j = 1, \ldots, d$, we have that

$$P \left( |s - \hat{s}| \geq j \right) \leq P \left( P \left\{ (f_{\hat{\theta}_n}(X) - Y)^2 - (f_{\theta^*}(X) - Y)^2 \right\} \geq \gamma(j; P) \right) \leq P \left( (P - P_n) \left\{ (f_{\hat{\theta}_n}(X) - f_{\theta^*}(X))^2 - \epsilon(f_{\hat{\theta}_n}(X) - f_{\theta^*}(X)) \right\} \geq \gamma(j; P) \right) \leq P \left( \sup_{\theta \in \Theta_{L,B_0,B_1}} (P - P_n)(f(X) - f_{\theta^*}(X))^2 \right) + \sup_{\theta \in \Theta_{L,B_0,B_1}} (P - P_n) \epsilon(f(X) - f_{\theta^*}(X)) \geq \gamma(j; P).$$

For convenience, let $\mathcal{F}_{L,B_0,B_1} = \{ f_{\theta} : \theta \in \Theta_{L,B_0,B_1} \}$. We can bound the above probability by the union bound

$$P \left( |s - \hat{s}| \geq j \right) \leq P \left( 4B_0\mathcal{R}_n(\mathcal{F}_{L,B_0,B_1}) + \delta + \sigma\mathcal{G}_n(\mathcal{F}_{L,B_0,B_1}) + \delta \geq \gamma(j; P) \right) + P \left( \sup_{f \in \mathcal{F}_{L,B_0,B_1}} (P - P_n)(f(X) - f_{\theta^*}(X))^2 \right) + 4B_0\mathcal{R}_n(\mathcal{F}_{L,B_0,B_1}) \geq \delta \right) \leq 2 \exp \left( -\frac{n\epsilon^2}{8B_0\sigma^2} \right).$$

So with minor modifications of the Rademacher complexity to handle squared of functions with infinity-norm bounded by $B_0$, we have that (23) is bounded by $\exp \left( -\frac{n\epsilon^2}{2B_0} \right)$. Likewise, since $\epsilon$ is a mean-zero Gaussian RV with variance $\sigma^2$, then (24) is bounded by $2\exp \left( -\frac{n\epsilon^2}{8B_0\sigma^2} \right)$. Combining
the above inequalities, we have for all \( j = 1, \ldots, d \) that
\[
P \left( |s - \hat{s}| \geq j \right) \leq 1 \left\{ 4B_0R_n(\mathcal{F}_{L,B_0,B_1}) + \sigma G_n(\mathcal{F}_{L,B_0,B_1}) + 2\delta \geq \gamma(j; P) \right\} \quad (25)
\]
\[
+ \exp \left( -\frac{n\delta^2}{2B_0^4} \right) \quad (26)
\]
\[
+ 2 \exp \left( -\frac{n\delta^2}{8B_0^2\sigma^2} \right). \quad (27)
\]

Finally, since Barron and Klusowski [2019] proved that \( G_n(\mathcal{F}_{L,B_0,B_1}) \) and \( R_n(\mathcal{F}_{L,B_0,B_1}) \) are both bounded by \( B_1\sqrt{2(L \log(2) + \log(2d))}/n \), we can plug this into (25) and obtain our desired result.

Our proof for Theorem 2 depends on the following lemma, which is a straightforward adaptation of Proposition 15.1 in Wainwright [2019]. For any positive integer \( m \leq \min(k, \lfloor d/2 \rfloor) \), select two distributions \( P^{(1)}, P^{(2)} \in \mathcal{P}_{k,\gamma} \) such that
\[
\Delta(P^{(1)}, P^{(2)}) = \min(|s(\mu_{P^{(1)})} \setminus s(\mu_{P^{(2)})}|, |s(\mu_{P^{(2)})} \setminus s(\mu_{P^{(1)})}|) \geq 2m. \quad (28)
\]

Let \( Q \) denote the joint distribution over the pair of random variables \((Z,Y)\) generated using the following procedure:

1. Sample \( J \) from \( \{1, 2\} \) uniformly at random.
2. Given \( J = j \), sample \( X_1, \ldots, X_n \) iid from \( P^{(j)} \).

Define a testing function \( \psi \) as a mapping from \( X^n \mapsto \{1, 2\} \).

**Lemma 1.** For any positive integer \( m \leq \min(k, \lfloor d/2 \rfloor) \), we have that
\[
\inf_{\hat{f}_n, |s(\hat{f}_n)| \leq k} \sup_{\mu \in \mathcal{P}_{k,\gamma}} P \left( |s(\mu_{P^{(1)})} \setminus s(\hat{f}_n)| \geq m \right) \geq \inf_{\psi} Q(\psi(X_1, \ldots, X_n) \neq J) \quad (29)
\]
where the infimum ranges over all test functions.

**Proof.** For any \( M \), we have that
\[
\sup_{\mu \in \mathcal{P}_{k,\gamma}} P \left( |s(\mu_{P^{(1)})} \setminus s(\hat{f}_n)| \geq m \right) \geq \frac{1}{2} \sum_{j=1}^{2} P^{(j)} \left( |s(\mu_{P^{(j)})} \setminus s(\hat{f}_n)| \geq m \right). \quad (30)
\]

Define the testing function \( \psi(X_1, \ldots, X_n) = \arg\min_{j \in \{1, 2\}} |s(\mu_{P^{(j)})} \setminus s(\hat{f}_n)| \). We next show that if \( \mu_{P^{(j)}} \) is the true distribution, the event \( |s(\mu_{P^{(j)})} \setminus s(\hat{f}_n)| \leq m \) implies that \( \psi(X_1, \ldots, X_n) = j \). Because \( \hat{f}_n \) can choose at most \( k \) elements in the support and the assumption that \( \mu_{P^{(1)}} \) and \( \mu_{P^{(2)}} \) differ by at least \( 2m \) elements in their support, we have that if \( |s(\mu_{P^{(j)})} \setminus s(\hat{f}_n)| \leq m \) for some
\( j = 1, 2 \), then \( |s(\mu_{P_{j'}}) \setminus s(\hat{f}_n)| \geq m \) for \( j' \neq j \). Moreover, this implies that \( \psi(X_1, ..., X_n) = j \). Thus, we have established that
\[
\frac{1}{2} \sum_{j=1}^{2} P(j) \left( |s(\mu_{P_{j}}) \setminus s(\hat{f}_n)| \geq m \right) \geq Q(\psi(X_1, ..., X_n) \neq J).
\]

Finally, take the infimum with respect to all estimators on the left hand side and the infimum over all induced tests on the right hand side. Since the full infimum can only be smaller, we have established the desired result.

\[\square\]

**Proof for Theorem 2.** From Le Cam’s inequality, for any \( P^{(1)}, P^{(2)} \in \mathcal{P}_{k, \gamma} \) that satisfy (28), we have that
\[
\inf_{\psi} Q(\psi(X_1, ..., X_n) \neq J) \geq \frac{1}{2} \left( 1 - \|P^n\!_{(1)} - P^n\!_{(2)}\|_{TV} \right),
\]
where \( \| \cdot \|_{TV} \) is the total variation norm for probability distributions. We then lower bound the right hand side by relating the KL-divergence to the total variation norm as follows:
\[
\|P^n\!_{(1)} - P^n\!_{(2)}\|_{TV} \leq \sqrt{\frac{1}{2} D(P^n\!_{(1)}||P^n\!_{(2)})} = \sqrt{\frac{n}{2} D(1||P^n\!_{(1)}||P^n\!_{(2)})}.
\]

Since we assumed that \( \epsilon \sim N(0, \sigma^2) \), the squared error loss \( \ell \) is equal to the negative log likelihood scaled by \( \sigma^2 \). Thus, \( \gamma(2m)/\sigma^2 \) is the minimum KL-divergence between two functions in \( \mathcal{P}_{k, \gamma} \) with support differing by \( 2m \), i.e.
\[
\inf_{P^{(1)}, P^{(2)} \in \mathcal{P}_{k, \gamma} : \Delta(P^{(1)}, P^{(2)}) \geq 2m} D(P^{(1)}||P^{(2)}) = \gamma(2m)/\sigma^2.
\]

Combining the above results with Lemma 1, we have that
\[
\inf_{\hat{f}_n : |s(\hat{f}_n)| \leq k} P \left( |s(\mu_P) \setminus s(\hat{f}_n)| \geq m \right) \geq \sup_{P^{(1)}, P^{(2)} \in \mathcal{P}_{k, \gamma} : \Delta(P^{(1)}, P^{(2)}) \geq 2m} \frac{1}{2} \left( 1 - \|P^n\!_{(1)} - P^n\!_{(2)}\|_{TV} \right)
\]
\[
\geq \frac{1}{2} \left( 1 - \sqrt{\frac{n}{2} \gamma(2m)/\sigma^2} \right),
\]
where the first inequality follows from taking the supremum over the right hand side of (32). \(\square\)

### C  Hyperparameter default values

We recommend selecting the size of the ensemble \( B \) to be sufficiently large for its predicted value to plateau. We found that \( B = 20 \) worked well in all our experiments. We initialize the sparse-input hierarchical networks to be sufficiently wide and deep to obtain a small training loss.

In the empirical analyses, we use 5 hidden layers and 100 hidden nodes per layer. To perform penalized empirical minimization, we run Adam with the default learning rates and parameters until convergence and then batch proximal gradient descent until convergence. We use a mini-batch size that is one third of the total size of the data.

To speed up K-fold cross-validation, one could try to fit a smaller ensemble for each candidate penalty parameter set. In our work, we used \( B = 10 \) for tuning the penalty parameters.
| Dataset      | # features | # observations | # classes | Held-out proportion |
|--------------|------------|----------------|-----------|---------------------|
| Classification |           |                |           |                     |
| soybean      | 35         | 307            | 19        | 1/4                 |
| arrhythmia   | 279        | 452            | 13        | 1/4                 |
| gene cancer C | 20531      | 801            | 5         | 1/3                 |
| hill valley  | 100        | 606            | 2         | 1/3                 |
| semeion      | 256        | 1593           | 10        | 1/3                 |
| Regression   |           |                |           |                     |
| boston       | 13         | 506            | –         | 1/3                 |
| gene cancer R | 20530      | 801            | –         | 1/3                 |
| CT slices    | 384        | 53500          | –         | 1/3                 |
| crime        | 122        | 1994           | –         | 1/3                 |
| Iran house   | 103        | 372            | –         | 1/3                 |
| wine         | 11         | 4898           | –         | 1/3                 |

Table 4: Summary statistics for the selected datasets from the UCI Machine Learning Repository. The datasets were chosen to represent varying dataset shapes and sizes. One third of the data was held out for testing unless a random split resulted in no samples from a particular class. The gene cancer regression (gene cancer R) task is a derivative of the gene cancer classification (gene cancer C) task, where we try to predict the expression value for the first gene in the dataset instead of the type of cancer.
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