Abstract—Instance segmentation is of great importance for many biological applications, such as study of neural cell interactions, plant phenotyping, and quantitatively measuring how cells react to drug treatment. In this paper, we propose a novel box-based instance segmentation method. Box-based instance segmentation methods capture objects via bounding boxes and then perform individual segmentation within each bounding box region. However, existing methods can hardly differentiate the target from its neighboring objects within the same bounding box region due to their similar textures and low-contrast boundaries. To deal with this problem, in this paper, we propose an object-guided instance segmentation method. Our method first detects the center points of the objects, from which the bounding box parameters are then predicted. To perform segmentation, an object-guided coarse-to-fine segmentation branch is built along with the detection branch. The segmentation branch reuses the object features as guidance to separate target object from the neighboring ones within the same bounding box region. To further improve the segmentation quality, we design an auxiliary feature refinement module that densely samples and refines point-wise features in the boundary regions. Experimental results on three biological image datasets demonstrate the advantages of our method. The code will be available at https://github.com/yijingru/ObjGuided-Instance-Segmentation.
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I. INTRODUCTION

INSTANCE segmentation is a prerequisite for many biological applications such as phenotype measurement of cells [1] and plants [2], [3], cell lineage study [4] and histopathological image analysis [5]–[7]. It is a challenging task since it is non-trivial to separate the attached objects when their boundaries are of low contrast (e.g., overlapped leaves), as well as to capture the fine-grained object details (e.g., the filopodia and lamellipodia of neural cells). Instance segmentation requires assigning both class label (i.e., foreground and background) and instance label (i.e., object identity) to each pixel of an input image. The challenges of this task involve instance clustering, occlusion, adhesion of objects, etc. Existing instance segmentation methods can be divided into two types: box-free and box-based instance segmentation.

Box-free instance segmentation methods capture instances by analyzing the object morphology properties (e.g., boundaries, shapes, and textures) without the aid of object bounding boxes. In traditional methods this is typically achieved by extracting hand-crafted features. For example, Quelhas et al. [8] use a carefully designed sliding band filter to detect and segment cell nuclei. Tareef et al. [9] propose a fast watershed method to capture cervical cells. Bamford et al. [10] adopt active contours for cell nucleus segmentation. Boomgaard et al. [11] propose an energy-driven watershed method to improve the segmentation. These methods are well motivated with theoretical insights, but are sensitive to intensity variations and suffer from under- or over-segmentation.

With the advancement of deep learning methods in computer vision community, in recent years researchers have developed more robust methods with the aid of convolutional neural networks (CNN). One representative example is DCAN [12], which adopts fully convolutional network (FCN) to predict semantic labels of pixels and separates the touching objects by fusing contour information. Unlike DCAN, RecurrentIS [13] uses convolutional LSTM [14] to recurrently separate the leaf instances from FCN feature maps. Deep Watershed [15] learns an energy landscape and extracts segmentation masks according to the energy surfaces. StarDist [16] learns star-convex polygons to describe cell shapes. CosineEmbedding [17] retrieves instance masks by clustering pixel embeddings. Li et al. [7] differentiate the nuclear masks through their contour information. Unlike DCAN, RecurrentIS [13] uses convolutional LSTM [14] to recurrently separate the leaf instances from FCN feature maps. Deep Watershed [15] learns an energy landscape and extracts segmentation masks according to the energy surfaces. StarDist [16] learns star-convex polygons to describe cell shapes. CosineEmbedding [17] retrieves instance masks by clustering pixel embeddings. Li et al. [7] differentiate the nuclear masks through their contour information. Unlike DCAN, RecurrentIS [13] uses convolutional LSTM [14] to recurrently separate the leaf instances from FCN feature maps. Deep Watershed [15] learns an energy landscape and extracts segmentation masks according to the energy surfaces. StarDist [16] learns star-convex polygons to describe cell shapes. CosineEmbedding [17] retrieves instance masks by clustering pixel embeddings. Li et al. [7] differentiate the nuclear masks through their contour information.

In this paper, we propose an object-guided instance segmentation method. Our method first detects the center points of the objects, from which the bounding box parameters are then predicted. To perform segmentation, an object-guided coarse-to-fine segmentation branch is built along with the detection branch. The segmentation branch reuses the object features as guidance to separate target object from the neighboring ones within the same bounding box region. To further improve the segmentation quality, we design an auxiliary feature refinement module that densely samples and refines point-wise features in the boundary regions. Experimental results on three biological image datasets demonstrate the advantages of our method. The code will be available at https://github.com/yijingru/ObjGuided-Instance-Segmentation.
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Box-based instance segmentation comprises both object detection and object segmentation. In these methods, an object detector (e.g., [22]–[25]) first locates objects using bounding boxes; then instance segmentation is performed locally within regions of interest (ROI). One representative work is Mask R-CNN [26], which adopts faster R-CNN [23] to detect objects. It builds a segmentation head along with the detection head to output bounding boxes and segmentation masks simultaneously. Similarly, Ren et al. [27] provide a box net to localize and segment the instances recursively using attentive recurrent network. MaskLab [28] employs faster R-CNN and direction pooling for instance identification. To enhance the performance of instance segmentation, a few works focus on improving the object detector, which is crucial for the success of box-based strategy. For example, BAIS [29] corrects the bounding box shift issues with boundary-aware masks. PANet [30] aggregates multi-layers’ information to boost the detection accuracy of feature pyramid network (FPN) [31]. ANCIS [32] employs attentive single shot multibox detector (SSD) [25] to locate and segment cells in a coarse-to-fine manner. These methods have demonstrated promising results; however, the anchor-based object detectors used in them have several disadvantages. First, the anchor boxes are assigned to multiple feature maps with different scales and aspect ratios. However, only a small number of anchor boxes overlap with the ground-truth objects. This leads to an imbalance issue between positive and negative anchor boxes, making it difficult to train the object detector. Second, the anchor boxes introduce more hyper-parameters and design choices, which are non-trivial to select in practice. Recently, keypoint-based object detectors (e.g., [33]–[35]) are developed to address the above issues, and have shown better performances than anchor-based detection methods. Such a detection strategy has been incorporated into instance segmentation methods. For example, Keypoint Graph [36] detects the center and four corner points of a bounding box. Afterwards, the five points are grouped to form a predicted bounding box for the target object. Although being accurate for large objects, Keypoint Graph typically fails to capture small objects due to the overlapping of keypoints. Besides, the post-grouping process is computationally expensive.

In this paper, we propose to localize objects by detecting their center points, from which the bounding box parameters are determined. Different from Keypoint Graph [36] that groups the five points to form a bounding box, our method infers the bounding boxes directly from the center points. Without post-grouping process, the proposed method is computationally efficient. Moreover, only detecting the center points facilitates the identification of small objects since it does not have the overlapping issue as in Keypoint Graph. In addition, compared to our previous work, i.e., ANCIS [32], the proposed method is anchor-box free. Apart from object detector, a good segmentation method also plays an important role in instance segmentation task. To predict instance mask for each cropped ROI region, a few works construct a separate coarse-to-fine segmentation branch along with the object detection branch; examples include [32], [36], [37]. The coarse-to-fine segmentation branch utilizes multi-level ROI regions cropped from the backbone network and formulates a U-shaped [37] network that performs full-resolution segmentation for each instance. However, the U-shaped coarse-to-fine architecture can hardly differentiate the target object from the neighboring instances within the same ROI region due to their similar textures and blurred boundaries. To deal with this weakness, in this paper, we build an object-guided segmentation branch that reuses object features to make the model learn to remove undesired neighboring objects within a cropped ROI region.

To further improve the segmentation quality, we design an auxiliary feature refinement module. Our motivation is as follows. In the segmentation task, the network assigns class labels (i.e., foreground and background) to pixels sampled from regular grids. In this process, the model tends to sample more points from smooth regions (i.e., the areas inside object boundaries), while high-frequency regions (i.e., the areas around object boundaries) are under-sampled. As a result, during training the model is biased towards the smooth regions yet features in the high-frequency regions are not sufficiently learned. To address this issue, DCAN [12] makes the network predict a contour map to explicitly separate connected objects. A similar strategy is to use a pre-computed weight map to make the network focus on separation borders [37]. Another strategy
is to employ subdivision [38] or adaptive sampling [39] to refine the sampling point features in the boundary regions. For instance, PointRend [40] formulates image segmentation as a rendering problem and computes high-resolution segmentation maps by densely sampling and labeling the boundary pixels. However, PointRend would lead to non-smooth segmentation due to inconsistent interpolation in the output segmentation mask. Besides, PointRend fixes a very large resolution (e.g., 224 × 224) for each ROI, but in practice a size-adaptive scheme is more natural and cost-effective. In this paper, we propose an auxiliary feature refinement module that densely samples and refines the boundary features only in the training process. In this way, we make the model focus more on the boundary regions during training and retain a consistent pixel labeling for the segmentation output.

A. Contributions

In this paper, we propose an object-guided instance segmentation method to improve both detection and segmentation performance. The advantages of our methods are three-fold. First, we improve the object detection ability for box-based instance segmentation by adopting a center keypoint-based object detector. Second, we reuse the object features as guidance to make the model learn to separate target object from the neighboring objects within a cropped ROI region. Third, we improve the segmentation quality by densely sampling and refining the point-wise features around the boundary areas in an auxiliary manner. The proposed method is size-adaptive to all instances with different scales and sizes. We evaluate our method on three representative datasets, i.e., neural cell, plant phenotyping, and DSB2018. Experimental results demonstrate the superiority of our method compared to the state-of-the-art approaches. In addition, to further investigate the effectiveness of our method, we also apply it to the cell tracking and leaf segmentation challenges, and achieve decent performance.

B. Conflict of Interest

This paper is an extended version of our conference paper “Object-Guided Instance Segmentation for Biological Images” [41]. In this manuscript, we additionally propose an auxiliary feature refinement module to further improve the segmentation performance. Besides, we add more equations, figures, comparison experiments and experimental results.

C. Paper Organization

The paper is organized as follows. In Section II we present the proposed method in detail. In Section III we quantitatively and qualitatively evaluate our method on three datasets. In Section IV we offer an in-depth analysis of the experimental results, and additionally apply our method to two instance segmentation challenges for further analysis. We conclude the paper in Section V.

II. METHODOLOGY

An overview of the proposed object-guided instance segmentation model is provided in Fig. 1. Our end-to-end multi-task model contains two branches: (1) a center keypoint-based object detection branch (upper branch); (2) an object-guided image segmentation branch (lower branch). The auxiliary feature refinement module is built along with the segmentation branch. In the following sections, we first introduce our object detection branch in Section II-A. Then we describe the details of our instance segmentation strategy in Section II-B.

A. Center Keypoint-Based Object Detection

We adopt a U-shaped architecture [37] for center keypoint-based object detection. The backbone network is built upon ResNet50 conv1-5 [21] blocks, where skip connections are introduced to combine the high-level semantics in deep layers and low-level fine details in shallow layers. Batch Normalization is employed in the combination module B (see Fig. 1). Finally, a detection head (DecHead in Fig. 1) is built on the last feature map (c3 in Fig. 1). We illustrate the details of detection head in Fig. 2. As is shown, the detection head outputs three maps: heatmap, width-height map, and offset map. We use $L_{\text{heat}}, L_{\text{wh}},$ and $L_o$ to represent the loss of heatmap, width-height map, and offset map, respectively. The loss of detection branch is $L_{\text{dec}} = L_{\text{heat}} + L_{\text{wh}} + L_o.$

1) Center Heatmap: Center heatmap is a mask that contains 2D Gaussian blobs, and can be obtained as follows. First, we generate a binary mask where the positive locations indicate the cell centers and negative locations correspond to the background. However, directly using this binary mask as ground-truth for pixel classification is ineffective due to the severe imbalance between the number of positive and negative pixels. To address this problem, following the work of [33], [42], instead of penalizing all the background pixels, we reduce the penalty for background points within a circular blob region. The motivation is that if the real center point is not captured, we still have enough candidate points within the circular blob. Moreover, the bounding box at the candidate point should have a high intersection over union (IOU) with the bounding box at the center point. Therefore, after obtaining the binary mask, we create the ground-truth center heatmap by placing an unnormalized 2D Gaussian blob, i.e., $e^{-\frac{1}{2}(x-c_x)^2+(y-c_y)^2}$.
around each positive point (see Fig. 2), where \((c_u, c_v)\) is the object center (positive) location, \((u, v)\) is the background point in the blob, and \(\sigma\) is 1/3 of the radius. The radius is determined by ensuring the bounding box at the background point within the blob has a large overlap (e.g., 0.7 IOU) with the ground-truth bounding box at the center point [33]. We use a variant focal loss to optimize the parameters \([33], [42]\):

\[
L_{heat} = -\frac{1}{N} \left\{ (1 - p_i)^\alpha \log(p_i) \right\} \text{ if } y_i = 1
-\frac{1}{y_i} \left\{ (1 - y_i)^\beta (p_i)^\alpha \log(1 - p_i) \right\} \text{ otherwise},
\]

where \(i\) indexes the \(i\)-th location on the heatmap, \(N\) is the total number of center points, \(y\) is the ground-truth heatmap and \(p\) refers to the predicted heatmap. \(y_i = 1 \) or \(y_i = 0\) means the \(i\)-th location is a positive point (i.e., center point) or a negative point (i.e., background point), respectively. When \(y_i \in [0, 1]\), we multiply the term \((1 - y_i)\) with the weight \((p_i)^\alpha \log(1 - p_i)\) for a background point. As we can see, when a point is very close to the center point (i.e., \(y_i\) is small), its penalty will be small (i.e., \(\beta\) is large). On the contrary, if the \(i\)-th point is far away from the center point (i.e., \(y_i\) is large), its penalty will be large (i.e., \(\alpha\) is large). Empirically we set \(\alpha = 2\), \(\beta = 4\) in this paper, following [33], [43]. The predicted center heatmap is refined using a non-maximum-suppression (NMS) operation. This operation employs a \(3 \times 3\) max-pooling layer on the center heatmap. Finally, the center points are gathered according to their local maximum probabilities on the predicted heatmap. We refer to the heatmap probability at each center point as the confidence score of the corresponding decoded bounding box.

2) **Width-Height Map:** After obtaining the object center locations, in the next step, we extract the box width and height parameters at the center points from the width-height map. The size of width-height map is the same as center heatmap. In width-height map, only values at the center points participate in gradient computation and backpropagation. We use smooth\(_{L_1}\) loss to regresses the widths and heights of the bounding boxes at center points:

\[
L_{wh} = \sum_i \sum_{b \in \{w, h\}} \text{smooth}_{L_1}(b_i - \hat{b}_i),
\]

\[
\text{smooth}_{L_1}(\theta) = \begin{cases} 
0.5\theta^2 & \text{if } |\theta| < 1 \\
|\theta| - 0.5 & \text{otherwise}
\end{cases}
\]

where \(i\) indexes the center points, \(b\) and \(\hat{b}\) refer to the predicted and ground-truth box parameters, respectively.

3) **Offset Map:** As can be seen from Fig. 1, the output map is downscaled compared to the input image. For example, the map \(c^3\) is downscaled compared to \(c^1\). We could use a mirrored architecture like U-Net [37] to align the sizes of input and output maps. However, this turns out to be a sub-optimal strategy since the detection task does not require the fine details of objects, such as the contours. In particular, using a large output resolution for center detection would bring unnecessarily more computation and severe imbalance issues when training the heatmap. Therefore, in this paper we keep this non-mirrored architecture as in the general keypoint detection methods [33], [44]. When mapping the integer center points from input \(c^1\) to the output \(c^3\) (Fig. 1), we will have a floating-point discrepancy between the downscaled value and the quantified value. We use an offset map to compensate this discrepancy at each center point. Suppose \(n\) is the downsized factor, \((u, v)\) is a location in the input image. The offset map can be formulated as:

\[
o_i = \left( \frac{u_i}{n}, \frac{v_i}{n} \right),
\]

where \(o\) indexes the \(i\)-th center point. In the training process, we apply smooth\(_{L_1}\) loss to regress the offsets at center points:

\[
L_o = \sum_i \text{smooth}_{L_1}(o_i - \hat{o}_i),
\]

4) **Bounding Boxes Decoding:** With the predicted center heatmap, we extract center point locations \(c = (c_u, c_v)\) according to the local maximum probabilities on the heatmap. At the same time, we take out width \(w\) and height \(h\) at each center point from the width-height map, and offset \(o = (o_u, o_v)\) from the offset map. Then the compensated center location is \(\tilde{c} = (c_u + o_u, c_v + o_v) = (c_u, c_v)\). Given the downsized factor \(n\) (see Section II-A.3), the output bounding box is decoded as \((n\tilde{c}_u, n\tilde{c}_v, nw, nh)\).

**B. Object-Guided Segmentation**

With the decoded bounding boxes from Section II-A, we crop the regions within bounding boxes out of feature maps \(c^1\sim c^5\) (e.g., blue blocks in the upper branch of Fig. 1) to perform a coarse-to-fine instance segmentation. We use grid sampling with bilinear interpolation to crop the ROI patches. We omit those ROIs when their widths or heights are smaller than 2 pixels. To perform segmentation, we build an object-guided segmentation branch (the lower branch in Fig. 1) which employs skip connections (Module S in Fig. 1) to combine the deep and shallow features. The shallow features from encoder layers \(c^1\sim c^2\) contain rich morphology details such as leaf stalks. While being beneficial to recovering the fine details of objects, it also brings difficulty for the network to differentiate the target object from neighboring objects within the same cropped region. To solve this problem, we propose to leverage the object information (layers \(c^3\sim c^5\)) from the detection branch and thereby build an object-guided segmentation branch. Particularly, in this branch we adopt instance normalization to normalize the combined features. Given an ROI region \(r \in \mathbb{R}^{H \times W}\), instance normalization is formulated as:

\[
r'_{h, w} = \gamma (r_{h, w} - \mu) + \eta,
\]

where \(\mu\) and \(\sigma\) are the mean and variance of an ROI region, respectively. \(\gamma\) and \(\eta\) are two learned scaling factors for the network to control the extent of normalization. Note that we do not batch the cropped ROI patches, because the ROI patches are of different aspect ratios and scales, and simply padding and compiling them into a batch would introduce more computational cost. Therefore, we employ instance normalization instead of batch normalization in the combination module S (see Fig. 1).
The segmentation head comprises two convolutional layers with kernel size $3 \times 3$. We denote the predicted segmentation mask by $x \in \mathbb{R}^{H \times W}$. The parameters are optimized using binary cross-entropy loss, which is formulated as follows:

$$L_{seg} = - \sum_i (\hat{x}_i \log x_i + (1 - \hat{x}_i) \log(1 - x_i)),$$

where $i$ indexes the pixels on map $x$, and $\hat{x}$ represents the ground-truth mask.

To ensure the cropped ROI patches are not misaligned, we perform Hough Voting [45] to assign the floating-point value to its four surrounding integer grid points. Next, we conduct binary thresholding to the mask. Finally, we resize the mask to the original image size through nearest-neighbor interpolation.

### C. Auxiliary Feature Refinement Module

In this section, we introduce the auxiliary feature refinement module, which is an extension of our previous work [41].

Image segmentation can be viewed as a pixel labeling task performed on regular grids. In contrast to the pixels in smooth regions (i.e., regions inside the object boundaries), pixels on the object boundaries are usually insufficiently learned due to the regular sampling schemes. One existing work [37] deals with this problem by assigning more weights to the boundary pixels. However, its learning process is still based on the regular grid of pixels. In this paper, we propose an auxiliary feature refinement module, whichdensely samples and refines the boundary region features in the training process. The refined features (i.e., features in $e1$ and $e2$) are shared with the segmentation head (see Fig. 3). The sampling points of our method are non-uniformly distributed and are floating-point values. In this manner we provide more accurate information (e.g., labels are interpolated at floating-point positions) in the training process and therefore enable better learning of the boundary. In the following sections, we first introduce the generation of non-uniform sampling points, and then we illustrate the auxiliary feature refinement module.

#### 1) Non-Uniform Sampling Points:

Non-uniform sampling points are employed to extract the point-wise features in the boundary regions. To create non-uniform sampling points, we first need to determine the boundary regions from the predicted mask. An example of the predicted mask is shown in Fig. 3. The yellow and blue colors respectively represent the foreground and background regions where the network is confident. In other words, the network outputs very high probabilities for pixels in yellow regions and very low probabilities for pixels in blue regions. The green color reflects regions where the network is uncertain (i.e., the probability is around 0.5). We observe that these uncertain regions distribute in the high-frequency area, such as the boundary of objects. Based on this observation, we create an uncertainty map to identify the uncertain regions (e.g., boundary). Given a predicted mask $x \in \mathbb{R}^{H \times W}$, the uncertainty map is calculated by [40]:

$$x' = -|2x - 1|,$$

where the negative sign is introduced for the sorting purpose so that the values at uncertain regions correspond to the max. With uncertainty map $x'$ we can generate the non-uniform sampling points as follows. First, we randomly generate $kN$ (i.e., $k \times N$) sampling points whose coordinates are floating-point numbers, where $N = H \times W/D$. We use $D = 8$ in this paper considering the computation cost. To be specific, these points are randomly generated on the mask, where the horizontal and vertical coordinates are random floating-point numbers. Next, we sort these points according to their values on map $x'$ in descending order. The values are obtained through bilinear interpolation. Finally, we select the top $\beta N$ uncertain points as the sampling points. We use $k = 3$ and $\beta = 0.75$ as in PointRend [40]. In Fig. 3 we visualize the non-uniform sampling points, which are shown as red points.

#### 2) Auxiliary Feature Refinement:

After obtaining the non-uniform sampling points, we extract the corresponding point-wise features (e.g., a 64-dimension vector per pixel) from $e1$ and $e2$ (see Fig. 3) through bilinear interpolation. The extracted point-wise features are then fed into the refinement head, which combines and refines these features using two $1 \times 1$ convolutional layers. We use binary cross-entropy as the training loss for feature refinement head:

$$L_{ref} = - \sum_i (\hat{\zeta}_i \log \zeta_i + (1 - \hat{\zeta}_i) \log(1 - \zeta_i)),$$

where $i$ indexes the pixels on feature maps $e1$ and $e2$, $\zeta_i$ refer to the predicted logits at the sampling points and the ground-truth point labels, respectively. The ground-truth point labels $\zeta_i$ are soft labels which are obtained through bilinear interpolation at the floating-point sampling positions on the ground-truth mask $\hat{x}$.

### III. Experiments
A. Datasets

We evaluate the performance of our method on three biological datasets: neural cell, plant phenotyping, and DSB2018. The first two datasets contain instances with long and slender structures, while the last dataset consists of instances that generally have regular round shapes.

1) Plant Phenotyping: The study of plant phenotyping under different environmental conditions is critical to the understanding of plant function [2]. The phenotype relies on plant’s fine-grained properties, such as leaf numbers, shapes, age, maturity level, and so on. By capturing individual leaf objects, instance segmentation serves as an important tool to analyze these properties quantitatively. In this paper, we apply the proposed method to a public plant phenotyping dataset [2]. This dataset contains 473 top-down view plant images with various image sizes. We split the images into three subsets: 284 images for training, 95 images for validation, and 94 images for testing. The leaves in this dataset generally have long and slender stalks. Besides, the boundaries between leaves are blurry, making instance segmentation even more challenging.

2) Neural Cell: The cellular mechanisms about the specification of neurons, astrocytes, and oligodendrocytes from a single stem cell remain mysteries in neural science [4]. The study of interactions among neural cells plays an important role in understanding such cellular mechanisms. However, it is non-trivial to capture the filopodia and lamellipodia of neural cells, where the interactions typically happen. These structures are extremely tiny and are in low-contrast compared against the background in a given image. In this paper, we apply our method to a neural cell dataset, where the images are sampled from a collection of time-lapse microscopic videos of rat CNS stem cells [4]. This neural cell dataset contains 644 gray-scale images with size 512×640. We randomly select 386 images for training, 129 images for validation, and 129 images for testing. The neural cells have extremely irregular shapes with long and slender protrusions, and thereby bring difficulties for instance segmentation.

3) DSB2018: Instance segmentation of cells’ nuclei offers an important tool for researchers to measure how cells respond to various drug treatments and understand the underlying biological processes. In this paper, we apply our method to a public cell nuclei dataset, DSB2018, which is obtained from the training set of the 2018 Data Science Bowl. The task of this dataset is to capture the nuclei in diverse images. The images in the dataset are acquired under different conditions. The cell nuclei are mostly in round shapes, and their sizes vary among different cell types. We randomly split the total 670 images into three subsets: training (402 images), validation (134 images), and testing (134 images).

B. Evaluation Metric

We use AP (average precision) [46] as a metric to evaluate both object detection and instance segmentation performances, following the works of [26], [41], [47]. AP metric summarizes the precision-recall curve at a certain IOU threshold \(\alpha\). We use bounding box IOU between the predicted bounding box and the ground-truth bounding box when evaluating the detection performance (AP\(_{dec}\)). Similarly, we use mask IOU between the predicted mask and the ground-truth mask to evaluate the instance segmentation performance (AP\(_{seg}\)).

To compute AP, first, we sort the predicted bounding boxes or masks according to their confidence scores over all testing images. As mentioned before, the confidence score for our method refers to the probability that an extracted point is the object center, and can be obtained from center heatmap. In the next step, we calculate the IOU between predicted bounding box or mask \(p\) and its ground-truth \(\hat{p}\):

\[
\text{IOU} = \frac{p \cap \hat{p}}{p \cup \hat{p}}.
\]

We consider a predicted \(p\) as true positive (TP) if its IOU with \(\hat{p}\) is greater than a given threshold \(\alpha\). For a ground-truth \(\hat{p}\), it is matched to a predicted \(p\) that has the highest IOU with \(\hat{p}\) among all the true positive predictions; the remaining true positive predictions are considered as false positive (FP). If a ground-truth \(\hat{p}\) has no matched prediction \(p\) satisfying IOU\(_\alpha\) ≥ \(\alpha\), we record it as false negative (FN). After obtaining the TP, FP, and FN, we calculate the precision-recall curve. The AP\(_{\alpha}\) is calculated by measuring the area under the precision-recall curve. In this paper, we measure the AP at 10 IOU thresholds ranging from 0.5 to 0.95 with an interval of 0.05. We report the average value over the 10 thresholds as AP\(_{\{0.5:0.05:0.95\}}\).

C. Implementation Details

We implement our model with PyTorch1.2 on NVIDIA Quadro RTX 6000 GPUs. For all datasets, the input images are resized to 512 × 512 before being fed into the network. The number of instances on each image is not fixed. We augment the training images with random flipping and cropping. The parameters of the backbone network are pretrained on ImageNet. Other weights of the network are initialized using standard Gaussian distribution. We train the network using Adam optimizer [48] with an initial learning rate 1.25 × 10\(^{-4}\). We use Detectron2 to implement PointRend [40].

IV. RESULTS AND DISCUSSION

In this section, we compare the proposed method with two box-free instance segmentation methods (i.e., DCAN [12] and Cosine Embedding [17]) and three box-based instance segmentation methods (i.e., Mask R-CNN [26], PointRend [40], and Keypoint Graph [36]). The quantitative and qualitative results are shown in Table I and Fig. 4. In Table II, AP\(_{dec}\) refers to averaged detection performance over the 10 bounding box IOU thresholds. AP\(_{seg}\) is the averaged instance segmentation performance over the 10 mask IOU thresholds. We provide AP\(_{seg}\) at mask IOU thresholds of 0.5 and 0.75 in Table II.

A. Box-Free Instance Segmentation

DCAN and Cosine Embedding are two box-free methods, which infer the object masks without bounding box detection. The box-free methods are prone to errors due to blurred boundaries or uneven textures. For example, as shown in Table II, the detection and instance segmentation performances of DCAN are poor. The reason can be found in Fig. 4, where
Fig. 4. Visualization of instance segmentation results. The output segmentation masks are projected onto the input images. The last column shows the cropped and enlarged images from the second last column. The thin white arrows point to a failure case where the Keypoint Graph [36] cannot differentiate the two objects within the same ROI region. The thick white arrows demonstrate the effectiveness of our auxiliary feature refinement module; in particular, the details of the boundary are preserved.
### TABLE I
QUANTITATIVE INSTANCE SEGMENTATION RESULTS. SPEED (FPS: FRAME PER SECOND) IS MEASURED ON A SINGLE NVIDIA GeForce GTX 1080 GPU. AP IS MEASURED USING PASCAL VOC2010 METRIC [46]. THE SYMBOL “–” DENOTES THAT THE INFERENCE TIME IS GREATER THAN 1MIN PER IMAGE.

| Method           | Datasets    | Input Size | AP\textsuperscript{dec} \((0.5:0.5:0.95)\) | AP\textsuperscript{seg} \((0.5:0.5:0.95)\) | AP\textsuperscript{dec} \(0.5\) | AP\textsuperscript{seg} \(0.5\) | AP\textsuperscript{dec} \(0.75\) | AP\textsuperscript{seg} \(0.75\) | FPS |
|------------------|-------------|------------|---------------------------------|---------------------------------|----------------------------|----------------------------|----------------------------|----------------------------|-----|
| DCAN [12]        | DSB2018     | 512 × 512  | 16.47                           | 19.70                           | 48.36                      | 13.56                      | 2.67                      |                               |     |
| Cosine Embedding [17] |            | 512 × 512  | 2.25                            | 3.36                            | 14.96                      | 0.24                       | 16.67                     | 1.01                       |     |
| Mask R-CNN [26]  |             | 512 × 512  | 42.13                           | 42.58                           | 73.94                      | 45.05                      | 1.01                      |                               |     |
| PointRend [40]   |             | 512 × 512  | 40.10                           | 41.08                           | 75.02                      | 41.56                      | 14.67                     |                               |     |
| Keypoint Graph [36] |             | 512 × 512  | 49.07                           | 50.63                           | 76.13                      | 56.72                      | 1.54                      |                               |     |
| Ours W/O. Refine |             | 512 × 512  | 50.41                           | 61.14                           | 84.85                      | 65.14                      | 3.22                      |                               |     |
| Ours W. Refine   |             | 512 × 512  | 50.95                           | 61.25                           | 85.56                      | 65.22                      | 2.80                      |                               |     |
| DCAN [12]        | Plant       | 512 × 512  | 7.05                            | 16.67                           | 38.86                      | 13.02                      | 12.99                     |                               |     |
| Cosine Embedding [17] |            | 512 × 512  | 5.04                            | 6.68                            | 20.20                      | 3.24                       |                         |                               |     |
| Mask R-CNN [26]  |             | 512 × 512  | 47.44                           | 46.57                           | 81.56                      | 49.55                      | 5.57                      |                               |     |
| PointRend [40]   |             | 512 × 512  | 55.31                           | 58.54                           | 87.89                      | 65.11                      | 16.87                     |                               |     |
| Keypoint Graph [36] |             | 512 × 512  | 50.93                           | 49.70                           | 82.71                      | 51.27                      | 1.82                      |                               |     |
| Ours W/O. Refine |             | 512 × 512  | 59.45                           | 74.11                           | 92.20                      | 79.15                      | 5.45                      |                               |     |
| Ours W. Refine   |             | 512 × 512  | 62.99                           | 76.71                           | 92.98                      | 81.08                      | 5.69                      |                               |     |
| DCAN [12]        | DSB2018     | 512 × 512  | 1.70                            | 10.98                           | 44.82                      | 1.00                       | 4.87                      |                               |     |
| Cosine Embedding [17] |            | 512 × 512  | 4.29                            | 1.98                            | 11.71                      | 0.9                        |                         |                               |     |
| Mask R-CNN [26]  |             | 512 × 512  | 19.73                           | 21.43                           | 57.65                      | 9.84                       | 1.13                      |                               |     |
| PointRend [40]   |             | 512 × 512  | 39.93                           | 39.60                           | 87.19                      | 25.65                      | 15.97                     |                               |     |
| Keypoint Graph [36] |             | 512 × 512  | 43.68                           | 42.77                           | 85.11                      | 35.94                      | 1.86                      |                               |     |
| Ours W/O. Refine |             | 512 × 512  | 44.34                           | 58.26                           | 94.33                      | 67.24                      | 5.11                      |                               |     |
| Ours W. Refine   |             | 512 × 512  | 43.85                           | 60.38                           | 96.40                      | 72.86                      | 5.70                      |                               |     |

**Fig. 5.** Comparison of AP\textsuperscript{seg} at different IOU thresholds (ranging from 0.5 to 0.95 with an interval of 0.05) for three datasets: DSB2018, plant and neural. Our method (i.e., Ours W. Refine) exhibits noticeable benefits on both plant and neural datasets, where the objects have protrusions or long-tail structures.

DCAN fails to separate the overlapping leaves due to their unclear boundaries. Besides, by fusing the contour information with semantic maps, the predicted masks would lose details such as leaf stalks and cell protrusions. Cosine Embedding performs even worse compared to DCAN. In Table I Cosine Embedding is about 10 points lower than DCAN in AP\textsuperscript{dec}. From Fig. 4f, we observe that Cosine Embedding tends to produce fragmentary masks within the same object, resulting in more false positive cases. This phenomenon reveals that segmentation by clustering would be severely affected by the uneven textures of objects.

### B. Box-Based Instance Segmentation

Compared with box-free instance segmentation methods, box-based strategies excel in identifying individual objects. For example, as shown in Table I box-based methods (i.e., Mask R-CNN, PointRend, Keypoint Graph, and Ours) have better AP\textsuperscript{dec} than box-free methods (i.e., DCAN and Cosine Embedding). Among these box-based methods, the keypoint-based detection strategy (i.e., Keypoint Graph and Ours) overall has better detection accuracy AP\textsuperscript{dec} than the anchor box-based strategy (i.e., Mask R-CNN and PointRend), indicating that keypoint-based detectors are more preferable for instance segmentation due to their improved detection performance. On the other hand, the improvement of segmentation quality in turn boosts the detection performance. For example, compared with Mask R-CNN, PointRend achieves better detection accuracy especially on plant and neural cell datasets even though PointRend and Mask R-CNN adopt the same object detector. The reason is that PointRend renders the boundary pixels for the output mask and thereby preserves more boundary details; in this way, it further refines the bounding box locations. From Fig. 4f we observe that Mask R-CNN can hardly capture the object details such as cell protrusions and leaf stalks. The reason would be that Mask R-CNN uses ROI-Align to pool the ROI regions and fix the ROI resolution to \(28 \times 28\). Such a fixed resolution would not be enough to capture the object details. On the contrary, PointRend (Fig. 4f) computes the output mask iteratively up to a high resolution \((224 \times 224)\) and it captures more boundary details than Mask R-CNN. As shown in Table I PointRend achieves about 10 points higher AP\textsuperscript{seg} than Mask R-CNN on the plant and neural cell datasets, where the objects contain more fine details. However, from Fig. 4f we observe that PointRend...
would generate non-smooth (i.e., broken) segmentation masks especially for the long and slender protrusions of neural cells. The reason would be that PointRend only renders points in the boundary area and combines the rendered result with the initial coarse segmentation mask. This process does not explicitly capture the relationship between boundary and interior areas, leading to incomplete segmentation results (which may contain holes and fragments). Different from PointRend, our method refines the boundary features in an auxiliary way and therefore produces a more complete output mask (see Fig. 4).

C. Effectiveness of Object-Guided Segmentation

Different from Mask R-CNN and PointRend which use anchor box-based detector, Keypoint Graph predicts bounding boxes by detecting and grouping their corner and center points. Without the imbalance issue in the anchor box-based methods, Keypoint Graph tends to achieve better detection performance. Also, it can better capture the object details due to the coarse-to-fine segmentation branch. In Table I, we observe that the performance gap between Mask R-CNN and Keypoint Graph is small (<10 points in APseg) on DSB2018 and plant datasets. In contrast, on neural cell dataset which contains more long and slender fine structures, the gap is large (>20 points in APseg). However, Keypoint Graph can hardly identify the small objects (see Fig. 3) due to the overlapping of box keypoints. Besides, it is unable to suppress the neighboring objects effectively (see the failure cases indicated by the white arrows in Fig. 3). This kind of segmentation failure is even more evident on the plant dataset. In particular, from Table I we can observe that Keypoint Graph performs about 10 points lower in APseg than PointRend on the plant dataset. The weakness that the model cannot distinguish the target from its neighboring objects within the same cropped ROI region is difficult to overcome for the coarse-to-fine segmentation strategy. The reason is that coarse-to-fine segmentation consumes low-level features from the shallow layers; these features typically contain rich texture and boundary information and would bring difficulty for the network to differentiate the target. Note that Mask R-CNN and PointRend do not have this problem because they do not use shallow feature layers. However, Mask R-CNN tends to lose the fine details of objects and PointRend attempts to address this issue by rendering the boundary pixels.

Different from previous works, we solve this problem in a simple yet effective manner. In particular, we use the object features as guidance to make the model learn to suppress the neighboring objects within the same ROI region. As shown in Fig. 3, the proposed method is able to separate the overlapped leaves in the plant dataset, and suppress the neighboring cells in the neural cell dataset compared to Keypoint Graph. In addition, the proposed center keypoint-based detection strategy enables the network to better capture the small objects, as shown in the second column of Fig. 4.

D. Effectiveness of Auxiliary Feature Refinement Module

To demonstrate the effectiveness of auxiliary feature refinement module, we conduct ablation studies and consider two versions of our method: Ours W.O. (without) Refine and Ours W. (with) Refine. From Table I we observe that Ours W.O. Refine alone achieves the best performance in both detection and segmentation, compared to the baseline methods. With auxiliary feature refinement module, Ours W. Refine boosts the segmentation performance further, especially on the plant and neural cell datasets. From Fig. 4-h, we observe that Ours W. Refine better captures the boundary details of neural cells (indicated by thick arrows), compared with Ours W.O. Refine. We additionally illustrate the APseg at different IOU thresholds in Fig. 5. It can be observed that the proposed method achieves the best performance compared to the state-of-the-art methods. Also, Ours W. Refine performs better than Ours W.O. Refine especially for the plant and neural cell datasets. The reason would be that the objects in these two datasets contain more high-frequency and low-contrast areas, such as the boundaries of protrusions. The auxiliary feature refinement module learns to pay more attention to these areas and therefore boosts the overall performance.

We also conduct ablation studies with regard to different sampling strategies for the auxiliary feature refinement module (see Table II). We define eight sampling strategies. Given $N$ we randomly generate $kN$ sampling points on the uncertainty map (Eq. 8). Then the uniform strategies mean that a total of $\beta N = kN$ points are utilized for feature refinement. For biased strategies, we select the top $\beta N$ uncertain points from the whole $kN$ points for feature refinement (see Fig. 5). As can be seen from Table II, for DSB2018 dataset, the uniform and biased strategies almost have no impact on the performance. The reason would be that the cell nuclei are generally in round shapes and contain less fine structures such as cell protrusions and leaf stalks, and therefore are less challenging to segment. As a result, the proposed auxiliary feature refinement module does not show obvious advantages on DSB2018 dataset. For the plant phenotyping dataset that has overlapping leaves and long-tail structures, the biased strategies perform better than the uniform ones, indicating that focusing on the uncertain regions (e.g., boundary) helps network improve the segmentation quality. Further increasing the level of bias (i.e., increasing $k$) does not make obvious

---

Fig. 6. Visualization of sampling points (red points) from different sampling strategies for the auxiliary feature refinement module. The points are scattered on a predicted mask.
TABLE II
ABLATION STUDIES ON DIFFERENT SAMPLING STRATEGIES FOR THE AUXILIARY FEATURE REFINEMENT MODULE. FOR A GIVEN VALUE $N$, WE FIRST RANDOMLY GENERATE $kN$ SAMPLING POINTS ON THE UNCERTAINTY MAP. THEN THE TOP $\beta N$ UNCERTAIN POINTS ARE SELECTED AS FINAL SAMPLING POINTS FOR FEATURE REFINEMENT.

| Sampling Strategies   | $k$ | $\beta$ | Dataset   | AP$^\text{vg}_{50:0.95:0.95}$ |
|----------------------|-----|---------|-----------|-----------------------------|
| W.O. Sampling        | 1   | 0.5     | DSB2018   | 61.14                       |
| Uniform_small        | 1   | 1.0     | DSB2018   | 61.43                       |
| Biased_small         | 1   | 0.5     | DSB2018   | 60.71                       |
| Uniform              | 3   | 1.0     | DSB2018   | 60.57                       |
| Mildly Biased        | 3   | 2.0     | DSB2018   | 59.85                       |
| Slightly Biased      | 3   | 1.0     | DSB2018   | 60.84                       |
| Moderately Biased    | 3   | 0.75    | DSB2018   | 61.25                       |
| Greatly Biased       | 5   | 0.75    | DSB2018   | 60.94                       |
| Heavily Biased       | 10  | 0.75    | DSB2018   | 61.46                       |

W.O. Sampling        | 1   | 0.5     | Plant     | 74.11                       |
| Uniform_small        | 1   | 1.0     | Plant     | 75.40                       |
| Biased_small         | 1   | 0.5     | Plant     | 75.58                       |
| Uniform              | 3   | 1.0     | Plant     | 75.96                       |
| Mildly Biased        | 3   | 2.0     | Plant     | 76.07                       |
| Slightly Biased      | 3   | 1.0     | Plant     | 76.08                       |
| Moderately Biased    | 3   | 0.75    | Plant     | 76.71                       |
| Greatly Biased       | 5   | 0.75    | Plant     | 76.14                       |
| Heavily Biased       | 10  | 0.75    | Plant     | 76.17                       |

W.O. Sampling        | 1   | 0.5     | Neural    | 58.26                       |
| Uniform_small        | 1   | 1.0     | Neural    | 59.26                       |
| Biased_small         | 1   | 0.5     | Neural    | 58.67                       |
| Uniform              | 3   | 3.0     | Neural    | 57.81                       |
| Mildly Biased        | 3   | 2.0     | Neural    | 59.10                       |
| Slightly Biased      | 3   | 1.0     | Neural    | 60.27                       |
| Moderately Biased    | 3   | 0.75    | Neural    | 60.38                       |
| Greatly Biased       | 5   | 0.75    | Neural    | 59.22                       |
| Heavily Biased       | 10  | 0.75    | Neural    | 58.79                       |

improvement. For neural cell dataset, the moderately biased strategy performs the best. Notice that the uniform sampling strategy ($k = 1, \beta = 1$ or $k = 3, \beta = 3$) performs ~ 1 point lower than the moderately biased sampling strategy ($k = 3, \beta = 0.75$) on neural cell and plant datasets. This suggests the biased sampling is better than uniform sampling. Thus, we finally choose $k = 3$ and $\beta = 0.75$ as they achieve the best performance on neural cell and plant datasets.

**E. Inference Speed**

In Table II we compare the efficiency of different methods and report their inference speeds (FPS, frame per second). As shown in Table II, PointRend achieves the fastest speed due to its efficient implementation based on Detectron2 as well as the boundary-specific rendering strategy. However, as shown in Fig. 4, PointRend would generate incomplete instance masks as it only renders the boundary pixels. Compared to PointRend, the proposed method is less efficient but it is still faster than other competitive methods. The reason would be that the proposed method adopts a single-stage object detector, which is more efficient than the two-stage object detector used in Mask R-CNN. Besides, our center keypoint-based object detector only detects one keypoint for each object and thereby avoids the complicated post-grouping process required by Keypoint Graph. Finally, the non-mirrored detection architecture (Fig. I) makes the inference even faster.

**F. Evaluation on Cell Tracking Challenge**

To further investigate the effectiveness of our method, we evaluate our method on the external Cell Segmentation Bench- mark of Cell Tracking Challenge (CTC) [49]. In particular, we evaluate our method on three datasets: Flu-o-N2DL-HeLa, PhC-C2DL-U373, and PhC-C2DL-PSC. We use the same training configurations as before and only use random crop and flipping for data augmentation. The model is trained separately for different datasets. For datasets Flu-o-N2DL-HeLa and PhC-C2DL-U373, we only use the silver segmentation annotations (which are computer-generated) for training as the cells are in regular shapes and the gold annotations (which are human-annotated) are incomplete and limited in number. For PhC-C2DL-PSC which has long-tail structures, we finetune our model with gold annotations for 10 epochs. The performance is evaluated via online server. Three metrics are used: (1) DET, which is defined as normalized Acyclic Oriented Graph Matching (AOGM-D) measure [50] for detection; (2) SEG, which is the IOU between predicted and ground-truth masks; (3) OP$_{CSB} = 0.5$(DET + SEG). We report the evaluation results in Table III. We observe that although there are some gaps between our method and the top winners’ methods, our method still achieves decent performance. We would like to note that, winning a challenge depends on many factors, such as dataset-specific designs. Besides, the lack of training data (~200 images for each dataset) limits the power of deep neural networks which contain millions of parameters (62M for our method). Moreover, the annotations of the three datasets are incomplete. For example, the cells in PhC-C2DL-PSC contain many long-tail structures but the silver annotations fail to capture them (see Fig. 7). These incomplete silver annotations would mislead the model and make it ignore these fine boundary structures. In contrast, the gold annotations capture the fine details more accurately. However, the number of these annotations is very limited (e.g., only 4 images on the PhC-C2DL-PSC dataset). This means that the gold annotations are far from enough to teach the model to identify the cell fine structures correctly. Finally, the data in these datasets are actually videos, and our method is not designed to work on such data. In the future we plan to exploit the temporal information of videos, which we believe would further benefit the performance of our method.

**G. Evaluation on Leaf Segmentation Challenge**

Finally, we also evaluate our method on the Leaf Segmentation Challenge (LSC) [2], [57]. In this challenge, there are five datasets A1-A5, where A5 contains images from A1-A4. From Fig. 8 we can see A2 contains long and slender leaf
TABLE III
THE PERFORMANCE OF OUR METHOD ON THE EXTERNAL CELL SEGMENTATION BENCHMARK OF CELL TRACKING CHALLENGE. THE MODEL IS TRAINED SEPARATELY FOR DIFFERENT DATASETS. THE A/B FORMAT REPRESENTS OUR SCORE [51] Versus THE TOP WINNER SCORE. GT REFERS TO GROUND-TRUTH ANNOTATIONS. THE SILVER GROUND-TRUTH IS GENERATED BY COMPUTER. THE GOLD GROUND-TRUTH ON THE Datasets A3-Fail IS REFERENCE.

| Datasets | Training # | bestDice | absDiffFG | diffFG | FgBgDice |
|----------|------------|----------|-----------|--------|----------|
| A1       | 128        | 0.88     | 1.00      | 0.15   | 0.96     |
| A2       | 31         | 0.84     | 1.22      | 0.11   | 0.92     |
| A3       | 27         | 0.81     | 0.91      | -0.23  | 0.89     |
| A4       | 624        | 0.86     | 0.95      | 0.38   | 0.94     |
| A5       | 0          | 0.85     | 0.94      | 0.20   | 0.93     |
| Mean     | –          | 0.85     | 0.95      | 0.21   | 0.93     |

TABLE IV
THE PERFORMANCE OF OUR METHOD ON THE LEAF SEGMENTATION CHALLENGE [56]. THE SYMBOL "#" REFERS TO THE NUMBER OF IMAGES. WE ONLY USE RANDOM CROP AND FLIPPING FOR DATA AUGMENTATION. WE DO NOT USE THE FOREGROUND BINARY ANNOTATIONS IN BOTH TRAINING AND TESTING PROCESSES.

| Datasets | Training # | bestDice | absDiffFG | diffFG | FgBgDice |
|----------|------------|----------|-----------|--------|----------|
| A1       | 184        | 230      | 202       | 202    | –        |
| A2       | 184        | 230      | 202       | 202    | –        |
| A3       | –          | –        | –         | –      | –        |
| A3-Fail  | 184        | 230      | 202       | 202    | –        |
| A4       | –          | –        | –         | –      | –        |
| Mean     | –          | –        | –         | –      | –        |

Fig. 8. Illustration of instance segmentation results on Leaf Segmentation Challenge. We show a failure case for A3 dataset, whose leaves are larger than those in other datasets.

V. CONCLUSION
In this paper, we propose a novel object-guided instance segmentation method. The proposed method reuses the object features as guidance to make the model focus on the target and suppress its neighboring objects within the same cropped ROI region. The proposed auxiliary feature refinement module enables the network to refine the boundary features and further boosts the segmentation quality. Over different datasets we show that our method achieves competitive results compared to the state-of-the-art methods.
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