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Abstract Given the often enormous effort required to train GANs, both computationally as well as in dataset collection, the re-use of pretrained GANs largely increases the potential impact of generative models. Therefore, we propose a novel knowledge transfer method for generative models based on mining the knowledge that is most beneficial to a specific target domain, either from a single or multiple pretrained GANs. This is done using a miner network that identifies which part of the generative distribution of each pretrained GAN outputs samples closest to the target domain. Mining effectively steers GAN sampling towards suitable regions of the latent space, which facilitates the posterior finetuning and avoids pathologies of other methods, such as mode collapse and lack of flexibility. Furthermore, to prevent overfitting on small target domains, we introduce sparse subnetwork selection, that restricts the set of trainable neurons to those that are relevant for the target dataset. We perform comprehensive experiments on several challenging datasets using various GAN architectures (BigGAN, Progressive GAN, and StyleGAN) and show that the proposed method, called MineGAN, effectively transfers knowledge to domains with few target images, outperforming existing methods. In addition, MineGAN can successfully transfer knowledge from multiple pretrained GANs. MineGAN.

1 Introduction

Generative adversarial networks (GANs) provide a powerful tool to learn complex distributions (Goodfellow et al., 2014). Given a target data distribution, a GAN aims to learn a generator network that can generate samples from that distribution. A discriminator, or critic, is learned simultaneously with the generator and aims to distinguish between real and generated target samples. The generator is optimized to trick the discriminator. They have been successfully applied in a wide range of applications, including image manipulation (Isola et al., 2017; Zhu et al., 2017), style transfer (Gatys et al., 2016), compression (Tschannen et al., 2018), and colorization (Zhang et al., 2016).

A known drawback of GANs is that they require large amounts of data to learn complex image data distributions (Wang et al., 2018; Karras et al., 2020b; Brock et al., 2019). In addition, recent GAN architectures, that generate excellent high-quality realistic images, need excessive training times (Karras et al., 2017, 2019, 2020b; Brock et al., 2019). For example, progressive GANs are trained on 30K images and require a month of training on one NVIDIA Tesla V100 (Karras et al., 2017). Therefore, being able to exploit these high-quality pretrained models is desirable, not just to generate the distribution on which they are trained, but also to combine them with other models or adapt them to small target. For instance, one might only want to generate a subset of the original pretrained GAN, e.g.
generating women using a pretrained GAN trained to generate men and women alike. Alternatively, one may want to generate smiling people from two pretrained generative models, one for men and one for women. In this paper, we study several different scenarios for transfer learning of GANs, and propose new techniques that allow for the re-use of pretrained generative models, thereby opening-up the usage of generative models to target domains with scarce data.

Transferring knowledge to domains with limited data has been extensively studied for discriminative models (Donahue et al., 2014; Oquab et al., 2014; Pan and Yang, 2010; Tzeng et al., 2015), enabling the re-use of high-quality networks. However, knowledge transfer for generative models has received significantly less attention, possibly due to its great difficulty, especially when transferring to target domains with few images. Only recently, TransferGAN (Wang et al., 2018) studied finetuning from a single pretrained generative model and showed that it is beneficial for domains with scarce data. However, Noguchi and Harada (Noguchi and Harada, 2019) observed that this technique leads to mode collapse. Instead, they proposed to reduce the number of trainable parameters, and only finetune the learnable parameters for the batch normalization (scale and shift) of the generator. Despite being less prone to overfitting, their approach severely limits the effectiveness of the knowledge transfer.

In this paper, we propose our method MineGAN that addresses knowledge transfer by adapting a trained generative model for targeted image generation given a small sample of the target distribution. We introduce the process of mining of GANs. This is performed by a miner network that transforms a multivariate normal distribution into a distribution on the input space of the pretrained GAN in such a way that the generated images resemble those of the target domain. The miner network has considerably fewer parameters than the pretrained GAN and is therefore less prone to overfitting. The mining step predisposes the pretrained GAN to sample from a narrower region of the latent distribution that is closer to the target domain. This eases the subsequent finetuning step by providing a cleaner training signal with lower variance (in contrast to sampling from the whole source latent space as in TransferGAN (Wang et al., 2018)).

In addition, our mining approach enables transferring from multiple pretrained GANs, which allows us to aggregate information from multiple sources simultaneously to generate samples akin to the target domain. We study two approaches to exploit knowledge from multiple GANs. In the first approach, we show how to simultaneously mine multiple GANs; learning a separate miner network for each pretrained GAN. In the second approach, we consider first fusing the GANs into a single conditional GAN after which a standard mining operation on the single GAN can be performed. To the best of our knowledge, we are the first to consider transferring knowledge from multiple pretrained GANs to a target domain.

Furthermore, we present a new regularization of the GAN discriminator weights to further restrict overfitting. The proposed regularization is based on the idea that network weights have different levels of importance, and fixing the least important weights does not significantly reduce the capacity of the network to transfer to new domains. Our regularization, called sparse subnetwork selection, adaptively evaluates the importance of each filter based on its gradient norm, and then updates the important filters for the target domain and freezes the remaining filters. Consequently, our method preserves the adaptation capabilities of finetuning while preventing overfitting. We call this improved version of our method MineGAN++.

In summary, our main contributions are:

- We introduce a novel miner network to steer the sampling of the latent distribution of a pretrained GAN to a target distribution determined by few images.
- We present a new regularization method, called sparse subnetwork selection, to localize target-relevant parameters to reduce overfitting.
- We are the first to address knowledge transfer from multiple GANs to a single generative model.
- Our approach performs favorably against existing methods on a variety of settings, including transferring knowledge from unconditional, conditional, and multiple GANs.

This paper is an extension of our previous work (Wang et al., 2020b). We have included more analysis and insight on how to effectively leverage pretrained generative models, as well as new techniques to improve their transfer, fusion and adaptation. In particular, we additionally include: (1) a new technique called sparse subnetwork selection which formulates the importance of neurons of the pretrained model for target domain; (2) a fusion mechanism that merges multiple pretrained GANs into a single model. This allows to utilize knowledge from all pretrained models; (3) a new optimization procedure for knowledge transfer from multiple GANs that improves the performance of our preliminary work (Wang et al., 2020b). We also evaluate our method on the new pretrained StyleGAN (Karras et al., 2019), which shows outstanding results for image generation. Furthermore, we conduct experiments and present results on two new datasets:
the Animal face (Si and Zhu, 2011), and the collected Winter church dataset.

This paper is organized as follows. In next section, we review work from the literature. In Section 3 we explore the mining from a single GAN, multiple GANs and elaborate on knowledge transfer with MineGAN. In Section 4, we introduce mining conditional GANs and fusion of multiple pretrained GANs. We perform extensive experiments to evaluate the proposed method in Section 5. Finally, conclusions are presented in Section 6.

2 Related work

2.1 Generative adversarial networks

GANs consists of two modules: a generator and discriminator, both of which play a minimax game (Goodfellow et al., 2014). The generator aims to synthesize a data distribution that mimics the real data distribution such that the discriminator fails to distinguish between images from the real distribution and generated images. GANs have been applied to various tasks: computer vision (Dziugaite et al., 2015; Ma et al., 2017; Vondrick et al., 2016), and natural language processing (Fedus et al., 2018; Yang et al., 2017), audio synthesis (Donahue et al., 2019; Liu et al., 2020), etc.

Training GANs, however, is notoriously difficult, suffering from mode collapse (i.e., only generating a small subset of outputs) and training instability, since achieving a Nash equilibrium for both discriminator and generator is non-trivial. Currently, there are two main research directions in the GAN research community. The first trend focuses on improving the optimization method to more accurately match the real data distribution. Some approaches (Gulrajani et al., 2017; Salimans et al., 2016; Mao et al., 2017; Arjovsky et al., 2017; Miyato et al., 2018) have successfully reduced training instability as well as mode collapse following this direction. Both WGAN (Arjovsky et al., 2017) and its variant the WGAN-GP (Arjovsky and Bottou, 2017) leverage the Earth mover or Wasserstein-1 (Rubner et al., 2000) distance to optimize the training of GAN. LSGAN (Mao et al., 2017) introduces the decision boundary determined by the discriminator to address the vanishing gradient problem. Spectral normalization GAN (SN-GAN) (Miyato et al., 2018) applies the weight norm to optimize the training of the discriminator. RealnessGAN (Xiangli et al., 2020) proposes to use the multiple angles to estimate the realness predicted by the discriminator. Sphere GAN (Park and Kwon, 2019) presents a novel integral probability metric (IPM)-based GAN. This method defines IPMs on the hypersphere (i.e., a type of Riemannian manifolds), which can be trained stably using bounded IPMs.

The second direction attempts to find an effective architecture such that synthesized images are of the highest quality. Several architectures have been proposed to this end, with varying levels of success (Radford et al., 2016; Denton et al., 2015; Karras et al., 2017, 2019; Brock et al., 2019). The original GAN paper (Goodfellow et al., 2014) employs a multiLayer perceptron (MLP) to train the generator and the discriminator. LAPGAN (Denton et al., 2015) uses a multi-scale technique to generate higher resolution images. A major improvement was proposed by DCGAN (Radford et al., 2016), which firstly applies the transposed convolution for Generator. This method achieves excellent performance on image quality. Recently, Progressive GAN (Karras et al., 2017) (PGAN) generates better images by synthesizing them progressively from low to high-resolution. Two variants (Karras et al., 2019, 2020b) of PGAN allow users to manipulate the output and reduce the number of artifacts in the generated images. MSG-GAN (Karnewar and Wang, 2020) proposed a simple but effective technique to allow the flow of gradients from the discriminator to the generator at multiple scales. In terms of conditional image generation, BigGAN (Brock et al., 2019) successfully performs conditional high-realistic generation from ImageNet (Deng et al., 2009). Recent architecture-variant methods, however, present inferior performance when using limited data. In this paper, we aim to investigate how to synthesize high fidelity image from few images.

2.2 Transfer learning for GANs

While knowledge transfer has been widely studied for discriminative models in computer vision (Donahue et al., 2014; Pan and Yang, 2010; Oquab et al., 2014; Tzeng et al., 2015). (Jitkrittum et al., 2019) explores the generative model, which provides a procedure for constructing a content-based generator by leveraging existing pretrained unconditional generative models. However, it does not focus on transfer learning for target data. TransferGAN (Wang et al., 2018) investigated finetuning of pretrained GANs, leading to improved performance for target domains with limited samples. This method, however, suffers from mode collapse and overfitting, as it updates all parameters of the generator to adapt to the target domain. Recently, Batch statistics adaptation (BSA) (Noguchi and Harada, 2019) propose to only update the batch normalization parameters. Although less susceptible to mode collapse, this approach significantly reduces the adaptation flexibility of the model since changing only the parameters of the
batch normalization permits for style changes but is not expected to function when shape needs to be changed. They also replaced the GAN loss with a mean square error loss. As a result, their model only learns the relationship between latent vectors and sparse training samples, requiring the input noise distribution to be truncated during inference to generate realistic samples. Different to BSA (Noguchi and Harada, 2019), concurrent work (Zhao et al., 2020a; Mo et al., 2020) only update a partial set of network parameters. Specifically, they fix the top layers (which are close to the output) of the pretrained generator, and the first layers of the pretrained discriminator. The two methods, however, require to select manually the specific layer which is frozen or not. Our method does not suffer from this drawback, as it learns how to automatically localize the target-specific weight. Another concurrent method (Li et al., 2020b) proposes to combine pre-trained GAN training with Elastic Weight Consolidation (EWC) (Kirkpatrick et al., 2017). An additional difference between our work and existing work on transfer learning for GANs is that we are the first to consider transferring knowledge from multiple GANs to a single target domain.

2.3 GAN compression

The effect of knowledge distillation on GANs has studied the image-to-image translation. The authors of (Shu et al., 2019) propose the first end-to-end optimization framework combining multiple compression techniques for GAN compression. Naively minimizing the distance between the generated images of students and teachers leads to the inferior performance of the student model (Li et al., 2020c). Li et al. introduce the classification-based knowledge distillation for the image-to-image translation (Li et al., 2020a). Recently, Chen et al. propose a new knowledge distillation framework on GANs by distilling both the generator and the discriminator (Chen et al., 2020). OMGD (Ren et al., 2021) introduce a GAN-oriented online scheme that the teacher helps to warm up the student and guide the optimization direction step by step. The work (Zhang et al., 2022) propose a knowledge distillation method referred to as wavelet knowledge distillation to perform the knowledge distillation. Finally, You et al. (You et al., 2022) explores the content relationships for distillation of efficient GANs.

2.4 Transfer Learning in NLP

In NLP, the transfer learning of pretrained language models has been widely explored. Compared to fine-tuning, the parameter-efficient transfer method (Houlsby et al., 2019) obtains outstanding results with a small number of trainable parameters while achieving performance analogous to fine-tuning. Parameter-efficient transfer methods mainly consist of two directions: adapter-based and prompt-engineering approaches. The adapter-based methods (Houlsby et al., 2019; Pfeiffer et al., 2021) aim to search a small network, and freeze the pretrained language model. The basic structure of the adapter-based method consists of a bottleneck layer, a nonlinear function, a normalization layer, and a residual connection. LoRA (Hu et al., 2022) inserts low-rank decomposition matrices for the weights in self-attention layers (Vaswani et al., 2017). To fully exploit the ability of the pretrained language model, the prompt engineering approaches, transform the existing task into a text generation problem to predict the appropriate word in a given sentence. Previous works investigate handcrafted manual prompts (Schick and Schütze, 2021; Jiang et al., 2020) or in-context learning (Brown et al., 2020; Raffel et al., 2020; Gao et al., 2021; Zhao et al., 2021b). Since the drawback of the manual prompt, more recent works propose a soft prompt (Li and Liang, 2021; Lester et al., 2021; Shin et al., 2020; Liu et al., 2021). The soft prompt separates the additionally trained parameters, and solely use the final output of the trained parameters as the prompt, overcoming additional latency in the inference phase. In this paper, we exploit similar ideas for parameter-efficient transfer learning for generative models.

2.5 Data augmentation

Data augmentation (Shorten and Khoshgoftaar, 2019) is a data-space solution against overcome overfitting when given limited data. For example, leveraging various data processing techniques (e.g., flip, rotation, cutout, etc.) results in increasing performance for classification task. Recently, data augmentation is also applied for GANs. Zhao et al. (Zhao et al., 2020c, 2021a) naively leverage data augmentation to stabilize the training of GANs. DiffAugment (Zhao et al., 2020b) and ADA (Karras et al., 2020a) show that differentiable augmentation techniques can effectively stabilize training and vastly improve the quality when training data is sparse. They perform data augmentation for generated images as well as for the real one. As shown in ADA (Karras et al., 2020a), data augmentation obtains lower performance than transfer learning when the
number of training data is less than 1k (see Fig.9(c) in (Karras et al., 2020a)). In this paper, we focus on optimizing GANs on domains with fewer than 1k images.

2.6 Iterative image generation

Nguyen et al. (Nguyen et al., 2016) have investigated training networks to generate images that maximize the activation of neurons in a pretrained classification network. In a follow-up approach (Nguyen et al., 2017) that improves the diversity of the generated images, they use this technique to generate images of a particular class from a pretrained classifier network. In principle, these works do not aim at transferring knowledge to a new domain, and can instead only be applied to generate a distribution that is exactly described by one of the class labels of the pretrained classifier network. Another major difference is that the generation at inference time of each image is an iterative process of successive backpropagation updates until convergence, whereas our method is feedforward during inference.

3 Mining unconditional GANs

Given one or more pretrained GANs and a few images of a target domain, our goal is to use the knowledge within the pretrained models to train a new GAN on the target domain in an effective fashion. We start with a general formulation of unconditional GANs in Section 3.1. We then introduce mining from a single GAN in Section 3.2. Next, we present our general method for an arbitrary number of pretrained GANs in Section 3.3. Finally, Section 3.4 details how to apply the miners resulting from the previous sections to further improve the training of the new GAN models.

3.1 GAN formulation

Let \( p_{data}(x) \) be a probability distribution over real data \( x \) determined by a set of real images \( \mathcal{D} \), and let \( p_z(z) \) be a prior distribution over an input noise variable \( z \). The generator \( G \) is trained to synthesize images given \( z \sim p_z(z) \) as input, inducing a generative distribution \( p_g(x) \) that should approximate the real data distribution \( p_{data}(x) \). This is achieved through an adversarial game (Goodfellow et al., 2014), in which a discriminator \( D \) aims to distinguish between real images and images generated by \( G \), while the generator tries to generate images that fool \( D \). More concretely, we follow the WGAN-GP (Gulrajani et al., 2017) variant, which provides better convergence properties by using the Wasserstein loss (Arjovsky et al., 2017) and a gradient penalty term (omitted from our formulation for simplicity). The discriminator (also called critic) and generator losses are defined as follows:

\[
L_D = \mathbb{E}_{z \sim p_z(z)}[D(G(z))] - \mathbb{E}_{x \sim p_{data}(x)}[D(x)],
\]

\[
L_G = -\mathbb{E}_{z \sim p_z(z)}[D(G(z))].
\]

In this paper, we also consider families of pretrained generators \( \{G_i\} \). Each \( G_i \) has the ability to synthesize images given input noise \( z^{\prime} \sim p_z(z) \). For simplicity, and without loss of generality, we assume that the prior distributions are Gaussian, i.e. \( p_z(z) = \mathcal{N}(z | \mu, \Sigma) \). Each generator \( G_i(z) \) induces a learned generative distribution \( p_g^i(x) \), which approximates the corresponding real data distribution \( p_{data}^i(x) \) over real data \( x \) given by the source domain image set \( \mathcal{D}_s \).

3.2 Mining from a single GAN

We want to approximate a target real data distribution \( p_{data}^T(x) \) induced by a set of real images \( \mathcal{D}_T \), given a critic \( D \) and a generator \( G \), which have been trained to approximate a source data distribution \( p_{data}(x) \) via the generative distribution \( p_g(x) \). The mining operation learns a new generative distribution \( p_g^T(x) \) by finding those regions in \( p_g(x) \) that better approximate the target data distribution \( p_{data}^T(x) \) while keeping \( G \) fixed. In order to find such regions, mining actually finds a new prior distribution \( p_z^T(z) \) such that samples \( G(z) \) with \( z \sim p_z^T(z) \) are similar to samples from \( p_{data}^T(x) \) (see Fig. 1a). For this purpose, we propose a new GAN component called miner, implemented by a small multilayer perceptron \( M \). Its goal is to transform the original input standard Gaussian distribution noise variable \( u \sim p_z(u) \) to follow a new, more suitable prior that identifies the regions in \( p_g(x) \) that most closely align with the target distribution.

Our overall method comprises two stages. The first stage steers the latent space of the fixed generator \( G \) to suitable areas of the target distribution. We refer to the first stage as MineGAN (w/o FT) and present the proposed mining architecture in Fig. 1b. The second stage updates the weights of the generator via finetuning (\( G \) is no longer fixed). MineGAN refers to our overall method including finetuning.

Miner \( M \) acts as an interface between the input noise variable and the generator, which remains trainable during training. To generate an image, we first sample \( u \sim p_z(u) \), transform it with \( M \) and then input the transformed variable to the generator, i.e. \( G(M(u)) \).
Fig. 1: (a) Intuition behind our approach. Mining shifts the prior input distribution towards the most promising regions with respect to given target data \( D_T \). In practice, the input distribution is much more complex. (b) Architecture implementing the proposed mining operation on a single GAN. Miner \( M \) identifies the relevant regions of the prior distribution so that generated samples are close to the target data \( D_T \). Note that during the first stage, when training the miner, the generator remains fixed; our method after only phase I is called MineGAN(w/o FT). In the second stage, we finetune the miner, generator and discriminator together. (c) Training setup for multiple generators. Miners \( M_1, \ldots, M_N \) identify subregions of the pretrained generators while selector \( S \) learns the sampling frequencies of the various generators.

We train the model adversarially: the critic \( D \) aims to distinguish between fake images output by the generator \( G(M(u)) \) and real images \( x \) from the target data distribution \( p_{\text{data}}(x) \). We implement this with the following modification on the WGAN-GP loss:

\[
\mathcal{L}^M_D = \mathbb{E}_{u \sim p_z(u)}[D(G(M(u)))] - \mathbb{E}_{x \sim p_{\text{data}}(x)}[D(x)], \tag{3}
\]

\[
\mathcal{L}^M_G = -\mathbb{E}_{u \sim p_z(u)}[D(G(M(u)))]. \tag{4}
\]

The parameters of \( G \) are kept unchanged but the gradients are backpropagated all the way to \( M \) to learn its parameters. This training strategy is expected to gear the miner towards the most promising regions of the input space, i.e. those that generate images close to \( D_T \). Therefore, \( M \) is effectively mining the relevant input regions of prior \( p_z(u) \) and giving rise to a targeted prior \( p^T_T(z) \), which will focus on these regions while ignoring others that lead to samples far off the target distribution \( p^T_{\text{data}}(x) \).

Fig. 2: Results for far-domain generation of MineGAN (w/o FT). We generate 20 samples of digits 0 \( \sim \) 9. Taking digit ‘9’ as an example, the generated images are from the case where we train the miner using the pretrained model trained on digits ‘0’-‘8’, and take digit ‘9’ as the target digit. Note that here we only train the miner and do not finetune the generator on the target digit.

We distinguish two types of targeted generation: Close-domain and Far-domain. In the Close-domain case, there is a significant overlap between the original distribution \( p_{\text{data}}(x) \) and the target distribution \( p^T_{\text{data}}(x) \). For example, \( p_{\text{data}}(x) \) could be the distribution of human faces (both male and female) while \( p^T_{\text{data}}(x) \) includes female faces only. On the other hand, in Far-domain generation, the overlap between the two distributions is negligible, e.g. \( p^T_{\text{data}}(x) \) contains cat faces. The Far-domain task is evidently more challenging as the miner needs to find samples out of the original distribution (see Fig. 9). Specifically, we can consider the images in \( D \) to lie on a high-dimensional image manifold that contains the support of the real data distribution \( p_{\text{data}}(x) \) Arjovsky and Bottou (2017). For a target distribution farther away from \( p_{\text{data}}(x) \), its support will be more disjoint from the original distribution’s support, and thus its samples might be off the manifold that contains \( D \).
targeted generation, Far-domain targeted image generation. In Far-domain ages of size 28 results of an experiment on MNIST. We use 1000 im-
quent finetuning but does not yet obtains satisfying results.

As an illustration of the mining process, we show results of an experiment on MNIST. We use 1000 im-
ages of size 28 × 28 as target data. We test mining for Far-domain targeted image generation. In Far-domain targeted generation, G is pretrained to synthesize all MNIST digits except for the target one, e.g. G generates 0-8 but not 9. The results in Fig. 2 are after training only the miner, without an additional finetuning step (MineGAN (w/o FT)). Interestingly, the miner manages to steer the generator to output samples that resemble the target digits, by merging patterns from other digits in the source set. For example, digit ‘9’ frequently resembles a modified 4 while ‘8’ heavily borrows from 0s and 3s. Some digits can be more challenging to generate, for example, ‘5’ is generally more distinct from other digits and thus in more cases the resulting sample is confused with other digits such as ‘3’. In conclusion, even though target classes are not in the training set of the pretrained GAN, still similar examples might be found on the manifold of the generator.

As a second illustration we show results (Fig. 3) on a collected dataset containing 200 pigeon images. We use the unconditional pretrained StyleGAN model optimized on FFHQ (Karras et al., 2019). After the mining process (MineGAN (w/o FT)), we observe that the generated images are close to real pigeon, showing that our miner locates the related area in the latent space, which is closest to the target domain. We further finetune the model, and obtain better generated images.

As a third illustration we show results for Mine-
GAN (w/o FT) when transferring from human face pretrained model to portrait sketches. We evaluate our method on this challenging setting: (source-FFHQ, target-sketch human face) using a pretrained Style-
GAN. We use 500 sketch faces with 256*256 resolution as a target domain. As shown in Figure 4, MineGAN (w/o FT) (which is only stage 1 of our method, without finetuning of the GAN on the target data) successfully retains the structure or geometry information of faces from the pretrained model, and discards the appearance information. The resulting images are not of high quality yet, but much closer to the target sketch images. This is in accordance with our motivation: using the mining network to steer to the target-specific information.

3.3 Mining from multiple GANs

In the general case, the mining operation is applied on multiple pretrained generators. Given target data \( D_T \), the task consists in mining relevant regions from the induced generative distributions learned by a family of \( N \) generators \( \{G_i\} \). In this task, we do not have access to the original data used to train \( \{G_i\} \) and can only use target data \( D_T \). Fig. 1c presents the architecture of our model, which extends the mining architecture for a single pretrained GAN by including multiple miners and an additional component called selector. In the following, we present this component and describe the training process in detail.

Supersample. In traditional GAN training, a fake minibatch is composed of fake images \( G(z) \) generated with different samples \( z \sim p_z(z) \). To construct fake minibatches for training a set of miners, we introduce the concept of supersample. A supersample \( S \) is a set of samples composed of exactly one sample per generator of the family, i.e. \( S = \{G_i(z^i)\}_{i=1}^N \). Each minibatch contains \( K \) supersamples, which amounts to a total of \( K \times N \) fake images per minibatch.

Selector. The selector’s task is choosing which pretrained model to use for generating samples during inference. For instance, imagine that \( D_1 \) is a set of ‘kitchen’ images, \( D_2 \) are ‘bedroom’ images, and let \( D_T \) be ‘white kitchens’. The selector should prioritize sampling from \( G_1 \), as the learned generative distribution \( p^*_j(x) \) will contain kitchen images and thus will naturally be closer to \( p^*_j(x) \), the target distribution of white kitchens. Should \( D_T \) comprise both white kitchens and dark bedrooms, sampling should be proportional to the distribution in the data.

We model the selector as a random variable \( s \) following a categorical distribution parametrized by \( \pi_1, ..., \pi_N \) with \( \pi_i > 0, \sum \pi_i = 1 \). We estimate the parameters of this distribution as follows. The quality of each sample \( G_i(z) \) is evaluated by a single critic \( D \) based on its critic value \( D(G_i(z)) \). Higher critic values indicate that the generated sample from \( G_i \) is closer to the real distribution. For each supersample \( S \) in the minibatch, we record which generator obtains the maximum critic value, i.e. \( \arg \max D(G_i(z)) \). By accumulating over all
We propose to use the following loss for multiple GAN mining:

\[
\mathcal{L}_D^M = \mathbb{E}_{(u \sim p_{z_i}(u))} \left[ \max_i \{ D(G_i(M_i(u))) \} \right] - \mathbb{E}_{x \sim p_{\text{data}}(x)} [D(x)]
\]  

(5)

\[
\mathcal{L}_G^M = - \mathbb{E}_{(u \sim p_{z_i}(u))} \left[ \max_i \{ D(G_i(M_i(u))) \} \right].
\]

(6)

As a result of the max operator only the generator that resulted in the highest critic score is backpropagated. This allows the critic to assess the frequency of occurrence correctly. Using this strategy, the critic can perform both its tasks: boosting the quality of images as well as driving the miner to closely follow the distribution of the target set.

However, this strategy suffers from two problems: 1. The generator is only updated when the output image obtains the higher scores, thus the low-score images that are not selected will not be improved. 2. At inference time, the selection of the GAN will be performed by the selector (and is not based on the max operator). This asymmetry between training and inference reduces the quality of the final output.

Here we propose an improved method for the training of knowledge transfer to multiple GANs. We first rewrite Eqs. 5 and 6. We sample \( u(j) \sim p_u(u) \) where \( j \) is the index of the supersample. Consider we define \( m(j) = \arg \max_i \{ D(G_i(M_i(u(j))) \} \), then for the loss of a single minibatch Eqs. 5 and 6 can be rewritten as:

\[
\mathcal{L}_D^M = \sum_{j=1}^{K} D(G_{m(j)}(M_{m(j)}(u(j))))
\]

(7)

\[
\mathcal{L}_G^M = - \sum_{j=1}^{K} D(G_{m(j)}(M_{m(j)}(u(j)))
\]

(8)

To solve the two above mentioned problems, we introduce a permutation operator \( r(j) \) to permutate the index of supersample in the minibatch 1, 2, ..., \( K \) randomly after the selection of the miner. Like in the previous solution (Eqs. 5 and 6) we would like the critic to correctly assess the frequency of occurrence, but we want to remove the negative effects of propagating only from the images that obtain the maximum critic score. To do that, we apply the permutation operation. This ensures that the number of times a generator is selected, and therefore will be updated by backpropagation, depends on how often it has generated the highest critic score in the supersample. This is important because it allows the critic to correctly assess whether the generated distribution will follow the target distribution. But it will no longer only backpropagate the samples that generated these highest score, but because of the random nature of the permutation operation, it will also backpropagate some low-quality generated samples (improving the overall performance of the GANs). The losses are defined as:

\[
\mathcal{L}_D^M = \sum_{j=1}^{K} D(G_{m(r(j))}(M_{m(r(j))}(u(r(j)))
\]

(9)

\[
\mathcal{L}_G^M = - \sum_{j=1}^{K} D(G_{m(r(j)})(M_{m(r(j))}(u(r(j)))
\]

(10)

Now also the latent codes \( u \) that do not directly result in the maximum critic score of the supersample can be updated through backpropagation.

In the experimental section, we show that this newly proposed training scheme significantly improves over the one we proposed in (Wang et al., 2020b). Finally, we initialize the single critic \( D \) in Eq. 9 with the pretrained weights from one of the pretrained critics. In the experiments, we find that the exact choice of pretrained critic is not that important (see ablation study in Section 5.1.2).
3.4 Knowledge transfer with MineGAN

Once we have found a suitable miner network that predisposes the GAN towards the target distribution, we can finetune the new GAN by releasing the weights of the generator. We discuss this beneficial process in Section 3.4.1. Nonetheless, further training the entirety of the model may potentially lead to undesirable overfitting, especially on small target datasets, as the number of trainable parameters is now substantially larger. For this reason, in Section 3.4.2 we propose a method to adaptively limit the number of trainable parameters in the network without compromising its performance, thereby mitigating the risk of overfitting to small target dataset.

3.4.1 Finetuning MineGAN

The underlying idea of mining is to predispose the pretrained model to the target distribution by reducing the divergence between source and target distributions. The miner network contains relatively few parameters and is therefore less prone to overfitting, which is known to occur when directly finetuning the generator \( G \) (Wang et al., 2018; Noguchi and Harada, 2019). We finalize the knowledge transfer to the new domain by finetuning both the miner \( M \) and generator \( G \) (by releasing its weights). The risk of overfitting is now diminished as the generative distribution is closer to the target, requiring thus a lower degree of parameter adaptation. Moreover, the training is substantially more efficient than directly finetuning the pretrained GAN (Wang et al., 2018), where synthesized images are not necessarily similar to the target samples. A mined pretrained model makes the sampling more effective, leading to less noisy gradients and a cleaner training signal.

3.4.2 Sparse subnetwork selection

Although finetuning both the generator and the discriminator helps to reduce the divergence between source and target distribution, the discriminator may still suffer from overfitting. In this case, training the large discriminator on the small target data produces very noisy gradients and leads the model to divergence (Arjovsky and Bottou, 2017; Zhang and Khoreva, 2019). To prevent such overfitting, we propose a method which reduces the number of trainable parameters. Our method, called Sparse Subnetwork Selection (S\(^3\)), identifies a reduced number of trainable parameters in the pretrained discriminator. In particular, we select a sparse subset of filters that are highly sensitive to the target data. The remaining unselected filters are frozen to reduce the chance of overfitting.

Our approach is inspired by the work of Frankle & Carbin (Frankle and Carbin, 2018) who propose the Lottery Ticket Hypothesis, suggesting that there exist sparse, trainable sub-networks (called “winning tickets”) within the larger network, that achieve comparable accuracy to the complete network. Later work (Lee et al., 2019) found that these sub-networks can be automatically detected by considering the gradient norm flowing through the weights. Finally, this technique was improved by GraSP (Wang et al., 2020a) where they prune connections while taking their role in the network's gradient flow into account.

In this paper, we show that the techniques developed in these papers can also be applied to select weights in pretrained networks to prevent overfitting. Whereas in (Wang et al., 2020a) they use their technique to identify neurons which can be removed from the network, we use a similar technique to identify the neurons which can be frozen during knowledge transfer to new domains. Specifically, we use an algorithm similar to GraSP to identify the target-specific filters based on the gradient norm. The main difference with GraSP is that, rather than selecting single weights, our method selects entire convolutional filters.

Given the real data \( x \sim p_{data}(x) \), the objective function of the critic \( D \) parameterized by \( w \) is formulated as \( \mathcal{L}_D = -E_{x \sim p_{data}(x)}[D(x)] \). As in (Wang et al., 2020a), we consider the gradient norm, which for a weight vector \( w \) is given by:

\[
\Delta \mathcal{L}_D^\epsilon(w) = \lim_{\epsilon \to 0} \frac{\mathcal{L}_D^\epsilon(w + \epsilon \nabla \mathcal{L}_D^\epsilon(w)) - \mathcal{L}_D^\epsilon(w)}{\epsilon} = \nabla \mathcal{L}_D^\epsilon(w)^\top \nabla \mathcal{L}_D^\epsilon(w). \tag{11}
\]

Here we not only consider the gradient in isolation, but follow (Wang et al., 2020a) and aim to preserve the flow of information through the network. Therefore, the norm of gradient is leveraged to preserve the reduction of the information flow. Specifically, we use a Taylor expansion to approximate how weights affect the gradient flow:

\[
S(\delta) = \Delta \mathcal{L}_D^\epsilon(w_0 + \delta) - \Delta \mathcal{L}_D^\epsilon(w_0) = 2\delta^\top \nabla^2 \mathcal{L}_D^\epsilon(w_0) \nabla \mathcal{L}_D^\epsilon(w_0) + O(\|\delta\|^2) \tag{12}
\]

\[
= 2\delta^\top Hg + O(\|\delta\|^2),
\]

where \( H \) is the Hessian matrix, which reflects the dependencies between different weights. For each weight \( \delta \), the larger \( S(\delta) \) the lower its importance. Eq. 12 can be further simplified to the following objective function:

\[
S(-w) = -w \odot Hg. \tag{13}
\]
We can now select the most relevant weights based on the values of \( S(-w) \) on the target data. In order to determine which weights should be trained, we consider a threshold \( \theta_w \), such that a desired number of parameters are selected as trainable. Until here, we have followed (Wang et al., 2020a), and thus we have a set of individual weights in the pretrained network to be trained.

In our approach, however, we aim to select entire filters (since the weights are tied together in convolutional filters). For this reason, we introduce a second threshold, \( \theta_f \), indicating the minimum number of trainable weights a filter must contain to be considered trainable. Given a set of \( K \) weights \( W = \{ w_1, w_2, ..., w_K \} \) in a filter \( \mathcal{F} \), we use the following criteria to select filters:

\[
\mathcal{F} := \begin{cases} 
1 & \text{if } \sum_{i=1}^{K} (S(w_i) \geq \theta_w) \geq \theta_f \\
0 & \text{otherwise}
\end{cases} \tag{14}
\]

Where 0 means that \( \mathcal{F} \) is frozen and 1 trainable, respectively. All weights which are not in the selected trainable filters are frozen. In the experiments (Fig. 13 (c)), we show that our proposed method to select filters (based on Eq. 14) obtains superior results to selecting weights (based on Eq. 13). We found Sparse Subnetwork Selection to be beneficial in both stages of the MineGAN critic training: when training the critic in the first stage and when training all weights jointly in the second stage. We indicate that the MineGAN is finetuned using Sparse Subnetwork Selection with MineGAN++.

4 Mining conditional GANs

In the previous section, we have explored mining of unconditional pretrained GANs. However, many GANs are conditional models, taking the class-label as an additional input. These models often synthesize higher quality images than the unconditional GAN, showing that class-condition provides a valuable training signal (Goodfellow, 2016). Therefore, in Section 4.1, we elaborate how to perform transfer learning with MineGAN on conditional GANs. To further leverage multiple pretrained GANs, we show how to fuse them into a single conditional GAN in Section 4.2. This is specially useful when combining GANs conditioned on categories that are not mutually exclusive, as it enables synthesising images conditioned on multiple categories. For example, Fig. 6 (b) illustrates the combination of pretrained GANs on Winter and Church categories into a new conditional GAN that can generate images of churches in winter.

4.1 Mining Conditional GANs

Conditional GANs (cGANs), which introduce an additional input variable to condition the generation on the class label, are used by the most successful approaches (Brock et al., 2019; Zhang et al., 2018). Here we extend our proposed MineGAN to cGANs that condition on the batch normalization layer (Dumoulin et al., 2017; Brock et al., 2019), more concretely, BigGAN (Brock et al., 2019) (Fig. 5 (left)). First, a label \( l \) is mapped to an embedding vector by means of a class embedding \( E(l) \). Then this vector is mapped to layer-specific batch normalization parameters. The discriminator is further conditioned via label projection (Miyato and Koyama, 2018). Fig. 5 (right) shows how to mine BigGANs. Alongside the standard miner \( M^c \), we introduce a second miner network \( M^f \), which maps from \( u \) to the embedding space, resulting in a generator \( G(M^c(u), M^f(u)) \). The training is equal to that of a single GAN and follows Eqs. 3 and 4. Note we do not learn GMM (Reynolds, 2009) over the input. We introduce two miners for the conditional GAN, which has two inputs: the Gaussian noise and the class embedding.

4.2 Fusing unconditional GANs into a conditional GAN

In Sec. 3.3, we show how to leverage the knowledge of multiple GANs. However, this method considers each generator in isolation, which fails to maximally exploit the knowledge of the multiple pretrained models. For example, when knowledge from multiple pretrained models is required to synthesize a target image, the previously described method is inadequate, since for the generation of a single image it can only extract knowledge from a single pretrained GAN.

To further illustrate this point consider Fig. 6, which shows two cases of target data: Red vehicle and Winter church. As shown in Fig. 6(a), each target image only has strong relation with one pretrained model (for
example, the target red bus highly relies on bus (G₁) and only has a weak relation with car (G₂). However, each target sample of Fig. 6(b) simultaneously requires knowledge of both pretrained models, since the style of a single target data depends on the Winter (G₁), while the content has close correlation to Church (G₂). To allow the usage of the knowledge of multiple GANs for the generation of a single image, we propose to first fuse the multiple GANs into a single conditional GAN (Fig. 7 (left)), and then execute the mining on the conditional GAN (Fig. 7 (right)); this should allow the trained miner to exploit the information from both domains. It is important to note, that for the fusion, we will not require the training data of the pretrained models.

We will now formalize fusing multiple unconditional GANs into a single conditional GAN. Let us consider the set union of a collection of image sets, \( \mathcal{D}_F = \bigcup_i \mathcal{D}_i \) and its induced fused manifold \( \mathbb{M}_F \). For example, if \( \mathcal{D}_1 \) is a set of ‘winter’ images and \( \mathcal{D}_2 \) are ‘church’ images, \( \mathcal{D}_F \) is the set of images that is ‘church and winter’, which forms a new manifold \( \mathbb{M}_F \) containing both \( \mathbb{M}_1 \) and \( \mathbb{M}_2 \). The goal of the fusion operation is to train a fused generator \( G_F \) that approximates the fused manifold \( \mathbb{M}_F \) without actually observing data \( \mathcal{D}_F \), based solely on the approximated manifolds \( \{ \mathbb{M}_i \} \) previously learned by generators \( \{ G_i \} \).

In order to implement the fusion operation, we propose using samples from the learned manifolds \( \{ \mathbb{M}_i \} \) as pseudo real data (Fig. 7(left)). We train \( G_F \) adversarially (e.g. (Gulrajani et al., 2017)), using pseudo real data in the role normally taken by real data. The task of critic \( D \) is assessing whether a particular sample has been generated by the fused model \( G_F \) (i.e. the fake data) or by one of the individual generators \( G_i \) (pseudo real data). More concretely, the training objective now becomes

\[
\mathcal{L}^F_D = \mathbb{E}_{z \sim p^F(z)}[\mathcal{D}(G_F(z))] - \sum_i \mathbb{E}_{z \sim p^i(z)}[\mathcal{D}(G_i(z))]
\]

(15)

and

\[
\mathcal{L}^F_G = -\mathbb{E}_{z \sim p^F(z)}[\mathcal{D}(G_F(z))],
\]

(16)

where \( p^F(z) \) be a prior distribution over the input noise variable \( z \). We compute the expectations for each minibatch in a balanced manner, sampling from \( p^F(z) \) as many times as the total number samples drawn from all \( p^i(z) \) combined. By optimizing Eq. 15 and 16, the learned fused manifold \( \mathbb{M}_F \) will contain all individual approximated manifolds, i.e. \( \forall i \mathbb{M}_i \approx \mathbb{M}_F \).

In terms of probability distributions, we are training \( G_F \) so that it maps input noise variable \( z \sim p^F(z) \) to samples of the fused generative distribution \( p^F_g(x) \). Ideally, \( p^F_g(x) \) should approximate the data distribution \( \mathcal{D}_F \). Since we do not have direct access to \( \mathcal{D}_F \), we are sampling from the generative distributions \( \{ p^i_g(x) \} \) via generators \( \{ G_i \} \). With our proposed method, the learned \( p^F_g(x) \) can be understood as a mixture distribution \( \sum_i w_i p^i_g(x) \) with equal weights \( w_i \) for all \( i \) and \( \sum_i w_i = 1 \). Fig. 7 (left) presents this intuition. Based on this, \( p^F_g(x) \) grants the fused generator \( G_F \) the ability to output samples that lie on the individually learned manifolds \( \{ \mathbb{M}_i \} \). Fig. 7 (right) shows that the fused generator is combined further with miner \( M^z \), which is conducted as introduced in Section 3.4.
In our paper, we consider the pretrained P3GAN (Zhang and Khoreva, 2019), but we remove the one-hot encoding because it results in inferior performance for high resolution images (Mirza and Osindero, 2014). Given that P3GAN (Karras et al., 2017) does not apply batch normalization, conditioning via batch normalization as in Section 4.1 may result troublesome. Therefore, we apply here a different form of conditioning, using the index $i$ of the corresponding generator $G_i$ to condition $G_F$. Specifically, we leverage the Gaussian distribution with varying mean and variance corresponding to different pretrained generators. Specifically, we assign a particular region of the input prior distribution to each pretrained generator. Each region is determined by an exclusive mean value of the Gaussian distribution. As such, conditioning happens implicitly in the input prior distribution by selecting the mean of the Gaussian from which to draw samples.

We show samples of the generated images before and after fusion (see Fig. 8). Here we show results for fusing two GAN models into a single conditional GAN. We fuse Car, Bus and Church and Winter together. We can see that the images generated after fusion have similar quality to those generated by the source models. We will perform mining on these fused models in the experimental section.

5 Experiments

We first introduce the evaluation measures and architectures used. Then, we evaluate our method for knowledge transfer from unconditional GANs, considering both single and multiple pretrained generators. Finally, we assess transfer learning from conditional GANs. Experiments focus on transferring knowledge to target domains with few images.

Evaluation measures. We employ the widely used Fréchet Inception Distance (FID) (Heusel et al., 2017) for evaluation. FID measures the similarity between two sets in the embedding space given by the features of a convolutional neural network. More specifically, it computes the differences between the estimated means and covariances assuming a multivariate normal distribution on the features. FID measures both the quality and diversity of the generated images and has been shown to correlate well with human perception (Heusel et al., 2017). Similarly to BSA (Noguchi and Harada, 2019), we compute FID between 10,000 randomly generated images and 10,000 real images, if possible. When the number of target image exceeds 10,000, we randomly select a subset containing only 10,000. On the other hand, if the target set contains fewer images, we cap the amount of randomly generated images to this number to compute the FID.

However, FID suffers from instability on small datasets. For this reason, we also employ Kernel Maximum Mean Discrepancy (KMMD) with a Gaussian kernel for some experiments (Noguchi and Harada, 2019). In Appendix B we show that the ranking of methods with FID based on few images is consistent with the ranking based on larger test sets. This allows us to compare methods based on few images with the FID measure. It should be noted though that the absolute value of FID varies when varying the number of images used to compute it.

The Kernel Maximum Mean Discrepancy (KMMD) measure computes the dissimilarity between two probability distributions (the real data and fake data distribution) using samples drawn independently from each of them (Fortet and Mourier, 1953). The kernel MMD (Gretton et al., 2012) measures (square) MMD between the real and fake distribution for a fixed characteristic kernel function. Kernel MMD works surprisingly well when it operates in the feature space of a pre-trained CNN. It is able to distinguish generated images from real images, and both its sample complexity and computational complexity are low (Gretton et al., 2012; Borji, 2019). Low KMMD values indicate high quality images. When evaluating model with FID, we select the best snapshot according to the training set.
FID, and report FID evaluations with the test set for all methods that we compare, which also is used in related method (Kumari et al., 2021).

**Compared Methods.** In our experiments, we compare a number of other methods for transfer learning of generative models:

- **MineGAN:** refers to our method and includes the two stages. Stage I which learns the miner while fixing the generator, and stage II which finetunes all networks on the target data.
- **MineGAN(w/o FT):** refers to the results of our method only after stage I.
- **MineGAN++:** We use **MineGAN++** to refer to MineGAN combined with the Sparse Subnetwork Selection (described in Sec. 3.4.2).

We refer with **MineGAN** to our full method including finetuning, whereas **MineGAN (w/o FT)** refers to only applying mining (fixed generator). We use **MineGAN++** to refer to MineGAN combined with the Sparse Subnetwork Selection (described in Sec. 3.4.2). In all experiments, we set $\theta_w$ to the value which is corresponding to the top 30% of all weights, which is ranked using Eq. 13, and we set $\theta_f$ to 6. The parameters are fixed in the beginning and kept the same during training.

We compare our method with the following baselines. **TransferGAN** (Wang et al., 2018) directly updates both the generator and the discriminator for the target domain. **VAE** (Kingma and Welling, 2014) is a variational autoencoder trained following (Noguchi and Harada, 2019), i.e. fully supervised by pairs of latent vectors and training images. **BSA** (Noguchi and Harada, 2019) updates only the batch normalization parameters of the generator instead of all the parameters. **FreezeD** (Mo et al., 2020) performs simple finetuning of GANs with frozen lower layers of the discriminator. **ADGAN** (Zhao et al., 2020a) not only freezes the lower layers of the discriminator, but also the upper ones of the generator. Furthermore, they propose additional layers to modulate the input layers of the generator and the output layers of the discriminator to boost the performance on small target datasets. **DGN-AM** (Nguyen et al., 2016) generates images that maximize the activation of neurons in a pretrained classification network. **PPGN** (Nguyen et al., 2017) improves the diversity of DGN-AM by of adding a prior to the latent code via denoising autoencoder. Note that both of DGN-AM and PPGN require the target domain label, and thus we only include them in the conditional setting.

**Architectures.** We apply mining to Progressive GAN (Karras et al., 2017), SNGAN (Miyato et al., 2018), StyleGAN (Karras et al., 2019) and BigGAN (Brock et al., 2019). The miner has two fully connected layers for MNIST and four layers for all other experiments. More training details in Appendix A.

5.1 Knowledge transfer from unconditional GANs

We begin with the experiments under the unconditional setting, either from a single pretrained GAN (5.1.1) or multiple GANs (5.1.2).

5.1.1 Mining from a single GAN

**Ablation study**

We ablate the influence of the number of the layers of M when combining with a pretrained Stylegan. As reported in Table 2, given the specific training images the model performance gets worse when increasing the
**Table 1:** Results for various knowledge transfer methods. Based on Progressive GAN.

| Method                  | FFHQ Women | FFHQ Children |
|-------------------------|------------|---------------|
| From scratch            | 150.4      | 108.6         |
| TransferGAN (Wang et al., 2018) | 104.5 | 101.5         |
| Freeze D (Mo et al., 2020)      | 101.6      | 97.4          |
| ADGAN (Zhang et al., 2020a)  | 101.5      | 99.7          |
| MineGAN (w/o FT)        | 102.3      | 97.5          |
| MineGAN                | 103.1      | 94.5          |
| MineGAN++              | 82.1       | 84.9          |

Table 2: The ablation of the number of the layers of M with metric FID. We explore two cases: 100 and 1000 training cat images from AFHQ (Choi et al., 2020). We use the pretrained StyleGAN to initialize our model, and evaluate our model with 500 test cat images of 256x256 resolution from AFHQ.

| Number of layers | FID (100 training images) | FID (1000 training images) |
|------------------|----------------------------|-----------------------------|
| 2 layers         | 51.6                       | 46.0                        |
| 4 layers         | 51.7                       | 40.9                        |
| 6 layers         | 58.3                       | 52.4                        |

Table 10: FID under different target size. (Top) FFHQ Children and (bottom) FFHQ Women. Note the pretrained model is trained on source domain (CelebA-HQ).

**Fig. 10:** FID and KMMD as a function of the number of target domain images. MineGAN significantly outperforms the model trained from scratch, and results are further improved with additional filter selection.

We also evaluate our method by using the pretrained model training by SNGAN (Miyato et al., 2018). Note that we use the same settings and architecture used in BSA (Noguchi and Harada, 2019). They performed knowledge transfer from a pretrained SNGAN on ImageNet (Krizhevsky et al., 2012) to FFHQ (Karras et al., 2019) and to Anime Face (Branwen, 2015). Target domains have only 25 images of size 128×128. We added our results to those reported in (Noguchi and Harada, 2019) in Table 3. Compared to BSA, MineGAN (w/o FT) obtains similar KMMD scores, showing that generated images obtain comparable quality. MineGAN outperforms BSA both in KMMD score and Mean Variance. ADGAN obtains similar results like MineGAN. Finally, MineGAN++ achieves the best score on both metrics. The qualitative results (shown in Fig. 11) shows that MineGAN++ outperforms most baselines and MineGAN, and obtains similar results as ADGAN. BSA presents blur artifacts, which are probably caused by the mean square error used to optimize their model.
Fig. 11: Qualitative result for various knowledge transfer methods on FFHQ (left) and Anime Face (right).

| Method                  | FFHQ KMMD | Anime Face KMMD |
|-------------------------|-----------|-----------------|
| From scratch            | 0.890     | 0.753           |
| TransferGAN (Wang et al., 2018) | 0.346     | 0.347           |
| VAE (Kingma and Welling, 2014) | 0.744     | 0.790           |
| BSA (Noguchi and Harada, 2019) | 0.345     | 0.342           |
| ADGAN (Zhao et al., 2020a) | 0.341     | 0.330           |
| MineGAN (w/o FT)        | 0.349     | 0.347           |
| MineGAN                 | 0.337     | 0.334           |
| MineGAN++               | 0.329     | 0.322           |

Table 3: Results for various knowledge transfer methods. Based on SNGAN.

Animal dataset. We further demonstrate the effectiveness of mining generative models on another target dataset. We leverage the pretrained StyleGAN model (Karras et al., 2019) trained on FFHQ (Karras et al., 2019) on Animal face (Si and Zhu, 2011). Similar to FreezeD (Mo et al., 2020), the 20 classes of the dataset are used with around 100 images per class after being resized to 256 × 256. We take the publicly available model1 of resolution 256 × 256 as our pretrained model.

We report the results in Table 4. Training the model from scratch obtains catastrophic scores on all target domains, indicating that using small datasets to train StyleGAN is impossible, since the discriminator suffers from overfitting and fails to provide meaningful information to update the generator. Benefiting from the prior information learned by the pretrained model, TransferGAN largely improves the performance. Both FreezeD and ADGAN (Zhao et al., 2020a) further improve the performance by fixing several layers of the model. In most cases, MineGAN gets better performance compared with the others (TransferGAN, FreezeD and ADGAN). We also implemented Sparse Subnetwork Selection in TransferGAN (referred to as TransferGAN++), showing that the approach is general, does not require mining, and can benefit other approaches beyond MineGAN. Finally, MineGAN++ achieves the best score, again demonstrating that adaptively selecting the trainable filters outperforms simply manually fixing the low-level layers (Mo et al., 2020; Zhao et al., 2020a). It should be noted that for two of the classes (Deer and Dog) MineGAN obtains inferior results, showing that the method is unstable for some target domains.

Fig. 12 show the synthesized image of the proposed method (MineGAN++) on target animal domains (cat, lion and wolf). We note that our method successfully generates the target images.

Fig. 13(a) reports the effect of the trainable weight of the discriminator for StyleGAN on the target lion dataset. Notably, the model obtains the best score when using 54.8% of all weights. Intuitively, one should leverage less parameters to adapt to the target domain. In order to probe the difference of the discriminator devised by baselines and our method, we show the portion of the trainable weights at each layer of the discriminator of the StyleGAN obtained by Sparse Subnetwork Selection in Fig. 13(b). We observe that the three methods present different behavior. Specially, TransferGAN (Wang et al., 2018) updates all parameters to learn the target domain, thus is prone to suffer from overfitting. ADGAN (Zhao et al., 2020a) only update the top layers. While the proposed method adaptively probes the weights on different layer. One interesting point is that the algorithm decides that the first layer (ResnetBlock layer) should be frozen, which presents the low-level image information (e.g., color, pattern etc.) of the feature extractor. Also, note that the algorithm chooses to totally update the last layer (the fully connection layer).

5.1.2 Multiple pretrained models

We now evaluate the case where there is more than one pretrained model to mine from. We leverage two groups of pretrained Progressive GANs: (a) the car and bus model, (b) the winter and church model. We train the models for the car, bus, and church categories by using corresponding images from the LSUN dataset (Yu et al., 2015a), while we train the winter model with a collection of 10,000 images of winter scenes, which is got by Google.

We provide results for the two methods that we propose to transfer knowledge from multiple GANs. We use MineGAN(multi) to denote the method that mines from multiple GANs (see Section 3.3). We also show the results of the fused model, which combines the separate pretrained GANs into a single conditional GAN (see Section 4.2). We then apply mining to the fused model. These results are indicated with the name MineGAN(fusion). When we compare to methods that can only be based on a single pretrained GAN (Transfer-
Table 4: FID scores under Animal face dataset. Our MineGAN obtains best results on 18 out of 20 classes.

Red vehicle dataset For both the car and bus models, these pretrained networks generate cars and buses of a variety of different colors. We collect a target dataset of 200 images of red vehicle (with resolution 256 × 256), which contains both red cars and red buses.

Winter church dataset For both the winter and church models, we aim to adapt them to the target data: Winter church. We collect 200 target images (of 256 × 256 resolution). In this setting, each of the target images has an overlap with both pretrained domains of winter and church images. Differently to the red vehicle images, here for each target image knowledge from both pretrained models is helpful. This setting is expected
Fig. 14: Results for transferring from multiple pretrained GANs. (a) \{car, bus\} → Red vehicle, (b) \{Winter, Church\} → Winter church, (c) \{Livingroom, Bridge, Church, Kitchen\} → Tower and (d) \{Livingroom, Bridge, Church, Kitchen\} → Bedroom. All results are based on pretrained Progressive GANs.

to be beneficial to the mining from conditional GANs explained in Sec. 4.2.

Table 5 (top rows) provides the quantitative results. On the Red vehicle dataset, we consider three target sets with different car-bus ratios (0.3:0.7, 0.5:0.5, and 0.7:0.3) which allows us to evaluate the estimated probabilities $\pi_i$ of the selector. The results show that both MineGAN(multi) and MineGAN(fusion) outperform TransferGAN with a significantly lower FID score. We also show that our improved optimization (see Eqs. 9 and 10) lowers the FID from 59.4 of the original MineGAN(multi) (Wang et al., 2020b) to 53.2 (for the ratio cars:buses is 0.5:0.5). Furthermore, the probability distribution predicted by the selector, reported in Table 5 (bottom rows), matches the class priors of the target data. Finally, combining both Sparse Subnetwork Selection and GAN fusion, we obtain the best FID score of 48.5.

The results on Winter church confirm the results we obtain on red vehicle and again our MineGAN approaches improve significantly over the TransferGAN. The main difference is that on this dataset the results with MineGAN(fusion) are better than those based on MineGAN(multi); the FID score drops significantly
Table 5: Results for \{Car, Bus\} $\rightarrow$ Red vehicle with three different target data distributions (ratios cars:buses are 0.3:0.7, 0.5:0.5 and 0.7:0.3) and \{Livingroom, Bridge, Church, Kitchen\} $\rightarrow$ Tower/Bedroom. (Top) FID scores between real and generated samples. (Bottom) Estimated probabilities $\pi_i$ for MineGAN(multi). For the methods TransferGAN and ADGAN, we only show the result for that pretrained model that achieves the best score. MineGAN(multi) (Wang et al., 2020b) refers to the implementation in Eqs. 5 and 6, and MineGAN(multi) to the improved version of Eqs. 9 and 10.

Fig. 14 (a,b) shows the synthesized images. As expected, the limited amount of data makes training from scratch result in overfitting. Both TransferGAN (Wang et al., 2018) and ADGAN (Zhao et al., 2020a) produce only high-quality output samples for one of the two classes (the class that coincides with the pretrained model) as they cannot extract knowledge from both

from 80.4 to 75.4. As discussed, this is expected, since for the correct generation of a single Winter church image, knowledge from both pretrained GANS is beneficial. Again, the best results are obtained with MineGAN++(fusion), leading to a further drop of more than 6 FID points.

Fig. 15: Results for conditional GAN. (Left) Far-domain (ImageNet $\rightarrow$ Places365). (Right) Close-domain (ImageNet $\rightarrow$ ImageNet).
pretrained GANs. On the other hand, MineGAN generates high-quality images by successfully transferring the knowledge from both source domains simultaneously. MineGAN (fusion) further improves the performance, especially for the winter-church image. Finally, MineGAN++ has the best visual quality.

**Bedroom and Tower datasets** To demonstrate the scalability of MineGAN with multiple pretrained models, we conduct experiments using four different generators, each trained on a different LSUN category including livingroom, kitchen, church, and bridge. We consider two different Far-domain target datasets, one with bedroom images and one with tower images, both containing 200 images. Table 5 (top) shows that our method obtains significantly better FID scores even when we choose the most relevant pretrained GAN to initialize training for TransferGAN. The conclusions are similar to previous experiments: both MineGAN(multi) and MineGAN(fusion) obtain similar improved results, whereas the best results are obtained with the Sparse Subnetwork Selection. In general, on all datasets we see that we improve the FID score by almost 20 points when compared with the naive finetuning approach (TransferGAN).

Table 5 (bottom) shows that the miner identifies the relevant pretrained models, e.g. transferring knowledge from bridge and church for the target domain tower. Finally, Fig. 14 (c,d) provides visual examples.

**Ablation initialization strategy** We provide additional results for the experiment \(((\text{Bus, Car})) \rightarrow \text{Red vehicle}\) and for the experiment \{\text{Bedroom, Bridge, Church, Kitchen}\} \rightarrow \text{Tower/Bedroom}. When applying MineGAN to multiple pretrained GANs, we use one of the domains to initialize the weights of the critic. We used church to initialize the critic in case of the target set tower, and kitchen to initialize the critic for the target set bedroom. We found this choice to be of little influence on the final results. When using kitchen to initialize the critic for target set tower, the FID score changes from 61.3 to 62.9. When using church to initialize the critic for target set bedroom results change from 51.7 to 52.2.

### 5.2 Knowledge transfer from conditional GANs

Here we transfer knowledge from a pretrained conditional GAN (see Section 4). We use BigGAN (Brock et al., 2019), which is trained using ImageNet (Russakovsky et al., 2015), and evaluate on two target datasets: Close-domain (ImageNet: cock, tape player, broccoli, fire engine, harvester) and Far-domain (Places365 (Zhou et al., 2014): alley, arch, art gallery, auditorium, ballroom). We use 500 images per category. We compare our method with training from scratch, TransferGAN (Wang et al., 2018), ADGAN (Zhao et al., 2020a), and two iterative methods: DGN-AM (Nguyen et al., 2016) and PPGN (Nguyen et al., 2017) ².

It should be noted that both DGN-AM (Nguyen et al., 2016) and PPGN (Nguyen et al., 2017) are based on a less complex GAN (equivalent to DCGAN (Radford et al., 2016)). Therefore, we expect these methods to exhibit results of inferior quality, and so the comparison here should be interpreted in the context of GAN quality progress. However, we would like to stress that they do not aim to transfer knowledge to new domains. They can only generate samples of a particular class of a pretrained classifier network, and they have no explicit loss ensuring that the generated images follow a target distribution.

Fig. 15 shows qualitative results for the different methods. As in the unconditional case, both MineGAN++ and MineGAN produce very realistic results, even for the challenging Far-domain case. Table 6 presents quantitative results in terms of FID and KMMD. We also indicate which methods use the label of the target domain class. MineGAN++ obtains the best scores for both metrics, despite not using target label information. ADGAN achieves a similar score to MineGAN for Close-domain, but inferior performance for Far-domain. PPGN performs significantly worse than our method. TransferGAN has a large performance drop for Far-domain case, for which it cannot use the target label as it is not in the pretrained GAN (see (Wang et al., 2018) for details).

Another important point regarding DGN-AM and PPGN is that each image generation during inference is an iterative process of successive backpropagation updates until convergence, whereas our method is feedforward. Therefore, we include in Table 6 the inference running time, using the default 200 iterations for DGN-AM and PPGN. All timings have been computed with a CPU Intel Xeon E5-1620 v3 @ 3.50GHz and GPU NVIDIA RTX 2080 Ti. We can clearly observe that the feedforward methods (TransferGAN, ADGAN and MineGAN) are three orders of magnitude faster despite being applied on a more complex GAN (Brock et al., 2019).

² We were unable to obtain satisfactory results with BSA (Noguchi and Harada, 2019) in this setting (images suffered from blur artifacts) and have excluded it here.
| Method                | Far-domain   | Close-domain  | Generation time (ms) |
|-----------------------|--------------|---------------|----------------------|
|                       | Label FID/KMMD | Label FID/KMMD |                      |
| Scratch               | No 190 / 0.96 | No 187 / 0.93 | 5.1                  |
| TransferGAN           | No 89.2 / 0.53 | No 58.4 / 0.39 | 5.1                  |
| DGN-AM                | Yes 214 / 0.98 | Yes 180 / 0.95 | 3020                 |
| PPGN                  | Yes 139 / 0.56 | Yes 127 / 0.47 | 3830                 |
| ADGAN                 | No 85.4 / 0.51 | No 54.2 / 0.28 | 5.1                  |
| MineGAN (w/o FT)      | No 82.3 / 0.47 | No 61.8 / 0.32 | 5.2                  |
| MineGAN               | No 78.4 / 0.41 | No 52.3 / 0.25 | 5.2                  |
| MineGAN++             | No 74.3 / 0.40 | No 50.4 / 0.24 | 5.2                  |

Table 6: Distance between real data and generated samples as measured by FID score and KMMD value. The Far-domain results correspond to ImageNet → Places365, and the Close-domain results correspond to ImageNet → ImageNet. We also indicate whether the method requires the target label. Finally, we show the inference time for the various methods in milliseconds.

6 Conclusions

This paper aims to leverage the rich knowledge available in generative adversarial networks trained on large datasets, so they can be effectively and efficiently adapted to target domains with a limited amount of training images. This allows to also exploit GANs on domains for which few data are available and it significantly reduces data collection costs. For this reason, we propose mining, a new knowledge transfer method that effectively transfers knowledge from single or multiple GAN domains to small target domains. Mining involves an additional small network that identifies those regions on the learned GAN manifold that are closer to a given target domain. Mining leads to more efficient fine-tuning, especially with few target domain images. Moreover, to further prevent overfitting, we proposed Sparse Subnetwork Selection, a technique that identifies a subset of parameters in the discriminator that are relevant for the target class. Restricting the optimization to these neurons further reduces the chance of overfitting, and is shown to result in improved image quality. Experiments with various GAN architectures (BigGAN, StyleGAN, and SNGAN) on multiple datasets demonstrated that MineGAN obtains state-of-the-art results. Finally, we are the first to demonstrate results for knowledge transfer from multiple pretrained GANs.

7 Data Availability Statements

All the data for used during the study are openly available from the corresponding author upon reasonable request. The training data are got access on related works (Karras et al., 2019; Choi et al., 2020; Wang et al., 2020b; Zhu et al., 2017; Deng et al., 2009; Yu et al., 2015b).
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A Architecture and training details

MNIST dataset. Our model contains a miner, a generator and a discriminator. For both unconditional and conditional GANs, we use the same framework (Gulrajani et al., 2017) to design the generator and discriminator. The miner is composed of two fully connected layers with the same dimensionality as the latent space |z|. The visual results are computed with |z| = 16; we found that the quantitative results improved for larger |z| and chose |z| = 128.
We randomly initialize the weights of each miner following a Gaussian distribution centered at 0 with 0.01 standard deviation for the MNIST dataset. For other datasets, we use the same framework (Gulrajani et al., 2017) to design the generator and discriminator. The miner is composed of two fully connected layers with the same dimensionality as the latent space |z|. The visual results are computed with |z| = 128; we found that the quantitative results improved for larger |z| and chose |z| = 128.
We randomly initialize the weights of each miner following a Gaussian distribution centered at 0 with 0.01 standard deviation for the MNIST dataset. For other datasets, we use the same framework (Gulrajani et al., 2017) to design the generator and discriminator. The miner is composed of two fully connected layers with the same dimensionality as the latent space |z|. The visual results are computed with |z| = 128; we found that the quantitative results improved for larger |z| and chose |z| = 128.
ReLU activations except for last layer. We use a Gaussian distribution centered at 0 with 0.01 standard deviation. For this miner in order to allocate more capacity to discover the regions related to target domain. The miner is composed of two subnetworks: miner $M^s$ and miner $M^t$. Both $M^s$ and $M^t$ are composed of four fully connected layers of sizes $(128, 128)-(128, 128)-(128, 128)-(128, 128)$ and $(128, 128)-(128, 128)-(128, 128)-(128, 128)$, respectively. We use Adam (Kingma and Ba, 2014) with a batch size of 2, following a hyper parameter learning rate of 0.0001 and exponential decay rate of $(\beta_1, \beta_2) = (0, 0.99)$.

Imagenet and Places365 datasets. We use the pretrained BigGAN (Brock et al., 2019). We ignore the projection loss in the discriminator, since we do not have access to the label of the target data. We employ a more powerful miner in order to allocate more capacity to discover the regions related to target domain. The miner consists of two subnetworks: miner $M^s$ and miner $M^t$. Both $M^s$ and $M^t$ are composed of four fully connected layers of sizes $(128, 128)-(128, 128)-(128, 128)-(128, 128)$ and $(128, 128)-(128, 128)-(128, 128)-(128, 128)$, respectively. We use Adam (Kingma and Ba, 2014) with a batch size of 256, and learning rates of 0.0001 for the miner and the generator and 0.0004 for the discriminator. The exponential decay rates are $(\beta_1, \beta_2) = (0, 0.99)$. We randomly initialize the weights following a Gaussian distribution centered at 0 with 0.01 standard deviation.

The input of BigGAN is a random vector and a class label that is mapped to an embedding space. We therefore have two miner networks, the original one that maps to the input latent space ($M^s$) and a new one that maps to the latent class embedding ($M^t$). Note that since we have no class label, the miner ($M^t$) needs to learn what distribution over the embeddings best represents the target data.

CelebA Women, FFHQ Children and LSUN (Tower and Bedroom) datasets. We design the generator and discriminator based on Progressive GANs (Karras et al., 2017). Both networks use a multi-scale technique to generate high-resolution images. Note we use a simple miner for tasks with dense and narrow source domains. The miner comprises out of four fully connected layers (8-64-128-256-512), each of which is followed by a ReLU activation and pixel normalization (Karras et al., 2017) except for last layer. We use a Gaussian distribution centered at 0 with 0.01 standard deviation to initialize the miner, and optimize the model using Adam (Kingma and Ba, 2014) with batch size of 4. The learning rate of our model is 0.0004, with exponential decay rates of $(\beta_1, \beta_2) = (0.5, 0.999)$.

Animal dataset. We use StyleGAN (Karras et al., 2019) as our pretrained model. In StyleGAN, the generator contains a mapping network and a synthesis network, we thus devise two minor networks. The first one, which explores the latent space of the mapping network, is composed of two fully connected layers (512-512), in which the first one is followed by a ReLU. The last miner, which is corresponding to the synthesis network, consists of five fully connections (16-16-64-128-128), each of which is followed by a ReLU except for the last one. We use Adam (Kingma and Ba, 2014) with a batch size of 2, following a hyper parameter learning rate of 0.0001, learning rate of 0.0001, and learning rates of 0.0001 and exponential decay rate of $(\beta_1, \beta_2) = (0, 0.99)$.

FFHQ Face and Anime Face datasets. We use the same network as (Miyato et al., 2018), namely SNGAN. The miner consists of three fully connected layers (8-32-64-128). We randomly initialize the weights following a Gaussian distribution centered at 0 with 0.01 standard deviation. For this additional set of experiments, we use Adam (Kingma and Ba, 2014) with a batch size of 8, following a hyper parameter learning rate of 0.0002 and exponential decay rate of $(\beta_1, \beta_2) = (0, 0.9)$.

Imagenet and Places365 datasets. We use the pretrained BigGAN (Brock et al., 2019). We ignore the projection loss in the discriminator, since we do not have access to the label of the target data. We employ a more powerful miner in order to allocate more capacity to discover the regions related to target domain. The miner consists of two subnetworks: miner $M^s$ and miner $M^t$. Both $M^s$ and $M^t$ are composed of four fully connected layers of sizes $(128, 128)-(128, 128)-(128, 128)-(128, 128)$ and $(128, 128)-(128, 128)-(128, 128)-(128, 128)$, respectively. We use Adam (Kingma and Ba, 2014) with a batch size of 256, and learning rates of 0.0001 for the miner and the generator and 0.0004 for the discriminator. The exponential decay rates are $(\beta_1, \beta_2) = (0, 0.99)$. We randomly initialize the weights following a Gaussian distribution centered at 0 with 0.01 standard deviation.

The input of BigGAN is a random vector and a class label that is mapped to an embedding space. We therefore have two miner networks, the original one that maps to the input latent space ($M^s$) and a new one that maps to the latent class embedding ($M^t$). Note that since we have no class label, the miner ($M^t$) needs to learn what distribution over the embeddings best represents the target data.

Fig. 16: The FID as a function of the number of the image used for its computation. (Top) The FID for the pretrained Stylegan and Styleganv2; (bottom) The FID for the baseline TransferGAN and MineGAN+++. Results show that the ranking based on FID differences remains consistent when varying the number of images used to measure it.

B FID computation

We compute the FID for the pretrained Stylegan and Styleganv2 based on different amounts of test images. Note here, both StyleGAN and styleGANv2 are trained on HHFQ, and tested on HHFQ. When computing FID, the number of both the test images and the generated images is the same. We repeat this 10 times for each test dataset, and report the mean value. As shown in Figure 16(top), even though with the varying test images both methods have different values, the trend is consistent that StyleGANv2 always outperforms StyleGAN even when only using a 100 images. In conclusion, given the same number of images when comparing methods, the FID still provides a good measure to assess the relative quality.

We also compare our method with TransferGAN on AFHQ with 100 training images by using the pretrained styleganv2. As shown in Figure 16(bottom), we are able to draw a similar conclusion: our method still outperforms the other when using limited data to evaluate models.

C Ablation with different pretrained models

When applying MineGAN to multiple pretrained GANs, we use one of the domains to initialize the weights of the critic. In Table 5 we used Church to initialize the critic in case of the target set Tower, and Kitchen to initialize the critic for the target set Bedroom. We found this choice to be of little influence on the final results. When using Kitchen to initialize the critic for target set Tower results change from 62.4 to 61.7. When using Church to initialize the critic for target set Bedroom results change from 54.7 to 54.3.
we have performed transfer learning from human face to Pigeon. We collect 200 pigeon images with 256 × 256. We finetune StyleGAN. As shown on Fig. 18, although MineGAN (w/o FT) obtains unsatisfying results, we could improve our method with further finetunning. We evaluate the baselines and our method, and report FID: (TGAN, ADGAN, MineGAN (w/o FT), MineGAN, MineGAN++): (181, 178, 197, 173, 169), which again verifies the proposed method has better performance than the baselines.

|                  | Bear | Monkey | Lion |
|------------------|------|--------|------|
| Kernel weights   | 76.24| 81.43  | 71.52|
| BN statistics    | 75.31| 80.27  | 71.57|
| MineGAN         | 76.53| 82.10  | 72.39|
| MineGAN++        | 75.07| 79.53  | 70.27|

Table 7: Ablation study with different criterions to evaluate the importance of each filter.

the gradient, computed by the target data, is a more accurate indicator of the important filters.

E Ablation of sparse subnetwork selection

We use the gradient norm (see Eq. 14) for the selection of the sparse subnetwork. However, other criteria could also be considered. Here, we also consider method Kernel weights (Han et al., 2015) and BN statistics (Liu et al., 2017) for the selection of the sparse subnetwork. We have added an experiment on animal faces: Bear, Monkey and Lion. As reported in Tab. 7, the other criteria can also improve the model performance in most cases. However, our proposed method, based on the gradient norm, obtains the best FID score, which indicates that using gradient norm is better than naive magnitude of kernel weights or BN statistics. The reason is that using
Fig. 18: Comparison results between MineGAN++ and the baselines.