Stochastic physics of species extinctions in a large population
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Abstract

Species extinction is a core process that affects the diversity of life on Earth. Competition between species in a population is considered by ecological niche-based theories as a key factor leading to different severity of species extinctions. There are population dynamics models that describe a simple and easily understandable mechanism for resource competition. However, these models can not efficiently characterize and quantify new emergent extinctions in a large population appearing due to environmental forcing. To address this issue we develop a stochastic physics-inspired approach to analyze how environmental forcing influences the severity of species extinctions in such models. This approach is based on the large deviations theory of stochastic processes (the Freidlin-Wentzell theory). We show that there are three possible fundamentally different scenarios of extinctions, which we call catastrophic extinctions, asymmetric ones, and extinctions with exponentially small probabilities. The realization of those scenarios depends on environmental noise properties and the boundaries of niches, which define the domain, where species survive. Furthermore, we describe a hysteresis effect in species extinction showing that fluctuations can lead to dramatic con-
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sequences even if an averaged resource supply is sufficient to support population survival. Our stochastic physics-inspired approach generalizes niche theory by accounting environmental forcing and will be useful to find, by available data, which environmental perturbations may induce extinctions.  
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1. Introduction

Life on earth has co-evolved with fluctuations in both climate and the wider abiotic environment. However, the most pronounced changes in biota come during periods of extreme environmental perturbation. These are commonly associated with cataclysmic events (e.g. bolide impact) [1], rapid shifts in the climate state [2], or a combination of the the both factors [3]. During these periods the biotic and abiotic changes feedback on each other. Generally, the two-way interactions between populations in ecosystems and their abiotic characteristics have the potential to dramatically impact both biodiversity [4, 5, 6, 7], and a wider planetary response to the changing environment [9, 10].

Mass extinctions represent important effects that correspond to biodiversity loss, ecosystem upheavals and changes to the evolution of life. This is seen in the fossil record through pronounced changes in fossil assemblages with mass extinctions being attributed to large-scale environmental disasters [11]. However, their dynamics are often poorly understood: it is often unclear as to why populations decline to the point of a species becoming extinct. Here we assess a generic range of environmental forcing types and its impact on the dynamics of species extinction and evolution. These forcing characteristics are macroscopic and emergent properties of small scale wave interaction processes for the ocean - atmosphere - land system.

Some studies [4, 6, 7] show that extinctions play a major role in maintaining population dynamics for niche species due to the niche-overlap in growing species populations increases and co-existence becomes more uncertain [12]. Employing
stochastic physics is a perspective way to develop a better understanding of how the scenarios of extinction depend on environmental fluctuation features and the boundaries of niches. In this paper, we develop an approach based upon recent studies investigating the connection between ecological dynamics in a changing environment and the statistical/stochastic physics of large systems [13, 14, 15, 16, 17, 18]. However, in contrast to these previous works, we propose to study the multistability effect in a system with a large population and fixed parameters replacing it to a similar system with slowly evolving parameters and observable jumps between equilibria. This technique is originally proposed in the large deviations theory of stochastic processes and has been introduced in the work of M. Freidlin and A. Wentzell [19].

We propose a general stochastic population competition model that allows the assessment of how a wide range of environmental forcing types can affect biodiversity (the number of coexisting species), biomass (the number of species in a population) and extinction. In that model, extinctions are inevitable if a population has the maximal possible biodiversity and uses the maximal amount of resources. Also, we use fairly general assumptions. First, each species can survive within a niche, so-called Hutchinsonian niche in environmental parameter space [20]. That niche is an “n-dimensional hypervolume”, where the dimensions are environmental conditions and resources. Furthermore, dynamics of environmental forcing is defined by stochastic dynamical systems with a small noise. Then we show that there exist three different regimes of extinctions: all species become extinct in a very fast way, all species become extinct very slowly, or part of the species become extinct quickly with the remaining ones slowly. The occurrence of the situations depends on mutual location of the system attractors that define the environmental forcing type and species niches.

We use a general range of environmental forcing types: time quasiperiodic oscillations, a simple white noise, and chaotic dynamics with many attractors and a weak noise. We assume that such changes in the environment may influence the states of the system of species. Indeed, in the Earth’s climate system there is the El Niño-Southern Oscillation (ENSO), short term (3 to 10 year)
cycles of nonlinear interaction of wind with the equatorial waveguide in the Pacific. There are many shreds of evidence that this phenomenon affects the ecosystems as a form of chaotic forcing effect \cite{21}. These chaotic and stochastic effects can occur due to turbulence and small scale wave interaction processes in the surface wind stress and internal ocean and that these can play an important role in climate \cite{22, 23}. When a system exhibits periodic forms of chaos, the stochastic nature of the system leads to eigenmode repulsion: the spacing between adjacent eigenmodes follows a universal Gaussian ensemble and Random Matrix Theory (RMT) \cite{23} is used to identify these stochastic system types by assessing emergent resonance phenomena. It helps to reveal how internal system wave mechanisms interact and so influence the ecosystems in their vicinity.

The paper is organized as follows. In Section 2 we state the niche model of species coexistence and we describe different models of environment fluctuations. In Section 3 we explain our main result: the description of general different extinction scenarios. In this section the Freidlin-Wentzell theory \cite{10} is applied to describe influences of a weak noise (which is further outlined in the Appendix). In Section 4 we study the extended dynamical model of a population competing for resources \cite{24, 25, 26, 27}, which takes into account species extinctions and time oscillations of the resource. This model is an extension of the well-known J. Huisman and F. Weissing model \cite{24} that has been used to study phytoplankton. The model accounts for species self-regulation, extinctions, and time dependence of resources. For large resource turnovers this model has a simple asymptotic solution. Section 5 discusses the qualitative processes of the extinction in a population dynamics model. In Section 6 we describe the results of numerical simulations.

2. Niche model and environmental fluctuations

We consider a system of species that depend on the environmental state $q$. For example, plants or plankton species depend on a few of resources, and certain resources are directly connect with the environment (sun light, temperature,
To do this we utilize the ideas of niche theory: a \( j \)-th species survives only when environment parameters lies within a given domain denoted by \( \Omega_j \).

Let us suppose that a system occupies a specific area or region. We denote the averaging over that area as well as the environmental parameters (which are essential for species survival) by \((q_1, q_2, ..., q_n) = q \in \mathbb{R}^n\). This property can also be time \( t \) dependent. The key specification for niche survival is that the \( j \)-th species survives while \( q(t) \in \Omega_j \). Each domain (niche) \( \Omega_j \) is a bounded subset of \( \mathbb{R}^n \) with a smooth boundary \( \partial \Omega_j \). In this model, extinctions occur when \( q \) goes through the boundary \( \partial \Omega_j \) for certain \( j \) and leaves the domain \( \Omega_j \). We define a mass extinction as occurring when \( q \) leaves a number of the domains \( \Omega_j \) within a specific time period.

The generic form of environmental forcing \( q \) reveal how internal system wave mechanisms interact and so influence species in their vicinity. These environmental forcing and species response impacts range from oscillatory, chaotic and noisy-stochastic physical perturbations. Our specification here accommodates these entire range of perturbation types. Periodic and quasiperiodic environmental oscillations and stochastic effects can also also impact the extreme range leading to perturbations in species which can subsequently exhibit this a non-linear and chaotic responses [21, 22, 23, 28]. When a system exhibits periodic forms of chaos, the fundamental random and stochastic nature of the system leads to eigenmode repulsion: the spacing between adjacent eigenmodes follows a universal Gaussian ensemble. In that setting including RMT provides the ability to assess emergent species survival properties [23].

In all cases, we suppose that the system depends on environment state via the resource supplier

\[
S = \bar{S} + \tilde{S}(q(\tau)),
\]

where the perturbation \( \tilde{S} \) of the background resource supply \( \bar{S} \) and dynamics of the environment state \( q \) is slow, i.e., \( \tau = \kappa t, \kappa << 1 \). In this work we assess scenarios of extinction under noise. This includes the range of environmental
forcing types given below, which provide a range of forcing types from oscillatory motion, noisy systems to a non-linear chaotic forcing type that accommodates all the oscillatory and noisy settings.

2.1. Periodic and quasiperiodic variation

The simplest model, that simulates the effect induced by large scale environmental forcing scenarios [21], is

\[ q(\tau) = q^0 + \text{Re} \sum_{j=1}^{m} c_j \exp(\text{i} \omega_j \tau), \]  

(2)

where \( q^0 \) is a constant, \( \text{i} = \sqrt{-1} \), \( c_j \) are coefficients and \( \omega_j \) are frequencies (periodic and/or quasiperiodic oscillations). Model (2) can be extended to include a very slow variation or trend as

\[ q(\tau) = q^0 + \alpha \tau + \text{Re} \sum_{j=1}^{m} c_j \exp(\text{i} \omega_j \tau). \]  

(3)

2.2. Dynamical forcing with noise

Where the dynamics of \( q \) is governed by trajectories of a noisy dynamical system, we write this in the Ito form

\[ dq = Q(q) d\tau + \sqrt{\epsilon} dB(\tau), \]  

(4)

where \( B(t) \) is the standard Brownian motion and \( Q \) is a smooth vector field, \( \epsilon > 0 \). In the case \( \epsilon = 0 \) the system explanation reduces to the differential equation

\[ \frac{dq}{dt} = Q(q), \]  

(5)

and we suppose that its dynamics are well posed and this has a compact attractor \( A_Q \). By varying different \( Q \), we can obtain different kinds of noise induced forcing. The emergent RMT properties are a feature of such noise induced systems. In this noisy type where small \( \epsilon > 0 \) we can also apply the Freidlin-Wentzell theory [19] and also see the Appendix.
2.3. Bistable state transitions

The generic model we select to represent bistability is obtained by setting $q \in \mathbb{R}$ and $Q = aq - q^3$, where $a$ is a parameter. For $a > 0$ the attractor consists of two stable points, $q = \pm a^{-1/2}$. In noisy systems, this system exhibits random transitions from state $q = 1$ to state $-1$ and back. By varying the size of $\epsilon$ the occurrence of such transitions can be regulated, for small (large) $\epsilon$ these transitions are rare (frequent), see Figure 1.

2.4. Chaotic forcing

A generic representation of chaotic forcing is the non-linear delay oscillator. This model is

$$\frac{dq}{d\tau} = aF(q(\tau - \tau_1)) - aF(q(\tau - \tau_2)) + c\cos(\omega \tau), \quad (6)$$

where $a, b, c, \tau_k$ are positive and non-linearity $F$ can be chosen, for example, in the form $F(q) = q - q^3$. This accommodates regular seasonal forcing, non-linear wave interaction processes and time delays and it is discussed in detail in [21].
This type of forcing generically corresponds to a periodic map, with universal properties for this established by Feigenbaum [29]. It is a model for cascades into turbulence and sub-harmonic resonance that applies to all such periodic map processes. This chaotic forcing exhibits high frequency intermittency [21] and slow variation modes consistent with centennial time scales [30]. This dynamic model has a wide range of properties and used to represent the generic wave-interaction ENSO process. It can be used to move through states of oscillatory motion, bifurcations, chaos and intermittency. Periodic map properties also occur for species [5].

3. The scenarios of extinction under environmental forcing

Our primary goal is to find the probabilities of extinctions in our model. We consider three sharply different extinction scenarios of this which can be generated by random and non-random environment forcing induced by equation [5]. Using the well known results [19] (see Appendix) we establish that there are three possible extinction scenarios as a function of the noise magnitude $\varepsilon$ and mutual locations of the sets $A_Q$ and $\partial \Omega_j$. Let us remind that $A_Q$ denotes an attractor of dynamical system (4) for $\varepsilon = 0$ and $\partial \Omega_j$ denotes a boundary of existence of $j$-th species in the space parameter. In our model, that boundary is defined by the resource supply $S = S(q)$, where $q$ evolves according to (4).

Let us denote by $P_{j,\varepsilon}$ the probability of extinction of the $j$-th species per a fixed time period (here $\varepsilon$ is the noise level, see the previous section).

By arguments stated in Appendix we find the following three sharply different scenarios of extinction types:

I. Catastrophic species extinctions: If the intersection $I = A_Q \cap \partial \Omega_j$ is not empty for all $j = 1, ..., k$ then the probability $P_{j,\varepsilon}$ is not exponentially small, i.e., $\lim_{\varepsilon \to 0} \varepsilon \log P_{j,\varepsilon} > 0$. It is a catastrophic scenario when the extinction of all species (mass extinction) is quite probable.
II. Species extinctions with exponentially small probabilities: The intersection $I = \mathcal{A}_Q \cap \partial \Omega_j$ is empty for all $j$. Then the probabilities $P_{j, \epsilon}$ are exponentially small both for large and small extinctions.

III. Asymmetric species extinctions: The intersection $I = \mathcal{A}_Q \cap \partial \Omega_j$ is not empty for some $j$ but it is empty for others $j$. Then it is possible that the probability $P_{j, \epsilon}$ is not small for extinctions involving relatively few species but that probability is exponentially small for extinctions involving relatively many species. In this case, there is a sharp transition in the probabilities of small losses of biodiversity and great losses of biodiversity.

When the attractor consists of $n_A > 1$ connected components $\mathcal{A}_Q^{(i)}$ we find that there are possible additional effects that may be caused by bifurcations in the environment system. For example, some climate models exhibit a possibility of climate bifurcations (tipping points) \[31, 32\] with rapid changes of the climate system from one stable state to another. With the non-linear delay oscillator dynamic (3) and (6) transitions from rapidly varying intermittent to slowly modulated cyclic forcing can be accommodated \[21\]. The species resilience impact of these three extinction types may correspond to a variation between system state \[5\]. One can suppose that the climate bifurcations may be caused by a transition from a connected component to another one: for example, by a transition from scenario I to scenario II (or III), and vice versa. Overall we can say that extinctions in such models are completely predetermined by the distances between the local attractors of the noisy dynamical systems that generates the environmental forcing and critical resource level sets. It is worth noting that among the variants considered in subsection 2.4 the most interesting case is defined by the equation (6), which provides a framing to encapsulate all the scenarios of interest.
4. The resource model

We consider the following standard model of biodiversity [24]:

\[
\frac{dx_i}{dt} = x_i \left( -r_i + \rho_i(v) - \sum_{j=1}^{N} \gamma_{ij} x_j \right), \quad (7)
\]

\[
\frac{dv}{dt} = D(S - v) - \sum_{j=1}^{N} c_j x_j \rho_j(v), \quad (8)
\]

where

\[
\rho_j(v) = \frac{a_j v}{K_j + v}, \quad a_j, K_j > 0, \quad (9)
\]

are Michaelis-Menten’s functions, \( x_i \) are species abundances, \( r_i \) are the species mortalities, \( D \) is the resource turnover rate, \( S \) is the supply of resource \( v \), and \( c_i \) is the content of the resource in the \( i \)-th species. These constants define how different species share resources. Note that if \( c_i = 0 \) then the equation for \( v \) becomes trivial and \( v(t) \to S \) for large times \( t \), i.e., the resource equals the resource supply. The terms \( \gamma_{ii} x_i \) define self-regulation of species populations that restrict the species abundances, and \( \gamma_{ij} x_j \) with \( i \neq j \) define a possible competition between species for resources. The coefficients \( a_i \) are specific growth rates and the \( K_i \) are self-saturation constants. If \( \gamma_{ii} = 0 \) this system is equivalent to those in works where the plankton paradox [33] is studied. For the case of \( M \) resources we have more complicated equations

\[
\frac{dx_i}{dt} = x_i \left( -r_i + \phi_i(v) - \sum_{j=1}^{N} \gamma_{ij} x_j \right), \quad (10)
\]

\[
\frac{dv_j}{dt} = D_j(S_j - v_j) - \sum_{k=1}^{N} c_{jk} x_k \phi_k(v), \quad (11)
\]

where \( v = (v_1, v_2, ..., v_M) \), and

\[
\phi_j(v) = \min \left\{ \frac{a_j v_1}{K_{ij} + v_1}, ..., \frac{a_j v_M}{K_{Mj} + v_M} \right\}, \quad (12)
\]

with \( a_j \) and \( K_{ij} > 0 \). This model is widely used for primary producers like phytoplankton and it can also be applied to describe competition for terrestrial
plants. Relation (12) corresponds to the von Liebig minimum law, but we can consider even more general $\phi_j$ satisfying the conditions

$$\phi_j(v) \in C^1, \quad 0 \leq \phi_j(v) \leq C_+, \quad (13)$$

where $C_+ > 0$ is a positive constant, and

$$\phi_k(v) = 0, \quad \forall k \quad v \in \partial \mathbb{R}^N_+ \quad (14)$$

where $\partial \mathbb{R}^N_+$ denotes the boundary of the positive cone $\mathbb{R}^N_+ = \{v : v_j \geq 0, \forall j\}$. Note that condition (14) holds if $\phi_j$ are defined by (12). Similarly as above, we assume that $\sum_{k=1}^N c_{ik} = 1, \quad c_{ik} > 0$. This model is well posed. Under certain natural conditions to $\gamma_{ij}$ solutions are defined for all positive times $t$, they are unique and there exists a finite dimensional attractor [25].

5. The hysteresis effect

Suppose the resource supply $S$ depends on an external parameter, for example, temperature, $T$, which evolves very slowly through a long term Ocean basin scale mode or similar slowly varying environmental process. Bruun et al. [21, 30] showed that at a Pacific basin scale the tree-growth and temperature hysteresis exhibited persistent cycles that contributed to epochs of excessive heat and cold over a seven century time period. That work showed that the cyclic modes became unstable at the extreme range of the hysteresis curve, however those modes stayed stable overall, and indicated that the current warming period is at the hysteresis upper thermal edge for environmental forcing dynamics.

It is natural to suppose that at each $T$ our system is in an equilibrium state. Let $S(T)$ be an increasing function of $T$. Then as $T$ increases from $T_0$ up to $T_1 > T_0$ we can observe a bifurcation sequence described in the previous subsection. In our model we obtain that our system is, in sense, invertible, i.e., as $T$ changes from $T_1$ to $T_0$, we observe the same bifurcations but going in the reverse order. Thus, in our ideal model slow environmental oscillations do not affect biodiversity. However, in a more realistic situation, where species extinct
Figure 2: The representation of an extinction process. Each cycle of change of resources supply from $S_1$ to $S_0$ and back leads to a decrease in species number $N$. As a result, a population may become extinct.

if their abundance is less than a certain threshold $X_{ext}$ (this model is considered in [25] in another context), then environmental oscillations can lead to partial loss of species. In our model by letting $T$ slowly go from $T_1$ to $T_0 < T_1$ so that for the abundance of a species at $T = T_0$ falls beneath the threshold, then this species never returns in our system, even when $T$ returns to the start value $T = T_1$. This effect is illustrated by the Figure 2.

5.1. Analytical study of hysteresis in noisy environment

To investigate hysteresis effect, we consider the simplest case of model (7,8) with a diagonal matrix $\gamma_{ij} = \delta_{ij} \gamma$, identical parameters $K_i = K$ and $b_i = b$ and random mortalities $r_i$, which are random positive numbers distributed according to a density $\rho(r)$. Moreover, let $c_k = c > 0$. Then it is natural to introduce notation $\phi(v) = bv/(K + v)$. For fixed $S$ and large $D$ the system is in an equilibrium state defined by [25]

$$D(S - v_{eq}) = cB_M \phi(v), \quad (15)$$
Figure 3: This plot shows how noisy environmental forcing can lead to extinctions. Here we do not take into account hysteresis, i.e., we suppose that population restores after each environmental shock (the time like parameter $\tau$ numerates shocks). We consider an equilibrium state for standard model (10, 11) with a single resource and the number of species $N_{\text{species}}$ coexisting in that equilibrium state. The model parameters are: initial species number $N_{\text{pool}} = 50$, $b_i = 2, K_i = 4$, where $i = 1, \ldots, N_{\text{pool}}$, $D = 5$, and $S = 10$. The mortalities $r_i$ are independent random numbers distributed normally according to $N(1, 0.1)$. The matrix $\gamma_{ij}$ is diagonal with entries $\gamma_{ii} = 1$. The noise is induced by random outliers of $S$ at times $t = \tau, 2\tau \ldots$ where $\tau > > 1$. These outliers are defined by so $S(\tau) = \tilde{S} + \tilde{S}(\tau)$, where $\tilde{S}(\tau)$ are independent random numbers normally distributed according to $N(0, 3)$ and $S = 10$.

where

$$B_M = \sum_{k=1}^{N} X_k(v_{eq})$$

is a biomass of the system and

$$X_k = \gamma^{-1}(\phi(v_{eq}) - r_k)_+$$

are steady state species abundances and $f_+ = \max\{0, f\}$.

We consider the following simple model of noise in $S$. Suppose at certain moments $\tau_j = j\Delta t$ we have jumps in $S$: $S(\tau_j + 0) = S(\tau_j + 0) + \Delta S_j$, those outliers $\Delta S_j$ can have different signs. Moreover, we assume that the interval $\Delta t$ is much more than the characteristic relaxation time $t_{eq}$, thus most of the time within the interval $I_j = [\tau_j, \tau_{j+1})$ system (7), (8) is an equilibrium state.
corresponding to the resource supply value $S(\tau_j + 0) = S + \Delta S_j$. At initial time moment we have a pool of species with $N = N_{\text{pool}} >> 1$ of species. Let $N_{sp}(\tau_j)$ be the number of species with non-zero abundances at $t \in (\tau_j, \tau_{j+1})$, i.e., biodiversity within the interval $I_j$. Then for the number $N_{sp}$ one has the following recurrent relation:

$$N_{sp}(\tau_{j+1}) = N_{sp}(\tau_j)\mu_j$$

where $\mu_j$ is a fraction of species, which survive after $j$-th outlier. For $N_{sp} >> 1$ this fraction can be estimated as follows. Note that if $k$-th species survives, i.e. $X_k(v_{eq}) > 0$ then $r_k > \phi(v_{eq})$. The value $v_{eq}$ increases in $S$. Let us denote by $V_j$ the equilibrium value $v_{eq}$ for $t \in [\tau_{j-1}, \tau_j)$. For $\Delta S_j \geq 0$ one obtains that $\mu_j = 1$. For $\Delta S_j < 0$ one has

$$\mu_j \approx \frac{\int_{-\infty}^{\phi(V_{j+1})}\rho(r)dr}{\int_{-\infty}^{\phi(V_j)}\rho(r)dr}$$

Consider the sequence of $S(\tau_j)$, $j = 1, \ldots, N_S$. This sequence can be decomposed into increasing and decreasing sub-sequences. Similarly, the corresponding se-
quence of equilibrium values \( V_j \) falls into analogous increasing and decreasing sub-sequences since \( v_{eq}(S) \) is a monotone increasing in \( S \) function. As \( S \) non-decreases, the population diversity conserves and all species survive. Thus increasing intervals change nothing in diversity. Consider a decreasing interval, which starts with \( S = S_b \), and finishes at a local minimum of \( S \), which equals \( S_e \). A change in species diversity within such decreasing interval is defined then by

\[
\frac{N_{sp}^{(e)}}{N_{sp}^{(b)}} \approx \frac{\int_{-\infty}^{\phi(V_e)} \rho(r)dr}{\int_{-\infty}^{\phi(V_b)} \rho(r)dr},
\]

where \( N_{sp}^{(b)} \) and \( N_{sp}^{(e)} \) are diversities at the beginning and the end of the decreasing interval, and \( V_e, V_b \) are equilibrium value of \( v \) at the beginning and the end of the decreasing interval. For all the period of evolution one has

\[
N_{sp}^{(f)} \approx N_{sp}(0) \left( \int_{-\infty}^{\phi_{min}} \rho(r)dr \right) \left( \int_{-\infty}^{\phi(V_0)} \rho(r)dr \right)^{-1},
\]

where \( N_{sp}^{(f)} \) is a final diversity value and \( V_0 \) is the initial equilibrium value of \( v \).

Under certain assumptions, this formula can be generalized for the multi-resource case. Again, let \( \phi_i(v) = \phi(v) \) be the same for all species, but mortalities \( r_i \) could be different. The main additional assumption is that turnovers \( D_i >> 1 \). Then one can show that the attractor of system (10), (11) is a stable equilibria, and equilibrium value of \( v_i \) are close to the corresponding resource supplies \( S_i \). Then, by the same arguments, we obtain

\[
N_{sp}^{(f)} \approx N_{sp}(0) \left( \int_{-\infty}^{\phi_{min}} \rho(r)dr \right) \left( \int_{-\infty}^{\phi(S(0))} \rho(r)dr \right)^{-1},
\]

where \( S = (S_1, S_2, ..., S_M) \) is the vector of resource supplies, \( S(0) \) is an initial value of that vector and \( \phi_{min} \) is the minimal value of \( \phi(S) \) on the whole evolution time interval. In other situations the problem is much more complicated, and it will be considered in future studies.

6. Simulations for simplest model

Numerical simulations are made for the simplest model with a single resource considered in the previous section. We use the formula (15). We suppose that
at initial time moment we have 50 coexisting species and the parameters are 
$N_{pool} = 50$, $b_i = 2$, $K_i = 4$, where $i = 1, ..., N_{pool}$, $D = 5$, and $S = 10$. The mortalities $r_i$ are independent random numbers distributed normally according to $N(1, 0.1)$. The matrix $\gamma_{ij}$ is diagonal with entries $\gamma_{ii} = 1$. To assess the species model characteristic we considered the perturbations of $\tilde{S}(q(\tau))$ defined by different models: the periodic and quasiperiodic one defined by (3), a purely random model with $q(\tau) = B(\tau)$ and $B(t)$ is a white noise, the model exhibiting the Kramers transitions from Subsection 2.3 and the chaotic forcing (6). The results of simulations are presented in Figures 3 and 4.

To compare our results, we consider perturbations of $\tilde{S}$ of the same amplitude normalized as follows:

$$\tilde{S}(q(\tau)) = \epsilon (q(\tau) - \bar{q}) / \text{var}(q),$$

where $\bar{q}$ is the mean over trajectories $q(\tau)$, and $\text{var}(q) = \max q(\tau) - \min q(\tau)$. We have made 50 tests for each perturbation with random mortalities and random $q(t)$, where $\epsilon = 5$ and $\tilde{S} = 10$. Using the test simulation ensemble we compute the number of extinctions $n_{ext}$, the number $N_{surv}$ of finally survived species, the mean size of extinctions $\bar{N}_{ext}$ and maximal size $\bar{N}_{ext,max}$ of extinctions.

Results for the number of extinctions are shown on Figure 5. The distributions of the number of extinctions $n_{ext}$ are essentially different for different cases. For the plots (a) and (b) on Figure 5 it was checked by the Kolmogorov-Smirnov test. For the mean extinction size $\bar{N}_{ext}$ we obtain the following. In quasiperiodical case $\bar{N}_{ext} \approx 1$, for purely random perturbations $\bar{N}_{ext} \approx 2.7$, for model from Subsection 2.3 $\bar{N}_{ext} \approx 2.0$, and for the model (6) one has $\bar{N}_{ext} \approx 3.0$. By the end of evolution (15000 steps) 14 species survived in the periodical case, 17 in purely random case, and 14 species survived for the model (6) and 16 for the model with the Kramers transitions. We can conclude that the number of survived species on a long period depends on average intensity of environment perturbations but statistics and the size of extinctions depend on perturbation type. The periodic and chaotic forcing pertubation types, associated with periodic attractor and Gaussian ensemble eigenmode interaction type [21, 23].
Figure 5: (a) The histogram for the number of extinctions within the period evolution 15000 steps for periodic perturbations \((3)\) with two different small frequencies \(\omega_1 = 0.01, \omega_2 = 0.03\) and with \(c_1 = 1, c_2 = 0.5\) (simulation uses \((15)\) and parameters here for all plots are as for Fig. \((3)\). (b) This plot shows the histogram for the number of extinctions within the period evolution 15000 steps under a random white noise perturbation. (c) This plot shows the histogram for the number of extinctions within the period evolution 15000 steps under a perturbation (Subsection \((2.3)\)), where \(a = 1\), and it is perturbed by random uniformly distributed outliers of frequency \(p_{\text{out}} = 0.1\) so that system for \(q\) exhibits the rare Kramers transitions from \(q_1 = \pm 1\) to \(q_2 = -q_1\). (d) This plot shows the histogram for the number of extinctions within the period evolution 15000 steps for perturbations \((6)\) with the frequency \(\omega = 0.01\) and \(a = 0.1, c = 0.2\).
giving lower species survival. This type of interacting eigenmode environment perturbation may act to constrain the biota diversity accordingly.

7. Conclusions

In this paper, using a fairly general niche model and the large deviations theory of stochastic processes, we show that there are possible three fundamentally different extinction scenario types that can be distinguished based on a state of the environment. To demonstrate the applicability of the proposed ideas we employ a resource model that describes a simple and easily understandable mechanism for resource competition in a population and takes into account species self-regulation, extinctions, forcing of the environment and time dependence of resources.

The main result is that chaotic forcing perturbations can essentially affect biodiversity through a hysteresis effect for species extinctions. Different types of noise are considered, and it is found that the extinction probability sharply depends on the form of a noisy process. We also show that some environmental fluctuations may lead to dramatic consequences even if an averaged resource supply is sufficient to support population survival. In this case, the population can be destroyed by environmental noises. It is important to establish how many local attractors are generated by the internal wave interactions of the dynamical systems that defines environmental forcing and the location of these attractors with respect to critical level sets for resource supply. The periodic and chaotic forcing systems used here can exhibit eigenmode level repulsion that places the system in a chaotic class known as a Gaussian ensemble \([23]\).

This work contributes to the statistical physics of the ecological niche theory. The key works in this area \([16, 17, 18]\) demonstrate that stochastic processes can induce phases transitions in population from a niche phase where species competitions define the dynamics of the system to a neutral phase where stochasticity is the main driver of the population dynamic. Our results show that the behavior of niche and neutral models is quite different when we take into account the
environmental fluctuations.

In addition, our results can be interesting for the biodiversity problem. A globally prevalent generalist species like plankton may benefit from the effects of periodic and chaotic environmental forcing [7] which enables it to adapt and out-compete other species by providing and ecosystem resilience when faced with system state changes. We also think that our results will be applicable to the studies of past mass extinctions because recently such extinctions are considering as phases of a natural, 'meta-evolution' quasi-cycle where the timing and magnitude of mass extinctions are essentially stochastic events [35].
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Appendix

Here we outline the Freidlin-Wentzell theory. Let the set of all possible trajectories \( p(t) \) \( t \in [0, T] \) defined on the time interval \([0, T]\) be equipped by the standard norm \( \| \cdot \|_\infty \). Then the set of trajectories with bounded norm \( \| \cdot \|_\infty \) becomes a Banach space, which will be denoted \( \mathcal{B}_T \).

Following [19] we define the rate function \( I(q(\cdot)) \), defined on the set of the trajectories \( q(\cdot) \) by

\[
I(q(\cdot)) = \frac{1}{2} \int_0^T \left| \frac{dq(t)}{dt} \right|^2 dt - Q(q(t))^2 dt.
\]

(18)

For each closed subset \( S \subset \mathcal{B}_T \) of trajectories let us consider the quantity

\[
P_S = \inf_{q \in S} I(q(\cdot))
\]

where we take the infimum over all possible trajectories belonging to \( \mathcal{B}_T \), which lie in the set \( S \) for each \( t \in [0, T] \). Then, according to [19] one has

\[
\liminf_{\epsilon \to 0} \epsilon \ln \text{Prob}\{q \in S\} \leq -P_S
\]

(19)

and

\[
\limsup_{\epsilon \to 0} \epsilon \ln \text{Prob}\{q \in S\} \geq -P_S.
\]

(20)

Let us define the distance \( d(q, q') \) between two points \( q \) and \( q' \) by

\[
d_{FW}(q, q') = \frac{1}{2} \inf_{p(\cdot) \in B(q,q')} I(p(\cdot)).
\]

where we take the infimum over the set \( B(q, q') \) of the trajectories \( p(t) \) such that \( p(0) = q \) and \( p(T) = q' \) and over all \( T > 0 \).

The distance between the two sets \( A \) and \( B \) is defined as \( dist(A, B) = \inf_{q \in A, q' \in B} d_{FW}(q, q') \). The main property of \( dist(q, q') \), needed for us, we use is as follows.

The probability \( P_{c,\epsilon} \) to attain the critical value starting from a point on a local attractor \( A_Q \) satisfies the estimate

\[
\lim_{\epsilon \to 0} \epsilon \log P_{c,\epsilon} = -\inf_{q \in A_Q, q' \in C(\Delta S_j)} d_{FW}(q, q').
\]

(21)
By the definition of $\text{dist}(q, q')$ it is easy to show that if $q$ is a starting point of a trajectory of our dynamical system leading to $q'$ then $\text{dist}(q, q') = 0$. Therefore, if the points $q$ and $q'$ lie in the same connected component $\mathcal{A}_Q$ of the attractor then $\text{d}_{FW}(q, q') = 0$. However, if $q$ is in a connected component of the attractor and $q'$ lie outside that component, then $\text{d}_{FW}(q, q') > 0$.
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