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ABSTRACT. We discuss moments of the Riemann zeta-function in this paper. The purpose of
this paper is to give an upper bound of exponential moments of the logarithm of the Riemann
zeta-function twisted by arguments. Our results contain an improvement of Najnudel result
for exponential moments of the argument of the Riemann zeta-function and an unconditional
upper bound of the moments.

1. Introduction and statement of the main result

1.1. Introduction. Denote moments of the Riemann zeta-function \( \zeta \) on the critical line by

\[ M_k(T) := \int_T^{2T} |\zeta(\frac{1}{2} + it)|^{2k} dt \]

for \( k > -\frac{1}{2} \) and \( T \geq 3 \). The study of \( M_k(T) \) is one of the main topics in analytic number
theory. A motivation of the study is the application to the distribution of zeros and prime
numbers. For example, Ingham [7] showed that the estimate \( M_k(T) \ll \varepsilon k T^{1+\varepsilon} \) for any \( \varepsilon > 0 \),
\( k \in \mathbb{Z}_{\geq 0} \), which is equivalent to the Lindelöf Hypothesis, would imply the Density Hypothesis
and \( p' - p \ll \varepsilon p^{1/2+\varepsilon} \) for any pair of consecutive prime numbers \((p, p')\), \( p < p' \). Keating and
Snaith [11] conjectured that \( M_k(T) \sim C(k) T (\log T)^{k^2} \) gives the exact asymptotic behavior
for \( k > -\frac{1}{2} \) with \( C(k) \) an explicitly written constant. This conjecture has been proved in
the cases \( k = 1, 2 \) by Hardy and Littlewood [3], and by Ingham [6] respectively. However,
the other cases are unproven. Toward the conjecture, Heap, Radziwiłł, and Soundararajan
[5] established \( M_k(T) \ll T (\log T)^{k^2} \) for \( 0 \leq k \leq 2 \). In the case \( k > 2 \), Soundararajan [15]
succeeded in giving the great result that \( M_k(T) \ll_{k, \varepsilon} T (\log T)^{k^2+\varepsilon} \) for any \( k \geq 0 \) under the
Riemann Hypothesis. Moreover, as a celebrated result, Harper [4] improved Soundararajan’s
estimate to \( M_k(T) \ll_{k} T (\log T)^{k^2} \) for any \( k \geq 0 \).

Recently, Najnudel [13] studied the exponential moments of the argument of the Riemann
zeta-function on the critical line, namely

\[ \tilde{M}_k(T) = \int_T^{2T} \exp \left( 2k \text{ Im} \log \zeta(\frac{1}{2} + it) \right) dt. \]

This is an analog of \( M_k(T) \) since replacing \( \text{Im} \) with \( \text{Re} \) matches \( M_k(T) \). The study of \( \tilde{M}_k(T) \)
is also of interest independent of \( M_k(T) \) because the argument of the Riemann zeta-function
is directly related to the distribution of the imaginary parts of nontrivial zeros of \( \zeta \). The
relation is explained by the Riemann-von Mangoldt formula:

\[ N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + \frac{1}{\pi} \text{ Im} \log \zeta(\frac{1}{2} + iT) + \frac{7}{8} + O \left( \frac{1}{T} \right) . \]
Here, \( N(T) \) is the number of nontrivial zeros \( \rho = \beta + i\gamma \) of \( \zeta \) with \( 0 < \gamma < T \) counted with multiplicity. Najnudel showed that \( \tilde{M}_k(T) \ll_k \varepsilon T (\log T)^{k^2+\varepsilon} \) for \( k \in \mathbb{R} \) under the Riemann Hypothesis. His upper bound is an analog of Soundararajan’s. The analog of Harper’s bound for \( \tilde{M}_k(T) \) has not proven yet. Additionally, the methods for \( M_k(T) \) in [3], [5], [6] do not work for \( \tilde{M}_k(T) \), so it also remains the problem of giving unconditionally a good estimate of \( \tilde{M}_k(T) \), for example, \( \tilde{M}_k(T) \ll T^{1+\varepsilon} \) for \( 0 \leq k \leq c \) with \( c \) a certain absolute constant. The purpose of this paper is to discuss these problems.

To discuss our problems more generally, we define the exponential moment

\[
M_{k,\theta}(T) := \int_T^{2T} \exp \left( 2k \Re e^{-i\theta \log \zeta \left( \frac{1}{2} + it \right)} \right) dt
\]

for \( k \geq 0, \theta \in \mathbb{R} \), and large \( T \). It then holds that \( M_{k,0}(T) = M_k(T) \) and \( M_{k,\frac{\pi}{2}}(T) = \tilde{M}_k(T) \), so \( M_{k,\theta}(T) \) is a generalization of both \( M_k(T) \) and \( \tilde{M}_k(T) \). This moment has been studied by the author and Li in [10]. We proved unconditionally for \( 0 \leq k \leq c \) that \( M_{k,\theta}(T) \ll_k T (\log T)^{k^2+Bk^3} \) if \( \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \), and that \( M_{k,\theta}(T) \gg_k T (\log T)^{k^2-Bk^3} \) if \( \theta \in \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right] \), where \( c \) and \( B \) are certain absolute positive constants. Additionally, assuming the Riemann Hypothesis, we showed for any \( k \geq 0, \varepsilon > 0 \) that \( M_{k,\theta}(T) \ll_{k,\varepsilon} T (\log T)^{k^2+\varepsilon} \) and \( M_{k,\theta}(T) \gg_{k,\varepsilon} T (\log T)^{k^2-\varepsilon} \) for the same \( \theta \) as the unconditional case. In this paper, we address our problems by improving our previous result.

1.2. Statement of the main result. We state the main result under the following zero density estimate

\[
N(\sigma, T) \ll T^{1-\lambda(\sigma - \frac{1}{2})} \Phi(T), \quad \sigma \geq \frac{1}{2} + \frac{1}{\log T}. \tag{1.1}
\]

Here, \( \Phi(T) \) is a nonnegative-valued function independent of \( \sigma \), and \( N(\sigma, T) \) is the number of nontrivial zeros \( \rho = \beta + i\gamma \) of the Riemann zeta-function with \( \beta > \sigma, 0 \leq \gamma \leq T \) counted with multiplicity. The Density Hypothesis states that (1.1) \( \lambda = 2 \) and \( \Phi(T) \ll_{\varepsilon} T^\varepsilon \) would hold. We can also take \( \lambda = +\infty \) for any \( \Phi(T) \) under the Riemann Hypothesis. Various unconditional estimates of \( N(\sigma, T) \) have been also proved. Ingham [8] showed that (1.1) holds for \( \lambda = \frac{4}{3} \) and \( \Phi(T) = (\log T)^3 \). When \( \Phi(T) = \log T \), this type estimate was firstly shown by Selberg [14]. He proved that (1.1) holds with \( \lambda = \frac{4}{3} \) and \( \Phi(T) = \log T \). Conrey [1] improved Selberg’s constant to \( \lambda = \frac{8}{7} - \varepsilon \) with \( \varepsilon \) any fixed positive constant. Throughout this paper, we assume \( \Phi(T) \geq \log T \), and then may also assume that \( \lambda \geq 1 \) thanks to Conrey’s result.

Define the numbers \( a(h), b(h) \) by

\[
a(h) = \begin{cases} 
1 & \text{if } 0 < h \leq \frac{1}{\sqrt{2}}, \\
1 + \frac{(4h^2-1)^2(1+h^2)}{8(4h^2+1)(1-h^2)} \log \left( 1 + 2 \frac{(2h^2-1)(4h^2+1)}{(h^2+1)(4h^2-1)^2} \right) & \text{if } \frac{1}{\sqrt{2}} < h < 1,
\end{cases}
\]

and

\[
b(h) = \frac{\pi(1 + h^2)^2}{2(1 - h^2)}. \tag{1.3}
\]

We then define

\[
A(h, \theta) = \frac{h}{a(h)|\cos \theta| + b(h)|\sin \theta|}. \tag{1.4}
\]

for \( 0 < h < 1, \theta \in \mathbb{R} \). In the following, let \( h = h(\theta) \) be the maximal point of \( A(h, \theta) \). For example, if \( \theta = 0 \), then \( h = 0.72894 \cdots, A(h, 0) = 0.70738 \cdots \), and if \( \theta = \pm \frac{\pi}{2} \), then
\[ h = \sqrt{2} - 1 \text{ and } A(h, \pm \frac{\pi}{4}) = \frac{1}{2}. \]

By routine numerical calculations, we can confirm that this \( h \) is monotonically non-increasing in \( \theta \in [0, \frac{\pi}{4}] \), and that \( \frac{2}{7} < \sqrt{2} - 1 = h(\frac{\pi}{4}) \leq h(0) = 0.72894 \cdots < \frac{3}{4} \) and \( \frac{1}{7} < \frac{12}{\pi} \theta + 25|\sin \theta| = A(\frac{1}{2}, \theta) \leq A(h, \theta) \leq h(\theta) \leq 1 < 3h < \frac{3}{4} \) and \( \frac{1}{7} < A(h, \theta) < 1 \) throughout this paper.

The following is the main result of this paper.

**Theorem 1.** Let \( \lambda \) be a positive constant, and \( \Phi \) be a nonnegative-valued function satisfying (1.1). Let \( \theta \in [\frac{-\pi}{2}, \frac{\pi}{2}] \), and let \( 0 < \varepsilon \leq \frac{1}{100} \) be a small constant. For any \( 0 \leq k < A(h, \theta)\lambda - \varepsilon \) and any \( T \geq e^{C_1(k\log(k+3))^2}T_0 \), we have

\[
\begin{aligned}
M_{k, \theta}(T) &\leq \exp(C_1 e^{C_1k}T(\log T)^{k^2}) + C_1T(\log T)^{k^2(1 + \frac{k + \varepsilon}{A(k, \theta)\lambda - (k + \varepsilon)})} (\Phi(T)/\log T)^{\frac{k + \varepsilon}{A(k, \theta)\lambda}} \\
&+ C_1T \frac{\Phi(T)}{\log T}.
\end{aligned}
\]

Here, \( C_1 \) and \( T_0 \) are positive numbers depending only on \( \varepsilon \).

Theorem 1 involves an improvement of the estimate due to Najnudel [13, Theorem 1], and also a small improvement of Harper’s result [4, Theorem 1] for the dependence of \( T \) and \( k \). For instance, we can deduce the following corollary from this theorem and the zero density estimate by Ingham.

**Corollary 1.** For any small \( \varepsilon > 0 \) and \( T \geq T_1(\varepsilon) \) with \( T_1(\varepsilon) \) a large constant depending only on \( \varepsilon \), we have

\[
\widetilde{M}_k(T) \ll \varepsilon T(\log T)^{B(k) + \varepsilon} \ll \varepsilon T^{1 + \varepsilon}
\]

for \( |k| \leq c_0 - \varepsilon \) with \( c_0 = \frac{1}{3}A(h, \pm \frac{\pi}{4}) = \frac{2}{7} \) and \( B(k) = k^2(1 + k/(c_0 - k)) + 4k/c_0 \) unconditionally. Assuming the Riemann Hypothesis, we have

\[
M_{k, \theta}(T) \ll e^{O(k)}T(\log T)^{k^2}
\]

for any \( \theta \in [\frac{-\pi}{2}, \frac{\pi}{2}] \), \( k \geq 0 \), and any \( T \geq e^{C(k\log(k+3))^2}T_0 \) with \( C \) and \( T_0 \) large absolute constants.

The size of the term \( e^{O(k)} \) in (1.6) is the same as the result of Harper. On the other hand, the dependency of \( T \) and \( k \) in (1.6) allows the range of \( k \) to be \( k \leq a\sqrt{\log T/\log \log T} \), where \( a \) is a small constant. The original Harper’s range is \( k \leq c\sqrt{\log \log T} \), so our range of \( k \) is wider than his. In particular, choosing \( k = \log \log T \) we obtain Littlewood’s conditional bounds

\[
\log |\zeta(\frac{1}{2} + it)| \leq C \frac{\log t}{\log \log t} \text{ and } S(t) := \frac{1}{\pi} \text{Im} \log \zeta(\frac{1}{2} + it) \ll \frac{\log t}{\log \log t}.
\]

This is a new application of our result and may be one reason to show the sharpness of the term \( e^{O(k)} \) given by Harper.

### 1.3. Organization of the paper and some comments on the proof of Theorem 1.

Theorem 1 is proved by combining Harper’s method [4] with a new approximate formula proved in Section 2. The main part of the proof of Theorem 1 is devoted to determine the range of \( k \) in the unconditional case. Actually, conditional result (1.6) can be essentially established by using Harper’s method and the approximate formula in [9]. On the other hand, the range of \( k \) in the unconditional case derived from the approximate formula is narrow because the constant multiplied by the error term of the formula is big. In fact, the range of \( k \) given in Theorem 2.4 of [10] proved by using the approximate formula in [9] is roughly \( 0 \leq k \leq a_6 = e^{-10} \). For this reason, we prove a new approximate formula for the Riemann zeta-function in this paper. The method of the proof is based on Selberg’s [14]. An
important change from his method is that the implicit constant is optimized by parametrizing the “zero density function” defined by (2.1).

In Section 3, we show a result for large deviations of the distribution of the Riemann zeta-function under zero density estimate (1.1). Harper used the result of moments due to Soundararajan in [15] when evaluating an integral. The argument is under the Riemann Hypothesis. Therefore, we need to prove an alternative result, which can be used only under the assumption of the zero density estimate. We give such a result in Section 3.

In Section 4, we apply Harper’s method to our approximate formula. Harper used the inequality of Soundararajan [15], which holds under the Riemann Hypothesis. Therefore, we need to prove an alternative result, which can be used only under the Riemann Hypothesis. On the other hand, we do not assume the Riemann Hypothesis. Therefore, we need to prove an alternative result, which can be used only under the Riemann Hypothesis. Hence, we cannot deal with objects combining prime factors and zero factors well unconditionally. In this paper, we use Hölder’s inequality to such objects, but the inequality is not enough to derive the sharp upper bound. This is the reason why estimate (1.5) does not reach \( k^2 \). This problem would be one motivation of the study of the independency between primes and zeros, which is related to the splitting conjecture of Gonek, Hughes, and Keating [2].

2. An approximate formula for the Riemann zeta-function

Let \( \rho = \beta + i\gamma \) be a nontrivial zero of the Riemann zeta-function with \( \beta, \gamma \in \mathbb{R} \). Denote the von Mangoldt function by \( \Lambda(n) \). Define \( s_{\theta,K}(t,X) = \sigma_{\theta,K}(t,X) + it \), \( w_X(y) \), and \( P_{\theta,K}(t,X) \) by

\[
\sigma_{\theta,K}(t,X) = \frac{1}{2} + \frac{1}{\log |t-\gamma|} \max_{K X^{\beta - 1/2}/\log X} \left\{ \beta - \frac{1}{2} \log \frac{K}{\log X} \right\},
\]

\[
w_X(y) = \begin{cases} 
1 & \text{if } 1 \leq y \leq X^{1/3}, \\
\frac{9(\log(X/y))^2 - 6(\log(X^{2/3}/y))^2}{2(\log X)^2} & \text{if } X^{1/3} \leq y \leq X^{2/3}, \\
\frac{9(\log(X/y))^2}{2(\log X)^2} & \text{if } X^{2/3} \leq y \leq X, \\
0 & \text{otherwise.}
\end{cases}
\]

\[
P_{\theta,K}(t,X) = \sum_{p \leq X} \left( \frac{w_X(p)}{(p^{\sigma_{\theta,K}(t,X)}} \left( 1 + (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \log p \right) + \frac{1}{2p^{2\sigma_{\theta,K}(t,X)}} \right)
\]

for \( \theta \in \mathbb{R}, K \geq 1 \), and \( X \geq 3 \). If there are no zeros such that \( |t-\gamma| \leq K X^{\beta - 1/2}/\log X \), we let \( \sigma_{\theta,K}(t,X) = \frac{1}{2} + \frac{K}{\log X} \), and so the inequality \( \sigma_{\theta,K}(t,X) \geq \frac{1}{2} + \frac{K}{\log X} \) always holds. We
Lemma 2.1. Let \( \Re \) and any \( s \geq 2 \) and \( Y \) guaranteed by \( \tilde{\rho} \) and \( \tilde{\gamma} \). By Mellin’s transform, we find that

\[
\frac{1}{2} \sum_{\rho \in S} \log \left( \frac{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}{(\beta - \frac{1}{2})^2 + (t - \gamma)^2} \right),
\]

where \( S \) is the set of nontrivial zeros \( \rho = \beta + i\gamma \) of the Riemann zeta-function such that \( |\beta - \frac{1}{2}| \leq \sqrt{\frac{1}{2}(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + (t - \gamma)^2} \). Then we have the following proposition.

**Proposition 1.** Let \( \theta \in \mathbb{R} \), and let \( K \) be large. For any \( |t| \geq 3 \) with \( t \) not equal to the ordinates of zeros and \( 3 \leq X \leq |t|^6 \), we have

\[
\left| \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) - \Re e^{-i\theta} p_{\theta,K}(t,X) + \Re e^{-i\theta} Y_{\theta,K}(t,X) \right| 
\leq \left( \frac{h}{A(h,\theta)} + \frac{9}{K} \right) (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \left( \frac{1}{2} \log |t| - \Re \sum_{p \leq X} \frac{w_X(p) \log p}{p^{\rho_{\theta,K}(t,X)}} + C_1 \log X \right),
\]

and \( Y_{\theta,K}(t,X) \geq 0 \). Here, \( C_1 \) is an absolute positive constant.

2.1. Preliminaries. We require some lemmas to prove Proposition 1.

**Lemma 2.2.** Let \( u : \mathbb{R} \geq 0 \to \mathbb{R} \geq 0 \) be a Riemann-integrable function such that \( \int_0^\infty u(x) \, dx = 1 \), and \( \bar{u}(z) = \int_0^\infty u(x)x^{z-1} \, dx \) is absolutely convergent for \( \Re z > 0 \) and satisfies \( \bar{u}(z) \ll |z|^{-1} \) in \( \Re z \leq C \) for any fixed constant \( C > 0 \). Put \( w_{u,X}(y) = \int_{y/\log X}^\infty u(x) \, dx \). For any \( X \geq 3 \) and any \( s \in \mathbb{C} \) not equal to the zeros of the Riemann zeta-function, we have

\[
\frac{\zeta'(s)}{\zeta(s)} = -\sum_{n=1}^\infty \frac{\Lambda(n)}{n^s} w_{u,X}(n) + \sum_{\rho} \frac{1}{s - \rho} \bar{u}(1 - (s - \rho) \log X)
+ \sum_{n=1}^\infty \frac{1}{s + 2n} \bar{u}(1 - (s + 2n) \log X) - \frac{1}{s - 1} \bar{u}(1 - (s - 1) \log X).
\]

**Proof.** By Mellin’s transform, we have

\[
\sum_{n=1}^\infty \frac{\Lambda(n)}{n^s} w_{u,X}(n) = \sum_{n=1}^\infty \frac{\Lambda(n)}{n^s} \int_{\log X - i\infty}^{\log X + i\infty} \frac{\bar{u}(z + 1)}{z} n^{-z/\log X} \, dz
= -\int_{c - i\infty}^{c + i\infty} \frac{\zeta'}{\zeta} \left( s + \frac{z}{\log X} \right) \bar{u}(z + 1) n^{-z/\log X} \, dz
\]

with \( c = \max \{2 - \sigma \log X, 1\} \). Note that the absolute convergence of the above integrals is guaranteed by \( \bar{u}(z) \ll |z|^{-1} \) as \( |\Im z| \to +\infty \). By the residue theorem, (2.5) is equal to

\[
-\frac{\zeta'(s)}{\zeta(s)} + \sum_{\rho} \frac{1}{s - \rho} \bar{u}(1 - (s - \rho) \log X)
+ \sum_{n=1}^\infty \frac{1}{s + 2n} \bar{u}(1 - (s + 2n) \log X) - \frac{1}{s - 1} \bar{u}(1 - (s - 1) \log X),
\]

which completes the proof of this lemma. \( \square \)

**Lemma 2.2.** Let \( \theta \in \mathbb{R} \), and let \( K \) be large. For any \( t \in \mathbb{R} \), \( X \geq 3 \), we have

\[
\sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} \leq \frac{1 + h^2}{1 - h^2} \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}.
\]
Proof. We use Selberg’s method (cf. pp. 235–236 in [14]). By the symmetry of nontrivial zeros, we have
\[ \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2} \]
\[ = \frac{1}{2} \sum_{\rho} \left( \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2} + \frac{\sigma_{\theta,K}(t,X) - (1-\beta)}{(\sigma_{\theta,K}(t,X) - (1-\beta))^2 + (t-\gamma)^2} \right) \]
\[ = \sum_{\rho} \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 - (\beta - \frac{1}{2})^2 + (t-\gamma)^2\}}{\{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2\}\{(\sigma_{\theta,K}(t,X) - (1-\beta))^2 + (t-\gamma)^2\}}. \]

When \(|\beta - \frac{1}{2}| \leq h(\sigma_{\theta,K}(t,X) - \frac{1}{2})\), we find by simple calculations that
\[ (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 - (\beta - \frac{1}{2})^2 + (t-\gamma)^2 \]
\[ \geq \frac{1 - h^2}{1 + h^2} \{ (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + (\beta - \frac{1}{2})^2 \} + (t-\gamma)^2 \]
\[ \geq \frac{1 - h^2}{2(1 + h^2)} \{ 2(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + 2(\beta - \frac{1}{2})^2 + 2(t-\gamma)^2 \} \]
\[ = \frac{1 - h^2}{2(1 + h^2)} \{ (\sigma_{\theta,K}(t,X) - \beta)^2 + (\sigma_{\theta,K}(t,X) - 1 + \beta)^2 + 2(t-\gamma)^2 \}. \]

When \(|\beta - \frac{1}{2}| > h(\sigma_{\theta,K}(t,X) - \frac{1}{2})\), it follows from the definition of \(\sigma_{\theta,K}(t,X)\) that
\[ |t-\gamma| > K \frac{X^{[\beta-1/2]}}{\log X} > K|\beta - \frac{1}{2}|. \]

Therefore, we also find by a simple calculation that
\[ (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 - (\beta - \frac{1}{2})^2 + (t-\gamma)^2 \]
\[ \geq \frac{1 - 2/K}{2} \{ (\sigma_{\theta,K}(t,X) - \beta)^2 + (\sigma_{\theta,K}(t,X) - 1 + \beta)^2 + 2(t-\gamma)^2 \} \]
when \(|\beta - \frac{1}{2}| > h(\sigma_{\theta,K}(t,X) - \frac{1}{2})\). Hence, we have
\[ \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2} \]
\[ \geq \frac{1 - h^2}{2(1 + h^2)} \sum_{\rho} \left( \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2} + \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - (1-\beta))^2 + (t-\gamma)^2} \right) \]
\[ = \frac{1 - h^2}{1 + h^2} \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2}, \]
which completes the proof of this lemma. 

In the following, we choose \(u\) as
\[ u(x) = \begin{cases} \frac{9 \log x - 3}{x} & \text{if } e^{1/3} \leq x \leq e^{2/3}, \\ \frac{9 - 9 \log x}{x} & \text{if } e^{2/3} \leq x \leq e, \\ 0 & \text{otherwise}. \end{cases} \]
We then find that \( \bar{u}(1-z) = 9(e^{-z/6} - e^{-z/2})^2/z^2 \), and that \( w_{u,X}(y) \) in Lemma 2.1 coincides with \( w_X(y) \) defined by (2.2). We should remark that our constant \( A(h,\theta) \) does not depend on the choice of \( u \) in our method as long as \( u \) is supported on \([c,e]\) and belongs to \( C^2([c,e]) \) for any fixed \( c \in (0,e) \).

**Lemma 2.3.** Let \( \theta \in \mathbb{R} \), and let \( K \) be large. For \( t \in \mathbb{R} \), \( X \geq 3 \), \( \sigma \geq \sigma_{\theta,K}(t,X) \), we have

\[
\left| \sum_{\rho} \frac{1}{s-\rho} \bar{u}(1-(s-\rho) \log X) \right| \ll X^{-(\sigma-\sigma_{\theta,K}(t,X))/3} K^{-4} \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t-\gamma)^2}.
\]

This implicit constant is absolute.

**Proof.** From the present definition of \( u \), we have

\[
\left| \sum_{\rho} \frac{1}{s-\rho} \bar{u}(1-(s-\rho) \log X) \right| \leq \frac{9}{(\log X)^2} \sum_{\rho} \frac{(X^{-(\sigma-\beta)/6} + X^{-(\sigma-\beta)/2})}{((\sigma - \beta)^2 + (t - \gamma)^2)^{3/2}}.
\]

When \( \beta - \frac{1}{2} \leq h(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \), we find that

\[
\frac{(X^{-(\sigma-\beta)/6} + X^{-(\sigma-\beta)/2})^2}{((\sigma - \beta)^2 + (t - \gamma)^2)^{3/2}} \leq \frac{4X^{-(\sigma-\beta)/3}}{((\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2)^{3/2}}
\]

\[
\leq \frac{(\sigma_{\theta,K}(t,X) - \beta) \{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2\}}{4e^{-(1-h)K/3h} X^{-(\sigma-\sigma_{\theta,K}(t,X))/3}}
\]

\[
\leq \frac{(1-h)(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2\}}{X^{-(\sigma-\sigma_{\theta,K}(t,X))/3} (\log X)^2} \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{K^4} \frac{\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]

for large \( K \). When \( \beta - \frac{1}{2} > h(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \), it follows from the definition of \( \sigma_{\theta,K}(t,X) \) that

\[
|t - \gamma| > K \frac{X^{\beta - 1/2}}{\log X} > K(\beta - \frac{1}{2}) > \frac{Kh}{1+h} |\sigma_{\theta,K}(t,X) - \beta|,
\]

and so

\[
(t - \gamma)^2 > \left(1 + \frac{(1+h)^2}{K^2 h^2}\right)^{-1} \{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2\}.
\]

Therefore, we find that

\[
\frac{(X^{-(\sigma-\beta)/6} + X^{-(\sigma-\beta)/2})^2}{((\sigma - \beta)^2 + (t - \gamma)^2)^{3/2}} \leq \frac{1}{|t - \gamma|} \left(1 + \frac{(1+h)^2}{K^2 h^2}\right) \frac{(X^{-(\sigma-\beta)/6} + X^{-(\sigma-\beta)/2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]

\[
\leq \frac{2 \log X}{K X^{\beta - 1/2}} \frac{(X^{-(\sigma-\beta)/6} + X^{-(\sigma-\beta)/2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]

\[
\leq 2 \frac{(X^{-(\sigma+2\beta-\frac{3}{2})/6} + X^{-(\sigma-\beta-\frac{1}{2})/2})^2 h(\log X)^2}{K^2} \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]

\[
\ll X^{-(\sigma-\sigma_{\theta,K}(t,X))/3} (\log X)^2 \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{K^4} \frac{\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]
for large $K$. Combing these inequalities, we have
\[
\left| \sum_{\rho} \frac{1}{s - \rho} \tilde{u}(1 - (s - \rho) \log X) \right| \ll X^{-(\sigma - \sigma_{\theta,K}(t,X))/3} \frac{1}{K^4} \frac{\sigma_{\theta,K}(t,X) - \frac{1}{2}}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2},
\]
which completes the proof of this lemma.

**Lemma 2.4.** Let $\theta \in \mathbb{R}$, and let $K$ be large. For any $|t| \geq 3$, $3 \leq X \leq |t|^6$, we have
\[
\sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} = \left(1 + O \left( \frac{1}{K^3} \right) \right) \left( \frac{1}{2} \log |t| - \text{Re} \sum_{p \leq X} \frac{w_X(p) \log p}{p^\theta,\kappa(t,X)} \right) + O(\log X).
\]

**Proof.** We use the well known formula (see (2.10) in [12])
\[
\zeta'(s) = \sum_{\rho} \left( \frac{1}{s - \rho} + \frac{1}{\rho} \right) - \frac{1}{2} \log |t| + O(1)
\]
for $0 \leq \sigma \leq 2$, $|t| \geq 1$ to obtain
\[
\text{Re} \frac{\zeta'(s_{\theta,K}(t,X))}{\zeta(s_{\theta,K}(t,X))} = \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} - \frac{1}{2} \log |t| + O(1).
\]
On the other hand, we also deduce from the definition of $u$ and Lemmas 2.1 and 2.3 that
\[
\text{Re} \frac{\zeta'(s_{\theta,K}(t,X))}{\zeta(s_{\theta,K}(t,X))} = -\text{Re} \sum_{n \leq X} \frac{\Lambda(n)w_X(n)}{n^\theta,\kappa(t,X)} + \omega \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + O \left( \frac{X^{1/2} + 1}{|t|^3} \right)
\]
for some $\omega = \omega(t,X,\theta,K) \in \mathbb{R}$ with $|\omega| \leq K^{-3}$ for any large $K$. Combining these two formulas, we obtain
\[
(1 - \omega) \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} = \frac{1}{2} \log |t| - \text{Re} \sum_{n \leq X} \frac{\Lambda(n)w_X(n)}{n^\theta,\kappa(t,X)} + O(1).
\]
Moreover, we find, using the prime number theorem and partial summation, that
\[
\sum_{n \leq X} \frac{\Lambda(n)w_X(n)}{n^\theta,\kappa(t,X)} = \sum_{p \leq X} \frac{w_X(p) \log p}{p^\theta,\kappa(t,X)} + O(\log X).
\]
Hence, we obtain
\[
\sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} = \left(1 + O \left( \frac{1}{K^3} \right) \right) \left( \frac{1}{2} \log |t| - \text{Re} \sum_{n \leq X} \frac{\Lambda(n)w_X(n)}{n^\theta,\kappa(t,X)} \right) + O(\log X),
\]
which completes the proof of Lemma 2.4.
2.2. Proof of Proposition 1. We start from the formula
\[
\log \zeta \left( \frac{1}{2} + it \right) = \int_{+\infty}^{1} \frac{\zeta'}{\zeta} (\sigma + it) d\sigma
\]
\[
= \int_{+\infty}^{\sigma_{\theta,K}(t,X)} \frac{\zeta'}{\zeta} (\sigma + it) d\sigma + \left( \frac{1}{2} - \sigma_{\theta,K}(t,X) \right) \frac{\zeta'}{\zeta} (\sigma_{\theta,K}(t,X) + it)
\]
\[
+ \int_{\sigma_{\theta,K}(t,X)}^{1} \left( \frac{\zeta'}{\zeta} (\sigma + it) - \frac{\zeta'}{\zeta} (\sigma_{\theta,K}(t,X) + it) \right) d\sigma
\]
\[=: I_1 + I_2 + I_3,
\]
say. Using Lemmas 2.1–2.3 and observing the present definition of \( u \), we obtain
\[
I_1 = \sum_{2 \leq n \leq X} \frac{\Lambda(n)w_X(n)}{n^{\sigma_{\theta,K}(t,X)}} \log n + \frac{\Delta_1}{\log X} \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + O \left( \frac{X^{1/2}}{|t|^3 (\log X)^3} \right),
\]
and
\[
I_2 = (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \left( \sum_{n \leq X} \frac{\Lambda(n)w_X(n)}{n^{\sigma_{\theta,K}(t,X)}} \right) + \Delta_2 \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}
\]
\[\quad + O \left( (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \frac{X^{1/2}}{|t|^3 (\log X)^2} \right)
\]
for some \( \Delta_i = \Delta_i(t,X,\theta,K) \in \mathbb{C} \) with \( |\Delta_i| \leq K^{-2} \) for any large \( K \). It follows from (2.6) that
\[
I_3 = \sum_{\rho} \int_{\sigma_{\theta,K}(t,X)}^{\frac{1}{2}} \left( \frac{1}{\sigma + it - \rho} - \frac{1}{\sigma_{\theta,K}(t,X) + it - \rho} \right) d\sigma + O(1). \tag{2.7}
\]

Next, we consider the real part of \( I_3 \). We find that
\[
\text{Re} \int_{\sigma_{\theta,K}(t,X)}^{\frac{1}{2}} \left( \frac{1}{\sigma + it - \rho} - \frac{1}{\sigma_{\theta,K}(t,X) + it - \rho} \right) d\sigma
\]
\[= -\frac{1}{2} \log \left( \frac{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}{(\beta - \frac{1}{2})^2 + (t - \gamma)^2} \right) + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})(\sigma_{\theta,K}(t,X) - \beta)}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}.
\]

Therefore, we have
\[
\text{Re} I_3 = -Y_{\theta,K}(t,X) + \widetilde{Y}_{\theta,K}(t,X) \tag{2.8}
\]
\[\quad + (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + O(1),
\]
where \( Y_{\theta,K}(t,X) \) is defined by (2.4), and
\[
\widetilde{Y}_{\theta,K}(t,X) = \frac{1}{2} \sum_{\rho \notin S} \log \left( \frac{(\beta - \frac{1}{2})^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} \right).
\]

If \( h \leq \frac{1}{\sqrt{2}} \) holds, \( \widetilde{Y}_{\theta,K}(t,X) \) is an empty sum since \( |t - \gamma| > K X^{(\beta - \frac{1}{2})} \log X > K |\beta - \frac{1}{2}| \geq |\beta - \frac{1}{2}| \) holds when \( |\beta - \frac{1}{2}| > \frac{1}{\sqrt{2}} (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \geq h(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \). Hence, \( \widetilde{Y}_{\theta,K}(t,X) \) is zero identically when \( h \leq \frac{1}{\sqrt{2}} \).
We evaluate $\tilde{Y}_{\theta,K}(t,X)$ under the assumption $\frac{1}{\sqrt{2}} < h < 1$. By the symmetry of nontrivial zeros, $\tilde{Y}_{\theta,K}(t,X)$ is equal to

$$
\frac{1}{4} \sum_{\rho \notin S} \left\{ \log \left( \frac{(\beta - \frac{1}{2})^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} \right) + \log \left( \frac{(1 - \beta - \frac{1}{2})^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2} \right) \right\}
$$

$$= \frac{1}{4} \sum_{\rho \notin S} \log \left( 1 + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 \left\{ (\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2 \right\} - (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 - 2(t - \gamma)^2}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2} \right).
$$

We see from the definition of $S$ that the right hand side is nonnegative. The inequality $|\beta - \frac{1}{2}| > h(\sigma_{\theta,K}(t,X) - \frac{1}{2})$ yields the inequality $|t - \gamma| > |\beta - \frac{1}{2}|$, so that also $\rho \in S$. Therefore, when $\rho \notin S$, we have

$$\frac{1}{4} (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 \leq \sqrt{\frac{1}{4} (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + (t - \gamma)^2} < |\beta - \frac{1}{2}| \leq h(\sigma_{\theta,K}(t,X) - \frac{1}{2}). \tag{2.9}$$

This inequality leads to

$$2(\beta - \frac{1}{2})^2 - (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 - 2(t - \gamma)^2 \leq \frac{2h^2 - 1}{2(h^2 + 1)} \left( 2(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + 2(\beta - \frac{1}{2})^2 + 2(t - \gamma)^2 \right).$$

Hence, $\tilde{Y}_{\theta,K}(t,X)$ is

$$\leq \frac{1}{4} \sum_{\rho \notin S} \log \left( 1 + \frac{2h^2 - 1}{2(h^2 + 1)} \left( \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} \right) + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2} \right).$$

It follows from (2.9) that

$$\frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2} \geq \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (\beta - \frac{1}{2})^2 - \frac{1}{2}(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2} + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (\beta - \frac{1}{2})^2 - \frac{1}{2}(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}
$$

$$= \frac{4(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2(\beta - \frac{1}{2})^2 + (\sigma_{\theta,K}(t,X) - \frac{1}{2})^4}{4(\beta - \frac{1}{2})^2 - (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2}.$$

The minimum of the function $f(x) = \frac{4x^2 + a^2}{(4x^2 - a^2)^2}$ in $\frac{1}{2}a \leq x \leq h^2a$ for every $a > 0$ is $f(h^2a) = \frac{4h^2 + 1}{(4h^2 - 1)^2}$, so we have

$$\frac{4(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + 4(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2(\beta - \frac{1}{2})^2}{4(\beta - \frac{1}{2})^2 - (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2} \geq \frac{4h^2 + 1}{(4h^2 - 1)^2}.$$
By these inequalities and the inequality $\log(1 + x) \leq \frac{\log(1 + x_0)}{x_0} x$ for $x \geq x_0 \geq 0$, $\bar{Y}_{\theta,K}(t, X)$ is

$$\leq \frac{1}{16} \frac{(4h^2 - 1)^2}{4h^2 + 1} \log \left( 1 + 2 \frac{(2h^2 - 1)(4h^2 + 1)}{(h^2 + 1)(4h^2 - 1)^2} \right) \times \sum_{\rho \notin S} \left( \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} + \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2} \right).$$

Moreover, using the symmetry of nontrivial zeros and Lemma 2.2, we have

$$\bar{Y}_{\theta,K}(t, X) \leq \frac{(4h^2 - 1)^2(1 + h^2)}{8(4h^2 + 1)(1 - h^2)} \log \left( 1 + 2 \frac{(2h^2 - 1)(4h^2 + 1)}{(h^2 + 1)(4h^2 - 1)^2} \right) \times (\sigma_{\theta,K}(t, X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t, X) - \beta}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2}$$

when $\frac{1}{\sqrt{2}} < h \leq 1$. By this inequality and (2.8), we obtain

$$\text{Re} I_3 = -Y_{\theta,K}(t, X) + \Delta_3(\sigma_{\theta,K}(t, X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t, X) - \beta}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} + O(1)$$

for some $\Delta_3 = \Delta_3(t, X, \theta, K) \in \mathbb{R}$ such that $\Delta_3 = 1$ if $0 < h \leq \frac{1}{\sqrt{2}}$, and

$$1 \leq \Delta_3 \leq 1 + \frac{(4h^2 - 1)^2(1 + h^2)}{8(4h^2 + 1)(1 - h^2)} \log \left( 1 + 2 \frac{(2h^2 - 1)(4h^2 + 1)}{(h^2 + 1)(4h^2 - 1)^2} \right)$$

if $\frac{1}{\sqrt{2}} < h < 1$. In particular, the inequality $|\Delta_3| \leq a(h)$ also holds with $a(h)$ the number defined by (1.2).

Next, we evaluate the imaginary part of $I_3$. When $|\beta - \frac{1}{2}| > h(\sigma_{\theta,K}(t, X) - \frac{1}{2})$, we find from the definition of $\sigma_{\theta,K}(t, X)$ that

$$|t - \gamma| > K \frac{|\beta - \frac{1}{2}|}{\log X} > K|\beta - \frac{1}{2}| > \frac{Kh}{1 + h}|\sigma_{\theta,K}(t, X) - \beta|,$$

and so

$$\left| \text{Im} \int_{\sigma_{\theta,K}(t, X)}^{\frac{1}{2}} \left( \frac{1}{\sigma + it - \rho} - \frac{1}{\sigma_{\theta,K}(t, X) + it - \rho} \right) d\sigma \right|$$

$$= \frac{|t - \gamma|}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} \left| \int_{\frac{1}{2}}^{\sigma_{\theta,K}(t, X)} \frac{\sigma_{\theta,K}(t, X) - \sigma}{(\sigma - \beta)^2 + (t - \gamma)^2} d\sigma \right|$$

$$\leq \frac{1}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} \frac{2(\sigma_{\theta,K}(t, X) - \frac{1}{2}) + 2|\beta - \frac{1}{2}|}{|t - \gamma|} \left| \int_{\frac{1}{2}}^{\sigma_{\theta,K}(t, X)} (\sigma_{\theta,K}(t, X) - \sigma) d\sigma \right|$$

$$\leq \frac{1}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} \frac{1}{K|\beta - \frac{1}{2}|} \left( \sigma_{\theta,K}(t, X) - \frac{1}{2} \right)^2 (|\beta - \frac{1}{2}| + |\sigma_{\theta,K}(t, X) - \frac{1}{2}|)$$

$$\leq \frac{1 + h}{hK(\sigma_{\theta,K}(t, X) - \frac{1}{2})} \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2}$$

$$\leq \frac{1 + h^2}{h(1 - h)K} \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2}$$
by Lemma 2.2. We also see that
\[
\text{Im} \int_{\sigma_{\theta,K}(t,X)}^{1/2} \left( \frac{1}{\sigma + it - \rho} - \frac{1}{\sigma_{\theta,K}(t,X) + it - \rho} \right) \, d\sigma
\]
\[
= \frac{t - \gamma}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} \int_{\sigma_{\theta,K}(t,X)}^{1/2} \frac{(\sigma_{\theta,K}(t,X) - \sigma)(\sigma_{\theta,K}(t,X) + \sigma - 2\beta)}{(\sigma - \beta)^2 + (t - \gamma)^2} \, d\sigma,
\]
and that
\[
(t - \gamma) \int_{\sigma_{\theta,K}(t,X)}^{1/2} \frac{(\sigma_{\theta,K}(t,X) - \sigma)(\sigma_{\theta,K}(t,X) + \sigma - 2\beta)}{(\sigma - \beta)^2 + (t - \gamma)^2} \, d\sigma
\]
\[
= \int_{(1/2 - \beta)/(t - \gamma)}^{(\sigma_{\theta,K}(t,X) - \beta)/(t - \gamma)} \frac{(\sigma_{\theta,K}(t,X) - u(t - \gamma) - \beta)(\sigma_{\theta,K}(t,X) + u(t - \gamma) - \beta)}{1 + u^2} \, du
\]
\[
= \arctan \left( \frac{\beta - 1/2}{t - \gamma} \right) (\sigma_{\theta,K}(t,X) - \frac{1}{2})(\sigma_{\theta,K}(t,X) - 2\beta + \frac{1}{2})
\]
\[
+ 2(t - \gamma)^2 \int_{(1/2 - \beta)/(t - \gamma)}^{(\sigma_{\theta,K}(t,X) - \beta)/(t - \gamma)} u \, \arctan(u) \, du.
\]
By (2.7), these formulas, and the symmetry of nontrivial zeros, we have
\[
\text{Im} I_3 = \sum_{\rho \in U} \left\{ \frac{1}{2}(\sigma_{\theta,K}(t,X) - \frac{1}{2})\Xi_1(\rho) + (t - \gamma)^2\Xi_2(\rho) \right\}
\]
\[
+ \delta(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \sum_{\rho \in U} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + O(1)
\]
for some \( \delta = \delta(t, X, \theta, K) \in \mathbb{R} \) with \( |\delta| \leq \frac{1 + h^2}{h(1-h)K} \). Here, \( U \) is the set of nontrivial zeros with \( |\beta - \frac{1}{2}| \leq h(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \), and \( \Xi_1(\rho) = \Xi_1(\rho; t, X, \theta, K) \) and \( \Xi_2(\rho) = \Xi_2(\rho; t, X, \theta, K) \) are defined by
\[
\Xi_1(\rho)
\]
\[
:= \frac{(\sigma_{\theta,K}(t,X) - 2\beta + \frac{1}{2}) \arctan(\frac{\beta - 1/2}{t - \gamma})}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + \frac{(\sigma_{\theta,K}(t,X) - 2(1 - \beta) + \frac{1}{2}) \arctan(\frac{1 - \beta - 1/2}{t - \gamma})}{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2}
\]
\[
= \frac{-4(\beta - 1/2)((\beta - \frac{1}{2})^2 + (t - \gamma)^2)}{((\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2)((\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2)},
\]
and
\[
\Xi_2(\rho)
\]
\[
:= \int_{(1/2 - \beta)/(t - \gamma)}^{(\sigma_{\theta,K}(t,X) - \beta)/(t - \gamma)} u \, \arctan(u) \, du + \int_{(\beta - 1/2)/(t - \gamma)}^{(\sigma_{\theta,K}(t,X) - (1 - \beta))/(t - \gamma)} u \, \arctan(u) \, du.
\]
We see for \( \rho \in U \) that \( (t - \gamma)\Xi_1(\rho) \leq 0 \) by (2.11), and that \( (t - \gamma)\Xi_2(\rho) \geq 0 \). Therefore, \( \Xi_1(\rho) \) and \( \Xi_2(\rho) \) are of distinct signs. From this observation, we use the inequality \(|a + b| \leq |a| + |b| \)
max\{|a|, |b|\} for a and b being of distinct signs to obtain

\[
\left| \sum_{\rho \in U} \left\{ \frac{1}{2}(\sigma_{\theta,K}(t, X) - \frac{1}{2})\Xi_1(\rho) + (t - \gamma)^2\Xi_2(\rho) \right\} \right| \\
\leq \max\left\{ \sum_{\rho \in U} \frac{1}{2}(\sigma_{\theta,K}(t, X) - \frac{1}{2})|\Xi_1(\rho)|, \sum_{\rho \in U} (t - \gamma)^2|\Xi_2(\rho)| \right\}.
\]

(2.12)

Simple calculations show for \( \rho \in U \) that

\[
|\Xi_1(\rho)| \leq \frac{\pi}{2} \frac{2|\beta - \frac{1}{2}|(2(\sigma_{\theta,K}(t, X) - \frac{1}{2})^2 + 2(\beta - \frac{1}{2})^2 + 2(t - \gamma)^2)}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} + \frac{(\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2}{(\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2}
\]

\[
\leq \pi h \left( \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} + \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2} \right),
\]

and that

\[
(t - \gamma)^2|\Xi_2(\rho)| \\
\leq \frac{\pi}{4} \frac{(\sigma_{\theta,K}(t, X) - \beta)^2 + (\beta - \frac{1}{2})^2 + (\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2}{((\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2)((\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2)}
\]

\[
\leq \frac{\pi}{2}(1 + h^2) \frac{(\sigma_{\theta,K}(t, X) - \frac{1}{2})^2}{((\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2) + (\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2} + \frac{(\sigma_{\theta,K}(t, X) - \frac{1}{2})^2}{((\sigma_{\theta,K}(t, X) - (1 - \beta))^2 + (t - \gamma)^2)}.
\]

where \( \pm \) coincides with the sign of \( \beta - \frac{1}{2} \). Therefore, we have

\[
\sum_{\rho \in U} \frac{1}{2}(\sigma_{\theta,K}(t, X) - \frac{1}{2})|\Xi_1(\rho)| \leq \pi h(\sigma_{\theta,K}(t, X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2},
\]

and

\[
\sum_{\rho \in U} (t - \gamma)^2|\Xi_2(\rho)| \leq \frac{\pi}{2}(1 + h^2)(\sigma_{\theta,K}(t, X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t, X) - \frac{1}{2}}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2}.
\]

Applying these two inequalities and (2.12) to (2.10) and using Lemma 2.2, we obtain

\[
\text{Im } I_3 = \Delta_4(\sigma_{\theta,K}(t, X) - \frac{1}{2}) \sum_{\rho} \frac{\sigma_{\theta,K}(t, X) - \beta}{(\sigma_{\theta,K}(t, X) - \beta)^2 + (t - \gamma)^2} + O(1)
\]

for some \( \Delta_4 = \Delta_4(t, X, \theta, K) \in \mathbb{R} \) with \(|\Delta_4| \leq \frac{\pi(1 + h^2)^2}{2(1 - h^2)} + \frac{1 + h^2}{\theta(1 - h)K} = b(h) + \frac{1 + h^2}{\theta(1 - h)K}, \) where \( b(h) \) is the constant defined by (1.3).
From the above formulas, we have
\[
\log \zeta \left( \frac{1}{2} + it \right) = \sum_{2 \leq n \leq X} \frac{\Lambda(n)w_X(n)}{n^{\sigma_{\theta,K}(t,X)}} \left( \frac{1}{\log n} + (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \right) - Y_{\theta,K}(t,X)
+ \left( \Delta_1 \frac{\log n}{\log X} + (\Delta_2 + \Delta_3 + i\Delta_4)(\sigma_{\theta,K}(t,X) - \frac{1}{2}) \right) \sum_{\rho} \frac{\sigma_{\theta,K}(t,X) - \beta}{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2} + O(1).
\]

Using the prime number theorem, partial summation, and the formula \(\sum_{p \leq X} \frac{1}{p} = \log X + O(1)\), we see that
\[
\sum_{2 \leq n \leq X} \frac{\Lambda(n)w_X(n)}{n^{\sigma_{\theta,K}(t,X)}} \left( \frac{1}{\log n} + (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \right) = P_{\theta,K}(t,X) + O((\sigma_{\theta,K}(t,X) - \frac{1}{2})\log X),
\]
where \(P_{\theta,K}(t,X)\) is defined by (2.3). Applying Lemma 2.4 to the term of zeros, we obtain
\[
\left| \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) - \Re e^{-i\theta} P_{\theta,K}(t,X) + \Re e^{-i\theta} Y_{\theta,K}(t,X) \right|
\leq \left( \frac{h}{A(h,\theta)} + \frac{9}{K} \right) (\sigma_{\theta,K}(t,X) - \frac{1}{2}) \left( \frac{1}{2} \log |t| - \Re \sum_{p \leq X} \frac{w_X(p)\log p}{p^{\sigma_{\theta,K}(t,X)}} + \frac{1}{C_1} \log X \right)
\]
for large \(K\) since \(\frac{1 + h^2}{2/5 \leq h < 3/4 h(1 - h)K} = \frac{25}{3K} < \frac{9}{K}\) holds. Here, \(A(h,\theta)\) is the positive number defined by (1.4), and \(C_1\) is an absolute positive constant.

Finally, we show \(Y_{\theta,K}(t,X) \geq 0\). By simple calculations and the symmetry of nontrivial zeros, we see that
\[
Y_{\theta,K}(t,X)
\leq \frac{1}{4} \sum_{\rho \in S} \left( \log \left( \frac{(\sigma_{\theta,K}(t,X) - \beta)^2 + (t - \gamma)^2}{(\beta - \frac{1}{2})^2 + (t - \gamma)^2} \right) + \log \left( \frac{(\sigma_{\theta,K}(t,X) - (1 - \beta))^2 + (t - \gamma)^2}{(\beta - \frac{1}{2})^2 + (t - \gamma)^2} \right) \right)
\leq \frac{1}{4} \sum_{\rho \in S} \left( 1 + \frac{(\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 \{ (\sigma_{\theta,K}(t,X) - \frac{1}{2})^2 + 2(t - \gamma)^2 - 2(\beta - \frac{1}{2})^2 \}}{((\beta - \frac{1}{2})^2 + (t - \gamma)^2)^2} \right) \geq 0.
\]
This concludes the proof of Proposition 1. \(\square\)

3. Upper bounds for the distribution of \(\Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right)\)

We denote the Lebesgue measure in \(\mathbb{R}\) by meas. Let \(\mathcal{L}\) be a Lebesgue measurable set with a subset of \([T, 2T]\). Define
\[
\mathbb{P}_T^\mathcal{L}(f \in A) = \frac{1}{T} \text{meas} \{ t \in \mathcal{L} : f(t) \in A \}
\]
for any \(T \geq 1\), any Lebesgue measurable function \(f\), and any Lebesgue measurable set \(A\) in \(\mathbb{R}\). If \(\mathcal{L} = [T, 2T]\), we write \(\mathbb{P}_T^\mathcal{L} = \mathbb{P}_T\). Let \(T_1(K)\) be a sufficiently large number depending only on \(K\). Under these notations, the goal of this section is to prove the following proposition.

Proposition 2. Let \(\lambda\) be a positive number, and let \(\Phi\) be a nonnegative-valued function satisfying (1.1). Let \(\theta \in \left[ -\frac{\lambda}{2}, \frac{\lambda}{2} \right]\), and let \(K\) be large. For any \(T \geq T_1(K)\) and any \(V \geq\)
Lemma 3.2. Let $\frac{\log \log T}{\log T}$, we have
\[ P_T(\Re e^{-i\theta} \log \zeta(\frac{1}{2} + it)) > V \]
\[ \ll \exp \left( -\frac{V^2}{4eK^2 \log \log T} \right) + \exp \left( -\frac{A(h, \theta) V \log V}{K} \right) \]
\[ + e^{\frac{K}{K} \Phi(T)V} \exp \left( -\left( 1 - \frac{1}{K} \right) 2A(h, \theta) \lambda V \right). \]

3.1. Preliminaries. Define the set $E_K(X, T)$ by
\[ E_K(X, T) := \left\{ t \in [T, 2T] : \sigma(t, X) \neq 0 \quad \text{for} \quad \sigma > \frac{1}{2} + \frac{K}{\log X} \mid t - y \leq K \frac{X^\sigma - 1/2}{\log X} \right\}. \]

It then follows from the definition of $\sigma_{\theta, K}(t, X)$ that
\[ E_K(X, T) = \left\{ t \in [T, 2T] : \sigma_{\theta, K}(t, X) = \frac{1}{2} + \frac{K}{h \log X} \right\}. \] (3.1)

First, we show that the measure of $E_K(X, T)$ is close to $T$.

Lemma 3.1. Let $\lambda$ be a positive number, and let $\Phi$ be a nonnegative-valued function satisfying (1.1). Let $K \geq 1$. For any $T \geq T_1(K)$ and any $e^{2K} \leq X \leq T^{1/2}$, we have
\[ \frac{1}{T} \text{ meas}([T, 2T] \setminus E_K(X, T)) \ll Ke^{\frac{K}{K} \Phi(T)} \exp \left( -\lambda K \frac{\log T}{\log X} \right). \]

Proof. We see that
\[ \text{ meas}([T, 2T] \setminus E_K(X, T)) \leq \sum_{\beta > \frac{1}{2} + \frac{K}{\log X}, T - K X \leq \gamma \leq 2T + K X} 2K \frac{X^{\beta - 1/2}}{\log X} \]
\[ = 2K \sum_{\beta > \frac{1}{2} + \frac{K}{\log X}, 0 \leq \gamma \leq 3T} \int_{-\infty}^{\beta} X^{\beta - 1/2} d\sigma = 2K \int_{-\infty}^{1} X^{\sigma - 1/2} \sum_{\beta > \max\{\frac{1}{2} + \frac{K}{\log X}, \sigma\}} 1 d\sigma. \]

Therefore, it follows from (1.1) that
\[ \frac{1}{T} \text{ meas}([T, 2T] \setminus E_K(X, T)) \]
\[ \ll K \Phi(T) \left( T^{-\lambda K/\log X} \int_{-\infty}^{\frac{1}{2} + \frac{K}{\log X}} X^{\sigma - 1/2} d\sigma + \int_{\frac{1}{2} + \frac{K}{\log X}}^{1} \left( \frac{T\lambda}{X} \right)^{-(\sigma - 1/2)} d\sigma \right) \]
\[ \ll Ke^{\frac{K}{K} \Phi(T)} \exp \left( -\lambda K \frac{\log T}{\log X} \right), \]
which is the desired assertion. \hfill \square

Lemma 3.2. Let $T \geq 5$, and let $X \geq 3$. Let $k$ be a positive integer such that $X^k \leq T$. Then, for any complex numbers $a(p)$, we have
\[ \int_{T}^{2T} \left| \sum_{p \leq X} a(p) \right|^{2k} dt \ll T k! \left( \sum_{p \leq X} |a(p)|^2 \right)^k. \]

Here, the above sums run over prime numbers.

Proof. This is Lemma 3.1 in [10]. \hfill \square
3.2. Proof of Proposition 2. Let $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, and let $K$ be large. Let $T \geq T_1(K)$. When $t \in \mathcal{E}_K(X,T)$ we have $\sigma_{\theta,K}(t,X) = \frac{1}{2} + \frac{K}{h \log X}$, so it then follows from Proposition 1 that

$$Re e^{-i\theta} \log \zeta(\frac{1}{2} + it)$$

$$\leq Re e^{-i\theta} P_{\theta,K}(t,X) + \frac{K + 15}{A(h,\theta) \log X} \left( \frac{1}{2} \log T - Re \sum_{p \leq X} \frac{w_X(p) \log p}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} \right) + O(K)$$

for $3 \leq X \leq T^6$ since $\frac{2}{3} < h < \frac{3}{4}$ and $\frac{1}{3} < A(h,\theta) < 1$ hold. Here, $P_{\theta,K}(t,X)$ is expressed as

$$P_{\theta,K}(t,X) = \sum_{p \leq X} \left( \frac{w_X(p)}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} \left( 1 + \frac{K \log p}{h \log X} \right) + \frac{1}{2p^{1 + \frac{2K}{h \log X} + 2it}} \right).$$

Choosing $X = T^{(K+30)/2A(h,\theta)V}$ and using Lemma 3.1, we obtain

$$\mathbb{P}_T(Re e^{-i\theta} \log \zeta(\frac{1}{2} + it) > V) \leq \mathbb{P}_T^{\mathcal{E}_K(X,T)}(Re e^{-i\theta} \log \zeta(\frac{1}{2} + it) > V) + \frac{1}{T} \text{ meas} \mathcal{E}_K(X,T)$$

$$\leq \mathbb{P}_T \left( Re e^{-i\theta} P_{\theta,K}(t,X) - \frac{K + 15}{A(h,\theta) \log X} \text{ Re } \sum_{p \leq X} \frac{w_X(p) \log p}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} > V \right)$$

$$+ O \left( e^{K \Phi(T)V/ \log T} \exp \left( - \left( 1 - \frac{1}{K} \right) 2A(h,\theta)\lambda V \right) \right).$$

When $V > \frac{\log T}{\sqrt{\log \log T}}$, the measure on the right hand side is zero, so we may assume $V \leq \frac{\log T}{\sqrt{\log \log T}}$. Then the inequality $X \geq 3$ always holds for any large $T$. Put $Y = X^{1/(\log \log T)^2} = T^{(K+30)/2A(h,\theta)V(\log \log T)^2}$. Using Lemma 3.2, we can show for any positive integer $k$ with $k \leq 2A(h,\theta)V/(K + 30)$ that

$$\int_T^{2T} \left| \sum_{Y < p \leq X} \frac{w_X(p)}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} \left( 1 + \frac{K \log p}{h \log X} \right) \right|^{2k} dt \ll T(3k \log \log \log T)^k,$$

and that

$$\int_T^{2T} \left| \sum_{p \leq X} \frac{1}{2p^{1 + \frac{2K}{h \log X} + 2it}} \right|^{2k} dt \ll T(Ck)^k,$$

and that

$$\int_T^{2T} \left| \frac{K + 15}{A(h,\theta) \log X} \sum_{p \leq X} \frac{w_X(p) \log p}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} \right|^{2k} dt \ll T(CkK)^k$$

for some absolute constant $C > 0$. Therefore, we have

$$\mathbb{P}_T \left( \left| \sum_{Y < p \leq X} \frac{w_X(p)}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} \left( 1 + \frac{K \log p}{h \log X} \right) \right| + \sum_{p \leq X} \frac{1}{2p^{1 + \frac{2K}{h \log X} + 2it}}$$

$$+ \frac{K + 15}{A(h,\theta) \log X} \sum_{p \leq X} \frac{w_X(p) \log p}{p^{\frac{1}{2} + \frac{K}{h \log X} + it}} > V \right)$$

$$\ll \left( \frac{3 \cdot (2K)^2 \log \log T}{V^2} \right)^k \leq \exp \left( - \frac{A(h,\theta)}{K} V \log V \right)$$
by taking $k = \lfloor 2A(h, \theta)V/(K + 30) \rfloor$. In the last deformation, we used the assumptions $V \geq (\log \log T)^3$ and $T \geq T_1(K)$. Applying this inequality to (3.2), we have

$$\mathbb{P}_T(\operatorname{Re} e^{-i\theta} \log \zeta(\frac{1}{2} + it) > V) \leq \mathbb{P}_T \left( \operatorname{Re} e^{-i\theta} \sum_{p \leq Y} \frac{w_X(p)}{p^{1 + \frac{K}{\log p} + i\theta}} \left( 1 + \frac{K \log p}{h \log X} \right) > \frac{V}{2K} \right) + O \left( \exp \left( -\frac{A(h, \theta) V \log V}{K} \right) + e^{K \Phi(T) V} \right).$$

For any $\ell \in \mathbb{Z}_{\geq 1}$ with $\ell \leq 2A(h, \theta)V(\log \log T)^2/(K + 30)$, we use Lemma 3.2 to obtain

$$\int_{T}^{2T} \left| \sum_{p \leq Y} \frac{w_X(p)}{p^{1 + \frac{K}{\log p} + i\theta}} \left( 1 + \frac{K \log p}{h \log X} \right) \right|^{2\ell} dt \ll T^\ell!(\log \log T)^\ell.$$

Hence, we have

$$\mathbb{P}_T \left( \operatorname{Re} e^{-i\theta} \sum_{p \leq Y} \frac{w_X(p)}{p^{1 + \frac{K}{\log p} + i\theta}} \left( 1 + \frac{K \log p}{h \log X} \right) > \frac{V}{2K} \right) \ll ((V/2K)^{-2})^{\ell}.$$  

If $V \leq (\log \log T)^{3/2}$, this is $\leq \exp \left( -V^2/4eK^2 \log \log T \right)$ by taking $\ell = \lfloor (V/2K)^2/e \log \log T \rfloor$, and if $V \geq (\log \log T)^{1/2}$, this is $\ll \exp \left( -V \log V(\log \log T)^{1/2} \right)$ by taking $\ell = \lfloor V(\log \log T)^{1/4} \rfloor$. This completes the proof of Proposition 2. \hfill \Box

4. Exponential moments of Dirichlet polynomials

In this section, we evaluate exponential moments of Dirichlet polynomials by applying Harper’s method to our approximate formula. In the following, we regard that empty sums are zero, and empty products are one. Let $\kappa = k + 3$. Put $L = (\log T/\log \log T)^{1/8}$. Define the sequence $\{\delta_i\}$ by $\delta_0 = 0$, and

$$\delta_i := \frac{1}{(L + 1 - i)^8}$$

for $i \in \mathbb{Z}_{\geq 1}$, and define

$$I = I_{k,K,T} := 1 + \max \left\{ i \in \mathbb{Z}_{\geq 0} : \delta_i \leq e^{-80A(h, \theta)K} \right\}.$$

Put

$$\phi_j(p) = \phi_j(p; T, \theta, K) := \frac{w_T(p)}{p^{K/h \log T^\delta_j}} \left( e^{-i\theta} + \frac{e^{-i\theta} K \log p}{h \log T^\delta_j} - \left( \frac{K}{A(h, \theta)} + \frac{9}{h} \right) \frac{\log p}{\log T^\delta_j} \right),$$

and

$$\psi_j(p) = \psi_j(p; T, \theta, K) := \frac{e^{-i\theta}}{p^{2K/h \log T^\delta_j}}.$$

We remark that when $K$ is large, $|\phi_j(p)| < 8$ holds in the ranges $\frac{2}{3} < h < \frac{3}{4}$ and $1 < \frac{1}{A(h, \theta)} < 9$. For each $1 \leq i \leq j$, set

$$a_j(p, t) = a_j(p, t; T, \theta, K) := \operatorname{Re} \left( \frac{\phi_j(p)}{p^T} p^{-it} + \frac{\psi_j(p)}{2p} p^{-2it} \right),$$
and
\[ G_{(i,j)}(t) = G_{(i,j)}(t; T, \theta, K) := \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} a_j(p, t). \]

Define the sets \( A(i, j) = A_{k,T,\theta,K}(i, j) \) and \( B(j) = B_{T,K}(j) \) by
\[
A(i, j) = \left\{ t \in [T, 2T] : |G_{(i,j)}(t)| \leq \frac{1}{20e^{2\delta(j + 1 - i)^2\delta_i}} \right\},
\]
\[
B(j) = \left\{ t \in [T, 2T] : \sigma_{\theta,K}(t, T^{\delta_j}) = \frac{1}{2} + \frac{K}{h \log T^{\delta_j}} \right\}.
\]

It then holds that \( B(j) = E_{\theta,K}(T^{\delta_j}, T) \) by (3.1). We define \( \mathcal{T} = \mathcal{T}_{k,T,\theta,K}, \mathcal{S}(j) = \mathcal{S}_{k,T,\theta,K}(j) \) by
\[
\mathcal{T} := \bigcap_{1 \leq i \leq \mathcal{I}} A(i, \mathcal{I}) \cap B(\mathcal{I}),
\]
\[
\mathcal{S}(0) := \bigcup_{1 \leq i \leq \mathcal{I}} A(1, i) \cup B(1)^c,
\]
and
\[
\mathcal{S}(j) := \bigcap_{1 \leq i \leq \mathcal{I}} A(i, j) \cap B(j) \cap \left( \bigcup_{j+1 \leq \ell \leq \mathcal{I}} A(j + 1, \ell) \cup B(j + 1)^c \right)
\]
for \( 1 \leq j \leq \mathcal{I} - 1 \). Here, \( A(i, j)^c, B(j)^c \) stand for their complements in \([T, 2T]\), that is, \( A(i, j)^c = [T, 2T] \setminus A(i, j), B(j)^c = [T, 2T] \setminus B(j) \). Then it holds that \([T, 2T] = \mathcal{T} \cup \bigcup_{j=0}^{\mathcal{I}-1} \mathcal{S}(j)\), which is proved as follows. For any \( t \in [T, 2T] \setminus \mathcal{T} \), we can take an \( i \in \{1, \ldots, \mathcal{I}\} \) such that \( \sigma_{\theta,K}(t, T^{\delta_i}) > \frac{1}{2} + \frac{K}{h \log T^{\delta_i}} \) or \( |G_{(i,\ell)}(t)| > \frac{1}{20e^{2\delta(\ell + 1 - i)^2\delta_i}} \) for some \( i \leq \ell \leq \mathcal{I} \), and then \( t \in \mathcal{S}(i_0 - 1) \) with \( i_0 \) the minimum of such \( i \)'s. We also note that the partition is not always disjoint.

Under these notations, we prove the following key propositions.

**Proposition 3.** Let \( \theta \in \mathbb{R} \), and let \( K \geq 1 \). For any \( k \geq 0 \), \( T \geq e^{(1000k \log \kappa)^2} T_0 \) with \( T_0 \) a large constant, we have
\[
\int_{\mathcal{T}} \exp \left( 2k \sum_{p \leq T^{\delta_j}} a_j(p, t) \right) dt \ll e^{-k^2(\log \log \kappa + O(1))T(\log T^{\delta_j})^2k^2}.
\]
This implicit constant is absolute.

**Proposition 4.** Let \( \lambda \) be a positive number, and let \( \Phi \) be a nonnegative-valued function satisfying (1.1). Let \( \theta \in \mathbb{R} \), and let \( K \) be large. Let \( a, b \) be such that \( \frac{1}{a} + \frac{1}{b} = 1 \). For any \( k \geq 0 \), \( T \geq e^{(1200k \log \kappa)^2} T_1(K) \), we have meas \( \mathcal{S}(0) \ll T(\Phi(T) + 1) \exp \left( -\frac{\log T}{\log \log T} \right) \), and
\[
\int_{\mathcal{S}(j)} \exp \left( 2k \sum_{p \leq T^{\delta_j}} a_j(p, t) \right) dt \ll e^{-\frac{k^2}{1200} \log \kappa + \phi(1, \delta_j + 1)}T(\log T^{\delta_j})^{1/2} \]
\[
\ll e^{-\frac{k^2}{1200} \log \kappa + \phi(1, \delta_j + 1)}T(\log T^{\delta_j})^{1/2} \]
\[
+ \left( Ke^{\Phi(T)/\log T} \right)^{1/2} e^{-\frac{k^2}{1200} \log \kappa + \phi(1, \delta_j + 1)}T(\log T^{\delta_j})^{1/2} \]
for any \( 1 \leq j \leq \mathcal{I} - 1 \). These implicit constants are absolute.
Although there are some differences from the situation of [4], Propositions 3 and 4 involve a small improvement of Lemma 3 in [4] for the dependence of $k$ and $T$. Thanks to the improvement, we can prove (1.6) in the range $k \leq \log \log (T/T_0)$.

4.1. Preliminaries. Let $\mathcal{P}$ be the set of prime numbers. Let $\{X(p)\}_{p \in \mathcal{P}}$ be a sequence of independent random variables on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ which are uniformly distributed on the unit circle in $\mathbb{C}$. For each $1 \leq i \leq J$, set

$$a_j(p, X) = a_j(p, X; T, \theta, K) := \Re \left( \frac{\psi_j(p)}{p^{1/2}} X(p) + \frac{\psi_j(p)}{2p} X(p)^2 \right),$$

and

$$G(i, j)(X) = G(i, j)(X; T, \theta, K) := \sum_{T^{d_i-1} < p \leq T^{d_i}} a_j(p, X).$$

Lemma 4.1. Let $\{b_1(m)\}, \ldots, \{b_n(m)\}$ be complex sequences. For any distinct prime numbers $q_1, \ldots, q_s$ and any $k_1, 1, \ldots, k_1, n, \ldots, k_s, 1, \ldots, k_s, n \in \mathbb{Z}_{\geq 1}$, we have

$$\int_T^{2T} \prod_{\ell=1}^{s} \prod_{j=1}^{n} \Re b_j(q_{\ell,j}^{k_{\ell,j}}) q_{\ell}^{-it} \, dt = T \mathbb{E} \left[ \prod_{\ell=1}^{s} \prod_{j=1}^{n} \Re b_j(q_{\ell,j}^{k_{\ell,j}}) X(q_{\ell,j}^{k_{\ell,j}}) \right] + O \left( \prod_{\ell=1}^{s} \prod_{j=1}^{n} |b_j(q_{\ell,j}^{k_{\ell,j}})| \right).$$

Here, $\mathbb{E}[f]$ is the expectation of $f$.

Proof. This is Lemma 4.2 in [10].

Lemma 4.2. Let $T$ be large. Let $1 \leq j \leq J - 1$, $j + 1 \leq \ell \leq J$. For any nonnegative integers $n_i$ satisfying $n_i \leq 5^{-1}(j + 1 - i)^{-2} \delta_i^{1-1}$ with $1 \leq i \leq j$, and any nonnegative integers $n_{j+1}$ satisfying $n_{j+1} \leq (2\delta_{j+1})^{-1}$, we have

$$\int_T^{2T} G_{(1,j)}(t)^{n_1} \cdots G_{(j,j)}(t)^{n_j} G_{(j+1,\ell)}(t)^{n_{j+1}} \, dt = T \mathbb{E} \left[ G_{(j+1,\ell)}(X)^{n_{j+1}} \right] \prod_{1 \leq i \leq j} \mathbb{E} \left[ G_{(i,i)}(X)^{n_i} \right] + O \left( T^{1/2} \right).$$

The implicit constant is absolute.

Proof. We write

$$\int_T^{2T} G_{(1,j)}(t)^{n_1} \cdots G_{(j,j)}(t)^{n_j} G_{(j+1,\ell)}(t)^{n_{j+1}} \, dt =$$

$$\sum_{T^{d_0} < p_{1,1}, \ldots, p_{1,n_1} \leq T^{d_1}} \cdots \sum_{T^{d_j} < p_{j+1,1}, \ldots, p_{j+1,n_{j+1}} \leq T^{d_{j+1}}} \int_T^{2T} a_*(p_{1,1}, t) \cdots a_*(p_{j+1,n_{j+1}, t} dt,$$
where \( * = j \) if its argument is \( p_{i,k} \) with \( 1 \leq i \leq j \), and \( * = \ell \) otherwise. The integral on the right hand side can be represented by

\[
\sum_{\varepsilon_{1,1}, \ldots, \varepsilon_{1,j+1,n_{j+1}} \in \{0,1\}, \varepsilon_{2,1}, \ldots, \varepsilon_{2,j+1,n_{j+1}} \in \{0,1\}, \varepsilon_{1,i,k} + \varepsilon_{2,i,k} = 1} \int_{T}^{2T} \prod_{1 \leq i \leq j+1 \leq j \leq k \leq n_i} \left( \Re \left( \frac{\phi_*(p_{i,k})}{p_{i,k}^{1/2}} \right) \right)^{\varepsilon_{1,i,k}} \left( \Re \left( \frac{\psi_*(p_{i,k})}{2p_{i,k}^{1/2}} \right) \right)^{\varepsilon_{2,i,k}} dt.
\]

Using Lemma 4.1, we find that this is equal to

\[
\sum_{\varepsilon_{1,1}, \ldots, \varepsilon_{1,j+1,n_{j+1}} \in \{0,1\}, \varepsilon_{2,1}, \ldots, \varepsilon_{2,j+1,n_{j+1}} \in \{0,1\}, \varepsilon_{1,i,k} + \varepsilon_{2,i,k} = 1} T \cdot \mathbb{E} \left( \prod_{1 \leq i \leq j+1 \leq j \leq k \leq n_i} \left( \Re \left( \frac{\phi_*(p_{i,k})}{p_{i,k}^{1/2}} \right) \right)^{\varepsilon_{1,i,k}} \left( \Re \left( \frac{\psi_*(p_{i,k})}{2p_{i,k}^{1/2}} \right) \right)^{\varepsilon_{2,i,k}} \right) + O \left( (8p_{1,1}^{1/2} + 1) \cdots (8p_{j+1,n_{j+1}+1}^{1/2}) \right).
\]

Remark that we used the inequalities \( |\phi_j(p)| \leq 8, |\psi_j(p)| \leq 1 \) in the above deformation. Therefore, we have

\[
\int_{T}^{2T} G_{(1,j)}(t)^{n_1} \cdots G_{(j,j)}(t)^{n_j} G_{(j+1,\ell)}(t)^{n_{j+1}} dt = \mathbb{E} \left[ G_{(1,j)}(\mathfrak{X})^{n_1} \cdots G_{(j,j)}(\mathfrak{X})^{n_j} G_{(j+1,\ell)}(\mathfrak{X})^{n_{j+1}} \right] + O \left( \prod_{i=1}^j \left( \sum_{T^k \leq \ell \leq T^k} (8p_{1,1}^{1/2} + 1) \right)^{n_i} \right).
\]

By the independence of \( \{\mathfrak{X}(p)\} \), the above main term is equal to

\[
T \mathbb{E} \left[ G_{(j+1,\ell)}(\mathfrak{X})^{n_{j+1}} \right] \prod_{1 \leq i \leq j} \mathbb{E} \left[ G_{(i,j)}(\mathfrak{X})^{n_i} \right].
\]

Moreover, we use the prime number theorem and partial summation to obtain

\[
\prod_{i=1}^{j+1} \left( \sum_{T^k \leq \ell \leq T^k} (8p_{1,1}^{1/2} + 1) \right)^{n_i} \leq T^{(\delta_1 n_1 + \cdots + \delta_{j+1} n_{j+1})/2} \leq T^{(2)/10+1/4} \leq T^{1/2},
\]

which completes the proof of Lemma 4.2. \( \square \)

**Lemma 4.3.** Let \( \{a(p)\}_{p \in \mathcal{P}} \) be a complex sequence. Then, for any \( k \in \mathbb{Z}_{\geq 1}, \ell \in \mathbb{Z} \setminus \{0\}, X \geq 3 \), we have

\[
\mathbb{E} \left[ \left( \sum_{p \leq X} a(p) \mathfrak{X}(p) \right)^{2k} \right] \leq k! \left( \sum_{p \leq X} |a(p)|^2 \right)^k.
\]
Proof. Since $\mathcal{X}(p)$’s are independent and uniformly distributed on the unit circle in $\mathbb{C}$, it holds that

$$
\mathbb{E} \left[ \frac{\mathcal{X}(p_1)^{a_1} \cdots \mathcal{X}(p_k)^{a_k}}{\mathcal{X}(q_1)^{b_1} \cdots \mathcal{X}(q_\ell)^{b_\ell}} \right] = \begin{cases} 
1 & \text{if } p_1^{a_1} \cdots p_k^{a_k} = q_1^{b_1} \cdots q_\ell^{b_\ell}, \\
0 & \text{if } p_1^{a_1} \cdots p_k^{a_k} \neq q_1^{b_1} \cdots q_\ell^{b_\ell}.
\end{cases}
$$

Hence, we have

$$
\mathbb{E} \left[ \sum_{p \leq X} a(p) \mathcal{X}(p)^{2k} \right] = \sum_{p_1, \ldots, p_k \leq X} \prod_{q_1, \ldots, q_\ell \leq X} \mathbb{E} \left[ \frac{\mathcal{X}(p_1)^{a_1} \cdots \mathcal{X}(p_k)^{a_k}}{\mathcal{X}(q_1)^{b_1} \cdots \mathcal{X}(q_\ell)^{b_\ell}} \right]^{2k} \leq k! \left( \sum_{p \leq X} |a(p)|^2 \right)^k \leq k! \left( \sum_{p \leq X} |a(p)|^2 \right)^k,
$$

which completes the proof of the lemma.

4.2. Proofs of Propositions 3 and 4.

Proof of Proposition 3. Denote the integral we evaluate by $I$. Put $B_i = 10^{-1}(I + 1 - i)^{-2} \delta_i^{-1}$. Using Taylor’s theorem, we have $e^x = \left(1 - \frac{x^{N+1}}{(N+1)!} e^{\xi x} \right)^{-1} \sum_{n=1}^{N} \frac{x^n}{n!}$ for some $\xi \in (0, 1)$. By this formula, it holds for $t \in \mathcal{T}$ that

$$
\exp \left( 2k \Re \sum_{p \leq T^\delta \mathbb{I}} a_p(t, p, t) \right) = \prod_{1 \leq i \leq \mathbb{T}} \exp \left( 2k G(i, \mathcal{I})(t) \right)
$$

$$
\leq \prod_{1 \leq i \leq \mathbb{T}} \left( 1 - e^{-B_i/2} \right)^{-1} \sum_{0 \leq n \leq B_i} \left( k G(i, \mathcal{I})(t) \right)^n \left( \frac{n!}{n!} \right)^2 
\leq C \prod_{1 \leq i \leq \mathbb{T}} \left( \sum_{0 \leq n \leq B_i} \left( k G(i, \mathcal{I})(t) \right)^n \frac{n!}{n!} \right)^2
$$

with $C > 0$ an absolute constant. Therefore, we have

$$
I \ll \sum_{1 \leq i \leq \mathbb{T}} \left( \sum_{0 \leq n \leq B_i} \frac{(k G(i, \mathcal{I})(t))^n}{n!} \right)^2 \text{ } dt = \sum_{1 \leq i \leq \mathbb{T}} \sum_{0 \leq n \leq B_i} \sum_{0 \leq m \leq B_i} \frac{(k G(i, \mathcal{I})(t))^{m+n}}{m! n!} dt.
$$

The integral on the right hand side is

$$
\sum_{0 \leq m_1 \leq B_i} \ldots \sum_{0 \leq m_\ell \leq B_\ell} \frac{(k G(1, \mathcal{I})(t))^{m_1+n_1} \cdots (k G(\mathcal{I}, \mathcal{I})(t))^{m_\ell+n_\ell}}{m_1! \cdots m_\ell! n_1! \cdots n_\ell!} dt
$$

$$
= \sum_{0 \leq m_1 \leq B_i} \ldots \sum_{0 \leq m_\ell \leq B_\ell} \frac{(k G(1, \mathcal{I})(t))^{m_1+n_1} \cdots (k G(\mathcal{I}, \mathcal{I})(t))^{m_\ell+n_\ell}}{m_1! \cdots m_\ell! n_1! \cdots n_\ell!} \int_T^{2T} G(1, \mathcal{I})(t)^{m_1+n_1} \cdots G(\mathcal{I}, \mathcal{I})(t)^{m_\ell+n_\ell} dt.
$$

Using Lemma 4.2, we find that

$$
\int_T^{2T} G(1, \mathcal{I})(t)^{m_1+n_1} \cdots G(\mathcal{I}, \mathcal{I})(t)^{m_\ell+n_\ell} dt = T \prod_{1 \leq i \leq \mathbb{T}} \mathbb{E} \left[ G(i, \mathcal{I})(\mathcal{X})^{m_i+n_i} \right] + O \left( T^{1/2} \right).
$$

Hence, we have

$$
I \ll T \prod_{1 \leq i \leq \mathbb{T}} \sum_{0 \leq m \leq B_i} \sum_{0 \leq n \leq B_i} \frac{(k G(i, \mathcal{I})(\mathcal{X})^{m+n}) + e^{2k T^{1/2}}.}
$$

(4.3)
The second term on the right hand side is \( \leq T \) since \( \mathcal{I} \leq L = (\log T)^{1/8} \) and \( T \geq e^{(1000k \log \kappa)^2 T_0} \geq e^{\kappa^2} \).

Write
\[
\prod_{1 \leq i \leq \mathcal{I}} \sum_{0 \leq m \leq B_i} \sum_{0 \leq n \leq B_i} \frac{k^{m+n}}{m!n!} \mathbb{E}[G(i,\mathcal{I})(\mathcal{X})^{m+n}] = M - \sum_{1 \leq \ell \leq \mathcal{I}} E(\ell), \tag{4.4}
\]
where
\[
M = \prod_{1 \leq i \leq \mathcal{I}} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{k^{m+n}}{m!n!} \mathbb{E}[G(i,\mathcal{I})(\mathcal{X})^{m+n}] = \mathbb{E}\left[ \exp\left(2k \sum_{1 \leq i \leq \mathcal{I}} G(i,\mathcal{I})(\mathcal{X})\right)\right],
\]
and
\[
E(\ell) = \left( \prod_{1 \leq i \leq \ell-1} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{k^{m+n}}{m!n!} \mathbb{E}[G(i,\mathcal{I})(\mathcal{X})^{m+n}] \right) \times \left( 2 \sum_{m=0}^{\infty} - \sum_{m>B_i} \right) \sum_{n>B_i} \frac{k^{m+n}}{m!n!} \mathbb{E}[G(\ell,\mathcal{I})(\mathcal{X})^{m+n}] \times \left( \prod_{\ell+1 \leq i \leq \mathcal{I}} \sum_{0 \leq m \leq B_i} \sum_{0 \leq n \leq B_i} \frac{k^{m+n}}{m!n!} \mathbb{E}[G(i,\mathcal{I})(\mathcal{X})^{m+n}] \right).
\]

We see, by the independence of \( \mathcal{X}(p) \), that
\[
M = \prod_{p \leq T^{1/2}} \mathbb{E}\left[ \exp\left(2ka_\mathcal{I}(p,\mathcal{X})\right)\right].
\]

It follows from \( |a_\mathcal{I}(p,\mathcal{X})| \leq |\varphi_j(p)| + |\psi_j(p)| \leq \frac{9}{p^{1/2}} \) that
\[
\prod_{p \leq (18k)^2} \mathbb{E}\left[ \exp\left(2ka_\mathcal{I}(p,\mathcal{X})\right)\right] \leq e^{O(k^2)}.
\]

Moreover, we use the formulas \( \mathbb{E}[a_\mathcal{I}(p,\mathcal{X})] = 0 \),
\[
\mathbb{E}[a_\mathcal{I}(p,\mathcal{X})^2] = \frac{w_{\mathcal{I}^2}(p)^2}{2p^{1+2K/h \log T^{3/2}}} + O\left( \frac{1}{p^{1+K/h \log T^{3/2}}} \frac{K \log p}{\log T^{3/2}} \right),
\]
\[
\sum_{p \leq \chi} \frac{1}{p^{2\sigma}} = \log \left( \min \left\{ \frac{1}{\sigma - \frac{1}{2}}, \log \chi \right\} \right) + O(1), \quad \sum_{p \leq \chi} \frac{\log p}{p^{2\sigma}} \ll \frac{1}{\sigma - \frac{1}{2}}.
\]
for $\sigma > \frac{1}{2}$ to obtain

\[
\prod_{(18k)^2 < p \leq (18k)^2} \mathbb{E} \left[ \exp \left( 2k a_T(p, \mathcal{X}) \right) \right] = \prod_{(18k)^2 < p \leq (18k)^2} \mathbb{E} \left[ 1 + 2k a_T(p, \mathcal{X}) + 2k^2 a_T(p, \mathcal{X})^2 + O \left( \frac{k^3}{p^{3/2}} \right) \right] = \prod_{(18k)^2 < p \leq (18k)^2} \left( 1 + \frac{k^2 w_{T, \delta x}(p)^2}{p^{1+2K/h} \log T^{3/2}} + O \left( \frac{k^2}{\log T^{3/2} p^{1+K/h} \log T^{3/2}} + \frac{k^3}{p^{3/2}} \right) \right) = \exp \left( k^2 \sum_{(18k)^2 < p \leq (18k)^2} \frac{1}{p^{1+2K/h} \log T^{3/2}} + O(k^2) \right) = e^{-k^2(\log \log \log L)} \left( \log T^{\delta x} \right)^{k^2}. \]

Hence, we have

\[
M = e^{-k^2(\log \log \log L)} \left( \log T^{\delta x} \right)^{k^2}. \tag{4.5}
\]

Next, we consider $E(m)$. Our goal is to show that

\[
\left| \sum_{1 \leq \ell \leq 18k} E(\ell) \right| \ll e^{-k^2(\log \log \log L)} \left( \log T^{\delta x} \right)^{k^2}. \tag{4.6}
\]

By the Cauchy-Schwarz inequality, Lemma 4.3, the inequalities $|\phi_j(p)| \leq 8$, $|\psi_j(p)| \leq 1$, and routine calculations, we find that

\[
\mathbb{E} \left[ \left| \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} \frac{\phi_T(p)}{p^{1/2}} \mathcal{X}(p) \right|^n \right] \leq (n!)^{1/2} \left( \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} \frac{|\phi_T(p)|^2}{p} \right)^n \leq \begin{cases} (n!)^{1/2}(9^2 \log \log T)^n & \text{if } i = 1, \\ (n!)^{1/2} \left( 9^2 / (L - i) \right)^n & \text{if } 2 \leq i \leq 18k, \end{cases}
\]

and that for any $1 \leq i \leq 18k$,

\[
\mathbb{E} \left[ \left| \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} \frac{\psi_T(p)}{2p} \mathcal{X}(p)^2 \right|^n \right] \leq (n!)^{1/2} \left( \sum_{p > T^{\delta_{i-1}}} \frac{1}{4p^2} \right)^{n/2} \leq (n!)^{1/2} \left( \frac{1}{T^{\delta_{i-1}}} \right)^{n/2}. \]

Therefore, we find that

\[
\mathbb{E} \left[ |G_{i,\mathcal{X}}(\mathcal{X})|^n \right] \leq 2^n \mathbb{E} \left[ \left| \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} \frac{\phi_T(p)}{p^{1/2}} \mathcal{X}(p) \right|^n \right] + 2^n \mathbb{E} \left[ \left| \sum_{T^{\delta_{i-1}} < p \leq T^{\delta_i}} \frac{\psi_T(p)}{2p} \mathcal{X}(p)^2 \right|^n \right] \leq \begin{cases} 20^n (n!)^{1/2} \left( \log \log T \right)^{n/2} & \text{if } i = 1, \\ (n!)^{1/2} \left( \frac{60}{(L - i + 1)^{1/2}} \right)^n & \text{if } 2 \leq i \leq 18k. \end{cases} \tag{4.7}
\]
If \( I = 1 \), we see that
\[
\left| \sum_{1 \leq \ell \leq I} E(\ell) \right| = \left| \left( 2 \sum_{m=0}^{\infty} - \sum_{m>B_1} \right) \sum_{n>B_1} \frac{k^{m+n}}{m!n!} \mathbb{E} [G_{(1,1)}(X)^{m+n}] \right|
\leq 2 \left| \mathbb{E} \left[ \exp (kG_{(1,1)}(X)) \times \sum_{n>B_1} \frac{k^n}{n!} G_{(1,1)}(X)^n \right] \right| + \mathbb{E} \left[ \sum_{m>B_1} \sum_{n>B_1} \frac{k^{m+n}}{m!n!} G_{(1,1)}(X)^{m+n} \right].
\]

Using the Cauchy-Schwarz inequality, we also find that the first term is
\[
\leq 2 \left( \mathbb{E} \left[ \exp (2kG_{(1,1)}(X)) \right] \right)^{1/2} \times \left( \mathbb{E} \left[ \left( \sum_{n>B_1} \frac{k^n}{n!} G_{(1,1)}(X)^n \right)^2 \right] \right)^{1/2}
\leq 2 \left( \mathbb{E} \left[ \exp (2kG_{(1,1)}(X)) \right] \right)^{1/2} \times \left( \sum_{m>B_1} \sum_{n>B_1} \frac{k^{m+n}}{m!n!} \mathbb{E} [G_{(1,1)}(X)^{m+n}] \right)^{1/2}.
\]

Therefore, if \( I = 1 \), we have
\[
\left| \sum_{1 \leq \ell \leq I} E(\ell) \right| \leq \left( 2 \left( \mathbb{E} \left[ \exp (2kG_{(1,1)}(X)) \right] \right)^{1/2} + \left( \sum_{m>B_1} \sum_{n>B_1} \frac{k^{m+n}}{m!n!} \mathbb{E} [G_{(1,1)}(X)^{m+n}] \right)^{1/2} \right)
\times \left( \sum_{m>B_1} \sum_{n>B_1} \frac{k^{m+n}}{m!n!} \mathbb{E} [G_{(1,1)}(X)^{m+n}] \right)^{1/2}.
\]

It follows from (4.7) and the inequality \( n! \geq (n/e)^n \) that
\[
\sum_{m>B_1} \sum_{n>B_1} \frac{k^{m+n}}{m!n!} \mathbb{E} [G_{(1,1)}(X)^{m+n}] \leq \left( \sum_{n>B_1} (40k \sqrt{\log \log T / \sqrt{n}})^n \right)^2
\leq \left( \sum_{n>B_1} \left( \frac{130k \sqrt{\log \log T \log \log \log T}}{\sqrt{\log T}} \right)^n \right)^2 \leq \exp \left( - \frac{\log T}{\log \log T} \right)
\]
under the assumptions \( I = 1 \) and \( T \geq e^{(1000k \log \kappa)^2} T_0 \). As with (4.5), we also have
\[
\mathbb{E} \left[ \exp (2kG_{(1,1)}(X)) \right] = e^{-k^2(\log \log \kappa + O(1)) (\log T^{\delta_1})^2}.
\]

Hence, we obtain
\[
\left| \sum_{1 \leq \ell \leq I} E(\ell) \right| \leq \left( 2 e^{-k^2(\log \log \kappa + O(1))^2} (\log T^{\delta_1})^2 \right) + \exp \left( - \frac{\log T}{2 \log \log T} \right) \times \exp \left( - \frac{\log T}{2 \log \log T} \right),
\]
which deduces (4.6) if \( I = 1 \) and \( T \geq e^{(1000k \log \kappa)^2} T_0 \). Next, we show (4.6) by assuming \( I \geq 2 \). This assumption leads to \( \delta_{I-1}^{-1} \geq (2\delta_{I-1})^{-1} \geq e^{80A(h,\theta)K} / 2, T \geq \exp(e^{80A(h,\theta)K}), \) and
to \((L - i + 1)^{1/2} = \delta_i^{-1/16} \geq T_i^{-1/16} \geq (\delta_{i-1}/2)^{-1/16} \geq e^{5A(h, \theta)\kappa K}/2\) for any \(2 \leq i \leq I\). Using (4.7), we then find that

\[
|E(1)| \leq 2e^{-k^{2(\log \log \kappa + O(1))/2}(\log T)^{3/2}} + \exp \left( -\frac{1}{2} \left( \frac{\log T}{\log \log T} \right)^{3/4} \right)
\]

\[
\times \exp \left( -\frac{1}{2} \left( \frac{\log T}{\log \log T} \right)^{3/4} \right) \times \prod_{2 \leq i \leq I} \left( \sum_{n=0}^{\infty} \frac{1}{(n!)^{1/2}} \left( \frac{60k}{(L - i + 1)^{1/2}} \right)^n \right)^2.
\]

similar to (4.9). In this case, the power \(1\) of \(\log T / \log \log T\) in (4.9) is changed to \(3/4\). This change comes from that we used the inequality \(I \leq L = (\log T / \log \log T)^{1/8}\), but \(I = 1\) in (4.9). By simple calculations, the right hand side of (4.10) is

\[
\leq \exp \left( -\frac{1}{4} \left( \frac{\log T}{\log \log T} \right)^{3/4} \right) \times 2^{2I} \leq \exp \left( -\frac{1}{8} \left( \frac{\log T}{\log \log T} \right)^{3/4} \right)
\]

As with (4.8), we also find that

\[
|E(\ell)| \leq E \left[ \exp \left( 2k \sum_{1 \leq i \leq \ell} G_{(i, I)}(\mathcal{X}) \right) \right]
\]

\[
\times \left( 2 \left( E \left[ \exp \left( 2kG_{(\ell, I)}(\mathcal{X}) \right) \right] \right)^{1/2} + \left( \sum_{m > B_{\ell}} \sum_{n > B_{\ell}} \frac{k^{m+n}}{m!n!} E \left[ G_{(\ell, I)}(\mathcal{X})^{m+n} \right] \right)^{1/2} \right)
\]

\[
\times \prod_{\ell+1 \leq i \leq I} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{k^{m+n}}{m!n!} E \left[ |G_{(i, I)}(\mathcal{X})|^{m+n} \right]
\]

for \(2 \leq \ell \leq I\). Moreover, we deduce from (4.7) that

\[
\sum_{m > B_{\ell}} \sum_{n > B_{\ell}} \frac{k^{m+n}}{m!n!} E \left[ G_{(\ell, I)}(\mathcal{X})^{m+n} \right] \leq \left( \sum_{n > B_{\ell}} \frac{1}{(n!)^{1/2}} \left( \frac{60k}{(L - \ell + 1)^{1/2}} \right)^n \right)^2 \leq e^{-B_{\ell}},
\]

and that

\[
\prod_{\ell+1 \leq i \leq I} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{k^{m+n}}{m!n!} E \left[ |G_{(i, I)}(\mathcal{X})|^{m+n} \right] \leq \left( \prod_{\ell+1 \leq i \leq I} \sum_{n=0}^{\infty} \frac{1}{(n!)^{1/2}} \left( \frac{60k}{(L - \ell + 1)^{1/2}} \right)^n \right)^2 \leq 2^{2(I - \ell)} \leq e^{2(I - \ell)}.
\]

Moreover, we can show that

\[
E \left[ \exp \left( 2kG_{(\ell, I)}(\mathcal{X}) \right) \right] = e^{-k^{2(\log \log \kappa + O(1))}(\delta_{1}/\delta_{l-1})k^2} = e^{-k^{2(\log \log \kappa + O(1))}} \ll 1,
\]

and that

\[
E \left[ \exp \left( 2k \sum_{1 \leq i \leq \ell} G_{(i, I)}(\mathcal{X}) \right) \right] = e^{-k^{2(\log \log \kappa + O(1))}(\log T)^{3/2}}
\]
similar to (4.5). Therefore, we have
\[ |E(\ell)| \ll e^{-\frac{B_\ell}{2}} e^{-k^2(\log \log \kappa+O(1)) (\log T^\delta_{\ell-1}) k^2} \]
for \( 2 \leq \ell \leq \mathcal{I} \). It holds by the definitions of \( \delta_j, B_j \), and \( \mathcal{I} \) that \( B_\ell \geq 10^{-1} \delta_\ell^{-3/4} = 10^{-1} \delta_{\ell-1}^{-5/8} (L - \ell + 1) \geq 4 (\mathcal{I} - \ell) \). Hence, we obtain
\[ \sum_{1 \leq \ell \leq \mathcal{I}} E(\ell) \ll \sum_{2 \leq \ell \leq \mathcal{I}} e^{-\frac{B_\ell}{2}} e^{-k^2(\log \log \kappa+O(1)) (\log T^\delta_{\ell-1}) k^2} \ll e^{-k^2(\log \log \kappa+O(1)) (\log T^{\delta_{\mathcal{I}}}) k^2}. \]
This estimate and (4.11) imply (4.6).

From (4.4), (4.5), and (4.6), we have
\[ \prod_{1 \leq \ell \leq \mathcal{I}} \sum_{0 \leq n \leq B_\ell} \frac{(2k)^n}{n!} \mathbb{E} \left[ G_{(i,\mathcal{I})}(x)^n \right] \ll e^{-k^2(\log \log \kappa+O(1)) (\log T^{\delta_{\mathcal{I}}}) k^2}. \quad (4.12) \]
This implicit constant is absolute. Combining (4.3) with (4.4), (4.5), and (4.12), we complete the proof of Proposition 3. \( \square \)

**Proof of Proposition 4.** First we evaluate \( \text{meas} \ S(0) \). We have
\[ \text{meas} \ S(0) \leq \sum_{1 \leq \ell \leq \mathcal{I}} \text{meas} \ A(1, \ell)^c + \text{meas} \ B(1)^c \]
\[ = \sum_{1 \leq \ell \leq \mathcal{I}} \text{meas} \ A(1, \ell)^c + \text{meas} \left( [T, 2T] \setminus \mathcal{E}_K(T^{\delta_1}, T) \right). \]
By Lemma 3.2 and the definition of \( A(1, \ell) \), we find for \( N \in \mathbb{Z}_{\geq 1} \) with \( N \leq \frac{\log T}{\log \log T} \) that
\[ \text{meas} \ A(1, \ell)^c \leq \int_T^{2T} \left( 20 e^2 \kappa^2 \delta_1 G_{(1,\ell)}(t) \right)^2 N \ dt \]
\[ \leq (20 e^2 \mathcal{I}^2 \delta_1)^{2N} \int_T^{2T} \left| \sum_{p \leq T^{\log \log T/\log T}} \frac{\phi_j(p)}{p^{1/2+it}} + \frac{\psi_j(p)}{2p^{1+2it}} \right|^{2N} \ dt \]
\[ \ll T (25600 e^4 \mathcal{I}^4 \delta_1^2 N \log \log T)^N = T \left( \frac{25600 e^4 \kappa^2 \mathcal{I}^4 N (\log \log T)^2 \log \log T}{(\log T)^2} \right)^N. \]
If \( \mathcal{I} = 1 \), taking \( N = [\log T/\log \log T] \), we have
\[ \sum_{1 \leq \ell \leq \mathcal{I}} \text{meas} \ A(1, \ell)^c = \text{meas} \ A(1, 1)^c \ll T \left( \frac{25600 e^4 \kappa^2 (\log \log T)^2}{(\log T)^2} \right)^N \leq T \exp \left( -\frac{\log T}{\log \log T} \right) \]
for \( T \geq e^{(1200 k \log \kappa)^2 T_0}. \) If \( \mathcal{I} \geq 2 \), we see from the definitions of \( \delta_j \) and \( \mathcal{I} \) that \( T \geq \exp(e^{80A(h,\theta)\kappa K}) \), so we have
\[ \sum_{1 \leq \ell \leq \mathcal{I}} \text{meas} \ A(1, \ell)^c \ll \mathcal{I} \cdot T \left( \frac{25600 e^2 \kappa^2 \mathcal{I}^4 N (\log \log T)^2 \log \log T}{(\log T)^2} \right)^N \leq T \left( \frac{N}{(\log T)^{4/3}} \right)^N \]
for any large \( T \) since \( \mathcal{I} \leq L = (\log T/\log \log T)^{1/8} \). Taking \( N = [\log T/\log \log T] \), we find that the last expression is \( T \exp \left( -\frac{\log T}{\log \log T} \right) \). Combining this estimate and Lemma 3.1, we have \( \text{meas} \ S(0) \ll T (\Phi(T) + 1) \exp \left( -\frac{\log T}{\log \log T} \right) \) for \( T \geq e^{(1200 k \log \kappa)^2 T_1(K)}. \)
Next, we prove (4.1). Then we may assume that \( I \geq 2 \). Write \( S(j) = S_1(j) \cup S_2(j) \) with
\[
S_1(j) := \bigcap_{1 \leq i \leq j} A \cap B(j) \cap \bigcup_{j+1 \leq \ell \leq I} A(j+1, \ell)^c,
\]
and
\[
S_2(j) := \bigcap_{1 \leq i \leq j} A \cap B(j) \cap B(j+1)^c.
\]
It then follows that
\[
\int_{S(j)} \exp \left( 2k \sum_{p \leq T^j} a_j(p, t) \right) dt
\]
\[
\leq \left( \int_{S_1(j)} + \int_{S_2(j)} \right) \exp \left( 2k \sum_{p \leq T^j} a_j(p, t) \right) dt =: I_1(j) + I_2(j),
\]
say. Put \( B_i = 5^{-1}(j+1-i)^{-2} \delta_j^{-1} \) and \( M = [(4\delta_j+1)^{-1}] \). As with (4.2), we find for \( t \in S_1(j) \) that
\[
\exp \left( 2k \sum_{p \leq T^j} a_j(p, t) \right) = \prod_{1 \leq i \leq j} \exp \left( 2k G_{(i, j)}(t) \right)
\]
\[
\leq \left( 20e^2 \kappa (\ell - j)^2 \delta_j \eta_1 G_{(j+1, \ell)}(t) \right)^{2M} \prod_{1 \leq i \leq j} \exp \left( 2k G_{(i, j)}(t) \right)
\]
\[
\leq C \left( \delta_j^{-3/5} G_{(j+1, \ell)}(t) \right)^{2M} \prod_{1 \leq i \leq j} \left( \sum_{0 \leq n \leq B_i} \frac{(k G_{(i, j)}(t))^n}{n!} \right)^2
\]
for some \( j + 1 \leq \ell \leq I \) with some absolute constant \( C > 0 \). Therefore, we have
\[
I_1(j) \ll e^{-\delta_j M \log(1/\delta_j+1)} \sum_{\ell = j+1}^I \int_{T^{j+1}} G_{(j+1, \ell)}(t)^{2M} \prod_{1 \leq i \leq j} \left( \sum_{0 \leq n \leq B_i} \frac{(k G_{(i, j)}(t))^n}{n!} \right)^2 dt,
\]
where \( I_1(j) \) is the integral we evaluate. As with (4.3), we can obtain
\[
I_1(j) \ll e^{-\delta_j M \log(1/\delta_j+1)} \sum_{\ell = j+1}^I \mathbb{E} \left[ G_{(j+1, \ell)}(X)^{2M} \right] \prod_{1 \leq i \leq j} \sum_{0 \leq n \leq B_i} \frac{k^{m+n}}{m!n!} \mathbb{E} \left[ G_{(i, j)}(X)^{m+n} \right]
\]
\[
+ e^{2kjT^{1/2}},
\]
and further
\[
\prod_{1 \leq i \leq j} \sum_{0 \leq m \leq B_i} \sum_{0 \leq n \leq B_i} \frac{k^{m+n}}{m!n!} \mathbb{E} \left[ G_{(i, j)}(X)^{m+n} \right] \ll e^{-k^2(\log \log \kappa + O(1)) \left( \log T^j \right)^{k^2}}
\]
similar to (4.12). We can also prove that
\[
\sum_{\ell = j+1}^I \mathbb{E} \left[ G_{(j+1, \ell)}(X)^{2M} \right] \leq (I - j) \sqrt{2M}! \left( \frac{60}{(L - j)^{1/2}} \right)^{2M}
\]
\[
\leq (2M)^M \frac{360(I - j)}{L - j} \ll e^{M \log(1/\delta_j+1)}
\]
similar to (4.7). Applying this estimate and (4.14) to (4.13) and using the inequality $\delta_{j+1} \leq (1 + 100^{-1})\delta_j$, we have

$$I_1(j) \ll e^{-\frac{1}{3}M \log(1/\delta_{j+1})} e^{k^2(\log \log \kappa + O(1)) T(\log T \delta_j)^k}$$

$$\ll e^{-\frac{1}{\tilde{M}} \delta_j^{-1} \log(1/\delta_{j+1})} e^{-k^2(\log \log \kappa + O(1)) T(\log T \delta_j)^k}. \quad (4.15)$$

Next, we consider $I_2(j)$. It follows from the definition of $S_2(j)$ and Hölder’s inequality that

$$I_2(j) \leq (\text{meas } B(j + 1)^e)^{1/a} \times \left( \int_{\bigcap_{1 \leq i \leq j} \mathcal{A}(i,j) \cap B(j)} \exp \left( 2kb \Re \sum_{p \leq T^{\delta_j}} \left( \frac{\phi_j(p)}{p^{1/2}} p^{-it} + \frac{\psi_j(p)}{2p} p^{-2it} \right) \right) dt \right)^{1/b}$$

for $a, b > 1$ with $\frac{1}{a} + \frac{1}{b} = 1$. By the fact $B(j + 1) = E_K(T^{\delta_{j+1}}, T)$ and Lemma 3.1, we have $\text{meas } B(j + 1)^e \ll TK e^{K \frac{\Phi(T)}{\delta_{j+1} \log T}} \exp \left( -\lambda K \delta_{j+1}^{-1} \right) \leq TK e^{K \frac{\Phi(T)}{\log T}} \exp \left( -\lambda K + 1 \right) \delta_{j+1}^{-1}$. As with (4.3) and (4.12), we can prove that

$$\left( \int_{\bigcap_{1 \leq i \leq j} \mathcal{A}(i,j) \cap B(j)} \exp \left( 2kb \Re \sum_{p \leq T^{\delta_j}} \left( \frac{\phi_j(p)}{p^{1/2}} p^{-it} + \frac{\psi_j(p)}{2p} p^{-2it} \right) \right) dt \right)^{1/b} \ll e^{-k^2(b(\log \log (Kb) + O(1))) T^{1/b}(\log T \delta_j)^k b}.$$

Hence, we have

$$I_2(j) \ll \left( K e^{K \frac{\Phi(T)}{\log T}} \right)^{1/a} e^{-\left(\lambda K - 1\right)\delta_{j+1}^{-1} / a} e^{-k^2(b(\log \log (Kb) + O(1))) T(\log T \delta_j)^k b}.$$ 

Combing (4.15) with this, we complete the proof. \hfill \Box

5. Proof of Theorem 1

Let $0 < \varepsilon \leq \frac{1}{100}$, and let $K = e^{-2}K_0$ with $K_0$ a large constant. We divide the integral as

$$\int_T^{2T} \exp \left( 2k \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt$$

$$\leq \int_T \exp \left( 2k \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt + \sum_{j=0}^{T-1} \int_{S(j)} \exp \left( 2k \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt.$$

When $t \in T$, it follows from Proposition 1 that

$$\Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \leq \sum_{p \leq T^{\delta_j}} a_x(p, t) + \frac{K + 30}{2A(h, \theta)} \delta_j^{-1} + O(\varepsilon^{-2})$$

since $\frac{2}{5} < h < \frac{3}{4}$. By this inequality and Proposition 3, we obtain

$$\int_T \exp \left( 2k \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt \leq \exp(C\varepsilon^{-2} \exp(C\varepsilon^{-2}\kappa))T(\log T)^{k^2}$$
for some absolute constant $C > 0$. Similarly, we can obtain, by (4.1),
\[
\int_{S(j)} \exp \left( 2k \text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt
\ll e^{-\left( \frac{1}{\lambda} \log (1/\delta_{j+1}) - kK/A(h, \theta) - \varepsilon^2 \right) \delta_{j+1}^{-1} T \log T)^{k^2} T \delta_{j+1}^{-1} \frac{1}{\lambda}} \Phi(T)^{1/\lambda}
\]
\[
+ \left( Ke^K \frac{\Phi(T)}{\log T} \right)^{1/\lambda} e^{-\left( \lambda K - 1 \right) \delta_{j+1}^{-1} / \lambda \frac{k}{\lambda} K(A(h, \theta) - 1) T \log T)^{k^2} b}
\]
for $1 \leq j \leq I - 1$ and $a, b > 1$ with $\frac{1}{a} + \frac{1}{b} = 1$. Since $K = \varepsilon^{-2}$, we have $\delta_{j+1} = (1 + O(\varepsilon^2)) \delta_j^{-1}$ by the definition of $\delta_j$. Taking $\alpha = A(h, \theta) \lambda / (k + \varepsilon)$, we find that $b = 1 + \frac{k + \varepsilon}{A(h, \theta) \lambda - (k + \varepsilon)}$, and that
\[
\sum_{j=1}^{I - 1} \int_{S(j)} \exp \left( 2k \text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt
\ll e^{-\varepsilon^2 T \log T)^{k^2} + T \log T)^{k^2} (1 + \frac{k + \varepsilon}{A(h, \theta) \lambda - (k + \varepsilon)}) \Phi(T)^{1/\lambda} \log T)^{k^2} b}
\]
for $0 \leq k < A(h, \theta) \lambda - \varepsilon$.

Finally, we consider the integral on $S(0)$. It follows from Hölder’s inequality that
\[
\int_{S(0)} \exp \left( 2k \text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt
\leq (\text{meas } S(0))^{\frac{1}{1+\varepsilon}} \times \left( \int_T^{2T} \exp \left( 2k(1 + \varepsilon) \text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt \right)^{\frac{1}{1+\varepsilon}}.
\]
We see that
\[
\int_T^{2T} \exp \left( 2k(1 + \varepsilon) \text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt
= 2k(1 + \varepsilon) T \int_{-\infty}^{\infty} e^{2k(1+\varepsilon)T} P_T(\text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) > V) dV.
\]
We find, using Proposition 2, that
\[
\int_{-\infty}^{\infty} e^{2k(1+\varepsilon)T} P_T(\text{Re} e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) > V) dV
\ll \int_{-\infty}^{\infty} e^{2k(1+\varepsilon)T} \exp \left( -\varepsilon^4 V^2 \frac{4}{4e \log \log T} \right) dV + \int_{-\infty}^{\infty} e^{2k(1+\varepsilon)T} \exp \left( -\varepsilon^2 A(h, \theta) V \log V \right) dV
\]
\[
+ \int_{-\infty}^{\infty} e^{2k(1+\varepsilon)T} e^{k \frac{\Phi(T)}{\log T}} \exp \left( -(1 - \varepsilon^2) 2 A(h, \theta) V \right) dV.
\]
A simple calculation shows that the second term is $\leq e^{O(\varepsilon^{-2}k)}$, and that the third term is $\leq e^{O(\varepsilon^{-2})} \Phi(T) / \log T$ when $k \leq A(h, \theta) \lambda - \varepsilon$. Also, the first term is
\[
\leq \int_{-\infty}^{\infty} e^{4kV} \exp \left( -\varepsilon^4 V^2 \frac{4}{4e \log \log T} \right) dV = (\log T)^{16} e^{-4k^2} \int_{-\infty}^{\infty} \exp \left( -\varepsilon^4 V^2 \frac{4}{4e \log \log T} \right) dV
\ll (\log T)^{16} e^{-4k^2} \frac{\varepsilon^2}{\log \log T}.$
Applying these estimates and Proposition 4 to (5.1), we have
\[ \int_{S(0)} \exp \left( 2k \Re e^{-i\theta} \log \zeta \left( \frac{1}{2} + it \right) \right) dt \ll T(\Phi(T) + 1)^{1+\varepsilon} \exp \left( -\frac{\varepsilon}{1+\varepsilon} \log T \right) \]
\[ \times \left( e^{O(\varepsilon^{-2})} \frac{\Phi(T)}{\log T} + \varepsilon^{-2}(\log T)^{16\varepsilon^{-4}k^2} \sqrt{\log \log T} \right)^{1+\varepsilon} \]
\[ \leq T \left( \frac{\Phi(T)}{\log T} + 1 \right) \]
when \( T \geq e^{C(k \log(k+3))^2} T_0(\varepsilon) \) with \( C \) some large constant depending only on \( \varepsilon \). This completes the proof of Theorem 1.

\[ \square \]
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