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1 INTRODUCTION

While perturbative methods in quantum field theory yield a satisfactory description of high energy processes in particle physics, many low energy processes are dominated by non-perturbative effects and, so far, have eluded from a rigorous theoretical explanation. Many attempts to develop a mathematically rigorous non-perturbative quantum gauge theory are inspired by the general program of constructive quantum field theory. In its classical version, this program is based on the Euclidean path integral concept and on lattice approximation as an intermediate step, see [t H/zero/taboldstyle/five/taboldstyle; JW] for status reports on the case of Yang–Mills theory. A different option is provided by the Hamiltonian approach, see [BDI/seven/taboldstyle/four/taboldstyle; KS/seven/taboldstyle/five/taboldstyle] and [KR/zero/taboldstyle/two/taboldstyle; KR/zero/taboldstyle/five/taboldstyle] for the theory on a finite lattice and [GR/one/taboldstyle/seven/taboldstyle] for the construction of the thermodynamic limit. Concerning the Hamiltonian viewpoint, one may think of another approach: instead of using the lattice approximation as an intermediate step, study classical continuum gauge theory as an infinite-dimensional Hamiltonian system with a symmetry and, next, try to extend methods from geometric quantization to the infinite-dimensional setting. The fundamental problem in dealing with Yang–Mills theory is the elimination of the unphysical gauge degrees of freedom. Within the Hamiltonian picture, this is accomplished via symplectic reduction. In this paper, we develop the theory of symplectic reduction in an infinite-dimensional setting and we apply it to gauge symmetry reduction of the Yang–Mills–Higgs system.

In the context of classical particle mechanics, the system is described by a finite-dimensional symplectic manifold $(M, \omega)$ and the symmetry is encoded in the action of a Lie group $G$ on $M$. With the help of the momentum map $J: M \to g^*$, which captures the conserved quantities, one passes to the reduced phase space $M /_\mu G := J^{-1}(\mu) / G$ at $\mu \in g^*$. Often the action of $G$ is not free. Then, the reduced space is not a smooth manifold but a stratified space with each stratum being a symplectic manifold. This process of passing to the reduced phase space is called singular Marsden–Weinstein symplectic reduction [MW/zero/taboldstyle/one/taboldstyle; SL/nine/taboldstyle/one/taboldstyle]. Starting in the early nineties [ER/nine/taboldstyle/zero/taboldstyle], various case studies have shown that the singularities may have an influence on the properties of the quantum theory, see [RS/one/taboldstyle/seven/taboldstyle, Chapter /eight/taboldstyle] for a detailed discussion. In particular, they may carry information about the spectrum of the Hamiltonian, see [HRS/zero/taboldstyle/nine/taboldstyle].

In most of the applications in physics, the phase space is a cotangent bundle $T^*Q$ over the configuration space $Q$ of the system. Symplectic reduction for that case has attracted much attention in recent years. In particular, it is of interest to connect the geometry of the symplectically reduced space $T^*Q /_\mu G$
to the properties of the quotient $Q/G$. In finite dimensions and for proper free $G$-actions this connection is well understood: the reduction $T^*Q//_o G$ at zero is symplectomorphic to the cotangent bundle $T'(Q/G)$ (with its canonical symplectic form) of the reduced configuration space $Q/G$. For reduction at non-zero momentum $\mu \in g^*$, the reduced space is symplectomorphic to the fibered product of $T'(Q/G)$ and the coadjoint orbit $G \cdot \mu$ endowed with a magnetic symplectic form. See, for example, [Mar+07, Section 2] for details. The singular case is more complicated due to the occurrence of new phenomena that are absent in the regular case. In finite dimensions, Perlmutter, Rodriguez-Olmos, and Sousa-Dias [PRS07] have shown that the fibered structure of the cotangent bundle yields a refinement of the usual orbit-momentum type strata into so-called seams. The principal seam is symplectomorphic to a cotangent bundle while the singular seams are coisotropic submanifolds of the corresponding symplectic stratum. As in the context of standard symplectic reduction, the proof that the seams are manifolds follows from an appropriate symplectic slice theorem, see [Sch07; RT17]. The latter theorem provides a normal form both for the symplectic structure and for the momentum map, and additionally the local symplectomorphism bringing the system to normal form is adapted to the fiber structure of $T^*Q$.

In the first part of the paper, we extend the above results concerning singular symplectic reduction of cotangent bundles to the case of infinite-dimensional Fréchet manifolds endowed with the action of an infinite-dimensional Fréchet Lie group. Infinite-dimensional geometry is usually developed in the functional analytic setting of Banach spaces. However, many examples of interest do not allow for a satisfactory description in terms of Banach spaces. For example, the group of diffeomorphisms of a given Sobolev regularity fails to be a Banach Lie group, because composition is not a smooth map. Note, however, that the group of smooth diffeomorphisms is a Fréchet Lie group. In order to include these important examples, we assume that all manifolds we are dealing with are Fréchet. We stress that, in the Fréchet context, the notion of a cotangent bundle needs special care, see Section 2.1 and Appendix A.1. We also note that it is impossible to directly extend the approach of [PRS07; Sch07] to the Fréchet setting according to the following serious obstacles: one needs the existence of (orthogonal) complements and an appropriate version of regular symplectic reduction to construct the normal form reference system; moreover, the inverse function theorem is central to the construction of the local symplectomorphism bringing the system to normal form. All these tools are not readily available for Fréchet manifolds.

In sharp contrast to the strategy in [Sch07; RT17] outlined above, at the root of our approach lies the observation that, for the symplectic reduction procedure, it is not essential to bring the symplectic structure into a normal form. Instead, the focus lies on the momentum map only. Within this strategy, we construct a normal form for momentum maps of lifted actions (see Theorem 2.10) and we prove a singular cotangent bundle reduction theorem including the analysis of the
secondary stratification into seams, see Theorem 2.29. The main technical tool is a version of the slice theorem for Fréchet G-manifolds as proved in [DR18c]. Since cotangent bundle reduction at non-zero momentum values is still not completely understood even in finite dimensions, we restrict our attention to reduction at zero, which is fortunately the situation that we encounter for Yang–Mills–Higgs theory. We also discuss dynamics in this context. The possible significance of the seams for the dynamics is demonstrated by analyzing the finite-dimensional example of the harmonic oscillator. Clearly, as a by-product, our theory provides a much simpler approach in the finite-dimensional setting.

In the second part of the paper, we apply our general theory to the singular cotangent bundle reduction of Yang–Mills–Higgs theory. Concerning the classical configuration space, its stratified structure has been studied already before, see [KR86] for the general theory and [RSV02a; RSV02b; RSV02c; HRS10; HRS11] for the classification of the orbit types for all classical groups. We use the Hamiltonian picture for this model as developed in [DR18b], cf. also [Śni99]. First, we check that the model meets the assumptions made in the general theory showing that the singular cotangent bundle reduction theorem holds here. This implies that the reduced phase space of the theory is a stratified symplectic space. Next, we analyze the normal form and the stratification in some detail. In particular, we find that including the singular strata leads to a refinement of what is called the resolution of the Gauß constraint in the physics literature. Our analysis of the normal form improves upon earlier work [Arm81; AMM81] on the singular geometry of the momentum map level set. We also describe the orbit types for the model after symmetry breaking, which leads to a more transparent picture of the stratification.

Finally, we further analyze the secondary stratification in the concrete example of the Higgs sector of the Glashow–Weinberg–Salam model. In this context, we find that the configuration space has only two orbit types. The singular stratum is characterized by the remarkable physical property that the W-bosons are absent, i.e. the Z-boson is the only non-trivial intermediate vector boson on the singular stratum. We then pass to the discussion of the stratification of the phase space. The secondary stratification turns out to be similar to that of the harmonic oscillator in the sense that there are only three strata: two cotangent bundles, which are glued together by one seam. The non-generic cotangent bundle is the phase space of the sub-theory consisting of electrodynamics described by a photon, the theory of a massive vector boson described by the Z-boson and the theory of a self-interacting real scalar field described by the Higgs boson. The seam is characterized by the condition that the W-boson field vanishes but its conjugate momentum is non-trivial. In contrast, on the generic cotangent bundle all intermediate vector bosons of the model are present. Finally, we study the structure of the strata of the reduced phase space in terms of gauge invariant quantities for the theory on $S^3$. By implementing unitary and the Coulomb gauge

\footnote{See, however, Section 3 for the problems related to the frontier condition.}
fixing in a geometric fashion using momentum maps we show that the singular structure of the reduced phase space is encoded in a finite-dimensional $U(1)$-Lie group action.
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2 SINGULAR COTANGENT BUNDLE REDUCTION

2.1 Problems in infinite dimensions. The setting

Let $Q$ be a Fréchet manifold (we refer the reader to Appendix A for conventions and further references concerning the calculus of infinite-dimensional manifolds). The tangent bundle $TQ$ of a $Q$ is a smooth manifold in such a way that the projection $TQ \rightarrow Q$ is a smooth locally trivial bundle. However, the topological dual bundle $T^*Q := \bigcup_{q \in Q}(T_q Q)^\prime$ is not a smooth fiber bundle for non-Banach manifolds $Q$, cf. [Nee06, Remark I.3.9] and Appendix A.1. As a substitute, we say that a smooth Fréchet bundle $\tilde{T} : T^*Q \rightarrow Q$ is a cotangent bundle if there exists a fiberwise non-degenerate pairing with $TQ$, see Appendix A.1 for details. We note that according to this definition the cotangent bundle is no longer canonically associated to $Q$ but requires the choice of a bundle $T^*Q$ and of a pairing $T^*Q \times_Q TQ \rightarrow \mathbb{R}$. Similarly to the finite-dimensional case, for a given cotangent bundle $T^*Q$, the formula

$$\theta_p(X) = \langle p, T_p \tilde{\tau}(X) \rangle_p,$$

defines a smooth 1-form $\theta$ on $T^*Q$. Furthermore, $\omega = d\theta$ is a symplectic form.

Next, assume that a Fréchet Lie group $G$ acts smoothly on $Q$, that is, assume that the action map $G \times Q \rightarrow Q$ be smooth. In the sequel, by a Fréchet $G$-manifold $Q$ we mean a Fréchet manifold $Q$ endowed with a smooth action of a Fréchet Lie group $G$. We will often write the action using the dot notation as $(g, q) \mapsto g \cdot q$. Similarly, the induced action of the Lie algebra $\mathfrak{g}$ of $G$ is denoted by $\xi \cdot q \in T_q Q$ for $\xi \in \mathfrak{g}$ and $q \in Q$. Clearly, $q \mapsto \xi \cdot q$ is the Killing vector field generated by $\xi$.

Throughout the paper, we assume that the $G$-action be proper, that is, inverse images of compact subsets under the map

$$G \times Q \rightarrow Q \times Q, \quad (g, q) \mapsto (g \cdot q, q)$$

are compact.

Recall that in the finite-dimensional setting, for a proper action, a slice always exists [Pal61]. In the infinite-dimensional case, this may no longer be true and additional hypotheses have to be made; see [Sub86; DR18c] for general slice
theorems in infinite dimensions and [Ebi70; ACM89; CMM91] for constructions of slices in concrete examples. We refer the reader to Appendix A.3 for more details. Having in mind the application to Yang–Mills theory, it is especially important to note that, in particular, the action of the group of gauge transformations on the space of connections admits a slice. Here, we are not going to spell out the additional conditions of the general slice theorem. We will simply assume that a slice exists at every point. Properness of the action and the existence of slices have important consequences for the orbit type stratification of $Q$. We refer the reader to [DR18c] for the proof of the following statements in infinite dimensions.

First, recall that the conjugacy class of a stabilizer subgroup $G_q$ is called the orbit type$^1$ of $q$. We put a preorder on the set of orbit types by declaring $(H) \leq (K)$ for two orbit types represented by the stabilizer subgroups $H$ and $K$ if there exists $a \in G$ such that $aH a^{-1} \subseteq K$. Since the action is proper, this preorder is actually a partial ordering. Moreover, since the action admits a slice at every point, the subset $Q_{(H)}$ of orbit type $(H)$ is a locally closed submanifold of $Q$. Similarly, the quotient $\hat{Q}_{(H)} = Q_{(H)}/G$ carries a smooth manifold structure such that the natural projection is a smooth submersion. If the orbit type decomposition of $Q$ satisfies the frontier condition, then the decomposition of $\hat{Q} = Q/G$ into orbit types $\hat{Q}_{(H)}$ is a stratification.

By linearization, we also get a smooth action of $G$ on the tangent bundle $TQ$, which we write using the lower dot notation as $\dot{g} \cdot Y \in T_{g \cdot q}Q$ for $g \in G$ and $Y \in T_qQ$. The action on $TQ$ induces a $G$-action on $T^*Q$ by requiring that the pairing be left invariant, that is,

$$\langle g \cdot p, Y \rangle = \langle p, g^{-1} \cdot Y \rangle \quad p \in T^*_{g^{-1} \cdot q}Q, Y \in T_qQ.$$  

In order that this equation defines a smooth action on $T^*Q$, the action $T_{g^{-1} \cdot q}Q \to T_qQ$ needs to be weakly continuous with respect to the pairing $\langle \cdot, \cdot \rangle$ for every $g \in G$. In finite dimensions, there always exists a $G$-equivariant diffeomorphism between $TQ$ and $T^*Q$ and, therefore, the orbit types of $TQ$ and $T^*Q$ coincide. In the infinite-dimensional setting, a vector space may not be isomorphic to its dual and thus the orbit types may differ. Indeed, we now give an example where the action on the dual space has more orbit types.

**Example 2.1** Consider the space $\ell^1$ of real-valued doubly infinite sequences $(x_n)_{n \in \mathbb{Z}}$ satisfying

$$\| (x_n) \|_1 := \sum_{n \in \mathbb{Z}} |x_n| < \infty.$$  

With respect to the norm $\| \cdot \|_1$, $\ell^1$ is a Banach space. The topological dual is isomorphic to the space $\ell^\infty$ of all bounded sequences $(a_n)_{n \in \mathbb{Z}}$, which is also a

$^1$ In fact, the orbit type is constant along the orbit by the equivariance property $G_{g \cdot q} = g G_q g^{-1}$ for every $g \in G$. 
Banach space with respect to the uniform norm

$$
\|(\alpha_n)\|_\infty := \sup_{n \in \mathbb{Z}} |\alpha_n|.
$$

The pairing between $\ell^1$ and $\ell^\infty$ is given by

$$
\langle (\alpha_n), (x_n) \rangle := \sum_{n \in \mathbb{Z}} \alpha_n x_n, \quad (\alpha_n) \in \ell^\infty, (x_n) \in \ell^1.
$$

The group $G = \mathbb{Z}$ of integers acts on $\ell^1$ via the shift operators $T^j : \ell^1 \to \ell^1$, with $j \in \mathbb{Z}$, defined by

$$
T^j(x_n) := (x_{n+j}).
$$

This action is linear and self-adjoint in the sense that the dual action on $\ell^\infty$ is also given by the shift operators $T^j : \ell^\infty \to \ell^\infty$. The actions on $\ell^1$ and $\ell^\infty$ are continuous for every topology on $\mathbb{Z}$ (in particular, we may endow $\mathbb{Z}$ with the cofinite topology in which it is compact). Recall that all subgroups of $\mathbb{Z}$ are of the form $k\mathbb{Z}$ for some integer $k \geq 0$. Note that a sequence $(x_n)$ has stabilizer $k\mathbb{Z}$ if and only if it is $k$-periodic. The subgroups $\{0\}$ ($k = 0$) and $\mathbb{Z}$ ($k = 1$) can easily be realized as stabilizer subgroups of some $(x_n) \in \ell^1$. However, none of the other subgroups $k\mathbb{Z}$ with $k > 1$ occurs as the stabilizer subgroup of the action on $\ell^1$. Indeed, if a sequence $(x_n)$ is non-zero and $k$-periodic for $k > 1$, then it is divergent and hence never an element of $\ell^1$. On the other hand, every periodic sequence is bounded and thus all subgroups $k\mathbb{Z}$ for $k \geq 0$ occur as stabilizers of the action on the dual space $\ell^\infty$.

In order to exclude such pathological phenomena that make it impossible to connect the orbit types of $Q$ with the ones for the lifted action on $T^*Q$, in the sequel, we will assume that there exist a $G$-equivariant diffeomorphism\footnote{Without further mentioning it, we will assume that the diffeomorphism $TQ \cong T^*Q$ is fiber-preserving.} between $TQ$ and $T^*Q$; an assumption that holds in the applications we are interested in. Note that for a Hilbert manifold $Q$, a $G$-invariant scalar product yields such a $G$-equivariant diffeomorphism.

By Proposition A.3, the lifted action of $G$ on the cotangent bundle $T^*Q$ preserves the canonical symplectic form $\omega$. In order to define the momentum map, we need to specify a dual space to the Lie algebra $\mathfrak{g}$ of $G$. Similarly to the above strategy for the cotangent bundle, choose a Fréchet space $\mathfrak{g}^*$ and a separately continuous non-degenerate bilinear form $\kappa : \mathfrak{g}^* \times \mathfrak{g} \to \mathbb{R}$. With respect to these data, the momentum map $J : T^*Q \to \mathfrak{g}^*$, if it exists, satisfies

$$
\kappa(J(p), \xi) = \langle p, \xi . q \rangle, \quad p \in T_q^*Q, \xi \in \mathfrak{g}.
$$

Note that the right hand side, viewed as a functional on $\mathfrak{g}$, may not be representable by an element $J(p) \in \mathfrak{g}^*$. In this case, the momentum map for the lifted action
does not exist. The existence of the momentum map mainly depends on the chosen duality $\kappa$ and not so much on the cotangent bundle. In fact, we now give an example for an action of an infinite-dimensional Lie group acting on a finite-dimensional cotangent bundle that does not possess a momentum map.

**Example 2.2** Let $M$ be a compact finite-dimensional manifold endowed with a volume form $\text{vol}$. Consider a finite-dimensional Lie group $G$ that acts on a finite-dimensional manifold $Q$. Fix a point $\star \in M$ and let the current group $C^\infty(M, G)$ act on $Q$ via the evaluation group homomorphism $ev_\star : C^\infty(M, G) \to G$, that is, 

$$\lambda \cdot q := \lambda(\star) \cdot_G q \quad \text{for } \lambda \in C^\infty(M, G), \ q \in Q.$$ 

The induced action of $C^\infty(M, G)$ on the cotangent bundle $T^*Q$ is symplectic but it does not possess a momentum map with respect to the natural dual pairing 

$$\kappa : C^\infty(M, g^*) \times C^\infty(M, g) \ni (\mu, \xi) \mapsto \int_M \langle \mu, \xi \rangle \text{vol} \in \mathbb{R}.$$ 

If the momentum map $J$ were to exist, then it would necessarily satisfy the relation 

$$\int_M \langle J(p), \xi \rangle \text{vol} = \kappa(J(p), \xi) = \langle p, \xi(\star) \cdot q \rangle = \langle J_G(p), \xi(\star) \rangle$$

for all $p \in T^*Q$ and $\xi \in C^\infty(M, g)$, where $J_G : T^*Q \to g^*$ denotes the momentum map for the $G$-action. This is only possible if $J(p)$ is a delta distribution localized at the point $\star$. However, by definition, the dual $C^\infty(M, g^*)$ only contains regular distributions.

In other words, the reason for the non-existence of the momentum map is that the evaluation map $ev_\star : C^\infty(M, g) \to g$ is not weakly continuous with respect to the pairings $\kappa$ and $\langle \cdot, \cdot \rangle$, and hence does not have an adjoint $g^* \to C^\infty(M, g^*)$. ♦

In the sequel, we always assume that the lifted action on $T^*Q$ has a momentum map.

Finally, there is another basic problem typical for the infinite-dimensional setting. As the map $ev_\star : C^\infty(M, g) \to g$ of Example 2.2 shows, the adjoint of a linear mapping between Fréchet spaces may not exist. But, our strategy for the construction of the normal form will involve dualizing. Thus, in all constructions of Section 2 that rely on dualizing, we will need to assume that the corresponding adjoint maps exist. Moreover, even if the adjoint exists and the original map is injective, the adjoint is in general not surjective but only has a dense image. We will also assume that such adjoints are actually surjective. As we will see in Section 3, for Yang–Mills theory these assumptions are fulfilled, because the maps involved are elliptic differential operators.
2.2 Lifted slices and normal form

Our general strategy for the construction of the normal form is the following:

(i) By using a slice $S$ at $q \in Q$, reduce the problem to $T'(G \times_{G_q} S)$.

(ii) Establish an equivariant diffeomorphism $T'(G \times_{G_q} S) \cong G \times_{G_q} (m^* \times T'S)$, where $m$ is a complement of $g_q$ in $g$.

(iii) Calculate the momentum map under these identifications.

Let $p \in T'Q$ be a point in the fiber over $q \in Q$. Assume that the $G$-action on $Q$ has a slice $S$ at $q$. According to the strategy outlined above, the first step is to reduce the problem of determining the local structure of the momentum map near $p$ to a problem on $T'(G \times_{G_q} S)$. This reduction is accomplished by applying the following standard result to the tube map $\chi : G \times_{G_q} S \to Q$, which plainly extends from the finite- to the infinite-dimensional setting.

**Proposition 2.3 (Lifting point transformations)** Let $C$ and $Q$ be Fréchet manifolds and let $\phi : C \to Q$ be a diffeomorphism. Assume that the lift

$$T'\phi : T'Q \to T'C,$$ $p \mapsto \phi^* p,$

of $\phi$ is a diffeomorphism. Then, $T'\phi$ is a symplectomorphism. If, moreover, $\phi$ is $G$-equivariant and the lifted action on $T'Q$ has a momentum map $J_Q$, then $J_C := J_Q \circ T'\phi^{-1} : T'C \to \mathfrak{g}^*$ is a momentum map for the lifted $G$-action on $T'C$. $\diamond$

According to step two, we now establish a convenient identification of the cotangent bundle of $G \times_{G_q} S$. Generalizing the finite-dimensional case, we say that a Lie subgroup $H \subseteq G$ is reductive if its Lie algebra $\mathfrak{h}$ has an $\text{Ad}_H$-invariant complement in $\mathfrak{g}$. Since we consider only proper actions of $G$ on $Q$, the stabilizer $G_q$ is always compact and, hence, the following lemma shows that $G_q$ is a reductive Lie subgroup of $G$.

**Lemma 2.4** For every compact Lie subgroup $H \subseteq G$, there exists an $\text{Ad}_H$-invariant complement $m$ of $\mathfrak{h}$ in $\mathfrak{g}$. Moreover, there exists a weakly complementary decomposition $\mathfrak{g}^* = m^* \oplus \mathfrak{h}^*$. $\diamond$

**Proof.** Every compact Lie group is finite-dimensional, because every locally compact topological vector space is finite-dimensional, see [Köt83, Proposition 8.7.1]. As a finite-dimensional subspace, $\mathfrak{h}$ is automatically closed and has a topological complement by [Köt83, Proposition 15.5.2 and 20.5.5]. The complement can be chosen to be $\text{Ad}_H$-invariant by taking the average over the projection using the invariant Haar measure. By [Köt83, Proposition 20.5.1], there exists a weakly complementary decomposition $\mathfrak{g}^* = \mathfrak{g}_q^0 \oplus m^0$, where the subscript denotes the annihilator. Choose $\mathfrak{g}_q^0 = m^*$ and $m^0 = \mathfrak{h}^*$. $\square$

---

1 Recall that $\chi$ is a diffeomorphism onto an open neighborhood of $q$ in $Q$. Moreover, it is $G$-equivariant with respect to the action of $G$ on $G \times_{G_q} S$ by left translation on the $G$-factor.
Let \( \iota : G \times S \to G \times_{G_q} S \) be the natural projection and, for \( a \in G \) and \( s \in S \), let \( \iota_q : S \to G \times_{G_q} S \) and \( \iota_s : G \to G \times_{G_q} S \) denote the induced embeddings, respectively.

**Definition 2.5** Let \( S \) be a slice at \( q \) and let \( m \) be an \( \text{Ad}_{G_q} \)-invariant complement of \( g_q \) in \( g \). For a given choice of \( T^* (G \times_{G_q} S) \), the slice \( S \) will be called compatible with the cotangent bundle structures if it fulfills the following additional requirements:

[S1] The lift \( T^* \chi \) of the tube map \( \chi : G \times_{G_q} S \to Q \) exists and is a diffeomorphism onto its image.

[S2] The injective maps

\[
T_a \iota_s(a \cdot) : m \to T_{[a,s]}(G \times_{G_q} S), \quad T_s \iota_a : T_s S \to T_{[a,s]}(G \times_{G_q} S)
\]

have surjective adjoints.

Whether a slice is compatible with the cotangent bundle structures strongly depends on the dual pairings involved, so that one cannot hope to find a general criterion for the existence of such a slice. Note that, in the finite-dimensional setting, every slice is compatible with the cotangent bundle structures. In the sequel, we will show that there are two natural choices for \( T^* (G \times_{G_q} S) \).

**Lemma 2.6** For every choice of an \( \text{Ad}_{G_q} \)-invariant complement \( m \) of \( g_q \) in \( g \), there exists a \( G \)-equivariant diffeomorphism

\[
T(G \times_{G_q} S) \simeq G \times_{G_q} (m \times TS). \quad (2.1)
\]

**Proof.** It is well-known that the choice of an \( \text{Ad} \)-invariant complement \( m \) yields a homogeneous connection in \( G \to G/G_q \). Indeed, the horizontal space at \( a \in G \) is, by definition, \( a \cdot m \) and the horizontal lift of a vector \( [a, \xi] \in G \times_{G_q} m \) yields \( T(G/G_q) \) to the point \( a \in G \) is \( a \cdot \xi \). Accordingly, the tangent bundle to the associated bundle \( G \times_{G_q} S \) splits into its horizontal and vertical parts so that the \( G \)-equivariant map defined by

\[
G \times m \times TS \to T(G \times_{G_q} S), \quad (a, \zeta, Y_s) \mapsto T_a \iota_s(a \cdot \zeta) + T_s \iota_a(Y_s), \quad (2.2)
\]

is a \( g_q \)-invariant submersion which descends to a \( G \)-equivariant diffeomorphism between \( G \times_{G_q} (m \times TS) \) and \( T(G \times_{G_q} S) \). \( \Box \)

By dualizing the isomorphism (2.1), we get a natural choice for the cotangent bundle \( T^* (G \times_{G_q} S) \). For that purpose, we choose \( m^* \) as constructed in the proof of Lemma 2.4. Moreover, viewing \( S \) as a submanifold of \( Q \), let \( T^* S \) be the image of \( TS \) under the \( G \)-equivariant diffeomorphism \( TQ \to T^* Q \). Now, the cotangent bundle is provided by the \( G \)-equivariant diffeomorphism

\[
\phi : G \times_{G_q} (m^* \times T^* S) \to T^* (G \times_{G_q} S)
\]
defined by
\[
\langle \phi([a, (v, \alpha_s)]), T_a T_s(a \cdot \zeta) + T_s T_a(Y_s) \rangle = \kappa(v, \zeta) + \langle \alpha_s, Y_s \rangle
\]  
(2.3)
for \(\zeta \in m\) and \(Y_s \in T_s S\). With this choice of \(T^*(G \times G_q S)\) the second condition \([S2]\) in Definition 2.5 is automatically satisfied, because the adjoints are the identical mappings.

**Remark 2.7** Alternatively, one could define \(T^*(G \times G_q S)\) by dualizing the \(G\)-equivariant diffeomorphism \(T\chi : T(G \times G_q S) \to TQ\) given by the tube diffeomorphism \(\chi\). In this case, the first condition \([S1]\) in Definition 2.5 is automatically satisfied.

**Remark 2.8** In the finite-dimensional context, Schmah \([Sch07, Proposition 13]\) established a similar identification of \(T^*(G \times G_q S)\) using regular cotangent bundle reduction. The starting point is the cotangent bundle \(T^*(G \times S)\). Using left translation, identify \(T^*G\) with \(G \times g^*\). Denote points in \(T^*(G \times S) \simeq G \times g^* \times T^*S\) by tuples \((a, \mu, \alpha_s)\). A straightforward calculation shows that the lift of the twisted \(G_q\)-action on \(G \times S\) has the momentum map
\[
J_{G_q}(a, \mu, \alpha_s) = -\mu_{|g_q} + J_{G_q}(a_s),
\]
where \(J_{G_q} : T^*S \to g_q^*\) is the momentum map for the lifted \(G_q\)-action on \(T^*S\).

Define the map
\[
\varphi : G \times g^* \times T^*S \supseteq J_{G_q}^{-1}(o) \to T^*(G \times G_q S)
\]
by
\[
\langle \varphi(a, \mu, \alpha_s), T(a \cdot \xi, Y_s) \rangle = \kappa(\mu, \xi) + \langle \alpha_s, Y_s \rangle,
\]
for \(\xi \in g\) and \(Y_s \in T_s S\). The regular cotangent bundle reduction theorem \([OR03, Theorem 6.6.1]\) shows that \(\varphi\) is a submersion and that it descends to a symplectomorphism \(\tilde{\varphi}\) of \(J_{G_q}^{-1}(o)/G_q\) with \(T^*(G \times G_q S)\).

In order to establish the link with the isomorphism \(\tilde{\varphi}\) discussed above (taken in the finite-dimensional case), we define
\[
\psi : G \times (m^* \times T^*S) \to G \times (g^* \times T^*S),
(a, v, \alpha_s) \mapsto (a, v + J_{G_q}(a_s), \alpha_s).
\]

By construction, \(\psi\) takes values in \(J_{G_q}^{-1}(o)\) and on this set it has a smooth inverse,
\[
J_{G_q}^{-1}(o) \to G \times (m^* \times T^*S), (a, \mu, \alpha_s) \mapsto (a, \mu_{|m}, \alpha_s).
\]

Now, it is an easy exercise in chasing identifications to see that the following
diagram commutes

\[
\begin{align*}
J^{-1}_{G_t} & \xrightarrow{\psi} G \times (m^* \times T^* S) \\
J^{-1}_{G_t}/G_q & \xrightarrow{\phi} T^*(G \times G_q S) \xleftarrow{\phi} G \times G_q (m^* \times T^* S).
\end{align*}
\]

Since the regular cotangent bundle reduction theorem does not directly generalize to infinite dimensions\(^1\), the approach of [Sch07] is not available to us in our infinite-dimensional context. One can, however, read (2.4) as a proof that the regular reduction of \(T^*(G \times S)\) does coincide with \(T^*(G \times G_q S)\), indeed.

\textbf{Lemma 2.9} Under the diffeomorphism \(\phi\), the momentum map \(J : T^*(G \times G_q S) \to g^*\) for the lifted \(G\)-action is identified with the map

\[
(J \circ \phi)([a, (\nu, \alpha_s)]) = \text{Ad}_g^*(\nu + J_{G_q}(\alpha_s)),
\]

where \(J_{G_q} : T^* S \to g_q^*\) is the momentum map for the lifted \(G_q\)-action on \(S\) and \(\text{Ad}^*\) denotes the coadjoint action defined by \(\langle \text{Ad}^*_a \nu, \xi \rangle = \langle \nu, \text{Ad}_{a^{-1}} \xi \rangle\). In particular, the condition \((J \circ \phi)([a, (\nu, \alpha_s)]) = 0\) is equivalent to \(J_{G_q}(\alpha_s) = 0\) and \(\nu = 0\).

\textbf{Proof}. First, we note that the lifted \(G_q\)-action on \(T^* S\) has a momentum map \(J_{G_q} : T^* S \to g_q^*\), because, by properness of the action, \(G_q\) is compact and hence finite-dimensional. The canonical \(G\)-action \(g \cdot [a, s] = [ga, s]\) on \(G \times G_q S\) has the fundamental vector field

\[
\xi \cdot [a, s] = T_d t_s (\xi \cdot a) = T_d t_s (a \cdot (\text{Ad}_{a^{-1}} \xi)), \quad \xi \in g.
\]

Let \(\beta = \phi([a, (\nu, \alpha_s)]) \in T^*_{[a, s]}(G \times G_q S)\). Then, for every \(\xi \in g\), the momentum map satisfies

\[
\kappa(f(\beta), \text{Ad}_a \xi) = \langle \beta, (\text{Ad}_a \xi) \cdot [a, s] \rangle
\]

\[
= \langle \beta, T_d t_s (a \cdot \xi) \rangle
\]

\[
= \langle \beta, T_d t_s \left( a \cdot \xi_{\alpha_q} \right) \rangle + \langle \beta, T_d t_s (a \cdot \xi_{m}) \rangle
\]

\[
= \langle \beta, T_s t_d \left( \xi_{\alpha_q} \cdot s \right) \rangle + \langle \beta, T_d t_s (a \cdot \xi_{m}) \rangle
\]

\[
= \langle \alpha_s, \xi_{\alpha_q} \cdot s \rangle + \kappa(\nu, \xi_m)
\]

\[
= \kappa \left( J_{G_q}(\alpha_s), \xi_{\alpha_q} \right) + \kappa(\nu, \xi_m),
\]

where we have decomposed \(\xi = \xi_{\alpha_q} + \xi_{m}\) into \(\xi_{\alpha_q} \in g_q\) and \(\xi_{m} \in m\). In the line

\footnote{We do prove a regular reduction theorem below in Theorem 2.21. However, this result relies on the existence of the normal form and thus cannot be used to construct it.}
before the last line we have used (2.3). Hence,

$$\text{Ad}_{a^{-1}}^*(J \circ \phi)([a, (v, \alpha_s)]) = \text{Ad}_{a^{-1}}^* J(\beta) = J_G^q(\alpha_s) + v$$

and so $J(\beta) = 0$ if and only if $J_G^q(\alpha_s) = 0$ and $v = 0$. \hfill \Box

Combining the diffeomorphism $\phi$ with the local tube diffeomorphism

$$T^*\chi : T^*Q \to T^*(G \times G_q S)$$

yields a convenient normal form for the momentum map of the lifted $G$-action on $T^*Q$.

**Theorem 2.10 (Normal form)** Let $Q$ be a Fréchet $G$-manifold. Assume that $T^*Q$ is a Fréchet manifold, which is $G$-equivariantly diffeomorphic to $TQ$. Let $p \in T^*_Q Q$ and assume that the $G$-action on $Q$ admits a slice at $q$ compatible with the cotangent bundle structures. Then, the map $\Phi : G \times G_q (m^* \times T^*S) \to T^*Q$ defined by the condition

$$\langle \Phi([a, (v, \alpha_s)]), (\text{Ad}_a^* \rho) \cdot (a \cdot s) + a \cdot Y_s \rangle = \kappa(v, \rho) + \langle \alpha_s, Y_s \rangle,$$

(2.5)

for all $\rho \in m$ and $Y_s \in T_s S$, is a diffeomorphism onto an open neighborhood of $p$ in $T^*Q$. Moreover, $\Phi$ is $G$-equivariant with respect to left translation on the $G$-factor and the lifted action on $T^*Q$. Under $\Phi$, the momentum map $J : T^*Q \to g^*$ for the lifted $G$-action is identified with the map

$$(J \circ \Phi)([a, (v, \alpha_s)]) = \text{Ad}_a^*(v + J_G^q(\alpha_s)),$$

(2.6)

where $J_G^q : T^*S \to g_q^*$ is the momentum map for the lifted $G_q$-action on $T^*S$. \hfill \Diamond

**Proof.** Let the map $\Phi = T^*\chi^{-1} \circ \phi$ be defined as the composition of the diffeomorphism $\phi : G \times G_q (m^* \times T^*S) \to T^*(G \times G_q S)$ with the local diffeomorphism $T^*\chi^{-1} : T^*(G \times G_q S) \to T^*Q$. The composition of (2.2) with $T^*\chi$ yields the map

$$G \times G_q (m \times TS) \to TQ, \quad [a, (\rho, Y_s)] \mapsto T_{a,\rho}(\chi \circ i)(a \cdot \rho, Y_s).$$

Note that we have

$$\chi \circ i(a, s) = \chi([a, s]) = a \cdot s.$$ 

Thus, the above map reads

$$G \times G_q (m \times TS) \to TQ, \quad [a, (\rho, Y_s)] \mapsto (\text{Ad}_a^* \rho) \cdot (a \cdot s) + a \cdot Y_s,$$

(2.7)

which is a diffeomorphism onto its image, the latter being a subbundle of $TQ$. By dualizing, we obtain the expression (2.5) for $\Phi$. The asserted properties follow immediately from the previous discussion. \hfill \Box

We should note, however, that the semi-global diffeomorphism $\Phi$ does not yield a symplectic slice for the $G$-action. In fact, it is not even a slice for the lifted
action, because we have taken the quotient by the ‘wrong’ stabilizer group, i.e., the model space around \( p \in T^*_q Q \) is of the form \( G \times_{G_p} V \) instead of \( G \times_{G_p} W \). In finite dimensions, much work in the study of singular cotangent bundle reduction is devoted to constructing a bona fide symplectic slice adapted to the cotangent bundle structure (see, e.g., [Sch07; RT17]). Converting the normal form \( G \times_{G_q} (m^* \times T^* S) \) into a symplectic slice requires a detailed analysis of the Witt–Artin decomposition in the cotangent bundle setting and then extending these infinitesimal results to a local statement using the inverse function theorem. It is not clear if and how these steps generalize to the infinite-dimensional context as they lead to delicate issues of analytic nature. It turns out, however, that the simple normal form (2.6) of the momentum map we have constructed so far is sufficient for most questions concerning singular cotangent bundle reduction.

Recall that the choice of a complement \( m \) of \( \mathfrak{g}_q \) in \( \mathfrak{g} \) yields a canonical identification of \( T_{\mathfrak{e}} G / G_q \) with \( m \).

**Proposition 2.11** Under the diffeomorphism \( \Phi \) constructed in Theorem 2.10 and under the identification \( T_{[a,(\nu,\alpha_s)]}(G \times_{G_q} (m^* \times T^* S)) \cong m \times m^* \times T_{\alpha_s}(T^* S) \), the canonical symplectic form \( \omega \) on \( T^* Q \) takes the following form:

\[
(\Phi^* \omega)_{[a,(\nu,\alpha_s)]}((\xi^1, \eta^1, Z^1), (\xi^2, \eta^2, Z^2)) = \kappa(\eta^1, \xi^2) - \kappa(\eta^2, \xi^1) - \kappa \left( v + J_{\mathfrak{g}_q}(\alpha_s), [\xi^1, \xi^2] \right) + \omega^S_{\alpha_s}(Z^1, Z^2),
\]

(2.8)

where \( \xi^i \in m^* \), \( \eta^i \in m^* \) and \( Z^i \in T_{\alpha_s}(T^* S) \) for \( i = 1, 2 \) and \( \omega^S \) is the canonical symplectic form on \( T^* S \). In particular, at points with zero momentum the third term on the right-hand side vanishes and \( \Phi^* \omega \) is the direct sum of the canonical symplectic forms on \( m \times m^* \) and \( T^* S \).

**Proof.** Let \( \tilde{\tau} : T^* Q \to Q \) be the canonical projection. Then, \( \tilde{\tau} \circ \Phi([a, (\nu, \alpha_s)]) = a \cdot s \).

Using (2.5), for the pull-back of the canonical 1-form \( \theta \) we find:

\[
(\Phi^* \theta)_{[a, (\nu, \alpha_s)]}([a \cdot \xi, (\eta, Z)]) = \langle (\Phi([a, (\nu, \alpha_s)]), T_{[a, (\nu, \alpha_s)]}(\tilde{\tau} \circ \Phi)([a \cdot \xi, (\eta, Z)]),
\]

\[
= \langle (\Phi([a, (\nu, \alpha_s)]), (\text{Ad}_{\alpha_s} \xi) \cdot (a \cdot s) + a \cdot T_{\alpha_s} \tilde{\tau}(Z)\rangle
\]

\[
= \langle (\Phi([a, (\nu, \alpha_s)]), (\text{Ad}_{\alpha_s} \xi_m) \cdot (a \cdot s) + a \cdot (\xi_{\mathfrak{g}_q} \cdot s) + a \cdot T_{\alpha_s} \tilde{\tau}(Z)\rangle
\]

\[
= \kappa(v, \xi_m) + \langle \alpha_s, \xi_{\mathfrak{g}_q} \cdot s \rangle + \langle \alpha_s, T_{\alpha_s} \tilde{\tau}(Z)\rangle
\]

where \( \xi = \xi_m + \xi_{\mathfrak{g}_q} \in \mathfrak{g}^*, \eta \in m^* \) and \( Z \in T_{\alpha_s}(T^* S) \), and \( \theta^S \) is the canonical 1-form on \( T^* S \). If we introduce the left Maurer–Cartan form \( \delta \in \Omega^1(G, \mathfrak{g}) \) by \( \delta_a(a \cdot \xi) = \xi \), then we get

\[
(\Phi^* \theta)_{[a, (\nu, \alpha_s)]} = \kappa \left( v + J_{\mathfrak{g}_q}(\alpha_s), \delta_a(\cdot) \right) + \theta^S_{\alpha_s}(\cdot).
\]
The Maurer–Cartan equation \( \text{d}\delta_a = -\frac{1}{2}[\delta_a \wedge \delta_a] \) yields

\[
(d\Phi^* \theta)_{[a, (v, \alpha_s)]}([a \cdot \xi^1, (\eta^1, Z^1)]_s, [a \cdot \xi^2, (\eta^2, Z^2)])
= \kappa(\eta^1, \xi^2_m) - \kappa(\eta^2, \xi^1_m) + \kappa(v + JG_q(\alpha_s), (d\delta)a(a \cdot \xi^1, a \cdot \xi^2))
+ \kappa(T\alpha_s JG_q(Z^1), \xi^2_m) - \kappa(T\alpha_s JG_q(Z^2), \xi^1_m)
+ (d\theta^S)\alpha_s (Z^1, Z^2)
= \kappa(\eta^1, \xi^2_m) - \kappa(\eta^2, \xi^1_m) - \kappa(v + JG_q(\alpha_s), [\xi^1, \xi^2])
+ \omega^S (Z^1, \xi^2_m \cdot \alpha_s) - \omega^S (Z^2, \xi^1_m \cdot \alpha_s) + \omega^S (Z^1, Z^2).
\]

Now the identification \( T[a, (v, \alpha_s)](G \times JG_q (m^* \times T^* S)) \simeq m \times m^* \times T\alpha_s (T^* S) \) amounts to setting the \( g_q \)-component of \( \xi^i \) to zero and we thus arrive at the claimed formula (2.8).

\[ \square \]

### 2.3 Symplectic stratification

In finite dimensions, it is well known that the reduced phase space of a Hamiltonian \( G \)-system is stratified by symplectic manifolds. The general theory of singular symplectic reduction in the infinite-dimensional context is worked out in [Die18]. In contrast to the finite-dimensional picture, the general infinite-dimensional reduction scheme needs additional assumptions, because one has to handle weakly symplectic forms, the Darboux theorem fails and a simple inverse function theorem is not available beyond Banach spaces. The aim of this section is to show that the cotangent bundle structure and the normal form established in the previous section yield a symplectic reduction theorem without relying on the heavy machinery that is used in the general theory in [Die18].

As usual, for a \( G \)-manifold \( M \) and a subgroup \( H \leq G \), we denote the subset of isotropy type \( H \) by \( M_H \) and the subset of orbit type \( (H) \) by \( M_{(H)} \). For the definition of the notion of stratification we refer to Appendix A.3.

**Theorem 2.12** Let \( Q \) be a Fréchet \( G \)-manifold. Assume that the \( G \)-action is proper, that it admits at every point a slice compatible with the cotangent bundle structures and that the decomposition of \( Q \) into orbit types satisfies the frontier condition. Moreover, assume that \( T^* Q \) is a Fréchet manifold, which is \( G \)-equivariantly diffeomorphic to \( TQ \), and that the lifted action on \( T^* Q \), endowed with its canonical symplectic form \( \omega \), has a momentum map \( J \). Then, the following hold.

(i) The set of orbit types of \( P := J^{-1}(o) \) with respect to the lifted \( G \)-action coincides with the set of orbit types for the \( G \)-action on \( Q \).

(ii) The reduced phase space \( \tilde{P} := J^{-1}(o)/G \) is stratified into orbit type manifolds \( \tilde{P}_{(K)} := (J^{-1}(o))(K)/G \).

(iii) Assume, additionally, that every orbit is symplectically closed, that is, the symplectic
double orthogonal \((g \cdot p)^\omega\) coincides with \(g \cdot p\) for all \(p \in P\). Then, for every orbit type \((K)\), the manifold \(\tilde{\mathcal{P}}_{(K)}\) carries a symplectic form \(\tilde{\omega}_{(K)}\) uniquely determined by

\[
\pi^*_\mathcal{P}_{(K)} \tilde{\omega}_{(K)} = \omega^\mathcal{P}_{(K)},
\]

where \(\pi_{(K)}: P_{(K)} \to \tilde{\mathcal{P}}_{(K)}\) is the natural projection. \(\diamondsuit\)

In the sequel, we will prove this theorem by means of a series of lemmas.

Let us start with the observation that the orbit types of the lifted action are tightly connected to the ones for the action on the base manifold. The following results extend the determination of orbit types of the lifted action [Rod06; PRS07, Theorem 5] to the infinite-dimensional setting.

**Lemma 2.13** Under the assumptions of Theorem 2.12, for every orbit type \((K)\) of \(T^*Q\) there exist a triple \((H, \tilde{H}, L)\) such that \((K)\) is represented by \(K = \tilde{H} \cap L\), where \(\tilde{H} \subseteq H\) are stabilizer subgroups of \(Q\) and \(L\) is a stabilizer subgroup of the \(H\)-action on \((g/h)^*\) with \(h\) being the Lie algebra of \(H\).

Conversely, for every triple \((H, (\tilde{H}), L)\), where \(H\) is a stabilizer subgroup of \(Q\), \((\tilde{H})\) is an orbit type of \(Q\) fulfilling \((\tilde{H}) \leq (H)\) and \(L\) is a stabilizer subgroup of the \(H\)-action on \((g/h)^*\), there exists a representative \(\tilde{H}\) of \((\tilde{H})\) and a stabilizer subgroup \(K\) of \(T^*Q\) such that \(K = \tilde{H} \cap L\). \(\diamondsuit\)

**Proof.** Let \(p \in T^*_qQ\) and denote the stabilizer of \(p\) and \(q\) by \(K\) and \(H\), respectively. Choose an \(Ad_H\)-invariant complement \(m \equiv g_q\) in \(g\), which is possible because \(H\) is compact. We will first show that there exists \(\bar{q} \in Q\) (close to \(q\)) and \(\nu \in m^*\) such that

\[
K = G_{\bar{q}} \cap H_{\nu}. \tag{2.9}
\]

For this purpose, let \(S\) be a slice at \(q\). Denote the model space of \(S\) by \(X\). By Theorem 2.10, there exists \(\nu \in m^*\) and \(\alpha \in T^*_qS\) such that \(\Phi([e, (\nu, (q, \alpha))]) = p\). Since \(\Phi\) is \(G\)-equivariant, the common stabilizer of \(\nu\) and \(\alpha\) under the \(H\)-action on \(m^* \times T^*_qS\) is \(K\), that is, \(K = H_\alpha \cap H_{\nu}\). By assumption, there exists a \(G\)-equivariant diffeomorphism between \(TQ\) and \(T^*Q\). The latter induces an \(H\)-equivariant diffeomorphism between \(TS\) and \(T^*S\). Thus, there exists \(x \in X \simeq T^*_qS\) whose stabilizer under the \(H\)-action is \(H_x\). Since the topology of \(X\) is generated by absorbent sets and \(S\) is (diffeomorphic to) an open neighborhood of \(o\) in \(X\), there exists \(r \in \mathbb{R}\) such that \(x = r\bar{q}\) for some \(\bar{q} \in S\). By linearity of the \(H\)-action, both \(x\) and \(\bar{q}\) have the same stabilizer \(H_{\bar{q}}\). As \(\bar{q} \in S\), (SL2) of Definition A.6 shows that \(G_{\bar{q}} \subseteq H\) and so \(G_{\bar{q}} = H_{\bar{q}}\). Hence, we have found \(\bar{q}\) and \(\nu\) satisfying (2.9).

In the converse direction, let \(H\) be a stabilizer subgroup of \(Q\), \((\tilde{H})\) be an orbit type of \(Q\) fulfilling \((\tilde{H}) \leq (H)\) and \(L\) be a stabilizer subgroup of the \(H\)-action on \((g/h)^*\). Let \(q \in Q\) be such that \(G_q = H\). Choose a slice \(S\) at \(q\). Since \((\tilde{H}) \leq (H)\), the frontier condition and (SL3) of Definition A.6 imply that there exists \(\bar{q} \in S\) with \((H_{\bar{q}}) = (G_{\bar{q}}) = (\tilde{H})\). Choose an \(Ad_H\)-invariant complement \(m\) of \(h\) in \(g\) and \(\nu \in m^*\).
with \( H_v = L \). Since \( \Phi \) is equivariant, the point \( p = \Phi([e, (v, (\tilde{q}, o))] \) has stabilizer

\[
G_p = H_{\tilde{q}} \cap H_v,
\]

which completes the proof. \( \square \)

**Corollary 2.14** Under the assumptions of Theorem 2.12, the set of orbit types of \( P = J^{-1}(o) \) with respect to the lifted \( G \)-action coincides with the set of orbit types for the \( G \)-action on \( Q \), that is, a subgroup \( K \) is the stabilizer \( K \) of some \( p \in P \) if and only if there exists a point \( \tilde{q} \in Q \) such that \( G_{\tilde{q}} = K \).

**Proof.** One direction is clear, as the zero section of \( T^*Q \) has the same orbit types as \( Q \) and as it is contained in the zero level set of \( J \). The conclusion in the converse direction follows by similar arguments as in the proof of Lemma 2.13. Indeed, \( f(p) = 0 \) implies that \( \nu = o \) by (2.6) and hence \( G_{\tilde{q}} = K \) by (2.9). \( \square \)

**Lemma 2.15** Under the assumptions of Theorem 2.12 the following hold. For every orbit type \((K)\) of \( T^*Q \), the orbit type stratum \((T^*Q)(K)\) is a submanifold of \( T^*Q \) and the quotient \((T^*Q)(K)/G\) is a Fréchet manifold.

**Proof.** Let \( p \in (T^*Q)(K) \) and denote its base point by \( q \in Q \). By Theorem 2.10, it is enough to show that

\[
\left( G \times_{G_q} (m^* \times T^*S) \right)_{(G_p)} = G \times_{G_q} \left( (m^* \times T^*S)_{(G_p)} \right)
\]

(2.10)

is a submanifold of \( G \times_{G_q} (m^* \times T^*S) \). In this expression, \((G_p)\) still denotes the conjugacy class of \( G_p \) in \( G \) and not in \( G_q \). Since the action is linear and \( G_q \) compact, Theorem A.7 implies that the \( G_q \)-action on \( m^* \times T^*S \) admits a slice at every point. The existence of these slices and Lemma A.10 show that \((m^* \times T^*S)_{(G_p)} \) is a submanifold of \( m^* \times T^*S \) (this follows from a similar argument as in the proof of Proposition A.9). Finally, the \( G \)-quotient is a smooth manifold, because it is locally identified with \((m^* \times T^*S)_{(G_p)}/G_q \). \( \square \)

As we will see next, the existence of lifted slices will reduce the study of the local structure of the strata in the reduced space to the analysis of the linear action of a compact group on a symplectic vector space. It is quite remarkable that, in this linear setting, the usual finite-dimensional result about symplectic strata directly generalizes to the infinite-dimensional realm without any further assumptions.

**Lemma 2.16** Let \((Y, \omega)\) be a symplectic Fréchet space and let \( G \) be a compact Lie group that acts linearly and symplectically on \( Y \). Then, the \( G \)-action has an unique (up to a constant) equivariant moment map \( J : Y \to g^* \) given by

\[
\kappa(J(y), \xi) = \frac{1}{2} \omega(y, \xi \cdot y), \quad y \in Y, \xi \in g.
\]

(2.11)
Moreover, for every orbit type \((H)\), the subset \(Y_{(H),0} := Y_{(H)} \cap J^{-1}(0)\) is a smooth submanifold of \(Y\) and there exists a unique smooth manifold structure on \(\tilde{Y}_{(H),0} := Y_{(H),0}/G\) such that the natural projection \(\pi_{(H)} : Y_{(H),0} \to \tilde{Y}_{(H),0}\) is a smooth submersion. Furthermore, \(\tilde{Y}_{(H),0}\) carries a symplectic form \(\tilde{\omega}_{(H)}\) uniquely determined by

\[
\pi_{(H)}^* \tilde{\omega}_{(H)} = \omega|_{Y_{(H),0}}.
\]  

\(\diamondsuit\)

**Proof.** We only sketch the main ideas and refer the reader to [Die18] for the complete proof. To prove that (2.11) defines an equivariant momentum map is a simple exercise which we leave to the reader. The proof of the remaining part is based on the fact that a linear action of a compact Lie group on a Fréchet space admits a slice at every point, see Theorem A.7, and on the Bifurcation Lemma A.4. Using these tools, one shows that \(Y_{(H),0}\) near a point \(y \in Y_{H} \cap J^{-1}(0)\) is modeled on \(G \times V_{H}\), where \(V = T_y S \cap \text{Ker} T_y J\) and \(S\) is a slice at \(y\). Correspondingly, \(V_H\) is the model space of \(\tilde{Y}_{(H),0}\) near \([y]\). Finally, (2.12) uniquely defines a closed 2-form \(\tilde{\omega}_{(H)}\) on \(\tilde{Y}_{(H),0}\) because \(\pi_{(H)}\) is a submersion. By Proposition A.5, \(V_H\) is a symplectic subspace of \((Y, \omega)\) and so \(\tilde{\omega}_{(H)}\) is symplectic. \(\square\)

With this preparation at hand, we now pass to the cotangent bundle case.

**Lemma 2.17** Under the assumptions of Theorem 2.12 the following hold. For every orbit type \((K)\) of the lifted \(G\)-action, the set

\[ P_{(K)} := (T^*Q)_{(K)} \cap J^{-1}(0) = (J^{-1}(0))_{(K)} \]

is a smooth submanifold of \((T^*Q)_{(K)}\). Moreover, there exists a unique smooth manifold structure on

\[ \hat{P}_{(K)} := P_{(K)}/G \]

such that the natural projection \(\pi_{(K)} : P_{(K)} \to \hat{P}_{(K)}\) is a smooth submersion. \(\diamondsuit\)

**Proof.** Let \(p \in P_{(K)}\) and let \(q \in Q\) be its base point. Under the local diffeomorphism \(\Phi\) established in Theorem 2.10, the set \(P_{(K)}\) is identified with

\[
\left( G \times_{C_q} (m^* \times T^*S) \right)_{(K)} \cap (J \circ \Phi)^{-1}(0) = G \times_{C_q} \left( \{0\} \times (J^{-1}_C(0))_{(K)} \right).
\]

This equality is a direct consequence of (2.10) and (2.6). By Lemma 2.16, the orbit type subset \((J^{-1}_{C_q}(0))_{(K)} = (T^*S)_{(K)} \cap J^{-1}_{C_q}(0)\) is a smooth submanifold of \(T^*S\). By the same lemma, the quotient space \((J^{-1}_{C_q}(0))_{(K)}/G_q\), which is the model space of \(\hat{P}_{(K)}\), is a smooth manifold, too. \(\square\)

**Lemma 2.18** Under the assumptions of Theorem 2.12, the orbit type decompositions of \(\hat{Q}, P\) and \(\hat{P}\) satisfy the frontier condition. \(\diamondsuit\)
Proof. The quotient $\tilde{Q}$ inherits the frontier condition from $Q$ by [DR18c, Theorem 4.6]. Similarly, $\tilde{P}$ inherits the frontier condition from $P$. Let $p \in P$. We have to show that $p \in \overline{P(K)}$ if and only if $(G_p) \geq (K)$. Denote the base point of $p$ by $q$, abbreviate $H \equiv G_q$ and let $\Phi$ be the local diffeomorphism constructed in Theorem 2.10. As we have seen in the proof of Lemma 2.17, $P(K)$ is locally identified with

$$G \times_H \left( \{0\} \times (J^{-1}_H(0))(K) \right).$$

Moreover, $\overline{P(K)}$ is locally identified with

$$G \times_H \left( \{0\} \times (J^{-1}_H(0))(K) \right),$$

because the quotient map $G \times T^*S \to G \times_H T^*S$ is open and $f^{-1}(\tilde{A}) = f^{-1}(A)$ for every open continuous map $f : Y \to Z$ and every subset $A \subseteq X$. Write $p = \Phi([e, (0, \alpha)])$, where $\alpha \in T^*_q S$ satisfies $J_H(\alpha) = 0$. Since $G_p = H_\alpha$, it is enough to show that $\alpha$ lies in the closure of $(J^{-1}_H(0))(K)$ if and only if $(H_\alpha) \geq (K)$.

First, suppose that $\alpha \in (J^{-1}_H(0))(K)$. Since $H$ is compact, there exists a slice at $\alpha$ and hence a neighborhood of $\alpha$ in $T^*S$ such that every point in this neighborhood has a stabilizer subconjugate to $H_\alpha$. However, by assumption, $(J^{-1}_H(0))(K)$ has to intersect this neighborhood and thus $(K) \leq (H_\alpha)$.

For the converse direction, we first need to establish a result about the orbit type decomposition of $S$. Since the orbit type stratification of $Q$ satisfies the frontier condition, we have $\bigcup_{(H) \geq (K)} Q(H) \subseteq \overline{Q(K)}$ for every orbit type $(K)$ of $Q$. We will show now that we get a similar approximation property in the slice. For this purpose, let $(H) > (K)$ be orbit types of the action on $Q$ and let $s \in S(H)$. For every open neighborhood $V$ of $s$ in $S$, the image $\chi^S(U \times V)$ under the local slice diffeomorphism $\chi^S : U \times S \to Q$ is an open neighborhood of $s$ in $Q$. Since $Q(H) \subseteq \overline{Q(K)}$, the intersection

$$\chi^S(U \times V) \cap Q(K) = \chi^S(U \times V(K))$$

is non-empty. Thus, $V(K)$ is non-empty and we have shown that $S(H) \subseteq \overline{S(K)}$ for all orbit types $(H) > (K)$.

Now, suppose that $(K)$ is an orbit type of $P$ with $(K) \leq (H_\alpha)$. By Corollary 2.14, $(K)$ is also an orbit type of the $G$-action on $Q$. We will show that every open neighborhood $W$ of $\alpha$ in $T^*_q S$ has non-empty intersection with $(J^{-1}_H(0))(K)$. Note that the momentum map $J_H$ vanishes on the whole fiber $T^*_q S$, because $q$ has stabilizer $H$. Thus, it suffices to show that $\alpha$ lies in the closure of $(J^{-1}_H(0))(K)$. Since $T^*Q$ is $G$-equivariantly diffeomorphic to $TQ$, there exists a $H$-equivariant diffeomorphism of $T^*_q S$ and $T^*_q S$. Let $X \in T^*_q S$ be the image of $\alpha$ under this diffeomorphism. Since $S$ is (diffeomorphic to) an open subset of $T^*_q S$, there exists a non-zero $r \in \mathbb{R}$ such that $rX \in S$. Note that scaling by $r$ is an $H$-equivariant diffeomorphism of $T^*_q S$. In particular, the stabilizer of $rX$ coincides with $H_\alpha$. 


Thus, in summary, we have reduced the problem to showing that \( rX \) lies in the closure of \((T_q S)_\omega(K)\). But, as \((H_{rX}) = (H_\omega) \geq (K)\), we have

\[
rX \in \overline{S(K)} \subseteq (T_q S)_\omega(K),
\]

using the approximation property \( S(H_\omega) \subseteq \overline{S(K)} \). \( \Box \)

**Remark 2.19** In the paper [PRSo7] it was silently taken for granted that the decomposition of \( Q \) into orbit types always satisfies the frontier condition. However, in examples, there may be an orbit type whose closure contains some but not all fixed points; and hence the frontier condition is violated in these cases (see e.g., [CM18, Example 17 and Remark 13]). \( \Diamond \)

It remains to show the last point in Theorem 2.12.

**Lemma 2.20** Assume that every orbit is symplectically closed, that is, the symplectic double orthogonal \((g \cdot p)^\omega\) coincides with \( g \cdot p \). Then, for every orbit type \((K)\), there exists a symplectic form \( \tilde{\omega}_\omega(K) \) on \( \widetilde{P(K)} \) uniquely determined by

\[
\pi^*_\omega(K) \tilde{\omega}_\omega(K) = \omega_1 P(K),
\]

\((2.13)\)

**Proof.** Let \( p \in P(K) \). By the Bifurcation Lemma A.4, \((g \cdot p)^\omega = \text{Ker} T_p J\). Since \( T_p P(K) \subseteq \text{Ker} T_p J \), we have \( \omega(\xi \cdot p, Y) = 0 \) for all \( \xi \in g, Y \in T_p P(K) \). Thus, the restriction of \( \omega_\omega \) to \( P(K) \) is a \( G \)-invariant form horizontal with respect to the \( G \)-orbits and, therefore, it descends to a 2-form \( \tilde{\omega}_\omega(K) \) on \( \widetilde{P(K)} \). By construction, \( \tilde{\omega}_\omega(K) \) satisfies (2.13). Moreover, it is uniquely determined by this equation, because \( \pi(K) \) is a surjective submersion. Taking the exterior differential of (2.13) shows that \( \tilde{\omega}_\omega(K) \) is closed. It remains to show that \( \tilde{\omega}_\omega(K) \) is non-degenerate. For every choice of a topological complement \( A \) of \( g \cdot p \) in \( T^*_p (T^* Q) \), the projection \( T_p \pi_\omega(K) \) yields an isomorphism of \( A_{G_p} \cap \text{Ker} T_p J \) with \( T^*_{[p]} \tilde{P}(K) \). Under this isomorphism, \( \tilde{\omega}_\omega(K) \) coincides with the restriction of \( \omega \) to \( A_{G_p} \cap \text{Ker} T_p J \). Proposition A.5 shows that this restricted form is symplectic and thus \( \tilde{\omega}_\omega(K) \) is non-degenerate. \( \Box \)

For the special case, when the \( G \)-action on \( Q \) has only one orbit type\(^1\), we obtain the infinite-dimensional counterpart to the well-known cotangent bundle reduction theorem for one orbit type [ER90, Theorem 1].

**Theorem 2.21** In the setting of Theorem 2.12, assume additionally that the \( G \)-action on \( Q \) has only one orbit type. Then, \( \tilde{P} = J^{-1}(\tilde{\omega})/G \) is symplectomorphic to \( T^*(Q/G) \) with its canonical symplectic structure.

**Proof.** Let \((H)\) denote the orbit type of \( Q \). By assumption, we have \( Q(H) = Q \) and thus the existence of slices ensures that the quotient \( \tilde{Q} \equiv Q/G \) is a smooth manifold, see Proposition A.9. Theorem 2.12 entails that every point of \( J^{-1}(\tilde{\omega}) \) has

\(^1\)This assumption includes, of course, also the case of a free action.
orbit type \((H)\) and that, moreover, the reduced space \(\tilde{P} \equiv J^{-1}(0)/G\) is a smooth manifold and carries a closed 2-form\(^1\) \(\tilde{\omega}\). Let \(\pi : Q \rightarrow \tilde{Q}\) denote the natural projection. We claim that the map

\[
\tau : T^*\tilde{Q} \rightarrow \tilde{P}, \quad \alpha_{[q]} \mapsto [\pi^*\alpha_{[q]}]
\]

is a well-defined diffeomorphism and that \(\tau^*\tilde{\omega}\) coincides with the canonical symplectic form on \(T^*\tilde{Q}\). First, for every \(q \in Q\) and \(\alpha \in T_{[q]}\tilde{Q}\)

\[
\langle \pi^*\alpha_{[q]}, \xi \cdot q \rangle = \langle \alpha_{[q]}, T_q\pi(\xi \cdot q) \rangle = 0
\]

shows that \(\pi^*\alpha_{[q]}\) lies in the zero level set of \(J\) and thus \(\tau\) is well defined as a map with values in \(\tilde{P}\). It is straightforward to see that \(\tau\) is bijective as \(\pi\) is a submersion with \(\text{Ker} T_q\pi = g \cdot q\). In order to show that \(\tau\) is a diffeomorphism, let \(q \in Q\) with \(G_q = H\) and choose a slice \(S\) at \(q\). In slice coordinates, we have \(Q \simeq G \times_H S\) and so \(\tilde{Q} \simeq S\), because the assumption that \(Q\) has only the orbit type \((H)\) implies \(S = S_H\). Thus, locally \(T^*\tilde{Q} \simeq T^*S\). On the other hand, in the proof of Lemma 2.17 we have seen that \(\tilde{P}\) is locally identified with \(J_H^{-1}(0)(H)/H\), where \(J_H : T^*S \rightarrow \mathfrak{h}^*\) is the momentum map for the \(H\)-action on \(T^*S\). Now, \(S = S_H\) implies that \(J_H^{-1}(0)(H)/H\) simply coincides with \(T^*S\). Going back to the definitions, it is easy to see that in these coordinates \(\tau\) is the identity map on \(T^*S\) and thus a diffeomorphism. Finally, by Proposition 2.11, under these identifications the canonical symplectic form on \(T^*\tilde{Q}\) and the form \(\tilde{\omega}\) both are equal to the canonical symplectic form on \(T^*S\). \(\Box\)

2.4 Secondary stratification

Examples of singular cotangent bundle reduction (such as the ones coming from lattice gauge theory \([FRSo7]\)) show that the natural projection from the reduced phase space \(\tilde{P} = T^*Q \|_o G\) to the reduced configuration space \(\tilde{Q} = Q/G\) is not a morphism of stratified spaces, i.e., there exist strata in \(\tilde{P}\) that project onto different strata in \(\tilde{Q}\). In the finite-dimensional context, Perlmutter, Rodriguez-Olmos, and Sousa-Dias \([FRSo7]\) have refined the symplectic stratification of \(\tilde{P}\) in such a way that the projection \(\tilde{P} \rightarrow \tilde{Q}\) becomes a morphism of stratified spaces. This so-called secondary stratification has also the advantage of identifying certain strata in the reduced phase space as cotangent bundles. In this section, we construct this refined stratification in our infinite-dimensional setting. In particular, we show that the secondary strata are submanifolds (for finite-dimensional manifolds this is shown in \([FRSo7, \text{Theorem 7}]\), but the proof there does not directly translate to the infinite-dimensional setting). Moreover, we study how the secondary strata behave with respect to the ambient symplectic structure and investigate

---

\(^1\) A priori, \(\tilde{\omega}\) may be degenerate as we have not assumed that the orbits be symplectically closed.
the frontier condition. This discussion culminates in Theorem 2.29. In this subsection, we continue in the setting of Theorem 2.12.

For orbit types $(K)$ and $(H)$ of $T^*Q$ and $Q$, respectively, consider the subset

$$(T^*Q)^{(K)}_{(H)} := \{ p \in T_q^*Q : q \in Q_{(H)}, p \in (T^*Q)^{(K)} \}$$

of the orbit type stratum $(T^*Q)^{(K)}$. Since the projection $T^*Q \to Q$ is $G$-equivariant, $(T^*Q)^{(K)}_{(H)}$ is non-empty only if $(K) \leq (H)$. Moreover, the union of $(T^*Q)^{(K)}_{(H)}$ over all orbit types $(H)$ fulfilling this condition yields the orbit type stratum $(T^*Q)^{(K)}$. Note that the stabilizer $G_p$ of $p \in T_q^*Q$ under the lifted $G$-action on $T^*Q$ coincides with the stabilizer $[G_q]_p$ of $p$ under the dual isotropy action of $G_q$ on the fiber $T_q^*Q$. Whence, we equivalently have

$$(T^*Q)^{(K)}_{(H)} := \{ p \in T_q^*Q : q \in Q_{(H)}, [G_q]_p \sim K \}.$$ 

**Lemma 2.22** Assume that the $G$-action on $Q$ is proper and that it admits a slice compatible with the cotangent bundle structures at every point. Moreover, assume that $T^*Q$ is a Fréchet manifold, which is $G$-equivariantly diffeomorphic to $TQ$. Let $(K)$ be an orbit type of $T^Q$. Then, for every orbit type $(H)$ of $Q$ fulfilling $(H) \geq (K)$, the sets $(T^*Q)_{(H)}^{(K)}$ and $(T^*Q)_{(H)}^{(K)}/G$ are submanifolds of $(T^*Q)_{(K)}^{(K)}$ and $(T^*Q)_{(K)}/G$, respectively. ♦

We call the sets $(T^*Q)^{(K)}_{(H)}$ the **secondary strata** and the decomposition of $T^*Q$ into these secondary strata is referred to as the **secondary orbit type stratification**. As far as we know, the above result is novel even for the finite-dimensional case.

**Proof.** Let $p \in (T^*Q)^{(K)}_{(H)}$ and denote its base point by $q \in Q$. Without loss of generality we may assume that $G_p = K$ and $G_q = H$ with $G_p \subseteq G_q$. By Theorem 2.10, it is enough to show that the corresponding subset

$$(G \times_{C_q} (m^* \times T^*S))^{(G_p)}_{(G_q)} \subseteq G \times_{C_q} (m^* \times T^*S)$$

is a submanifold. By definition, $S$ is diffeomorphic to an open subset of a Fréchet space $X$ and, hence, we may identify $T^*S$ with $S \times X^*$. By Lemma A.10, for every point $s$ in the slice, $G_s$ is conjugate to $G_q$ if and only if $G_s = G_q$. We thus find

$$(G \times_{G_q} (m^* \times T^*S))^{(G_p)}_{(G_q)} = G \times_{G_q} \left( (m^* \times X^*)^{(G_p)}_{(G_q)} \times S \right).$$

In this expression, $(G_p)$ clearly denotes the conjugacy class of $G_p$ in $G$ and not in $G_q$. Now, since $G_q$ is compact, $(m^* \times X^*)^{(G_p)}_{(G_q)}$ is a submanifold of $m^* \times X^*$ (the proof follows by the same arguments as in the proof of Lemma 2.15). Finally,
the G-quotient is again a smooth manifold, because it is locally identified with \((m^* \times X^*)_{(G_q)}/G_q \times S_G\). \(\Box\)

For the study of the interaction of the secondary orbit type stratification with the momentum map geometry we need the following basic result about linear cotangent bundle reduction.

**Lemma 2.23** Let \((X^*, X)\) be a dual pair of Fréchet spaces and let \(G\) be a compact Lie group acting linearly on \(X\) and, by duality, also on \(X^*\). Then, the lifted \(G\)-action on \(T^*X\) has an equivariant momentum map \(J: T^*X \to g^*\). Moreover, for every orbit type \((K)\),

\[
(T^*X)^{(K)}_{(G)} \cap J^{-1}(0) \simeq X_G \times X^*_{(K)}
\]

is a submanifold of \(T^*X\). \(\diamond\)

**Proof.** Under the identification \(T^*X \simeq X \times X^*\), the canonical 1-form takes the form

\[
\theta_{x,a}(y, \beta) = \langle \alpha, y \rangle, \quad x, y \in X, \alpha, \beta \in X^*.
\]

Since \(G\) is compact and, hence, finite-dimensional, the linear action has a momentum map \(J\) defined by

\[
k(J(x, \alpha), \xi) = \langle \alpha, \xi \cdot x \rangle, \quad \xi \in g.
\]

Note that \(J(x, \alpha) = 0\) if \(x \in X_G\). Since, by definition of the secondary strata,

\[
(T^*X)^{(K)}_{(G)} \simeq X_G \times X^*_{(K)} = X_G \times X^*_{(K)}
\]

holds, we obtain

\[
(T^*X)^{(K)}_{(G)} \cap J^{-1}(0) \simeq X_G \times X^*_{(K)}.
\]

Since \(G\) is compact, the action on \(X^*\) admits a slice at every point according to Theorem A.7 and thus the orbit type manifold \(X^*_{(K)}\) is a submanifold of \(X^*\), see Proposition A.9. Therefore, \((T^*X)^{(K)}_{(G)} \cap J^{-1}(0)\) is a submanifold of \(T^*X\). \(\Box\)

We now return to the general non-linear setting. Given two orbit types \((K) \leq (H)\), following [PRS07], we call the set

\[
P^{(K)}_{(H)} := (T^*Q)^{(K)}_{(H)} \cap J^{-1}(0)
\]

a preseam and the quotient \(\tilde{P}^{(K)}_{(H)} := P^{(K)}_{(H)}/G\) a seam.

**Lemma 2.24** For every pair of orbit types \((H) \geq (K)\), the preseam \(P^{(K)}_{(H)}\) is a smooth submanifold of \(T^*Q\) and the seam \(\tilde{P}^{(K)}_{(H)}\) is a smooth submanifold of \(\tilde{P}_{(K)}\) and of \((T^*Q)_{(K)}/G\). Moreover, \(\tilde{P}^{(K)}_{(H)}\) is a smooth fiber bundle over \(\tilde{Q}_{(H)}\). \(\diamond\)
Proof. Let \( p \in (T^*Q)^{(K)}_{(H)} \) and denote its base point by \( q \in Q \). Let \( S \) be a slice at \( q \) and let \( X \) be the model space of \( S \). Using the local diffeomorphism \( \Phi \) of Theorem 2.10 and the isomorphism of equation (2.14), in a neighborhood of \( p \) we can identify the preseam with the submanifold

\[
\left( G \times_{G_q} (m^* \times T^*S) \right)_{(G_q)} \cap \mathcal{J}^{-1}(0) = G \times_{G_q} \left( \{0\} \times J^{-1}(0)_{(G_q)} \right) \\
\cong G \times_{G_q} \left( \{0\} \times S_{G_q} \times X_{(G_q)} \right)
\]

of \( G \times_{G_q} (m^* \times T^*S) \). Similarly, the seam \( \tilde{P}^{(K)}_{(H)} \) has locally the same structure as the smooth manifold \( S_{G_q} \times (X_{(G_q)}^*/G_q) \). Under these identifications, the quotient map \( \tilde{P}^{(K)}_{(H)} \to \tilde{Q}^{(K)}_{(H)} \) corresponds to the projection onto the first factor and is thus a locally trivial submersion.

We now come to the interaction of the seams with the symplectic geometry. For this purpose, denote by \( \tilde{\omega}^{(K)}_{(H)} \) the restriction of \( \tilde{\omega}^{(K)}_{(H)} \) to \( \tilde{P}^{(K)}_{(H)} \subseteq \tilde{P}^{(K)}_{(H)} \). The injection \( T(Q^{(K)}_{(H)}) \to (TQ)_{(Q^{(K)}_{(H)})} \) induces a surjective map \( \text{pr}: (T^*Q)_{(Q^{(K)}_{(H)})} \to T^*(Q^{(K)}_{(H)}) \) and, thereby, a map \( \tilde{\pi}: \tilde{P}^{(K)}_{(H)} \to T^*(Q^{(K)}_{(H)}) \). Let \( \tilde{\omega}^{(K)}_{(H)} \) denote the canonical symplectic form on \( T^*(Q^{(K)}_{(H)}) \). With this notation, we can give a characterization of \( \tilde{\omega}^{(K)}_{(H)} \) similar to the one for the reduced symplectic form.

**Lemma 2.25** The restriction \( \tilde{\omega}^{(K)}_{(H)} \) of \( \tilde{\omega}^{(K)}_{(H)} \) to \( \tilde{P}^{(K)}_{(H)} \subseteq \tilde{P}^{(K)}_{(H)} \) is uniquely characterized by

\[
\left( \tilde{\pi}^{(K)}_{(H)} \right)^* \tilde{\omega}^{(K)}_{(H)} = \tilde{\pi}^{*} \tilde{\omega}^{(K)}_{(H)},
\]

where \( \tilde{\pi}^{(K)}_{(H)}: \tilde{P}^{(K)}_{(H)} \to \tilde{P}^{(K)}_{(H)} \) is the canonical projection.

\[\Diamond\]

**Proof.** We first note that the restriction of \( \omega \) to \( (T^*Q)_{(Q^{(K)}_{(H)})} \) coincides with the pull-back \( \text{pr}^* \tilde{\omega}^{(K)}_{(H)} \). In fact, the commutative diagram

\[
\begin{array}{ccc}
T^*(Q^{(K)}_{(H)}) & \xleftarrow{\text{pr}} & (T^*Q)_{(Q^{(K)}_{(H)})} \\
\downarrow & & \downarrow \\
Q^{(K)}_{(H)} & \xleftarrow{\text{id}} & Q^{(K)}_{(H)} \\
& \downarrow & \downarrow \\
& Q & \end{array}
\]

and a straightforward calculation show that the pull-back \( \text{pr}^* \tilde{\theta}^{(K)}_{(H)} \) of the canonical 1-form on \( T^*(Q^{(K)}_{(H)}) \) coincides with the restriction of \( \theta \) to \( (T^*Q)_{(Q^{(K)}_{(H)})} \). Now the
The construction above provides additional insight into the structure of the seam $\tilde{P}^{(H)}$. To see this, note that $\tilde{\pi}$ takes values in the zero level set of the momentum map $\tilde{J}^{(H)}: \pi^{\ast}(Q^{(H)}/H) \to g^\ast$. Moreover, $\tilde{\pi}$ is $G$-equivariant and thus descends to a map $\tilde{\pi}: \tilde{P}^{(K)} \to \tilde{J}^{(H)}(o)/G$. By Theorem 2.21, the target space $\tilde{J}^{(H)}(o)/G$ is symplectomorphic to $T^\ast(\tilde{Q}^{(H)})$.

Proposition 2.26 Let $(H)$ be an orbit type. Assume that the $G$-action on $Q$ admits at every point a slice compatible with the cotangent bundle structures. Then, the restriction of $\tilde{\omega}^{(H)}$ to $\tilde{P}^{(H)}$ is symplectic and $\tilde{\pi}$ is a symplectomorphism between $\tilde{P}^{(H)}$ and $T^\ast(\tilde{Q}^{(H)})$ with its canonical symplectic structure$^1$.

We call $\tilde{P}^{(H)}$ the principal seam.

Proof. As we have seen in the proof of Lemma 2.24, the seam $\tilde{P}^{(H)}$ is locally identified with $S_H \times (X^{\ast}_{(H)}/H) = S_H \times X^{\ast}_H \cong T^\ast(S_H)$. On the other hand, $T^\ast(\tilde{Q}^{(H)})$ is locally equivalent to $T^\ast(S_H)$, see the proof of Theorem 2.21. It is straightforward to see that, in these coordinates, $\tilde{\pi}$ is the identity map on $T^\ast(S_H)$ and hence a diffeomorphism. Finally, by Lemma 2.25, $\tilde{\pi}$ intertwines the closed 2-form $\tilde{\omega}^{(H)}$ with the canonical symplectic form on $T^\ast(\tilde{Q}^{(H)})$. Since $\tilde{\pi}$ is a diffeomorphism, $\tilde{\omega}^{(H)}$ is symplectic. □

$^1$ One might expect that $(T^\ast Q)^{(H)}$ is symplectomorphic to $T^\ast(Q^{(H)})$. However, simple examples like $G = SO(n)$ acting on $\mathbb{R}^n$ show that this is not the case.
In finite dimensions, one can show that the seams \( \tilde{P}^{(K)}_{(H)} \) are coisotropic with respect to the reduced symplectic form \( \tilde{\omega}(K) \) on \( \tilde{P}^{(K)} \), see [PRS07, Corollary 9]. The proof, however, relies on counting dimensions and thus does not generalize to the infinite-dimensional setting. A different idea to show that the seams are coisotropic is to use a Witt–Artin decomposition adapted to the cotangent bundle case. In the finite-dimensional context, such a decomposition was established in [PRS08], but its extension to infinite dimensions is not immediate and will be left to future work.

Let us now discuss the frontier condition. For this purpose, we endow the set of pairs of orbit types \((K), (H)\) satisfying \((H) \geq (K)\) with the partial ordering

\[(((K), (H)) \leq ((K'), (H'))) \text{ if and only if } (K) \leq (K') \text{ and } (H) \leq (H').\]

**Lemma 2.27** Assume that the orbit type decomposition of \( Q \) satisfies the frontier condition. For every pair of orbit types \((K)\) and \((H)\) fulfilling \((H) \geq (K)\), we have

\[\tilde{P}^{(K)}_{(H)} = \bigcup_{((K'), (H')) \geq ((K),(H))} \tilde{P}^{(K')}_{(H')},\]

so that the decomposition of \( \tilde{P} \) into seams also satisfies the frontier condition. \(\diamond\)

**Proof.** Since the orbit type decomposition of \( Q \) satisfies the frontier condition, the orbit type decomposition of \( P \) and \( \tilde{P} \) share this property by Lemma 2.18. Let \( \tilde{P}^{(K')}_{(H')} \) be a seam that has a non-empty intersection with the closure of \( \tilde{P}^{(K)}_{(H)} \). In particular, \( \tilde{P}^{(K')}_{(H')} \) intersects the closure of \( \tilde{P}^{(K)}_{(H)} \) and thus \((K') \geq (K)\) as the orbit type decomposition satisfies the frontier condition. Since the canonical projection \( \tilde{P} \to \tilde{Q} \) is continuous, a similar argument shows that \((H') \geq (H)\).

For the converse direction, let \( \tilde{P}^{(K)}_{(H)} \) and \( \tilde{P}^{(K')}_{(H')} \) be seams with \((K') \geq (K)\) and \((H') \geq (H)\). We have to show that \( \tilde{P}^{(K)}_{(H)} \) lies in the closure of \( \tilde{P}^{(K')}_{(H')} \). Let \([p] \in \tilde{P}^{(K')}_{(H')} \) and choose \( p \in P^{(K')}_{(H')} \). Denote the base point of \( p \) by \( q \). We will show that every neighborhood of \( p \) in \( P \) has a non-trivial intersection with the preseam \( P^{(K)}_{(H)} \). Since this is a local question, it is enough to consider it in a tubular neighborhood of the form \( G \times_{G_q} (m^* \times T^*S) \). That is, it is enough to show that every neighborhood of \( p_{|TS} \in T^*_qS \) in \( J_{G_q}(0) \) contains a point \((s, \alpha) \in S \times X^* \approx T^*S \) with \((G_s) = (H)\) and \((G_\alpha) = (K)\). The existence of such a point follows from the fact that \( P \) and \( Q \) satisfy the frontier condition. Indeed, since \((H) \leq (H') = (G_q)\), the frontier condition implies that every neighborhood of \( q \) in \( Q \) contains a point \( q' \) such that \((G_{q'}) = (H)\). Without loss of generality, we may assume that we work in slice coordinates and that there are, thus, \( g \in G \) and \( s \in S \) with \( q' = g \cdot s \). By equivariance of the stabilizer, we have \((G_s) = (G_{q'}) = (H)\). The construction of
\[ \alpha \in J_{G_0}^{-1}(o) \text{ with } (G_0) = (K) \text{ follows from similar arguments using the frontier condition for } \tilde{P}. \]

**Corollary 2.28** Assume that the orbit type decomposition of \( Q \) satisfies the frontier condition. Then, for every pair of orbit types \((K)\) and \((H)\) with \((H) \geq (K)\), the closure of \( \tilde{P}^{(K)}_{(H)} \) in \( \tilde{P}(K) \) is the union of \( \tilde{P}^{(K)}_{(H')} \) over all orbit types \((H') \geq (H)\). In particular, the decomposition of \( \tilde{P}(K) \) into seams satisfies the frontier condition. \( \diamond \)

Let us summarize.

**Theorem 2.29 (Singular cotangent bundle reduction at zero)** Let \( Q \) be a Fréchet \( G \)-manifold. Assume that the \( G \)-action is proper, that it admits at every point a slice compatible with the cotangent bundle structures and that the decomposition of \( Q \) into orbit types satisfies the frontier condition. Moreover, assume that \( T^*Q \) is a Fréchet manifold, which is \( G \)-equivariantly diffeomorphic to \( TQ \), and that the lifted action on \( T^*Q \), endowed with its canonical symplectic form \( \omega \), has a momentum map \( J \). Then the following hold:

(i) The set of orbit types of \( J^{-1}(o) \) with respect to the lifted \( G \)-action coincides with the set of orbit types for the \( G \)-action on \( Q \).

(ii) The reduced phase space \( \tilde{P} = J^{-1}(o)/G \) is stratified into orbit type subsets \( \tilde{P}(K) = (J^{-1}(o))(K)/G \). For every orbit type \((K)\), the set \( \tilde{P}(K) \) is a smooth manifold and carries a symplectic form \( \tilde{\omega}(K) \).

(iii) Every symplectic stratum \( \tilde{P}(K) \) is further stratified as

\[
\tilde{P}(K) = \bigsqcup_{(H) \geq (K)} \tilde{P}^{(K)}_{(H)},
\]

where each seam \( \tilde{P}^{(K)}_{(H)} \) is a smooth fiber bundle over \( \tilde{Q}(H) \).

(iv) For every orbit type \((H)\), the principal seam \( \tilde{P}^{(H)}_{(H)} \) endowed with the restriction of the symplectic form \( \tilde{\omega}(H) \) is symplectomorphic to \( T^*(\tilde{Q}(H)) \) endowed with its canonical symplectic structure.

(v) The decomposition

\[
\tilde{P} = \bigsqcup_{(H) \geq (K)} \tilde{P}^{(K)}_{(H)}
\]

is a stratification of \( \tilde{P} \) called the secondary stratification. Moreover, the projection \( T^*Q \to Q \) induces a stratified surjective submersion \( \tilde{P} \to \tilde{Q} \) with respect to the secondary stratification of \( \tilde{P} \) and the orbit type stratification of \( \tilde{Q} \). \( \diamond \)
2.5 Dynamics

Let us now pass from the kinematic picture presented so far to dynamics.

In finite dimensions, every Hamiltonian $h$ on a symplectic manifold $(M, \omega)$ induces a Hamiltonian flow. This no longer holds in an infinite-dimensional context. For one thing, the symplectic form on $M$ is in general only weakly symplectic so that

$$\omega^b : TM \to T^*M$$

is only injective and not surjective. Hence, a Hamiltonian vector field $X_h$ associated to the 1-form $d h$ may not exist. Even if $X_h$ exists, it may not have a unique flow. The construction of a flow requires the solution of an ordinary differential equation on $M$, which a priori is not guaranteed to exist and to be unique in infinite dimensions. For example, in the gauge theory context studied in Section 3 below, existence and uniqueness of the Hamiltonian flow is equivalent to the well-posedness of the Cauchy problem for the Yang–Mills-Higgs theory.

Let us return to the setting of Theorem 2.29.

**Proposition 2.30** Let $h$ be a $G$-invariant Hamiltonian on $T^* Q$. Assume that the associated Hamiltonian vector field $X_h$ exists and that it has a unique flow $FL^h_t$. Let $(K)$ be an orbit type. Then,

(i) the flow $FL^h_t$ is $G$-equivariant and leaves $P(K)$ invariant and, hence, it projects to a flow $\tilde{FL}^h_t$ on $\tilde{P}(K)$,

(ii) the projected flow $\tilde{FL}^h_t$ is Hamiltonian with respect to the smooth function $\tilde{h}(K)$ on $\tilde{P}(K)$ defined by

$$\pi^* (K) \tilde{h} = h |_{P(K)}.$$  \hfill (2.15)

**Proof.** Since $h$ is $G$-invariant, the associated Hamiltonian vector field $X_h$ is invariant, too. The calculation

$$\frac{d}{dt} |_{t=0} FL^h_t (g \cdot m) = (X_h)_{g \cdot m} = g \cdot (X_h)_m = \frac{d}{dt} |_{t=0} g \cdot FL^h_t (m)$$

shows that the flow $FL^h_t$ is $G$-equivariant (since, by assumption, it exists and is unique). Moreover, the Noether theorem also holds in our infinite-dimensional setting (see [DR18a]) and thus the flow $FL^h_t$ leaves $P(K)$ invariant. Hence $FL^h_t$ projects onto a flow $\tilde{FL}^h_t$ on $\tilde{P}(K)$. Denote the induced vector field on $\tilde{P}(K)$ by $\tilde{X}(K)$.

Since $h$ is $G$-invariant and $\pi(K)$ a surjective submersion, $h$ descends to a smooth function $\tilde{h}(K)$ on $\tilde{P}(K)$. That $\tilde{X}(K)$ is Hamiltonian with respect to $\tilde{h}(K)$, indeed, is verified by a routine calculation.

The interaction of dynamics with the secondary stratification is more complicated. The seams are in general not preserved by the Hamiltonian flow.
The following example suggests that, for each orbit type $(K)$, the singular seams $\tilde{\mathcal{H}}_{(K)}^{(i)}$ with $(H) > (K)$ stitch together the dynamics in the cotangent bundle $\tilde{\mathcal{H}}_{(K)}^{(i)} \cong T^*(\mathcal{Q}_{(K)})$.

**Example 2.31** Consider a two-dimensional isotropic harmonic oscillator, whose coordinates are $q = (q_1, q_2)$ and the corresponding momenta are $p = (p_1, p_2)$. Consequently, the phase space is $T^*\mathbb{R}^2$ and the Hamiltonian of the system is given by

$$H(q, p) = \frac{1}{2}||p||^2 + \frac{1}{2}||q||^2.$$ 

Note that $U(1)$ acting by rotation in the $(q_1, q_2)$-plane is a symmetry of $H$. The angular momentum

$$J(q, p) = q_1p_2 - q_2p_1$$

is the momentum map for the lift of this action to $T^*\mathbb{R}^2$. Hence, $J(q, p) = 0$ if and only if $q$ and $p$ are parallel. The $U(1)$-action on $Q$ is free except at the origin, which has stabilizer $U(1)$. Consequently, the secondary stratification of $P = J^{-1}(0)$ is

$$P = \{(0, o)\} \cup \{(o, p \neq o)\} \cup \{(q \neq o, p) : q \parallel p\}.$$ 

In order to identify the reduced phase space, consider the map

$$K : T^*\mathbb{R}^2 \to \mathbb{R}^3, \quad (q, p) \mapsto \begin{pmatrix} E_+ \\ E_- \\ H \end{pmatrix} := \begin{pmatrix} \frac{1}{2}||p||^2 - \frac{1}{2}||q||^2 \\ q \cdot p \\ \frac{1}{2}||p||^2 + \frac{1}{2}||q||^2 \end{pmatrix}.$$ 

The reason for this notation will become clear in a moment. On the way, we note that the combination of $K$ and $J$ yields the momentum map for the $U(2)$-symmetry\(^1\), see [CB97, I.3.3]. The Hamiltonian $H$ is clearly non-negative and a direct calculation shows that $H^2 - J^2 = E_+^2 + E_-^2$. Hence, the image of $P = J^{-1}(0)$ under $K$ is the upper cone (with origin included), see Figure 1. Moreover, $K$ is $U(1)$-invariant and descends to a homeomorphism

$$\tilde{K} : \tilde{P} \to C$$

of the reduced phase space $\tilde{P} = J^{-1}(0)/U(1)$ with the upper cone $C \subseteq \mathbb{R}^3$. The image of $\tilde{P}_{U(1)}^{U(1)}$ under $\tilde{K}$ is the origin and the seam $\tilde{P}_{U(1)}^{(e)}$ gets mapped onto the line $L$ determined by $E_- = 0, H = E_+$ and $H > 0$. The remaining part of the cone corresponds to $\tilde{P}_{(e)}^{(e)}$.

\(^1\)To be more precise, to arrive at the momentum map of Cushman and Bates [CB97, I.3.3] one has to exchange the coordinates $q_2$ and $p_1$. The $U(2)$ symmetry is a good starting point for the qualitative discussion of the dynamics using the energy-momentum map; a topic we will not further develop here.
We now pass to the symplectic structure. The Poisson brackets of the components \(E_\pm\) and \(H\) of \(K\) (viewed as real-valued functions on \(T^*\mathbb{R}^2\)) are given by

\[
\{H, E_\pm\} = \mp 2E_\mp, \quad \{E_+, E_-\} = 2H.
\]

These relations are identical with the commutation relations of \(\mathfrak{sl}(2,\mathbb{R})\). Hence, \(K\) is a Poisson map from \(T^*\mathbb{R}^2\) to \(\mathbb{R}^3 \cong \mathfrak{sl}(2,\mathbb{R})\), where the latter space carries the usual Lie–Poisson structure, i.e., the one given by the bivector field

\[
\Pi = -2E_\mp \partial_H \wedge \partial_{E_\pm} + 2E_+ \partial_H \wedge \partial_{E_-} + 2H \partial_{E_+} \wedge \partial_{E_-}.
\]

The symplectic top stratum \(\tilde{\mathcal{P}}_{\{e\}}\), i.e. the cone without the origin, is a coadjoint orbit of \(\mathbb{SL}(2,\mathbb{R})\) and thus carries the Kostant–Kirillov–Souriau symplectic form. As the singular stratum \(\tilde{\mathcal{P}}_{\{u(1)\}}\) is zero-dimensional, its symplectic form vanishes.

Recall from Proposition 2.26 the construction of the symplectomorphism \(\tilde{\alpha}\) between \(\tilde{\mathcal{P}}_{\{e\}}\) and \(T^*(\hat{\mathcal{Q}}_{\{e\}})\). Moreover, the map \([q] \mapsto \frac{1}{2} \|q\|^2\) identifies \(\hat{\mathcal{Q}}_{\{e\}}\) with \(\mathbb{R}_{>0}\) and thus yields a symplectomorphism of \(T^*(\hat{\mathcal{Q}}_{\{e\}})\) with \(T^*\mathbb{R}_{>0} \cong \mathbb{R}_{>0} \times \mathbb{R}\). A straightforward calculation shows that the combined symplectomorphism

\[
\psi: \tilde{\mathcal{P}}_{\{e\}} \to T^*(\hat{\mathcal{Q}}_{\{e\}}) \to T^*\mathbb{R}_{>0}
\]

is given by

\[
\psi([q, p]) = \left( \frac{1}{2} \|q\|^2, \frac{q \cdot p}{\|q\|^2} \right) = \left( \frac{1}{2} (H - E_+), \frac{E_-}{H - E_+} \right).
\]

Consider the map

\[
I: T^*\mathbb{R}_{>0} \to \mathbb{R}^3, \quad (\bar{q}, \bar{p}) \mapsto \left( \bar{q}(\bar{p}^2 - 1), \frac{2\bar{q}\bar{p}}{\bar{q}(\bar{p}^2 + 1)} \right).
\]

The image of \(I\) is the upper cone \(C\) without the line \(L\) and the following diagram commutes

\[
\begin{array}{ccc}
\tilde{\mathcal{P}}_{\{e\}} & \xrightarrow{\tilde{\alpha}} & C \setminus L \\
\downarrow{\tilde{\gamma}} & & \downarrow{\psi} \\
T^*(\hat{\mathcal{Q}}_{\{e\}}) & \xrightarrow{I} & T^*\mathbb{R}_{>0}.
\end{array}
\]

Moreover, a direct calculation shows that the components of \(I\) again satisfy the commutation relations (2.16) and hence \(I\) is a Poisson immersion of \(T^*\mathbb{R}_{>0}\) into \((\mathfrak{sl}(2,\mathbb{R}), \Pi)\). To summarize the kinematic picture, we have decomposed the reduced phase space into the symplectic strata \(\tilde{\mathcal{P}}_{\{u(1)\}}\) and \(\tilde{\mathcal{P}}_{\{e\}}\). The symplectic stratum \(\tilde{\mathcal{P}}_{\{e\}}\) further decomposes into the cotangent bundle \(T^*\mathbb{R}_{>0}\) and the line \(L\).
This decomposition is in accordance with Theorem 2.29.

Let us now discuss the dynamics. Using (2.17), the Hamiltonian vector field \( X_H = \text{d}H \rhd \Pi \) on \( \mathbb{R}^3 \) generated by \( H \) is given by

\[
X_H = -2E_+ \partial_{E_+} + 2E_- \partial_{E_-}.
\]

Hence, the time evolution is given by rotation in the \((E_+, E_-)\)-plane with \( H = \text{const} \). In particular, the flow periodically hits the line \( L \), i.e., the seam \( \bar{P}_{U(1)}^{[e]} \). It is interesting to compare this behavior to the Hamiltonian flow on \( T^* \mathbb{R}_{>0} \) generated by

\[
\bar{H} := \Gamma H = \bar{q}(\bar{p}^2 + 1).
\]

The associated Hamiltonian vector field has the form

\[
Y_{\bar{H}} = 2\bar{q}\bar{p} \partial_{\bar{q}} - (\bar{p}^2 + 1) \partial_{\bar{p}}
\]

and, hence, the integral curves are given by

\[
\bar{q}(t) = \bar{H}_0 \cos^2(t + t_0), \quad \bar{p}(t) = -\tan(t + t_0),
\]

where \( \bar{H}_0 \) and \( t_0 \) are determined by the initial conditions. Under the map \( I \), they read

\[
t \mapsto \bar{H}_0 \begin{pmatrix} -2 \cos(2(t + t_0)) \\ -2 \sin(2(t + t_0)) \\ 1 \end{pmatrix}.
\]

Note that in \( T^* \mathbb{R}_{>0} \) the flow is not defined at times \( t_c = \frac{\pi}{2} + k\pi - t_0 \) with \( k \in \mathbb{N} \). At these times, \( \bar{p} \) explodes, i.e., the trajectory periodically tries to quickly leave the configuration space \( \mathbb{R}_{>0} \). On the other hand, the flow under \( I \) continuously extends to \( t \in \mathbb{R} \). In other words, the map \( I \) plays the role of regularizing the dynamics in \( T^* \mathbb{R}_{>0} \). In this sense, the singular seam \( \bar{P}_{U(1)}^{[e]} \) stitches together the singular solution in \( \bar{P}_e \approx T^* \mathbb{R}_{>0} \) to a nice periodic flow. See Figure 1 for a visual comparison of the flows in \( T^* \mathbb{R}_{>0} \) and \( \bar{P} \).

3 Yang–Mills–Higgs theory

In the sequel, we will investigate the stratified structure of the reduced phase space of the Yang–Mills–Higgs theory. For the basics we refer to [DR18b], where we have studied the Hamiltonian structure of this model based on the \((3 + 1)\)-splitting of the configuration space and a geometric constraint analysis. In order to fix the notation and the conventions, let us briefly recall the main points.

Let \((M, g)\) be a 3-dimensional oriented manifold with time-dependent Riemannian metric, which plays the role of a Cauchy surface in the \((3 + 1)\)-splitting. Denote the induced volume form by \( \text{vol}_g \). The geometry underlying Yang–Mills–Higgs theory...
Higgs theory is that of a principal $G$-bundle $P \to M$, where $G$ is a connected compact Lie group. A connection in $P$ is a splitting of the tangent bundle $TP = VP \oplus HP$ into the canonical vertical distribution $VP$ and a horizontal distribution $HP$. Recall that $VP$ is spanned by the Killing vector fields $p \mapsto \xi \cdot p$ for $\xi \in \mathfrak{g}$. The covariant derivative with respect to $A$ is denoted by $d_A$ and the curvature of $A$ is written as $F_A$. A bosonic matter field is a section $\varphi$ of the associated vector bundle $F = P \times_G E$, where the typical fiber $E$ carries a unitary $G$-representation. Thus, the space of configurations $Q$ of Yang–Mills–Higgs theory consists of pairs $(A, \varphi)$. It obviously is the product of the infinite-dimensional affine Fréchet space $C$ of connections and the Fréchet space $F$ of sections of $E$. Let $V : E \to \mathbb{R}$ be a $G$-invariant function and denote the induced function on $F$ by $V$ (the Higgs potential).

In order to underline that the Hodge dual is defined in terms of a linear functional on the space of differential forms, we use the convention that the Hodge dual of a vector-valued differential form $\alpha \in \Omega^k(M, F)$ is the \textit{dual-valued} differential form $\star \alpha \in \Omega^{3-k}(M, F^*)$. Moreover, we use the diamond product$^1$

$$\circ : \Omega^k(M, F) \times \Omega^{3-r-k}(M, F^*) \to \Omega^{3-r}(M, \text{Ad}^*P),$$

which is defined by

$$\xi \hat{\wedge} (\alpha \circ \beta) = (\xi \wedge \alpha) \hat{\wedge} \beta \in \Omega^{\dim M}(M) \quad \text{for all } \xi \in \Omega^r(M, \text{Ad}P),$$

where $\wedge : \Omega^r(M, \text{Ad}P) \times \Omega^k(M, F) \to \Omega^{r+k}(M, F)$ is the natural operation obtained by combining the Lie algebra action $\mathfrak{g} \times E \to E, (\xi, f) \mapsto \xi \cdot f$ with the wedge product operation. Moreover, for $\alpha \in \Omega^k(M, F)$ and $\beta \in \Omega^{3-k}(M, F^*)$, we have

$^1$This is the natural extension to differential forms of the diamond product $\circ : F \times F^* \to \mathfrak{g}^*$ that plays an important role in the study of Lie–Poisson systems.
denoted by \( \alpha \wedge \beta \) the real-valued top-form which arises from combining the wedge product with the natural pairing \( \langle \cdot, \cdot \rangle : F \times F^* \to \mathbb{R} \).

Since \( Q \) is an affine space, its tangent bundle is trivial with fiber \( \Omega^1(M, \Ad P) \times \Gamma(\mathbb{C}) \). We will denote points in \( TQ \) by tuples \( (A, \alpha, \varphi, \zeta) \) with \( \alpha \in \Omega^1(M, \Ad P) \) and \( \zeta \in \Gamma(\mathbb{C}) \). A natural choice for the cotangent bundle \( T^*Q \) is the trivial bundle over \( Q \) with fiber \( \Omega^2(M, \Ad^* P) \times \Omega^3(M, F^*) \). We denote elements of this fiber by pairs \( (D, \Pi) \). Then, the natural pairing with \( TQ \) is given by integration over \( M \),

\[
\langle (D, \Pi), (\alpha, \zeta) \rangle = \int_M D \wedge \alpha + \int_M \Pi \wedge \zeta.
\]

The equations of motion are derived from their 4-dimensional covariant counterpart in the temporal gauge, see [DR18b]. In this \((3 + 1)\) formulation, \( M \) is a Cauchy surface and the Lorentzian metric on \( \mathbb{R} \times M \) is of the form \(-\ell(t)^2 \, dt^2 + g(t)\), where \( \ell \) is the lapse function, that is, \( \ell(t) \in C^\infty(M) \). With this notation at hand, the evolutionary form of the Yang–Mills–Higgs equations is given by:

\[
\begin{align*}
\partial_t D &= -d_A(\ell \star F_A) - \ell \varphi \circ \star(d_A \varphi), \\
\partial_t A &= \ell \star D, \\
\partial_t \Pi &= d_A(\ell \star d_A \varphi) - \ell \, V'(\varphi) \, \text{vol}_g, \\
\partial_t \varphi &= \ell \star \Pi, \\
d_A D + \varphi \circ \Pi &= 0.
\end{align*}
\]

By [DR18b, Theorem 3.4], the evolution equations (3.1a) to (3.1d) are Hamiltonian with respect to

\[
\mathcal{H}(A, D, \varphi, \Pi) = \int_M \frac{\ell}{2} \left( D \wedge \star D + F_A \wedge \star F_A + \Pi \wedge \star \Pi + d_A \varphi \wedge \star d_A \varphi \\
+ 2 \, V(\varphi) \, \text{vol}_g \right).
\]

Moreover, equation (3.1e) is the Gauß constraint. In terms of the cotangent bundle geometry, it has the following interpretation, cf. [AMM81; Sn99; DR18b]. On \( Q = \mathbb{C} \times F \) we have a left action of the group \( G = \Gamma^\infty(P \times_G G) \) of local gauge transformations,

\[
A \mapsto \text{Ad}_ \lambda A + \lambda \, d\lambda^{-1}, \quad \varphi \mapsto \lambda \cdot \varphi,
\]

for \( \lambda \in G \). The Hamiltonian \( \mathcal{H} \) is invariant under the lift of the action to \( T^*Q \). A straightforward calculation shows that

\[
\mathcal{J}(A, D, \varphi, \Pi) = d_A D + \varphi \circ \Pi
\]

is the momentum map for the lifted action with respect to the natural choice \( LG^* = \Omega^3(M, \Ad^* P) \), see [DR18b, Equation 3.10]. Hence, the Gauß constraint (3.1e)
is equivalent to the momentum map constraint \( \mathcal{J} = 0 \).

Remark 3.1 In [DR18b], we have accomplished a unification of the Hamiltonian evolution equations (3.1a) to (3.1d) with the constraint (3.1e) by developing a novel variational principle (called the Clebsch–Lagrange principle). Besides the variation of configuration variables, the latter includes also the variation of the symmetry generators of the system. Here, these generators coincide with the time-component of the gauge potential of the 4-dimensional theory. In this language, the choice of the temporal gauge has the interpretation of being the first step in symplectic reduction by stages. In the sequel, we discuss the reduction of the remaining symmetry of the Cauchy problem. A version of the reduction by stages theorem thus shows that the reduced phase space we obtain coincides with the reduced phase space of the 4-dimensional theory.

Note that the action of gauge transformations on \( Q \) is usually not free. Hence, the model under consideration fits into the general setting of infinite-dimensional singular cotangent bundle reduction as discussed in Section 2. We now show that all assumptions made in the general discussion are met for the Yang–Mills–Higgs system:

(i) \( Q \) is a Fréchet manifold, because it is an affine space modeled on the Fréchet vector space \( \Omega^1(M, \text{Ad}P) \times \Gamma^\infty(F) \).

(ii) \( G \) is a Fréchet Lie group, because it is realized as the space of sections of the group bundle \( P \times_G G \), see [CM85] for details.

(iii) The cotangent bundle \( T^*Q = Q \times \Omega^2(M, \text{Ad}P) \times \Omega^3(M, F^*) \) is clearly a Fréchet manifold. The Hodge operator yields a fiber-preserving \( G \)-equivariant diffeomorphism between \( TQ \) and \( T^*Q \).

(iv) The \( G \)-action on \( Q \) is affine and thus smooth. Moreover, it is proper, see [RSV02b; Die13].

(v) The \( G \)-action on \( Q \) admits a slice at every point. First, the slice \( S_{A_0} \) at \( A_0 \in \mathcal{C} \) is given by the Coulomb gauge condition. That is\(^1\),

\[
S_{A_0} := \{ A \in \mathcal{U} : d^*_A (A - A_0) = 0 \},
\]

where \( \mathcal{U} \) is an open neighborhood of \( A_0 \) in \( \mathcal{C} \). In order to see that \( S \) is a slice, indeed, one uses the Nash–Moser inverse function theorem [Ham82], which amongst other things relies on the fact that \( Q \) and \( G \) are in fact tame Fréchet. The details can be found in [ACM89; Die13].

Note that this slice for the \( G \)-action on \( \mathcal{C} \) fixes the gauge transformations up to elements of the stabilizer \( G_{A_0} \) of \( A_0 \). Thus, we are left with the \( G_{A_0} \)-action on \( \mathcal{F} \). This is a linear action of a finite-dimensional compact

---

\(^1\) Here, as usual, \( d^*_A \alpha := (-1)^k \star d_A \star \alpha \) for a \( k \)-form \( \alpha \).
group on a Fréchet space and hence has a slice \( S_{\varphi_0} \) at every point \( \varphi_0 \in \mathcal{F} \), see Theorem A.7. By Proposition A.8, the product \( S_{A_0} \times S_{\varphi_0} \) is a slice at \((A_0, \varphi_0)\) for the \( G \)-action on \( Q \). This slice is compatible with the cotangent bundle structures in the sense of Definition 2.5 as will be discussed in Section 3.1.

(vi) That every orbit of \( G \) is symplectically closed will be shown in Lemma 3.13 below. Thus, in particular, the strong version of the Bifurcation Lemma A.4 holds.

As a consequence, Theorem 2.10 holds. For Theorems 2.12 and 2.29 to hold we assume, additionally, that the frontier condition for the decomposition of \( Q \) into gauge orbit types is satisfied. The orbit type decomposition of \( C \) satisfies the frontier condition [KR86, Theorem 4.3.5]. However, including matter fields is a rather delicate issue. As we will see, the stabilizer of the Higgs field is given in terms of a series of intersections of stabilizer groups of the \( G \)-action on \( F \) and this intersection is hard to analyze in full generality. For the Glashow–Weinberg–Salam model the frontier condition can be verified by direct inspection, see Proposition 4.3.

Subsequently, we analyze the content of these theorems for the case under consideration.

3.1 Normal form

As for the classical Hodge–de Rham complex, elliptic theory\(^1\) gives topological isomorphisms (cf. [RS17, Theorem 6.1.9]):

\[
\begin{align*}
\Omega^0(M, \text{Ad} P) &= \text{Im} \, d^*_A \oplus \text{Ker} \, d_A, \\
\Omega^1(M, \text{Ad} P) &= \text{Im} \, d_A \oplus \text{Ker} \, d^*_A,
\end{align*}
\]

where \( d^*_A \) is the codifferential. By applying the Hodge star operator, we obtain the dual decompositions:

\[
\begin{align*}
\Omega^3(M, \text{Ad}^* P) &= \text{Im} \, d_A \oplus \text{Ker} \, d^*_A , \\
\Omega^2(M, \text{Ad}^* P) &= \text{Im} \, d^*_A \oplus \text{Ker} \, d_A .
\end{align*}
\]

For clarity of presentation, we first derive the normal form of Theorem 2.10 for \( T^* C \) and thereby ignore the Higgs part for a moment (see Remark 3.3). By the above decompositions, we have a splitting of \( T^* C \),

\[ T_A C \cong \Omega^1(M, \text{Ad} P) = \text{Im} \, d_A \oplus \text{Ker} \, d^*_A . \]

\(^1\) These Hodge-type decompositions are usually derived in a Sobolev context but elliptic regularity implies that the decompositions below hold in the \( C^\infty \)-setting.
into the canonical vertical distribution $\text{Im}\, d_A$ and the $L^2$-orthogonal complement $\text{Ker}\, d_A^*$. This decomposition is basic for the study of the geometry of the stratification, see [RS17, Sections 8.3 and 8.4]. As one expects from Hodge theory, these decompositions satisfy the annihilation relations
\[
(\text{Im}\, d_A^*)^\circ = \text{Ker}\, d_A^*, \quad (\text{Ker}\, d_A)^\circ = \text{Im}\, d_A,
\]
\[
(\text{Im}\, d_A)^\circ = \text{Ker}\, d_A, \quad (\text{Ker}\, d_A^*)^\circ = \text{Im}\, d_A^*.
\]
with respect to the natural pairing between $\Omega^k(M, \text{Ad}^P)$ and $\Omega^{3-k}(M, \text{Ad}^*P)$. Thus, for the spaces involved in Theorem 2.10 we obtain:
\[
\begin{align*}
L\mathcal{G}_{A_0} &= \text{Ker}\, d_{A_0} : \Omega^0(M, \text{Ad}P) \to \Omega^1(M, \text{Ad}P), \\
L\mathcal{G}_{A_0}^* &= \text{Ker}\, d_{A_0}^* : \Omega^3(M, \text{Ad}^*P) \to \Omega^2(M, \text{Ad}^*P), \\
\mathfrak{m} &= \text{Im}\, d_{A_0}^* : \Omega^1(M, \text{Ad}P) \to \Omega^0(M, \text{Ad}P), \\
\mathfrak{m}^* &= \text{Im}\, d_{A_0} : \Omega^2(M, \text{Ad}^*P) \to \Omega^3(M, \text{Ad}^*P), \\
T_A\mathcal{S}_{A_0} &= \text{Ker}\, d_{A_0}^* : \Omega^1(M, \text{Ad}P) \to \Omega^0(M, \text{Ad}P), \\
T_A^*\mathcal{S}_{A_0} &= \text{Ker}\, d_{A_0} : \Omega^2(M, \text{Ad}^*P) \to \Omega^3(M, \text{Ad}^*P).
\end{align*}
\]
In the sequel, we use $\parallel$ or $\perp$ to denote objects that are parallel or orthogonal to the gauge orbits, respectively. Accordingly, we can write every $E \in T_AC$ as $E = \text{Ad}_A(E\perp + E\parallel)$ with $E\perp \in T_A\mathcal{S}_{A_0}$ and $E\parallel = -d_A\chi$ for some $\chi \in \mathfrak{m}$. As a consequence of the above identifications, the local diffeomorphism (2.7) takes the form
\[
\mathcal{G} \times \mathcal{G}_{A_0} (\mathfrak{m} \times T\mathcal{S}_{A_0}) \to TC, \quad [\lambda, (\chi, A, E\perp)] \mapsto (\lambda \cdot A, \text{Ad}_A(E\perp - d_A\chi)).
\]
In order to determine the dual map $\Phi$, we introduce the Faddeev–Popov operator $\Delta_{A\mathcal{S}_{A_0}}$ for every $A \in \mathcal{S}_{A_0}$ as the composition
\[
\begin{array}{ccc}
\text{Im}\, d_{A_0} & \longleftrightarrow & \Omega^3(M, \text{Ad}^*P) \\
& \overset{d_A\, d_{A_0}^*}{\longrightarrow} & \Omega^3(M, \text{Ad}^*P) \\
& \overset{\text{pr}}{\longrightarrow} & \text{Im}\, d_{A_0}.
\end{array}
\]
By possibly shrinking the slice $\mathcal{S}_{A_0}$ we may assume that $\Delta_{A\mathcal{S}_{A_0}}$ is an invertible operator on $\text{Im}\, d_{A_0}$ for all $A \in \mathcal{S}_{A_0}$, see [RS17, p. 655] or [DH18, p. 22]. In particular, we have $d_A\, d_{A_0}^* \circ \Delta_{A\mathcal{S}_{A_0}}^{-1} = \text{id}_{\text{Im}\, d_{A_0}}$. Thus, the operator
\[
T_A : T_A^*\mathcal{S}_{A_0} \times \mathfrak{m}^* \to \Omega^2(M, \text{Ad}^*P), \quad (D\perp, v) \mapsto D\perp + d_{A_0}^* \Delta_{A\mathcal{S}_{A_0}}^{-1} v
\]
satisfies
\[
\text{pr}_{\text{Ker}\, d_A} \circ T_A(D\perp, v) = D\perp, \quad \text{pr}_{\text{Im}\, d_A} \circ d_A T_A(D\perp, v) = v.
\]
Thus, $T_A$ is an isomorphism of Fréchet spaces for every $A \in S_{A_0}$. Moreover, we find

$$
\langle E^\perp - d_A \chi, T_A(D^\perp, \nu) \rangle = \langle E^\perp, T_A(D^\perp, \nu) \rangle + \langle \chi, d_A T_A(D^\perp, \nu) \rangle = \langle E^\perp, D^\perp \rangle + \langle \chi, \nu \rangle.
$$

In summary, here, the local diffeomorphism $\Phi$ defined in (2.5) has the form

$$
\mathcal{G} \times_{\mathcal{G}_{A_0}} (m^* \times \mathcal{T}^* S_{A_0}) \to \mathcal{T}^* \mathcal{C}, \quad [\lambda, (\nu, A, D^\perp)] \mapsto \left( \lambda \cdot A, \text{Ad}^*_A(D^\perp + d^*_{A_0} \Delta_{AA_0}^{-1} \nu) \right).
$$

Thus, every $D \in T^*_A \mathcal{C}$ decomposes as $D = \text{Ad}^*_A(D^\perp + D^\parallel)$ with $D^\perp \in T^*_A S_{A_0}$ and $D^\parallel = d^*_{A_0} \Delta_{AA_0}^{-1} \nu$ for some $\nu \in m^*$. That is, $\nu = d_{A_0} D^\parallel$.

**Remark 3.2** As we have seen, for every $A \in S_{A_0}$, the map

$$
m \times T_A S_{A_0} \to T_A \mathcal{C}, \quad (\chi, E^\perp) \mapsto E^\perp - d_A \chi
$$

has the adjoint $T_A$. Since $T_A$ is an isomorphism, we see that the slice $\mathcal{S}$ is compatible with the cotangent bundle structures.

In these local coordinates, the momentum map $\mathcal{J}$ of (3.3) is expressed as follows, (cf. (2.6)):

$$
\mathcal{J}(\Phi([\lambda, (\nu, A, D^\perp)]), \varphi, \Pi) = \text{Ad}^*_A(d_A D^\perp + \nu) + \varphi \circ \Pi,
$$

where $A \in S_{A_0}$ and $D^\perp \in \text{Ker} d_{A_0}$. We denote the matter charge density $\varphi \circ \Pi$ by $\rho$ and decompose it with respect to (3.4c),

$$
\rho = \text{Ad}^*_A(\rho^\parallel + \rho^\perp),
$$

where $\rho^\parallel \in \text{Im} d_{A_0}$ and $\rho^\perp \in \text{Ker} d_{A_0}^*$. Note that $d_A D^\perp \in \text{Ker} d_{A_0}^*$, because by upper semi-continuity of the kernel of a semi-Fredholm operator [Hörö7, Corollary 19.1.6] we have

$$
\text{Ker} d_{A_0}^* d_A \subseteq \text{Ker} d_{A_0}^* d_{A_0} = \text{Ker} d_{A_0}.
$$

Thus, with respect to the decomposition $L \mathcal{G}^* = m^* \oplus L \mathcal{G}_{A_0}^*$, the Gauß constraint $\mathcal{J} \circ \Phi = 0$ is equivalent to the following equations:

$$
\nu + \rho^\parallel = 0, \quad (3.5a)
$$

$$
d_A D^\perp + \rho^\perp = 0. \quad (3.5b)
$$

In summary, we have decomposed the non-linear Gauß constraint into a linear equation and finitely-many non-linear equations according to the fact that the stabilizer $L \mathcal{G}_{A_0}$ is finite-dimensional. In spirit, this splitting is similar to the Kuranishi method or the Lyapunov–Schmidt construction, where one also chooses convenient coordinates to reduce a non-linear equation to a non-linear equation.
in finite dimensions. However, in contrast to these procedures, we find the coordinates by exploiting the cotangent bundle geometry of the problem and do not directly use the inverse function theorem. Note that the construction of the local diffeomorphism $\Phi$ involves the non-local operator $\Delta^{-1}_{A_{\lambda_0}}$. Hence, the reconstruction of the solution $(A, D)$ of the Gauß constraint from a solution $(\nu, A, D^\perp)$ of (3.5) is a non-local and non-linear operation. In the physics literature, one usually only considers the case of trivial stabilizer $L_{G_{A_\lambda}}$ (i.e., irreducible connections, as we will see below). In this case, the above construction reduces the Gauß constraint to the linear equation (3.5a). However, if one wants to include non-generic configurations, that is, connections with a non-trivial stabilizer, (3.5b) must be taken into account as well.

On the quantum level, our observations suggest that the standard quantization methods, which only take the linear constraint (3.5a) into account, fail in the neighborhood of reducible connections and need to be supplemented by the non-linear constraint (3.5b). For a quantization program for lattice gauge theories, where non-generic gauge orbit strata are included, we refer to [RS17, Chapter 9] and to [HIRs09] for a case study.

Remark 3.3 In the above construction of the normal form, we have considered only $T^\ast C$ and, thereby, we have ignored the Higgs part. By passing to the normal form of the full cotangent bundle $T^\ast Q$ according to Theorem 2.10, we note that the stabilizer $L_{G_{A_0}}$ further decomposes into the stabilizer $L_{G_{(A_0, \eta_0)}} = L_{G_{A_0}} \cap L_{G_{\eta_0}}$ of $(A_0, \eta_0) \in Q$ and some complement $\tau$. Accordingly, the non-linear part (3.5b) of the Gauß law further decomposes into a linear equation in $\tau$ and a non-linear equation in $L_{G_{(A_0, \eta_0)}}$.

3.2 Orbit types

Next, let us consider Theorem 2.12. By point (i) of this theorem, the set of orbit types of $P = J^{-1}(o)$ with respect to the lifted $G$-action coincides with the set of orbit types for the $G$-action on $Q$. We will now determine these orbit types. As above, first we limit our attention to the case $Q = C$. As already mentioned in the introduction, the classification of orbit types for the $G$-action on $C$ was accomplished in [RSV02a; RSV02b; RSV02c; HRS10; HRS11].

Choose a point $p_0 \in P$. Evaluating gauge transformations at $p_0$ yields a Lie group homomorphism $ev_{p_0}: G \rightarrow G$. A gauge transformation $\lambda \in G$ leaves the connection $A$ invariant if and only if $\lambda$ is constant on every $A$-horizontal curve, that is, if it is constant on the holonomy bundle $P_A$ of $A$ (based at $p_0$). By $G$-equivariance, $\lambda \in G_A$ is completely determined by its value at some point in $P_A$ and thus the evaluation map $ev_{p_0}$ restricts to an isomorphism of Lie groups between the stabilizer $G_A$ and the centralizer $C_G(Hol(A))$ of the holonomy group of $A$ based at $p_0$ (cf. [RSV02b, Theorem 2.1]). We usually suppress the evaluation map in our notation and view $G_A$ directly as a Lie subgroup of $G$. Recall that a subgroup that can be written as a centralizer is called a Howe subgroup. In
particular,

\[ H = C_G(G_A) = C^2_G(\text{Hol}_A) \]

is a Howe subgroup of \( G \). Consider the \( H \)-principal bundle

\[ P_H := P_A \times_{\text{Hol}_A} H \equiv P_A \cdot H \subseteq P \]

associated to the holonomy bundle \( P_A \). The bundle \( P_H \) consists of all \( p \in P \) obeying \( \lambda(p) = \lambda(p_0) \) for every \( \lambda \in G_A \). Conversely, the stabilizer subgroup can be recovered from \( P_H \) as the subgroup

\[ G_A = \{ \lambda \in G : \lambda|_{P_H} = \text{const} \}. \]

A bundle reduction of \( P \) to a Howe subgroup is called a Howe subbundle. A bundle reduction \( Q \) of \( P \) is called holonomy-induced if there exists a connected reduction \( \tilde{Q} \subseteq P \) to a subgroup \( \tilde{H} \) such that \( Q = \tilde{Q} \cdot C^2_G(\tilde{H}) \). The following proposition (cf. [RSV02b, Theorem 3.3]) is basic for the classification procedure.

**Proposition 3.4** Let \( P \) be a principal \( G \)-bundle over \( M \). Let \( M \) be compact with \( \dim M \geq 2 \). Then, the mapping

\[ [G_A] \mapsto [P_A \cdot C^2_G(\text{Hol}_A)] \]

from the set of gauge orbit types to the set of isomorphism classes of holonomy-induced Howe subbundles of \( P \) (factorized by the action of \( G \)) is a bijection.

**Remark 3.5** In [RSV02b], this theorem is proved in the context of Sobolev spaces, but the result clearly holds true in the smooth category as well.

**Remark 3.6** By [RSV02a, Theorem 6.2], every Howe subbundle of a principal SU\((n)\)-bundle is automatically holonomy induced. However, for other classical groups this is not always the case, see the counterexample after Theorem 6.2 in [RSV02a].

Thus, to enumerate the gauge orbit types for a given principal \( G \)-bundle \( P \to M \), one has to work through the following program:

(i) Classify the Howe subgroups up to conjugacy.

(ii) Classify the Howe subbundles up to isomorphy.

(iii) Extract the Howe subbundles which are holonomy-induced.

(iv) Factorize by the principal action.

(v) Determine the natural partial ordering.

For the convenience of the reader, we recall the result for the case of \( G = \text{SU}(n) \) as accomplished in [RSV02a], see also [RSV02c] for the discussion of the partial ordering. The classification for the other classical Lie groups was presented in [HRS10; HRS11].
**Theorem 3.7** Let \( P \) be a principal SU\((n)\)-bundle over a compact manifold \( M \) of dimension 2, 3, or 4. The gauge orbit types of the space of connections on \( P \) are in one-to-one correspondence with symbols \([([I; \alpha, \xi])\), where

(i) \( I = \{(k_1, \ldots, k_r), (m_1, \ldots, m_r)\} \) is a pair of sequences of positive integers obeying

\[
\sum_{i=1}^r k_i m_i = n ,
\]

(ii) \( \alpha = (\alpha_1, \ldots, \alpha_r) \) is a sequence of elements \( \alpha_i \in H^i(M, \mathbb{Z}) \) representing admissible values of Chern classes of \( U(k_i) \)-bundles over \( M \),

(iii) \( \xi \in H^i(M, \mathbb{Z}_d) \), where \( d \) is the greatest common divisor of \( (m_1, \ldots, m_r) \).

The cohomology elements \( \alpha_i \) and \( \xi \) are subject to the relations

\[
\sum_{i=1}^r m_i \frac{d}{d} \alpha_{i,1} = \beta_d(\xi) , \quad \alpha_1^{m_1} \cup \ldots \cup \alpha_r^{m_r} = c(P),
\]

where \( c(P) \) is the total Chern class of \( P \) and \( \beta_d: H^i(M, \mathbb{Z}_d) \to H^i(M, \mathbb{Z}) \) is the Bockstein homomorphism associated with the short exact sequence of coefficient groups \( 0 \to \mathbb{Z} \to \mathbb{Z} \to \mathbb{Z}_d \to 0 \). For any permutation \( \sigma \) of \( \{1, \ldots r\} \), the symbols \([([I; \alpha, \xi])\) and \([([\sigma I; \sigma \alpha, \xi])\) have to be identified.

It is now straightforward to include the matter fields \( \phi \) and to pass, thereby, from \( C \) to \( Q \). Indeed, a gauge transformation \( \lambda \) leaves \( \phi \) invariant if and only if \( \lambda(p) \in G_{\phi(p)} \) for all \( p \in P \), where \( G_{\phi(p)} \) is the stabilizer of \( \phi(p) \) in \( F \) under the \( G \)-action. The equivariance properties \( \lambda(p \cdot g) = g^{-1} \lambda(p)g \) and

\[
G_{\phi(p \cdot g)} = G_{g^{-1} \phi(p) g} = g^{-1} G_{\phi(p)} g
\]

show that it is actually enough to test \( \lambda(p) \in G_{\phi(p)} \) only for one point per fiber. In particular, it suffices to let \( p \) range over points in \( P_A \). Since a gauge transformation \( \lambda \) in the stabilizer of \( A \) is necessarily constant on \( P_A \), the evaluation map \( ev_{P_0} \) restricts to an isomorphism of Lie groups

\[
G_{A,\phi} = G_A \cap G_{\phi} \simeq C_G(\text{Hol}_A) \cap \bigcap_{p \in P_A} G_{\phi(p)}. \tag{3.6}
\]

To summarize, by point (i) of Theorem 2.12, we have completely determined the orbit types of \( \mathcal{P} = \mathcal{J}^{-1}(o) \subseteq T^*Q \) with respect to the lifted \( \mathcal{G} \)-action.

Finally, let us outline two procedures to determine the orbit types of \( T^*Q \). First, using the equivariant identification \( T^*Q \simeq TQ \) and following [Hero8], we obtain

\[
G_{A,D} \simeq C_G(\text{Hol}_A \cup \text{Hol}_{A+D}).
\]
Thus, by an analogue of Proposition 3.4, the orbit types of $TC$ are in one-to-one correspondence with the isomorphism classes of bundles

$$P_A \cdot C^2_G(\text{Hol}_A \cup \text{Hol}_{A+D}).$$

We note that these bundles are Howe but in general they are not holonomy-induced (i.e. of the form $Q \cdot C^2_G(H)$ where $Q$ is a connected $H$-bundle). This is in accordance with the general fact that $T^*Q$ may have more orbit types than $Q$.

Second, more explicitly, a point $(A,D) \in \mathcal{C} \times \Omega^2(M, Ad^*P)$ in the cotangent bundle $T^*C$ has stabilizer

$$G_{A,D} = G_A \cap G_D,$$

where $G_A$ and $G_D$ denote the stabilizers of $A$ and $D$ under the action of the gauge group, respectively.

To analyze $G_{A,D}$, for a moment, consider the stabilizer of a general $k$-form $\alpha$ with values in $F = P \times_G E$, where $E$ carries a $G$-representation. For $\alpha \in \Omega^k(M,F)$ and $p \in P$, let $V_\alpha(p)$ be the subspace of $E$ spanned by all elements of the form $\alpha_p(X_1, \ldots, X_k)$, where $X_i \in T_pP$. Similar arguments as above for $\alpha = \varphi$ yield the following identification

$$G_{A,\alpha} \simeq C_G(\text{Hol}_A) \cap \bigcap_{p \in P_A} G_f. \quad (3.7)$$

Now let us return to the stabilizer of $D$. Denote $K \equiv \text{Hol}_A$. Since the adjoint action of $C_G(K)$ on the Lie algebra $\mathfrak{t}$ of $K$ is trivial, $\mathfrak{t} \subseteq \mathfrak{g}$ is $\text{Ad}_{C_G(K)}$-invariant and thus has a $C_G(K)$-invariant complement $\mathfrak{p}$ in $\mathfrak{g}$. For $\nu \in \mathfrak{t}^*$, we have

$$\langle \text{Ad}_{\mathfrak{g}}^* \nu, \xi \rangle = \langle \nu, \text{Ad}_{\mathfrak{g}}^{-1} \xi \rangle = \langle \nu, \xi \rangle$$

for every $\nu \in C_G(K)$ and $\xi \in \mathfrak{t}$. Hence, $G_\nu \subseteq C_G(K)$ for every $\nu \in \mathfrak{t}^*$. In summary, we have shown:

**Proposition 3.8** Let $A \in \mathcal{C}$ and $D \in T^*_A \mathcal{C}$. Then,

$$G_{A,D} \simeq C_G(\text{Hol}_A) \cap \bigcap_{\nu \in V_D(p)} G_\nu,$$

where $V_D(p)$ is the subspace of $\mathfrak{g}^*$ spanned by all elements of the form $D_p(X_1, X_2)$ for $X_i \in T_pP$.

**3.3 Description of orbit types after symmetry breaking**

Now, let us pass to a description of the model after symmetry breaking. As usual in the physics literature, let us assume that $\varphi$ takes values in one fixed orbit
type $E_{(K)}$ of the $G$-action for some stabilizer subgroup $K$. Assume, moreover, that the bundle $E_{(K)} \to \tilde{E}_{(K)} = E_{(K)}/G$ is trivial and choose a smooth section $f_0: \tilde{E}_{(K)} \to E_{(K)}$ which takes values in the subset $E_K$ of isotropy type $K$. With respect to this choice, we can write the Higgs field $\varphi$, viewed as a $G$-equivariant map $P \to \tilde{E}$, as
\[ \varphi(p) = \phi(p) \cdot f_0(\eta(p)), \quad p \in P, \] (3.8)
where $\phi: P \to G$ and $\eta: P \to \tilde{E}_{(K)}$ are smooth maps. Since $f_0$ takes values in $E_K$, the map $\phi$ is uniquely defined when viewed as a map with values in $G/K$. Moreover, by $G$-equivariance of $\varphi$, we identify $\varphi$ as a section of $P \times_G G/K$ and $\eta$ as a smooth map $M \to \tilde{E}_{(K)}$. It is straightforward to see that the decomposition (3.8) depends smoothly on $\varphi$ and hence establishes a diffeomorphism
\[ \mathcal{F} \to \Gamma^\infty(P \times_G G/K) \times C^\infty(M, \tilde{E}_{(K)}), \quad \varphi \mapsto (\phi, \eta) \] (3.9)
of Fréchet manifolds. In geometric terms, $\phi$ yields a reduction of $P$ to the principal $K$-bundle
\[ \hat{P} := \{ p \in P : \phi(p) = [e] \}. \]

Next, recall the following geometric version of the Higgs mechanism (cf. [RS17, Proposition 7.3.4]): Since $K$ is compact, there exists an $\text{Ad}_K$-invariant decomposition $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$. Accordingly, the restriction of $A$ to the $K$-bundle $\hat{P}$ splits into
\[ A_{\hat{P}} = \hat{A} + \tau, \] (3.10)
where $\hat{A}$ and $\tau$ take values in $\mathfrak{t}$ and $\mathfrak{p}$, respectively. It is an easy exercise to verify that $\hat{A}$ is a principal $K$-connection in $\hat{P}$ and $\tau$ a horizontal $1$-form of type $\text{Ad}_K \mathfrak{p}$ on $\hat{P}$, i.e., $\tau \in \Omega^1(M, \hat{P} \times_K \mathfrak{p})$. Let us combine this decomposition of $A$ with the diffeomorphism of (3.9). For this purpose, consider the smooth Fréchet bundle $\mathcal{E} \to \Gamma^\infty(P \times_G G/K)$, whose fiber over $\phi$ is $\mathcal{C}(\hat{P}) \times \Omega^1(M, \hat{P} \times_K \mathfrak{p})$. The bundle $\mathcal{E}$ carries a natural action\(^2\) of $\mathcal{G}$ as $\hat{P}$ is a subbundle of $P$. To summarize we obtain the following.

**Proposition 3.9** The map $(A, \varphi) \mapsto (\phi, \hat{A}, \tau, \eta)$ defines a $G$-equivariant diffeomorphism of $\mathcal{Q}$ with $\mathcal{E} \times C^\infty(M, \tilde{E}_{(K)})$. In particular, we get an isomorphism of stratified spaces between the gauge orbit space $\tilde{Q}$ and $\mathcal{E} / \mathcal{G} \times C^\infty(M, \tilde{E}_{(K)}).

When the bundle $\hat{P}$ is non-trivial, the field $\phi$ representing $\tilde{P}$ carries topological data, which may be encoded in various ways, e.g. in terms of Chern classes.

Using this proposition, the gauge orbit types of $\mathcal{Q}$ may be characterized in the following more explicit way. First, note that $\eta$ does not contribute to the orbit

---

1. In the physics language, $\hat{A}$ is the reduced gauge field and $\tau$ is the intermediate vector boson. The surviving Higgs field is $\eta$, or rather $\eta$ shifted by the Higgs vacuum.

2. Note that the action of $\mathcal{G}$ on $\mathcal{E}$ mixes the variables $\hat{A}$ and $\tau$, because the decomposition $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$ is not $\text{Ad}_G$-invariant.
type structure. Next, recall that $\lambda \in G$ preserves $\phi$ if and only if $\lambda(p) \cdot \phi(p) = \phi(p)$ for all $p \in P$. Thus, every $\lambda \in G_\phi$ restricts to a $K$-gauge transformation on $\hat{P}$. In fact, a moment’s reflection shows that every $K$-gauge transformation on $\hat{P}$ can be obtained in that way (use $P \times G \simeq \hat{P} \times K$). This yields the following.

**Lemma 3.10** For every $\phi$ with associated $K$-bundle $\hat{P}$, we have

$$G_\phi = \hat{G},$$

where $\hat{G}$ denotes the group of gauge transformations of $\hat{P}$. 

Let $(A, \phi) \in Q$. By equivariance and (3.6), we find

$$G_{A,\phi} = C_G(\text{Hol}_A) \cap \bigcap_{p \in p_A} \phi(p)K\phi(p)^{-1}. \quad (3.11)$$

It is interesting to compare the gauge orbit types $G_{A,\phi}$ to the orbit types of the theory after symmetry reduction. Using Proposition 3.9, we have

$$G_{A,\phi} \simeq \hat{G}_{A,\tau} = \hat{G}_A \cap \hat{G}_{\tau}, \quad (3.12)$$

where $\hat{G}_{\tau}$ denotes the stabilizer of $\tau$ under the $\hat{G}$-action on $\Omega^1(M, \hat{P} \times K p)$. Indeed, by Lemma 3.10, $G_\phi$ is isomorphic to $\hat{G}$ and it is straightforward to see that a gauge transformation $\lambda \in G_\phi$ leaves $A$ invariant if and only if $\lambda \in \hat{G}$ leaves $A \cdot \hat{p} = \hat{A} + \tau$ invariant. Furthermore, using (3.7), we obtain a more explicit description of $\hat{G}_{\tau}$. Hence, in summary, we get the following.

**Proposition 3.11** The stabilizer of $(A, \phi)$ under the $G$-action on $Q$ is given by

$$G_{A,\phi} \simeq C_K(\text{Hol}_{\hat{A}}) \cap \bigcap_{\xi \in V_i(p)} G_{\xi}. \quad (3.13)$$

Finally, let us consider a special case which is important for instance in the theory of magnetic monopoles [RS17, Chapter 7]. It is defined by the additional assumption that $\phi$ be covariantly constant with respect to $A$. Then, $A$ reduces to a connection $\hat{A}$ on $\hat{P}$ and so $\tau = 0$. Thus, in this case, (3.13) simplifies to

$$G_{A,\phi} \simeq \hat{G}_A \simeq C_K(\text{Hol}_{\hat{A}}). \quad (3.14)$$

As an immediate consequence, we obtain the following analogue of Proposition 3.4.

---

1 In the sequel, we assume that the base point $p_o$ defining $P_A$ lies in $\hat{P}$, which can be always assured by translation with a constant $g \in G$. 

---
Proposition 3.12  The orbit types of the action of $\mathcal{G}$ on $Q$ at points $(A, \varphi)$ with $d_A \varphi = 0$ are in one-to-one correspondence with isomorphism classes of holonomy-induced Howe subbundles of $K$-reductions $\hat{P}$ of $\hat{P}$ via the map

$$[\mathcal{G}_{A, \varphi}] \mapsto [\hat{P}_A \cdot C^2_K(\text{Hol}_A)].$$

(3.15)

Proof. By (3.14), the stabilizer $\mathcal{G}_{A, \varphi}$ of a point $(A, \varphi) \in Q$ satisfying $d_A \varphi = 0$ is isomorphic to the stabilizer of $\hat{A}$ under $\hat{G}$. Now recall from Proposition 3.4 that orbit types of connections on $\hat{P}$ are in bijective correspondence with isomorphism classes of holonomy-induced Howe subbundles of $\hat{P}$. \qed

3.4 Reduced symplectic structure

Finally, let us come to point (iii) of Theorem 2.12. The symplectic structure $\Omega$ on $T^* Q$ is defined by

$$\Omega_{A, \varphi, D, \Pi} \left( \left( \delta A_1, \delta \varphi_1, \delta D_1, \delta \Pi_1 \right), \left( \delta A_2, \delta \varphi_2, \delta D_2, \delta \Pi_2 \right) \right)$$

$$= \int_M \delta D_1 \wedge \delta A_2 - \delta D_2 \wedge \delta A_1 + \delta \Pi_1 \wedge \delta \varphi_2 - \delta \Pi_2 \wedge \delta \varphi_1,$$

where $(\delta A_j, \delta D_j, \delta \varphi_j, \delta \Pi_j) \in T_{(A, D, \varphi, \Pi)}(T^* Q)$ for $j = 1, 2$.

Lemma 3.13  The orbit $L \mathcal{G} . (A, D, \varphi, \Pi)$ is symplectically closed in $T^* Q$ for every $(A, D, \varphi, \Pi) \in T^* Q$, that is,

$$\left( L \mathcal{G} . (A, D, \varphi, \Pi) \right)^{\Omega \Omega} = L \mathcal{G} . (A, D, \varphi, \Pi).$$

(3.16)

Proof. First, note that

$$j(\delta A, \delta D, \delta \varphi, \delta \Pi) := (- \star \delta D, \star \delta A, - \star \delta \Pi, \star \delta \varphi)$$

defines an almost complex structure $j$ on $T^* Q$, which intertwines the symplectic structure $\Omega$ with the $L^2$-scalar product. Clearly, for every vector subspace $W \subseteq T_{(A, D, \varphi, \Pi)}(T^* Q)$ we have $W^\Omega = j W^\perp$, where $W^\perp$ is the $L^2$-orthogonal complement. Hence,

$$W^\Omega \Omega = j(j W^\perp)^\perp = W^\perp \perp$$

and it remains to show that $W^\perp \perp = W$ for $W = L \mathcal{G} . (A, D, \varphi, \Pi)$. By the bipolar theorem [Sch71, Theorem 4.1.5], this holds if and only if the orbit is closed with respect to the weak $L^2$-topology. Note that the infinitesimal action has the character of a multiplication operator in the $D$- and $\varphi$-direction and hence in these components the orbit is not closed (it may actually be dense). Nonetheless, the ‘diagonal’ orbit $L \mathcal{G} . (A, D, \varphi, \Pi)$ is closed as we will show now.
Let \((\delta A, \delta D, \delta \varphi, \delta \Pi)\) be an element of \(T_{(A, D, \varphi, \Pi)}(T^* Q)\) that does not lie on the \(LG\)-orbit. It will be convenient to write \(\alpha \equiv \delta A\) and abbreviate \((\delta D, \delta \varphi, \delta \Pi)\) by \(\beta\). We have to construct an \(L^2\)-open neighborhood \(\mathcal{U}\) of \((\alpha, \beta)\) in \(T_{(A, D, \varphi, \Pi)}(T^* Q)\) that is disjoint from the \(LG\)-orbit. First, suppose that \(\alpha\) cannot be written as \(d_A \xi\) for some \(\xi \in LG\). Since the decomposition (3.4b) is orthogonal with respect to the \(L^2\)-scalar product, the orbit \(LG \cdot A\) is closed in \(T_A \mathcal{C}\) with respect to the weak \(L^2\)-topology. Thus, there exists an \(L^2\)-open neighborhood \(\mathcal{U}_\alpha\) of \(\alpha\) in \(\Omega^1(M, \text{Ad}P)\) which is disjoint from \(LG \cdot A\). Then,

\[
\mathcal{U} := \mathcal{U}_\alpha \times \Omega^2(M, \text{Ad}^* P) \times \Gamma^\infty(F) \times \Omega^3(M, F^*)
\]

is an \(L^2\)-open neighborhood of \((\alpha, \beta)\) in \(T_{(A, D, \varphi, \Pi)}(T^* Q)\) which does not intersect the \(LG\)-orbit. Now suppose that \(\alpha = d_A \xi\) for some \(\xi \in LG\). Then, \(\xi\) is uniquely determined up to an element of the finite-dimensional stabilizer \(LG_A\). Since the orbit \(LG_A \cdot (D, \varphi, \Pi)\) is finite-dimensional, it is automatically closed. Hence, there exists an \(L^2\)-open neighborhood \(\mathcal{U}_\beta\) of \(\beta\) and an \(L^2\)-open subset \(\mathcal{V}\) containing the orbit \(LG_A \cdot (D, \varphi, \Pi)\) such that \(\mathcal{U}_\beta\) and \(\mathcal{V}\) have empty intersection. Let \(\mathcal{W} \subseteq LG\) denote the inverse image of \(\mathcal{V}\) under the action \(\xi \mapsto \xi \cdot (D, \varphi, \Pi)\). Note that \(LG_A \subseteq \mathcal{W}\). Now,

\[
\mathcal{U}_\alpha := d_A \mathcal{W} \oplus \text{Ker} \, d_A^*\]

is an \(L^2\)-open neighborhood of \(\alpha\) in \(\Omega^1(M, \text{Ad}P)\). Suppose \(\alpha' \in \mathcal{U}_\alpha\) and \(\beta' \in \mathcal{U}_\beta\) are of the form \(\alpha' = d_A \xi'\) and \(\beta' = \xi' \cdot \beta\) for some \(\xi' \in LG\). Then, \(\xi' \in \mathcal{W}\) and thus \(\beta' = \xi' \cdot \beta \in \mathcal{V}\). However, by assumption, \(\beta'\) is an element of \(\mathcal{U}_\beta\). Since the latter is disjoint from \(\mathcal{V}\), we have constructed a contradiction. In summary, \(\mathcal{U} := \mathcal{U}_\alpha \times \mathcal{U}_\beta\) is an \(L^2\)-open neighborhood of \((\alpha, \beta)\) in \(T_{(A, D, \varphi, \Pi)}(T^* Q)\), which has empty intersection with the \(LG\)-orbit.

By this lemma, the strata of the reduced phase space inherit a symplectic form from \((T^* Q, \Omega)\), according to point (iii) of Theorem 2.12. Moreover, we have shown that Theorem 2.29 holds for Yang–Mills–Higgs theory and thus, in particular, every symplectic stratum further decomposes into seams and a cotangent bundle. This secondary stratification will be further analyzed below in the concrete example of the Glashow–Weinberg–Salam model.

4 Example: Glashow–Weinberg–Salam model

We now specialize the discussion to the Higgs sector of the standard model of electroweak interactions. As in the general setting, the configurations of this model are pairs \((A, \varphi)\) consisting of a connection in a principal bundle \(P\) and a section of an associated vector bundle \(P \times_G E\). For this model, the principal bundle \(P\) is an SU(2) \times U(1)-bundle over \(M\) and the associated bundle \(F\) has
typical fiber \( F = \mathbb{C}^2 \) carrying the following representation of \( \text{SU}(2) \times \text{U}(1) \):

\[
\rho_{a,\vartheta}(z_1, z_2) = a \cdot e^{\frac{i}{2} \vartheta} \cdot (z_1, z_2), \quad a \in \text{SU}(2), \ \vartheta \in [0, 4\pi).
\] (4.1)

The Higgs potential \( V: \mathbb{C}^2 \to \mathbb{R} \) has the form

\[
V(f) = \lambda \left( \|f\|^2 - \frac{\nu^2}{2} \right)^2
\]

for given \( \lambda > 0 \) and non-zero \( \nu \in \mathbb{R} \).

It is straightforward to see that under the representation \( \rho \) the origin is a fixed point and that all other points have a stabilizer conjugate to

\[
K := \left\{ \begin{pmatrix} e^{\frac{i}{2} \vartheta} & 0 \\ 0 & e^{-\frac{i}{2} \vartheta} \end{pmatrix} \cdot e^{i\vartheta} : \ \vartheta \in [0, 4\pi) \right\},
\]

which is isomorphic to \( \text{U}(1) \) and plays the role of the electromagnetic gauge group after symmetry breaking. As common in the physics literature, we assume that \( \varphi \) vanishes nowhere, that is, we ignore the singular orbit type in \( F \). The generic orbits in \( F \) are three-spheres centered at the origin and hence the quotient \( \mathring{F}_K = F_K / G \) is diffeomorphic to \( \mathbb{R}_{>0} \). All the points \( \frac{r}{\sqrt{2}}(0, \nu) \) for \( r \in \mathbb{R}_{>0} \) have stabilizer \( K \). Hence, the map \( f_0: r \mapsto \frac{r}{\sqrt{2}}(0, \nu) \) is a smooth section of \( \mathring{F}_K \to \mathring{F}_K \) taking values in \( F_K \). Accordingly, the decomposition (3.8) of \( \varphi \) simplifies here to

\[
\varphi = \frac{\eta}{\sqrt{2}} \phi \cdot \begin{pmatrix} 0 \\ \nu \end{pmatrix},
\] (4.2)

where \( \phi \in \Gamma^\infty(P \times_G G/K) \) and \( \eta \in \Gamma^\infty(M, \mathbb{R}_{>0}) \). Note that, in this presentation, \( V(\varphi) = \frac{\lambda \nu^2}{2} (\eta^2 - 1)^2 \).

### 4.1 Orbit types of \( Q \)

According to the general program, we have to determine the Howe subgroups of \( \text{SU}(2) \times \text{U}(1) \). For that purpose, we use the following elementary result, whose proof is a simple calculation that we leave to the reader.

**Lemma 4.1** Let \( G \) be a group and \( L \) be an abelian group. A subgroup \( H \) of \( G \times L \) is Howe if and only if there exists a subgroup \( H'_G \) of \( G \) such that

\[
H = C_G(H'_G) \times L.
\] (4.3)

According to this lemma, we first have to determine the Howe subgroups of \( \text{SU}(2) \). Clearly, each Howe subgroup of \( \text{SU}(2) \) is conjugate to the centralizer \( \mathbb{Z}_2 \),
Table 1: List of all possible holonomy groups for SU(2) up to conjugacy with the corresponding stabilizer $G_A = C_G(\text{Hol}_A)$ and the Howe subgroup $H = C_G(\text{Hol}_A)$.

| Hol_A | G_A | H |
|-------|-----|---|
| $\{e\}, \mathbb{Z}_2$ | SU(2) | $\mathbb{Z}_2$ |
| U(1) | U(1) | U(1) |
| SU(2) | $\mathbb{Z}_2$ | SU(2) |

to SU(2) itself or to U(1) (seen as a subgroup via the embedding $\alpha \mapsto \left( \begin{smallmatrix} a & 0 \\ 0 & d \end{smallmatrix} \right)$). This corresponds to the trivial group or $\mathbb{Z}_2$, SU(2) and U(1) as holonomy groups, respectively, see Table 1. Correspondingly, the Howe subgroups of SU(2) × U(1) are conjugate to SU(2) × U(1), U(1) × U(1) or $\mathbb{Z}_2 \times U(1)$.

Even in the case when (4.3) uniquely determines $H'_G$, there is still room for different subgroups $H'$ of $G \times L$ with $H = C_{G \times L}(H')$. Indeed, recall that by Goursat’s lemma subgroups of $G \times L$ are in bijection with quintuples $(G_1, G_2, L_1, L_2, \theta)$, where $G_2 \leq G_1 \subseteq G$, $L_2 \leq L_1 \subseteq L$ and $\theta: G_1/G_2 \rightarrow L_1/L_2$ is an isomorphism. Such a tuple yields the subgroup

$$H' = \{(g, l) \in G_1 \times L_1 : \theta(g G_2) = l L_2\} \subseteq G \times L.$$ 

Note that the projection of $H'$ to the G-factor coincides with $G_1$. Hence the knowledge of $H'_G$ just determines $G_1 = H'_G$. We now determine the possible choices for the other elements $(G_2, L_1, L_2, \theta)$ that generate the Howe subgroups of SU(2) × U(1), as summarized in Table 2.

- The Howe subgroup SU(2) is generated by $G_1 = \{e\}$ or $G_1 = \mathbb{Z}_2$. In the first case, we hence have $G_2 = \{e\}$ and so $L_1 = L_2$ with $\theta$ being trivial. In particular, $L_1 = L_2$ has to be either $\{e\}$, U(1) or the cyclic group $\mathbb{Z}_p$ for some $p \in \mathbb{N}$, since these are the only subgroups of U(1). For $G_1 = \mathbb{Z}_2$ there are two cases: First we may choose $G_2 = \mathbb{Z}_2$, which then again requires $L_1 = L_2$. Secondly, also $G_2 = \{e\}$ is possible. Then $L_1/L_2$ has to be isomorphic to $\mathbb{Z}_2$, which is only possible\(^1\) if $L_1 = \mathbb{Z}_{2^p}$ and $L_2 = \mathbb{Z}_p$ for some $p \in \mathbb{N}$.

- The Howe subgroup U(1) is generated by $G_1 = U(1)$. There are two non-trivial choices for $G_2$. First, $G_2 = U(1)$ leads again to $L_1 = L_2$. The second choice $G_2 = \mathbb{Z}_q$ for some $q \in \mathbb{N}$ enforces $L_1 = U(1)$ and $L_2 = \mathbb{Z}_p$. Since the map $z \mapsto z^q$ induces an isomorphism of U(1)/$\mathbb{Z}_q$ with U(1) and the only automorphisms of U(1) are of the form $z \mapsto z^k$ for some $k \in \mathbb{N}$, isomorphisms U(1)/$\mathbb{Z}_q \rightarrow U(1)/\mathbb{Z}_p$ are necessarily induced by maps of the form $z \mapsto z^{\frac{p}{q}}$ for some $k \in \mathbb{N}$.

- The Howe subgroup $\mathbb{Z}_2$ is generated by $G_1 = SU(2)$ giving rise to a plethora

\(^1\) Note that $\mathbb{Z}_p/\mathbb{Z}_q$ is isomorphic to $\mathbb{Z}_{p/q}$. 
According to Proposition 3.4, we have accomplished the algebraic part of the classification of stabilizer subgroups $G_A$. Depending on the topologies of $M$ and $P$, some of the Howe subgroups $H$ may possibly not occur in the final classification.

According to (3.11), in order to calculate the stabilizer $G_{A,\varphi}$, we need to determine which conjugates of $K$ intersect $K$ again. Writing $a \in \text{SU}(2)$ as $a = \begin{pmatrix} \alpha & -\beta \\ \beta & \alpha \end{pmatrix}$ with $\alpha, \beta \in \mathbb{C}$ such that $|\alpha|^2 + |\beta|^2 = 1$, we find

$$a \begin{pmatrix} e^{i\frac{\beta}{2}} & 0 \\ 0 & e^{-i\frac{\beta}{2}} \end{pmatrix} a^{-1} = \begin{pmatrix} |\alpha|^2 e^{i\frac{\beta}{2}} + |\beta|^2 e^{-i\frac{\beta}{2}} & -\alpha \beta (e^{-i\frac{\beta}{2}} - e^{i\frac{\beta}{2}}) \\ \bar{\alpha} \beta (e^{i\frac{\beta}{2}} - e^{-i\frac{\beta}{2}}) & |\alpha|^2 e^{-i\frac{\beta}{2}} + |\beta|^2 e^{i\frac{\beta}{2}} \end{pmatrix},$$

Hence $\left( a \begin{pmatrix} e^{i\frac{\beta}{2}} & 0 \\ 0 & e^{-i\frac{\beta}{2}} \end{pmatrix} a^{-1}, e^{i\delta} \right)$ is an element of $K$ if and only if either $\beta = 0$ or $e^{i\delta} = 1$. Thus,

$$\bigcap_{p \in P} \phi(p)K\phi(p)^{-1} = \begin{cases} K & \text{if } \beta(p) = 0 \text{ for all } p \in P_A, \\ \mathbb{Z}_2 & \text{otherwise}, \end{cases}$$

of possible choices for $G_2$, $L_1$ and $L_2$. Fortunately, this case will be of no further interest below, so we do not need to dive into details.

| $H$ | $G_1$ | $G_2$ | $L_1$ | $L_2$ | $\theta$ |
|-----|-------|-------|-------|-------|-------|
| SU(2) $\times$ U(1) | $\{e\}$ | $\{e\}$ | U(1) | U(1) | trivial |
| | $\{e\}$ | $\{e\}$ | $\mathbb{Z}_p$ | $\mathbb{Z}_p$ | trivial |
| | $\{e\}$ | $\{e\}$ | $\{e\}$ | $\{e\}$ | trivial |
| $\mathbb{Z}_2$ $\times$ $\mathbb{Z}_2$ | $\mathbb{Z}_2$ | $\mathbb{Z}_2$ | U(1) | U(1) | trivial |
| | $\mathbb{Z}_2$ | $\mathbb{Z}_2$ | $\mathbb{Z}_p$ | $\mathbb{Z}_p$ | trivial |
| | $\{e\}$ | $\{e\}$ | trivial |
| U(1) $\times$ U(1) | U(1) | U(1) | U(1) | U(1) | trivial |
| | U(1) | U(1) | $\mathbb{Z}_p$ | $\mathbb{Z}_p$ | trivial |
| | U(1) | U(1) | $\{e\}$ | $\{e\}$ | trivial |
| | U(1) | $\mathbb{Z}_q$ | U(1) | $\mathbb{Z}_p$ | $z \mapsto z^k$ for some $k \in \mathbb{N}$ |
| | U(1) | $\{e\}$ | U(1) | $\{e\}$ | $z \mapsto z^k$ for some $k \in \mathbb{N}$ |
| $\mathbb{Z}_2$ $\times$ U(1) | | | | | many choices |

Table 2: List of all Howe subgroups $H$ of SU(2) $\times$ U(1) up to conjugacy with the corresponding generator $H'$ satisfying $C_{\text{SU}(2) \times \text{U}(1)}(H') = H$. 
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where \( \mathbb{Z}_2 \) is viewed as the subgroup

\[
\mathbb{Z}_2 \simeq \left\{ \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \left( \begin{array}{cc} -1 & 0 \\ 0 & -1 \end{array} \right) \right\}
\]

of \( K \). Thus, we obtain the following.

**Proposition 4.2** The common stabilizer \( G_{A, \varphi} \) of \((A, \varphi)\) is either \( K \) if \( \beta(p) = 0 \) for all \( p \in P_A \) and the stabilizer of \( A \) is \( SU(2) \times U(1) \) or \( U(1) \times U(1) \); or otherwise it is \( \mathbb{Z}_2 \). 

We now describe the structure of the orbit types in terms of the fields \((\hat{A}, \tau)\) after symmetry breaking, see (3.10). For this purpose, choose the following basis of \( g = su(2) \times u(1) \):

\[
\left\{ t_a = \frac{i}{2} \sigma_a, 1 \right\},
\]

where \( \sigma_a \) are the Pauli matrices. In terms of these generators, the induced representation of \( g \), which will also be denoted by \( \rho \), is determined by

\[
\rho_{t_a} = t_a, \quad \rho_1 = \frac{i}{2} \mathbb{1}.
\]

Let \( t_\pm = t_3 \pm i \). Then, the Lie algebra \( \mathfrak{f} \) of \( K \) is spanned by \( t_+ \) and the complement \( \mathfrak{p} \) is spanned by \( \{ t_1, t_2, t_- \} \). With respect to the basis \( \{ t_a, 1 \} \), we expand the connection as

\[
A = g W^a t_a + i g' B,
\]

where we have introduced the coupling constants \( g \) and \( g' \). Thus, passing to the basis \( \{ t_1, t_2, t_\pm \} \) yields the decomposition \( A = \hat{A} + \tau \), where

\[
\hat{A} = \frac{1}{2} (g W^3 + g' B) t_+,
\]

\[
\tau = g W^1 t_1 + g W^2 t_2 + \frac{1}{2} (g W^3 - g' B) t_-.
\]

As common in the physics literature, it is convenient to introduce the fields

\[
W_\pm = \frac{1}{\sqrt{2}} (W^1 \mp i W^2),
\]

\[
\begin{pmatrix} Z \\ A_y \end{pmatrix} = \frac{1}{\sqrt{g^2 + g'^2}} \begin{pmatrix} g & -g' \\ g' & g \end{pmatrix} \begin{pmatrix} W^3 \\ B \end{pmatrix}.
\]

Moreover, we denote the elementary charge \( e \) by \( e = \frac{g g'}{\sqrt{g^2 + g'^2}} \) and the Weinberg
angle \( \theta_W \) by \( \tan \theta_W = \frac{g'}{g} \). Then,

\[
\hat{A} = \left( eA\gamma + \frac{g \cos \theta_W - g' \sin \theta_W}{2} Z \right) t_+,
\]

\[
\tau = gW_t + gW_{\bar{t}} + \frac{gg'}{2e} Z t_-
\]  

with \( t := \frac{1}{\sqrt{2}}(t_1 + it_2) \) and \( \bar{t} := \frac{1}{\sqrt{2}}(t_1 - it_2) \). For later use, let us record the commutation relations of the new basis:

\[
\begin{align*}
[t, \bar{t}] &= i\bar{t}_3, \\
[t, t_{\pm}] &= -it, \\
[t_+, t_-] &= 0, \\
[i, t_{\pm}] &= i\bar{t}.
\end{align*}
\]  

By (3.12), we have \( G_{A,\varphi} = \hat{G}_{\hat{A},\hat{\varphi}} \). Since \( K \) is abelian, the stabilizer \( \hat{G}_{\hat{A}} \) is isomorphic to \( K \). Thus it remains to determine which gauge transformations leave \( \tau \) invariant. For this purpose, let \( k = \left( \begin{pmatrix} e^{i\theta} & 0 \\ 0 & e^{-i\theta} \end{pmatrix}, e^{i\delta} \right) \in K \). A straightforward calculation shows that \( k \) acts on the basis \( \{ t_\sigma, i \} \) as follows:

\[
\begin{align*}
\text{Ad}_k t_1 &= \cos \theta t_1 - \sin \theta t_2, \\
\text{Ad}_k t_2 &= \sin \theta t_1 + \cos \theta t_2, \\
\text{Ad}_k t_3 &= t_3, \\
\text{Ad}_k i &= i.
\end{align*}
\]  

That is, \( k \) acts as a rotation in the \((t_1, t_2)\)-plane and acts trivially on \( t_\pm \). Thus, by Proposition 3.11,

\[
G_{A,\varphi} = \hat{G}_{\hat{A}} \cap \hat{G}_\tau \simeq \begin{cases} K & \text{if } \tau \text{ is proportional to } t_-, \\
\mathbb{Z}_2 & \text{otherwise.} \end{cases}
\]

In other words, \( (\hat{A}, \tau) \) has non-trivial stabilizer if and only if \( W^1 = 0 = W^2 \), i.e., if the \( Z \)-boson is the only non-trivial intermediate vector boson. Hence, on the non-generic stratum only one intermediate boson survives.

Finally, we show that the decomposition of \( Q \) defines a stratification.

**Proposition 4.3**  The decomposition of \( Q \) into orbit types satisfies the frontier condition.

\( \diamond \)

**Proof.** As we have seen above, the \( G \)-action on \( Q \) has only the orbit types \((K)\) and \((\mathbb{Z}_2)\). The frontier condition thus requires that every pair \((A, \varphi) \in Q\) with orbit type \((K)\) can be approximated by a sequence \((A_i, \varphi_i)\) with orbit type \((\mathbb{Z}_2)\). By Proposition 4.2, a pair \((A, \varphi)\) has a stabilizer conjugate to \( K \) only when \( A \) has a stabilizer conjugate to \( SU(2) \times U(1) \) or \( U(1) \times U(1) \). In both cases, the approximation theorem [KR86, Theorem 4.3.5] shows that there is a converging
sequence \( A_i \to A \) of connections \( A_i \) with stabilizer conjugate to \( \mathbb{Z}_2 \times U(1) \). By Lemma 3.10, the pair \( (A_i, \varphi) \) has stabilizer conjugate to \( (\mathbb{Z}_2 \times U(1)) \cap K \cong \mathbb{Z}_2 \) and converges to \( (A, \varphi) \) by construction. \( \square \)

4.2 Orbit types of \( T^*Q \)

Next, we determine the secondary stratification of the cotangent bundle. For this purpose, we endow \( \mathfrak{g} \) with the \( \text{Ad}_G \)-invariant scalar product given as the product of (minus) the Killing form on \( \mathfrak{su}(2) \) and the usual scalar product on \( \mathfrak{u}(1) \). The normalization is such that the generators \( \{ t_a, i \} \) form an orthonormal basis. In the sequel, we will always use this scalar product to identify \( \mathfrak{g}^* \) with \( \mathfrak{g} \).

Now, let \( D \in \Omega^2(M, \text{Ad}^*P) \). We decompose \( D \) according to \( \mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p} \) into \( D_t = D_t + D_p \), with \( D_t \in \Omega^2(M, \text{Ad}^*\dot{P}) = \Omega^2(M, t^*) \) and \( D_p \in \Omega^2(M, \dot{P} \times_K P^*) \).

Recall from the discussion above that \( \hat{G}_A \) is isomorphic to \( K \), viewed as constant gauge transformations in \( \hat{P} \). Then, similarly to the above reasoning, using (4.10) and the fact that \( K \) is abelian, we find

\[
\hat{G}_D \cap \hat{G}_A = \hat{G}_{D_p} \cap \hat{G}_A = \begin{cases} K & \text{if } D_p \text{ is proportional to } t_-, \\ \mathbb{Z}_2 & \text{otherwise}. \end{cases}
\]

We now turn to the stabilizer of \( \Pi \in \mathcal{F}^* \), which we view as \( \Pi \in \Gamma_\infty(P \times_C \mathbb{C}^2) \) using the volume form. As we have seen above, a point \( f \in \mathbb{C}^2 \) has stabilizer \( K \) if and only if it is of the form

\[
f = \frac{r}{\sqrt{2}} \begin{pmatrix} e^{i\alpha} & 0 \\ 0 & e^{-i\alpha} \end{pmatrix} \begin{pmatrix} 0 \\ \nu \end{pmatrix} = \frac{r}{\sqrt{2}} \begin{pmatrix} 0 \\ e^{-i\alpha} \nu \end{pmatrix}
\]

for some \( r \in \mathbb{R}_{>0} \) and \( e^{i\alpha} \in U(1) \), that is, if its first component \( f_1 \) vanishes. Thus, we have

\[
\hat{G}_\Pi \cap \hat{G}_A = \begin{cases} K & \text{if } \Pi_1 = 0 \text{ on } \dot{P}, \\ \mathbb{Z}_2 & \text{otherwise}. \end{cases}
\]

Hence, in summary, we find

**Proposition 4.4** The stabilizer of \( (A, \varphi, D, \Pi) \in T^*Q \) is conjugate to \( K \) if the following conditions are met on \( \dot{P} \) (otherwise it is conjugate to \( \mathbb{Z}_2 \)):

(i) \( \tau \) is proportional to \( t_- \), i.e. \( W_\pm = 0 \),

(ii) \( D_p \) is proportional to \( t_- \) and

(iii) the first component of \( \Pi \) vanishes.

\( \diamond \)

We note that \( T^*Q \) thus has the same orbit types as \( Q \), cf. Proposition 4.2.
Remark 4.5 More generally, instead of (4.1) we could consider the representation
\[ \rho^Y_{a, \theta}(z_1, z_2) = a \cdot e^{iY\theta} \cdot (z_1, z_2), \quad a \in SU(2), \theta \in [0, 4\pi), \]
which changes the weak hypercharge of the Higgs field from \( \frac{1}{2} \) to \( Y \in Q \). In this case, the stabilizer group \( K \) is replaced by
\[ K^Y := \left\{ (\begin{pmatrix} e^{iY\theta} & 0 \\ 0 & e^{-iY\theta} \end{pmatrix}, e^{i\delta}) : \delta \in [0, 4\pi) \right\}. \]
Moreover, the generic orbit type is no longer \( \mathbb{Z}_2 \) but the subgroup of \( \mathbb{Z}_2 \times U(1) \) generated by the elements
\[ \left( \begin{pmatrix} e^{i\pi n} & 0 \\ 0 & e^{-i\pi n} \end{pmatrix}, e^{i\pi n} \right), \quad n \in \mathbb{Z}. \]
We see, in particular, that the orbit type stratification of the configuration space \( Q \) depends on the weak hypercharge of the Higgs field.

Note that there might be topological obstructions related to the conditions in Proposition 4.4. To accomplish the full classification of gauge orbit types we should derive a theorem analogous to Theorem 3.7 for the case of \( G = SU(2) \times U(1) \). This classification clearly depends on the choice of \( M \).

Remark 4.6 Let us consider the special case \( M = S^3 \). By the standard principal fiber bundle classification theorem, all \( G \)-bundles over \( S^3 \) are trivial, because \( \pi_2(G) = 0 \). That is, \( P \) is trivial in that case. The same applies to any subbundle of \( P \) and hence to any holonomy-induced Howe subbundle. As a consequence, the classification problem for that base manifold boils down to the algebraic problem we just solved. More complicated cases will be studied elsewhere.

4.3 Momentum map and reduced phase space

Let us determine the expression of the momentum map given by (3.3),
\[ \mathcal{J} : T^*Q \to LG^*, \quad (A, D, \varphi, \Pi) \mapsto d_A D + \varphi \circ \Pi \text{vol}_g. \]
First, we calculate the second summand. For this purpose, we consider the momentum map \( J : \mathbb{C}^2 \times \mathbb{C}^2 \to g^* \) for the lifted \( G \)-action on \( T^*\mathbb{C}^2 \). The latter is determined by the equations
\[ \langle J(z, v), t_\alpha \rangle = \langle v, \rho_{t_\alpha} z \rangle = \text{Re}(\overline{v}^* t_\alpha z), \]
\[ \langle J(z, v), i \rangle = \langle v, \rho_i z \rangle = -\frac{1}{2} \text{Im}(\overline{v}^* z), \]
and hence, in vector form, it is given by

\[
\mathcal{I}(z, \nu) = -\frac{1}{2} \text{Im} \left( \begin{pmatrix} \nu_1^* z_2 + \nu_2^* z_1 \\ iv_2^* z_1 - iv_1^* z_2 \\ \nu_1^* z_1 - \nu_2^* z_2 \\ \nu_1^* z_1 + \nu_2^* z_2 \end{pmatrix} \right).
\]

Thus, we have

\[
(\varphi \circ \Pi)_{\bar{\mu}} = \int \left( \frac{\eta}{\sqrt{2}}(0, \nu), \Pi \right) = -\frac{\eta \nu}{2\sqrt{2}} \text{Im} \begin{pmatrix} \Pi_1^* \\ -i\Pi_1^* \\ -\Pi_2^* \\ \Pi_2^* \end{pmatrix} = -\frac{\eta \nu}{2} \left( \frac{i\Pi_1}{2} t_{\bar{\mu}} + \frac{\text{Im} \Pi_2}{\sqrt{2}} t_{\bar{\mu}} \right)
\]

If \( \Pi \) lies in the singular orbit type \((K)\), then its first component \(\Pi_1\) vanishes and thus the current \(\Phi \circ \Pi\) is proportional to \(t_{\bar{\mu}}\) in this case.

Next, let us expand \(D_{\bar{\mu}} \in \Omega^2(M, \mathcal{P} \times \mathfrak{g}^*)\) in the basis \(\{t, \bar{t}, t_-, t_+\}\):

\[
D_{\bar{\mu}} = \frac{D_-}{g} t + \frac{D_+}{g} \bar{t} + \left( \frac{e}{gg'} D_Z - \frac{g \cos \theta_W - g' \sin \theta_W \theta_W}{2gg'} D_y \right) t_- + \frac{D_y}{2e} t_+ , \tag{4.11}
\]

where the normalization was chosen in such a way that the symplectic form stays in Darboux form in the new coordinates \((W_z, D_\pm, Z, D_Z, A_\gamma, D_y)\) (with respect to the scalar product in which \(\{t_a, t_i\}\) is an orthonormal basis). In this notation, using (4.8) and (4.9), we find

\[
(d_A D)_{\bar{\mu}} = dD_{\bar{\mu}} + [\hat{A}, D_{\bar{\mu}}] + [\tau, D_{\bar{\mu}}]
\]

\[
= \frac{1}{g} dD_- t + \frac{1}{g} dD_+ \bar{t} + \frac{e}{gg'} dD_Z t_- - \frac{g \cos \theta_W - g' \sin \theta_W \theta_W}{2gg'} dD_y t_- \\
+ \frac{i}{2e} dD_y t_+ \sin \theta_W A_\gamma + \cos \theta_W Z \wedge (D_- t - D_+ \bar{t}) \\
+ iW_+ \wedge (D_+ t_3 - (\sin \theta_W D_\gamma + \cos \theta_W D_Z) t) \\
- iW_- \wedge (D_- t_3 - (\sin \theta_W D_\gamma + \cos \theta_W D_Z) \bar{t}) .
\]
Hence, the Gauß constraint (3.1e) takes the following form:

\[
\begin{align*}
\d D_{+} - ig (\sin \theta W A_{y} + \cos \theta W Z) \wedge D_{+} & = -ig W_{-} \wedge (\sin \theta W D_{y} + \cos \theta W D_{Z}) - i \frac{\eta v g}{4} \Pi_{1}^{*} \text{vol}_{g}, \\
\d D_{-} + ig (\sin \theta W A_{y} + \cos \theta W Z) \wedge D_{-} & = ig W_{+} \wedge (\sin \theta W D_{y} + \cos \theta W D_{Z}) + i \frac{\eta v g}{4} \Pi_{1} \text{vol}_{g}, \\
\d D_{Z} & = ig \cos \theta W (W_{-} \wedge D_{-} - W_{+} \wedge D_{+}) + \frac{\eta v g g'}{2 \sqrt{2} e} \text{Im} \Pi_{2} \text{vol}_{g}, \\
\d D_{y} & = ie (W_{-} \wedge D_{-} - W_{+} \wedge D_{+}).
\end{align*}
\]  

(4.12a) (4.12b) (4.12c) (4.12d)

Thus, considered on the singular stratum where we have \( W_{\pm} = 0 = D_{\pm} \) according to Proposition 4.4, the Gauß constraint is equivalent to the two equations

\[
\d D_{Z} = \frac{\eta v g g'}{2 \sqrt{2} e} \text{Im} \Pi_{2} \text{vol}_{g}, \quad \d D_{y} = 0.
\]

Since these equations are decoupled, the Gauß constraint cuts out a smooth subbundle of \((T^* Q)_{(K)}(K)\), whose fiber is parametrized by the fields \( D_{y} \in \Omega^{2}_{C}(M) \), \( D_{Z} \in \Omega^{2}(M) \) and \( \frac{\sqrt{2}}{\sqrt{2} e} \text{Re} \Pi_{2} \in C_{C}^{\infty}(M) \).

According to Theorem 2.29, the reduced phase space decomposes into

\[
\mathcal{P} = \mathcal{P}_{(K)} \cup \mathcal{P}_{(Z_{2})} \cup \mathcal{P}_{(Z_{2})} \\
\mathcal{P}_{(K)} \cup \mathcal{P}_{(Z_{2})} \cup \mathcal{P}_{(Z_{2})}
\]
and the strata $\hat{P}_K$ and $\hat{P}_{\mathbb{Z}_2}$ are symplectic. Moreover, $\hat{P}_K$ is symplectomorphic to the cotangent bundle of $\hat{Q}_K$. As we have seen, this singular stratum is the (reduced) phase space of the theory of a photon and the $\mathbb{Z}$-boson without any other intermediate bosons. In contrast, on the generic stratum $\hat{P}_{\mathbb{Z}_2}$ all intermediate vector bosons are present. This cotangent bundle is stitched together by the seam $\hat{P}_K$, where no $W$-bosons are present but their conjugate momenta are non-zero. The secondary stratification is schematically illustrated in Figure 2. In the next section, we study the structure of the reduced phase space in detail and show that it is similar to that of the harmonic oscillator discussed in Example 2.31.

4.4 Description of the reduced phase space

In this section, we give an explicit parameterization of the reduced phase space. The main idea is to identify a part of the configuration space on which the group of gauge transformations acts transitively and thereby to reduce the symmetry to a subgroup. Next, we repeat this process until only a finite-dimensional symmetry remains. To simplify the discussion, we limit our attention to the case $M = S^3$. As noted in Remark 4.6, for $M = S^3$ all bundles occurring in the construction are trivial and we can represent all geometric objects on the bundle as objects living on $S^3$. The phenomena resulting from a non-trivial topology of these bundles for a general base manifold will be discussed in a separate paper.

1. Reduction of the gauge group from $C^\infty(M, G)$ to $C^\infty(M, K)$: Recall from Proposition 3.9 that the Higgs mechanism yields a parametrization of $(A, \varphi) \in Q$ in terms of the variables $(\phi, \hat{A}, \tau, \eta)$, which are viewed as elements of a bundle over $\Gamma^\infty(P \times_G G/K)$. In the present case of a trivial bundle $P$, we can strengthen this result. For this purpose, recall that $G/K$ is diffeomorphic to $S^3$ via the $G$-action on $\mathbb{C}^2$ defined in (4.1). Hence, in particular, the $K$-bundle $G \to G/K$ is trivial. Therefore, every smooth map $M \to G/K$ lifts to a smooth map $M \to G$ and so the action of $G = C^\infty(M, G)$ on $\Gamma^\infty(P \times_G G/K) \simeq C^\infty(M, G/K)$ is transitive. Moreover, the stabilizer of the constant function taking values in the identity coset is the subgroup $\hat{G} = C^\infty(M, K)$ (this is in accordance with Lemma 3.10). Therefore, $C^\infty(M, G/K)$ is diffeomorphic to the homogeneous space $G/\hat{G}$. In other words, the decomposition (4.2) takes the form

$$\varphi = \frac{\eta}{\sqrt{2}} \lambda \cdot \begin{pmatrix} 0 \\ \nu \end{pmatrix},$$

(4.13)

where $\eta \in C^\infty(M, \mathbb{R}_{>0})$ and $\lambda \in G$ is unique up to an element of $\hat{G}$. By implementing the unitary gauge, i.e., by gauging away $\lambda$, we obtain the following
refinement of Proposition 3.9. Recall the decomposition $g = \mathfrak{p} \oplus \mathfrak{t}$ with $\mathfrak{p}$ spanned by $\{t^i, \bar{t}^i, t_\pm\}$ and $\mathfrak{t}$ spanned by $t_+$.

**Proposition 4.7** The assignment\(^1\)

$$(A, \varphi) \mapsto ([\lambda, \hat{A}, \tau], \eta),$$

where $\lambda$ and $\eta$ are determined by (4.13) and $(\lambda^{-1} \cdot A) = \hat{A} + \tau$, defines a $\mathcal{G}$-equivariant diffeomorphism

$$\mathcal{Q} \to \mathcal{G} \times \hat{\mathcal{G}} \left( \Omega^1(M, t) \times \Omega^1(M, \mathfrak{p}) \right) \times C^\infty(M, \mathbb{R}_{>0}).$$

(4.14)

Here, on the right hand side, $\mathcal{G}$ acts by left translation on the first factor and $\hat{\mathcal{G}}$ acts by gauge transformations on the space of connections $\Omega^1(M, \mathfrak{t})$ and via the adjoint action on $\Omega^1(M, \mathfrak{p})$. In particular, the gauge orbit space $\hat{\mathcal{Q}}$ is isomorphic to $(\Omega^1(M, \mathfrak{t}) \times \Omega^1(M, \mathfrak{p})) / \mathcal{G} \times C^\infty(M, \mathbb{R}_{>0})$ in the sense of stratified spaces. \(\diamondsuit\)

Recall from the discussion in Section 2.2, that there is a natural description of the cotangent bundle of an associated bundle such that the momentum map is brought into a convenient normal form, cf. Theorem 2.10 (in Section 2.2 the focus lies on certain associated bundles where the slice is the typical fiber — however, the discussion there does not really use the properties of a slice). Using the same strategy, we identify

$$\mathcal{G} \times \hat{\mathcal{G}} \left( C^\infty(M, \mathfrak{p}) \times \Omega^1(M, t)^2 \times \Omega^1(M, \mathfrak{p})^2 \right) \times C^\infty(M, \mathbb{R}_{>0}) \times C^\infty(M, \mathbb{R})$$

with $T\mathcal{Q}$ via the map

$$([\lambda, (\xi, \hat{\lambda}, \delta \hat{A}, \tau, \delta \tau)], \eta, \delta \eta) \mapsto \begin{pmatrix} A = \lambda \cdot (\hat{A} + \tau) \\ \delta A = \text{Ad}_A(\delta \hat{A} + \delta \tau) - d_A \xi \\ \varphi = \frac{\eta}{\sqrt{2}} \lambda \cdot \begin{pmatrix} 0 \\ \nu \end{pmatrix} \\ \delta \varphi = \frac{\delta \eta}{\sqrt{2}} \varphi + \xi \cdot \varphi \end{pmatrix}.$$ 

Here, we have denoted $\Omega^1(M, \cdot) \times \Omega^1(M, \cdot) \equiv \Omega^1(M, \cdot)^2$. A straightforward calculation shows that the dual map

$$T^*\mathcal{Q} \to \mathcal{G} \times \hat{\mathcal{G}} \left( \Omega^3(M, \mathfrak{p}^*) \times \Omega^1(M, t) \times \Omega^2(M, t^*) \times \Omega^1(M, \mathfrak{p}) \times \Omega^2(M, \mathfrak{p}^*) \right) \times C^\infty(M, \mathbb{R}_{>0}) \times \Omega^3(M, \mathbb{R}),$$

$$(A, D, \varphi, \Pi) \mapsto ([\lambda, \nu, \hat{D}, \tau, D_\tau], \eta, \Pi_\eta)$$

\(^1\) With a slight abuse of notation, we continue to use the notation $\hat{A}$ and $\tau$. Note, however, that these fields differ from the ones introduced in (4.5) by a gauge transformation.
is given by

\[ \dot{D} + D_\tau = \text{Ad}_{\lambda^{-1}} D, \]
\[ \Pi_\eta = \frac{1}{\eta} \text{Re}(\Pi \varphi), \]
\[ \nu = \text{pr}_\varphi(d_A D + \varphi \circ \Pi). \]

Moreover, let us parameterize \((\hat{A}, \tau)\) in terms of the fields \(\langle W_\pm, Z, A_\gamma \rangle\) as in (4.8) and \((\hat{D}, D_\tau)\) in terms of the fields \(\langle D_\pm, D_Z, D_\gamma \rangle\) as in (4.11). Then, (4.12) shows that the \(t^*\)-projection of the Gauß constraint is given by

\[ o = \text{pr}_t(d_A D + \varphi \circ \Pi) = \frac{1}{2\epsilon} dD_\gamma + \text{Im}(D_- \wedge W_-). \]  

(4.15)

Denote \(Q_{\text{red}} = \Omega^1(M, t) \times \Omega^1(M, \mathbb{C})\). Its elements are \((A_\gamma, W_-)\). Moreover, elements of \(T^*_{(A_\gamma, W_-)} Q_{\text{red}} = \Omega^2(M, t^*) \times \Omega^2(M, \mathbb{C})\) are denoted by \((D_\gamma, D_-)\). The right hand side of (4.15) is the momentum map for the induced \(\hat{G}\)-action\(^1\) on \(T^* Q_{\text{red}}\), because the momentum map for the lift of the \(K\)-action (4.10) to \(T^* \mathbb{C}\) is given by \(I_k(z, w) = -\text{Im}(w^* z)\). In summary, the upshot of this first symmetry reduction is the following description of the reduced phase space.

**Proposition 4.8** The diffeomorphism (4.14) induces an isomorphism

\[ \mathcal{P} = T^* Q \sslash \mathcal{G} = (T^* Q_{\text{red}} \sslash \hat{G}) \times T^* \langle \Omega^1(M, \mathbb{R}^* t_-) \times C^\infty(M, \mathbb{R}_{>0}) \rangle \]

of symplectic stratified spaces. \(\diamondsuit\)

**Proof.** First note that the Gauß constraint (3.1e) is equivalent to \(\nu = o\) and the condition (4.15), which is the momentum map constraint for the \(\hat{G}\)-action as we have discussed above. Now the assertion follows from the decomposition \(p = \mathbb{C} \oplus \mathbb{R}\) with \(\mathbb{C}\) spanned by \(\{t, \bar{t}\}\) and \(\mathbb{R}\) spanned by \(t_-\) and from the fact that \(K\) acts trivially on \(t_-\), cf. (4.10). \(\Box\)

Hence, the singular structure of the phase space is completely encoded in the symplectic reduction of \(T^* Q_{\text{red}}\) by the \(\hat{G}\)-action.

2. **Reduction from \(\hat{G}\) to \(K\):** Since \(S^3\) is simply connected, the Hodge decomposition theorem yields

\[ \Omega^1(M, t) = dC^\infty(M, t) \oplus d^* \Omega^2(M, t). \]

\(^1\) Note that \(\lambda \in \hat{G}\) acts on \(A_\gamma \in \Omega^1(M, t)\) by \(\lambda \cdot A_\gamma = A_\gamma - \frac{1}{2} \lambda^{-1} d\lambda\).
Note that every map \( f : M \to \mathfrak{t} \) induces a map \( \hat{f} = \exp_K \circ f : M \to K \) such that \( \hat{f}^{-1} \, d\hat{f} = df \). Accordingly, every \( K \)-connection \( A_\gamma \) can be written as

\[
A_\gamma = \psi^{-1} \, d\psi + \beta,
\]

where \( \psi \in C^\infty(M, K) \) and \( \beta \in d^*\Omega^2(M, \mathfrak{t}) \) is uniquely determined by the curvature \( F_{A_\gamma} \) of \( A_\gamma \). The action of \( \hat{G} \) on \( d\Omega^0(M, \mathfrak{t}) \), viewed as a subspace of the space of \( K \)-connections, is transitive with kernel consisting of the constant functions. We identify this kernel with \( K \). Note that \( K \) acts trivially on \( d^*\Omega^2(M, \mathfrak{t}) \) and by rotation on \( \Omega^1(M, \mathbb{C}) \), cf. (4.10).

**Lemma 4.9** The map

\[
Q_{\text{red}} \to \left( \hat{G} \times_K \Omega^1(M, \mathbb{C}) \right) \times d\Omega^1(M, \mathfrak{t})
\]

\[
(A_\gamma, W_-) \mapsto ([\psi, v], F_{A_\gamma}),
\]

with \( v = \psi^{-1}W_- \) is a diffeomorphism.\( \diamond \)

**Proof.** The inverse map \( ([\psi, v], \beta) \mapsto (A_\gamma, W_-) \) is given by

\[
A_\gamma = \psi^{-1} \, d\psi + d^* \Delta^{-1} \beta,
\]

\( W_- = \psi \cdot v, \)

with \( \psi \in \hat{G}, \beta \in d\Omega^1(M, \mathfrak{t}) \) and \( v \in \Omega^1(M, \mathbb{C}) \), because \( d \, d^* \Delta^{-1} \) is the identity operator on \( d\Omega^1(M, \mathfrak{t}) \). \( \Box \)

To get a convenient description of the cotangent bundle \( T^*Q_{\text{red}} \), we follow the same strategy as above. Let \( C^\infty(M, \mathfrak{t})_0 \) denote the functions whose average over \( M \) vanishes. The surjective linear map

\[
C^\infty(M, \mathfrak{t}) \to C^\infty(M, \mathfrak{t})_0,
\]

\[
\psi \mapsto \psi - \frac{1}{\text{vol}_M} \int_M \psi \, \text{vol}_g
\]

has kernel \( \mathfrak{t} \) and thus yields the identification \( C^\infty(M, \mathfrak{t})/\mathfrak{t} \simeq C^\infty(M, \mathfrak{t})_0 \). Dually, the integral map \( \int_M : \Omega^3(M, \mathfrak{t}') \to \mathfrak{t}' \) has as kernel the space \( \Omega^3(M, \mathfrak{t}')_0 \), which is the dual space to \( C^\infty(M, \mathfrak{t})_0 \). Linearizing the reconstruction equations (4.17) yields

\[
\delta A_\gamma = d \, \delta \psi + d^* \Delta^{-1} \delta \beta,
\]

\[
\delta W_- = \delta \psi \cdot (\psi \cdot v) + \psi \cdot \delta v,
\]

where \( \delta \psi \in C^\infty(M, \mathfrak{t})_0, \delta \beta \in d\Omega^1(M, \mathfrak{t}) \) and \( \delta v \in \Omega^1(M, \mathbb{C}) \). By dualizing these equations, we get a diffeomorphism

\[
T^*Q_{\text{red}} \to \hat{G} \times_K (\Omega^3(M, \mathfrak{t}')_0 \times \Omega^1(M, \mathbb{C})^2) \times d\Omega^1(M, \mathfrak{t}) \times d^*\Omega^2(M, \mathfrak{t}')
\]

\[
(A_\gamma, D_\gamma, W_-, D_-) \mapsto ([\psi, \Pi_0, v, D_v], F_{A_\gamma}, D_{F_{A_\gamma}}),
\]
with
\[
\Pi_o = \text{pr}_{\Omega^1(M, \mathbb{C})} \left( \frac{1}{2e} dD_\gamma + \text{Im}(D_- \wedge W_-) \right),
\]
\[
D_o = \psi^{-1} \cdot D_-,
\]
\[
D_{F,\gamma} = d^* \Delta^{-1} D_\gamma.
\]
Moreover, the reduced Gauß constraint (4.15) is equivalent to \( \Pi_o = 0 \) and
\[
o = \int_M \left( \frac{1}{2e} dD_\gamma + \text{Im}(D_- \wedge W_-) \right) = \int_M \text{Im}(D_- \wedge W_-).
\]
The right hand side is the momentum map for the lifted \( K \)-action on \( T^* (\Omega^1(M, \mathbb{C})) \). Thus, the second symmetry reduction yields the following.

**Proposition 4.10** The diffeomorphism (4.16) induces an isomorphism
\[
T^* Q_{\text{red}} \parallel \hat{G} = \left( T^* (\Omega^1(M, \mathbb{C})) \parallel K \right) \times d\Omega^1(M, \mathbb{C}) \times d^* \Omega^2(M, \mathbb{C})
\]
of symplectic stratified spaces.

Hence, in combination with the first reduction, see Proposition 4.8, we find that the singular structure of the reduced phase space \( \hat{P} \) is completely determined by the singular cotangent bundle reduction of \( T^* (\Omega^1(M, \mathbb{C})) \) with respect to the action of the \textit{finite-dimensional} (compact) Lie group \( K \). Note that \( T^* (\Omega^1(M, \mathbb{C})) \) is pointwise the phase space of three (coupled) harmonic oscillators and the \( K \) action corresponds to the diagonal \( U(1) \)-symmetry. This shows that the singularity structure of the reduced phase space is essentially determined by a finite-dimensional Lie group action. The reduced phase space \( T^* (\Omega^1(M, \mathbb{C})) \parallel K \) may thus be studied using classical geometric invariant theory for the finite-dimensional reference system. This will be done elsewhere.

### 4.5 Dynamics on the singular stratum

It is a challenge for further research to study the dynamics of this model on its full stratified phase space. As a first step, we analyze the dynamics on the singular stratum. First, a word of warning concerning conventions is in order. Since we followed the usual physics convention and introduced the coupling constants when writing the connection \( A \) in terms of \( W \) and \( B \) fields, see (4.5), we need to use a different scalar product on \( \mathfrak{g} \) in the Hamiltonian to counterbalance the coupling constants\(^1\). Let \( \kappa \) be the scalar product on \( \mathfrak{g} \) in

---

\(^1\) The reader might find it instructive to compare the situation at hand to that of classical mechanics. There, the kinetic part of the Lagrangian is usually written in the form \( L = \frac{1}{2} v^2 \). But, the mass can be absorbed in the metric \( g \) on the configuration space by setting \( \| v \|^2_g := m v^2 \). Then, the
which \( \{ t_a, i \} \) is orthogonal with norm \( \kappa(t_a, t_a) = \frac{1}{g^2} \) and \( \kappa(i, i) = \frac{1}{g^2} \) (and hence \( \kappa(t_a, t_\pm) = \frac{g^2 \sigma^2 g^2}{g^2} = \kappa(t_\pm, t_\pm) \)). Moreover, let \( \kappa^{-1} \) be the inverse of \( \kappa \), i.e., we have \( \kappa^{-1}(t_a, t_a) = g^2 \) and \( \kappa^{-1}(i, i) = g^{2^*} \). In terms of these scalar products, the Hamiltonian \( \mathcal{H} \) defined by (3.2) reads as follows:

\[
\mathcal{H}(A, D, \varphi, \Pi) = \int_M \frac{\ell}{2} \left( ||D||_{\kappa^{-1}}^2 + ||F_A||_{\kappa}^2 + ||\Pi||_{\bar{C}}^2 + ||d_A \varphi||_{\bar{C}}^2 + 2 V(\varphi) \right) \text{ vol}_g. 
\]

(4.18)

**Proposition 4.11** On the singular stratum \( (T^*Q)^{(K)}(K) \), the Hamiltonian (4.18) has the form

\[
\mathcal{H}(\gamma, Z, \eta, D_\gamma, D_Z, \Pi_\gamma)
= \int_M \frac{\ell}{2} \left( ||D_\gamma||^2 + ||D_Z||^2 + ||dA_\gamma||^2 + ||dZ||^2 + ||\Pi_\gamma||_{\bar{C}}^2 
\right.
\]

\[
+ \frac{\nu^2}{2} ||d\eta||^2 + \frac{\eta^2 \nu^2 (g^2 + g^{2^*})}{8} ||Z||^2 + \lambda \nu^2 (\eta^2 - 1)^2 \bigg) \text{ vol}_g.
\]

(4.19)

By examining the Hamiltonian (4.19), we can read off the particle content over the singular stratum. We obtain a non-interacting system consisting of electrodynamics described by the photon \( A_\gamma \), the theory of a massive vector boson described by the \( Z \)-boson with mass \( m_Z^2 = \frac{\eta^2 \nu^2 (g^2 + g^{2^*})}{4} \) and the theory of a self-interacting real scalar field described by the Higgs boson \( \eta \) with mass \( m_\eta^2 = -4 \lambda \nu^2 \).

**Proof.** Over the singular stratum, we have \( D_\pm = 0 \) and thus

\[
||D||_{\kappa^{-1}} = \left( ||D_Z - \frac{g^2 - g^{2^*}}{2g^{2^*}} D_\gamma||^2 + \frac{(g^2 + g^{2^*})^2}{4g^{2^*} g^2} ||D_\gamma||^2 
\right.
\]

\[
+ \frac{g^2 - g^{2^*}}{g^2} \left( D_Z - \frac{g^2 - g^{2^*}}{2g^{2^*}} D_\gamma, D_\gamma \right) 
\]

\[
= ||D_Z||^2 + ||D_\gamma||^2.
\]

The curvature of \( A \) reads in terms of the fields after symmetry breaking as

\[\text{Hamiltonian is given by } H = \frac{1}{2} ||p||_{\kappa^{-1}}^2, \text{ where the norm is taken with respect to the inverse (or dual) metric } g^{-1}. \text{ In our field theoretic setting, the coupling constants play the role of inverse masses.}\]
follows:
\[(F_A)_{\tilde{\rho}} = F_A + d_A\tau + \frac{1}{2}[\tau \wedge \tau]\]
\[= F_A + d\tau + ig^2(\sin \theta \omega A_\gamma + \cos \theta \omega Z) \wedge (W_+ t - W_- \bar{t}) + ig^2 W_+ \wedge W_- t_3.\]

Hence, on the singular stratum we simply have
\[(F_A)_{\tilde{\rho}} = \left(e dA_\gamma + \frac{g \cos \theta \omega - g' \sin \theta \omega}{2} dZ\right) t_+ + \frac{gg'}{2e} dZ t_-.

The norm of \(F_A\) with respect to \(\kappa\), is thus, on the singular stratum, given by
\[\|F_A\|_\kappa^2 = \|dA_\gamma\|^2 + \|dZ\|^2.\]

According to (4.4), we get
\[d_A\varphi = \left(d + g \omega A_\gamma t_a + \frac{ig'}{2} B_1\right) \varphi.\]

Using the representation (4.2) and the definition (4.7) of \(W_\pm\) and \(Z\), we find in terms of the fields after symmetry breaking
\[(d_A\varphi)_{\tilde{\rho}} = \frac{d\eta}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} + \frac{g\eta}{\sqrt{2}} W_\gamma t_a \begin{pmatrix} 0 \\ v \end{pmatrix} + \frac{ig'\eta}{2\sqrt{2}} B_0 \begin{pmatrix} 0 \\ v \end{pmatrix} \]
\[= \frac{ig\eta v}{2} W_+ \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \left(\frac{v}{\sqrt{2}} d\eta - \frac{ig\eta \sqrt{g^2 + g'^2}}{2\sqrt{2}} Z \right) \begin{pmatrix} 0 \\ 1 \end{pmatrix}.\]

Thus, on the singular stratum,
\[\|d_A\varphi\|_{\omega}^2 = \frac{v^2}{2} \|d\eta\|^2 + \frac{\eta^2 v^2 (g^2 + g'^2)}{8} \|Z\|^2.\]

Plugging these identities into (4.18) yields (4.19). \(\square\)

5 Outlook

There is a number of fundamental issues, which may be studied in the future:

(i) Extend the discussion of the singular reduction for the Glashow–Weinberg–Salam model to Cauchy surfaces \(M\) of arbitrary topological type.

(ii) Analyze the structure of the singular reduced phase space for the Glashow–Weinberg–Salam model in terms of geometric invariant theory.

(iii) Study the dynamics of the full Hamiltonian system on the reduced phase
space and clarify, in particular, the meaning of the seams.

(iv) Pass to the quantum theory by developing a theory of geometric quantization for infinite-dimensional stratified symplectic spaces.

As mentioned in the beginning, there is a general symplectic reduction theory in infinite dimensions going beyond the cotangent bundle case. This will be presented elsewhere [Die18].

A Appendix: Calculus on infinite-dimensional manifolds

Our references for terminology and notation in the framework of infinite-dimensional differential geometry are [Ham82] for the Fréchet case and [Nee06] for the locally convex setting.

By a manifold we understand a possibly infinite-dimensional smooth manifold $M$ without boundary modeled on locally convex vector spaces. More precisely, different connected components of $M$ are allowed to be modeled on non-isomorphic vector spaces, see e.g. [Lan99, Section II.1; MRA02, Definition 3.1.1]. A subset $S$ of $M$ is called a submanifold if at each point $s \in S$ there exists a chart $\kappa: M \supseteq U \to X$ and a closed subspace $Y \subseteq X$ such that $\kappa(U \cap S) = \kappa(U) \cap Y$. The submanifold $S$ is said to be split if, in addition, each subspace $Y$ is topologically complemented in $X$. A Lie group is a group endowed with a smooth manifold structure such that multiplication and inversion are smooth maps.

A.1 Cotangent bundles in infinite dimensions

The tangent bundle $TQ$ of a manifold $Q$ is itself a smooth manifold again in such a way that the the projection $TQ \to Q$ is a smooth locally trivial bundle. The dual bundle $T'Q := \bigsqcup_{q \in Q} (T_q Q)'$ is more problematic, cf. [Nee06, Remark I.3.9]. In order to endow $T'Q$ with a smooth fiber bundle structure we need a locally convex topology on the dual $X'$ of the model space $X$ of $Q$ such that for every local diffeomorphism $\phi: X \to X$ the map

$$\tau_\phi: X \times X' \to X', \quad (x, \alpha) \mapsto \alpha \circ T_x \phi$$

is smooth since otherwise the notion of smoothness of $T'Q$ is chart-dependent. It is straightforward to construct a map $\phi$ such that $\tau_\phi$ involves the natural pairing $X \times X' \to \mathbb{R}$. However, this paring is discontinuous in $\phi$ for any vector topology on $X'$ except when $X$ is a Banach space, see [Mai63, Satz 1]. Thus, in summary, we cannot endow $T'Q$ with a natural smooth bundle structure for non-Banach manifolds $Q$.

Hence, the most important class of examples of symplectic manifolds is a priori not available in infinite dimensions. We now present a substitute which will play
the role of the cotangent bundle.

**Definition A.1** A dual pairing between two vector bundles $E \to Q$ and $F \to Q$ is a smooth map $h : E \times_Q F \to \mathbb{R}$ which is fiberwise non-degenerate, i.e., $h_q : E_q \times F_q \to \mathbb{R}$ is a non-degenerate bilinear form for every $q \in Q$. If $E$ is a vector bundle in duality to the tangent bundle $F = TQ$, then we will write $T^*Q \equiv E$ and call it a cotangent bundle of $Q$. Correspondingly, we denote the bundle projection $T^*Q \to Q$ by $\tau$.

We will often denote the duality by brackets and write the dual pair as $\langle E, F \rangle$. If $Q$ carries a Riemannian metric $g$, then the pairing $g : TQ \times_Q TQ \to \mathbb{R}$ identifies the cotangent bundle of $Q$ with $TQ$. In the following, we assume that a dual pair $\langle T^*Q, TQ \rangle$ is fixed and we will simply refer to $T^*Q$ as the cotangent bundle of $Q$. The reader should however keep in mind that there is no smooth canonical cotangent bundle and always a choice of a dual pair is required.

Recall that, for a dual pair $\langle X_2, X_1 \rangle$ of vector spaces [Kö63], one has a natural embedding of $X_2$ into the topological dual $X_1^*$ of $X_1$. Similarly, for a dual pair of vector bundles, we obtain a natural vector bundle injection of $E$ into the dual bundle $F^*$, whose fiber over $m$ is the topological dual $F_m^*$ of $F_m$. In particular, every cotangent bundle $T^*Q$ comes with a natural injection into the topological cotangent bundle $T^*Q$.

**Proposition A.2** For a cotangent bundle $T^*Q$, the formula

$$
\theta_p(X) = \langle p, T_p\tau(X) \rangle_p, \quad X \in T_p(T^*Q)
$$

defines a smooth 1-form $\theta$ on $T^*Q$. Furthermore, $\omega = d\theta$ is a symplectic form. We say that $\omega$ is the canonical symplectic form on $T^*Q$.

**Proof.** Let $U \subseteq Q$ be an open subset over which $\tau : T^*Q \to Q$ as well as $\tau : TQ \to Q$ trivialize. Denote the fiber model space of $TQ$ and of $T^*Q$ by $X$ and $X^*$, respectively. Using a chart on $Q$ we identify $U$ as a subspace of $X$. Then, the local chart representation of the pairing is a smooth map $U \times X^* \times X \to \mathbb{R}$. In this chart, the canonical form $\theta : (U \times X^*) \times (X \times X^*) \to \mathbb{R}$ is given by

$$
\theta_{q,a}(u, \beta) = \langle \alpha, u \rangle_q
$$

and, hence, $\theta$ is a smooth 1-form on $T^*Q$. For the symplectic structure

$$
\omega : (U \times X^*) \times (X \times X^*) \to \mathbb{R}
$$

we find

$$
\omega_{q,p}(u_1, \beta_1, u_2, \beta_2) = \partial_q \left( \langle p, u_2 \rangle_q \right)(u_1) - \partial_q \left( \langle p, u_1 \rangle_q \right)(u_2) + \langle \beta_1, u_2 \rangle_q - \langle \beta_2, u_1 \rangle_q.
$$

1 This local expression for $\omega$ is well-known for the case that $TQ$ is put in duality with itself using a Riemannian metric on $Q$, see for example [Mar72, p. 591].
In finite dimensions, this corresponds to the classical formula $\omega = g^i_\cdot dp_i \wedge dq^j + \partial_k(g^i_\cdot p_k) dq^k \wedge dq^j$, where $g^i_\cdot (q)$ denote the components of the dual pair $\langle \cdot, \cdot \rangle_q$. In either case, we conclude that $\omega$ is non-degenerate, because the dual pair $\langle \cdot, \cdot \rangle_q$ possesses this property for every $q \in Q$. □

A.2 Momentum maps in infinite dimensions

Let $G$ be a Lie group acting smoothly on $Q$. By linearization, we get a smooth action of $G$ on the tangent bundle, which we write using the lower dot notation as $g \cdot Y \in T_{g\cdot q}Q$ for $g \in G$ and $Y \in T_qQ$. The action on $TQ$ induces a $G$-action on $T^*Q$ by requiring that the pairing be left invariant, that is,

$$\langle g \cdot p, Y \rangle_q = \langle p, g^{-1} \cdot Y \rangle_{g^{-1} \cdot q}, \quad p \in T^*_{g^{-1} \cdot q}Q, Y \in T_qQ.$$

With respect to this action, the cotangent bundle projection $\tilde{\tau}$ is $G$-equivariant and so the action on $T^*Q$ is a lift of the action on $Q$.

Let $\mathfrak{g}$ be the Lie algebra of $G$. Similarly to the above strategy for the cotangent bundle, the choice of a Fréchet space $\mathfrak{g}^*$ and of a separately continuous non-degenerate bilinear form $\kappa: \mathfrak{g}^* \times \mathfrak{g} \to \mathbb{R}$ yields a dual pair, with $\mathfrak{g}^*$ serving as the dual space of $\mathfrak{g}$.

**Proposition A.3** Let $G$ be a Lie group that acts smoothly on $Q$. Then, the lifted action of $G$ on the cotangent bundle $T^*Q$ preserves the canonical symplectic form $\omega$. Let, moreover, $\kappa(\mathfrak{g}^*, \mathfrak{g})$ be a dual pair. If, for every $p \in T^*Q$, the functional $\xi \mapsto \theta_p(\xi \cdot p)$ on $\mathfrak{g}$ is represented by an element $J(p) \in \mathfrak{g}^*$ with respect to $\kappa$, then the resulting map $J: T^*Q \to \mathfrak{g}^*$ is a smooth $G$-equivariant $\mathfrak{g}^*$-valued momentum map for the lifted $G$-action on $T^*Q$.

**Proof.** The canonical form $\theta$ is $G$-invariant, because

$$\theta_{g \cdot p}(g \cdot X) = \langle g \cdot p, T_{g \cdot p} \tilde{\tau}(g \cdot X) \rangle = \langle g \cdot p, g \cdot T_p \tilde{\tau}(X) \rangle = \langle p, T_p \tilde{\tau}(X) \rangle.$$ 

In particular, the action also leaves the symplectic form $\omega = d\theta$ invariant. By assumption, the functional $\xi \mapsto \theta_p(\xi \cdot p)$ on $\mathfrak{g}$ is represented by an element $J(p) \in \mathfrak{g}^*$ with respect to the given dual pair $\kappa(\mathfrak{g}^*, \mathfrak{g})$. This is to say,

$$\kappa(J(p), \xi) = \theta_p(\xi \cdot p) = \langle p, \xi \cdot \tilde{\tau}(p) \rangle. \quad (A.1)$$

On the other hand, we have $\mathcal{L}_{\xi^\cdot} \theta = 0$, because $\theta$ is $G$-invariant and so

$$0 = \mathcal{L}_{\xi^\cdot} \theta = \xi^\cdot \cdot d\theta + d(\xi^\cdot \cdot \theta) = \xi^\cdot \cdot \omega + \kappa(dJ, \xi),$$

which shows that $J$ is a $\mathfrak{g}^*$-valued momentum map. The $G$-equivariance property of $J$ is a direct consequence of the $G$-invariance of the pairing $\langle T^*Q, TQ \rangle$ and (A.1). □
In contrast to the finite-dimensional case, lifted actions of infinite-dimensional Lie groups do not need to possess a momentum map, see Example 2.2.

We next state two results concerning the infinitesimal momentum map geometry. These are well known for finite-dimensional symplectic manifolds, see e.g. [OR03, Proposition 4.5.12]. A proof in the infinite-dimensional setting is given in [Die18].

**Lemma A.4 (Bifurcation lemma)** Let \((M, \omega)\) be a symplectic \(G\)-manifold with equivariant momentum map \(J: M \to g^*\). Then, the following holds:

(i) (weak version)

\[
\ker T_m J = (g \cdot m)_{\omega},
\]

\[
g_m = (\operatorname{Im} T_m J)^\perp.
\]

(ii) (strong version) If, moreover, \(g \cdot m = (g \cdot m)_{\omega \omega}\), then in addition

\[
(\ker T_m J)^{\omega} = g \cdot m
\]

holds and we have

\[
\ker T_m J \cap (\ker T_m J)^{\omega} = g \mu \cdot m,
\]

where \(\mu = J(m) \in g^*\). 

We say that the orbit is *symplectically closed* if the condition \(g \cdot m = (g \cdot m)_{\omega \omega}\) is satisfied.

**Proposition A.5** Let \((M, \omega)\) be a symplectic \(G\)-manifold with equivariant momentum map \(J: M \to g^*\). Assume that the orbit \(g \cdot m\) through \(m \in M\) is symplectically closed. Then, for every complement \(X\) of \(g \cdot m\) in \(T_m M\),

\[
V = X \cap \ker T_m J
\]

is a symplectic subspace of \((T_m M, \omega_m)\). 

\[\diamond\]

### A.3 Slices and stratifications

Since slices play a fundamental role in the construction of the normal form of the lifted action on the cotangent bundle, for the convenience of the reader, we now recall the definition of a slice in infinite dimensions, cf. [DR18c].

**Definition A.6** Let \(M\) be a \(G\)-manifold. A *slice* at \(m \in M\) is a submanifold \(S \subseteq M\) containing \(m\) with the following properties:

1. (SL1) The submanifold \(S\) is invariant under the induced action of the stabilizer subgroup \(G_m\), that is \(G_m \cdot S \subseteq S\).
2. (SL2) Any \(g \in G\) with \((g \cdot S) \cap S \neq \emptyset\) is necessarily an element of \(G_m\).
(SL3) The stabilizer $G_m$ is a principal Lie subgroup\(^1\) of $G$ and the principal bundle $G \to G/G_m$ admits a local section $\chi: G/G_m \ni U \to G$ defined on an open neighborhood $U$ of the identity coset $[e]$ in such a way that the map

$$\chi^S: U \times S \to M, \quad ([g], s) \mapsto \chi([g]) \cdot s$$

is a diffeomorphism onto an open neighborhood $V \subseteq M$ of $m$. We call $V$ a slice neighborhood of $m$.

(SL4) There exist a continuous representation of $G_m$ on a locally convex vector space $X$ and a $G_m$-equivariant diffeomorphism $\iota_S$ from a $G_m$-invariant open neighborhood of $0$ in $X$ onto $S$ such that $\iota_S(0) = m$.

In the finite-dimensional context, the existence of slices for proper actions is ensured by Palais’ slice theorem [Pal61]. Passing to the infinite-dimensional case, this may no longer be true and additional hypotheses have to be made. We refer the reader to [Sub86; DR18c] for general slice theorems in infinite dimensions and [Ebi70; ACM89; CMM91] for constructions of slices in concrete examples. One of the problems one faces in the infinite-dimensional setting is the failure of the inverse function theorem and one usually is forced to use hard alternatives such as the Nash–Moser theorem. However, for linear actions of compact groups the situation is better and we have the following existence result.

**Theorem A.7** ([DR18c, Theorem 3.15]) Let $X$ be a Fréchet space and let $G$ be a compact Lie group that acts linearly and continuously on $X$. Then, there exists a slice at every point of $X$.

In Section 3, we need to construct a slice for a group action on a product manifold. This situation is covered by the next result.

**Proposition A.8** ([DR18c, Proposition 3.29]) Let $G$ be a Lie group that acts smoothly on the manifolds $M$ and $N$. Assume that the $G$-action admits a slice $S_m \subseteq M$ at a given point $m \in M$ and that the $G_m$-action on $N$ admits a slice $S_n$ at the point $n \in N$. Then, $S_m \times S_n$ is a slice at $(m, n)$ for the diagonal action of $G$ on the product $M \times N$.

As in the finite-dimensional case, the existence of slices implies many nice properties of the orbit space. For example, we have the following.

**Proposition A.9** If the $G$-action admits a slice at every point of $M$, then $M_{(H)}$ is a submanifold of $M$. Moreover, $\tilde{M}_{(H)} = M_{(H)}/G$ carries a smooth manifold structure such that the natural projection $\pi_{(H)}: M_{(H)} \to \tilde{M}_{(H)}$ is a smooth submersion.

\(^1\) A Lie subgroup $H \subseteq G$ is called principal if the natural fibration $G \to G/H$ is a locally trivial principal bundle, see [GN, Section 7.1.4].
The proof of this proposition is based on the following lemma whose proof carries over word by word from the finite-dimensional setting, compare [Pfloo, Lemma 4.2.9] or [ORo3, Lemma 2.1.14].

**Lemma A.10** Let \( G \) be a Lie group. Let \( H \) and \( K \) be two compact Lie subgroups of \( G \). If \( K \) is conjugate to \( H \) and \( K \subseteq H \), then \( K = H \).

If, in addition, a certain approximation property is satisfied, then the orbit type manifolds fit together nicely and so the orbit space is a stratified space, see [DR18c, Theorem 4.2]. For completeness, we include here our definition of stratification and refer the reader to [DR18c] for further details and comparison with other notions of stratified spaces in the literature.

**Definition A.11** Let \( X \) be Hausdorff topological space. A partition \( Z \) of \( X \) into subsets \( X_\sigma \) indexed by \( \sigma \in \Sigma \) is called a *stratification* of \( X \) if the following conditions are satisfied:

1. (DS1) Every piece \( X_\sigma \) is a locally closed, smooth manifold (whose manifold topology coincides with the relative topology). We will call \( X_\sigma \) a *stratum* of \( X \).

2. (DS2) (frontier condition) Every pair of disjoint strata \( X_\varsigma \) and \( X_\sigma \) with \( X_\varsigma \cap \overline{X_\sigma} \neq 0 \) satisfies:
   a) \( X_\varsigma \) is contained in the frontier \( \overline{X_\sigma} \setminus X_\sigma \) of \( X_\sigma \),
   b) \( X_\sigma \) does not intersect \( \overline{X_\varsigma} \).

In this case, we write \( X_\varsigma \prec X_\sigma \) or \( \varsigma < \sigma \).
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