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Abstract—It is well known that central order statistics exhibit a central limit behavior and converge to a Gaussian distribution as the sample size grows. This paper strengthens this known result by establishing an entropic version of the CLT that ensures a stronger mode of convergence using the relative entropy. In particular, an order $O(1/\sqrt{n})$ rate of convergence is established under mild conditions on the parent distribution of the sample generating the order statistics. To prove this result, ancillary results on order statistics are derived, which might be of independent interest.

I. INTRODUCTION

Consider a random sample $X_1, X_2, \ldots, X_n$ drawn independently from a parent distribution having cumulative distribution function (cdf) $F$ and probability density function (pdf) $f$. Let the random variables $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)}$ denote the order statistics of the sample. With this notation, $X_{(1)}$ corresponds to the minimum value of the sample, $X_{(n)}$ corresponds to the maximum value of the sample, and $X_{\left(\frac{n+1}{2}\right)}$ (provided that $n$ is odd) corresponds to the median of the sample. Order statistics play an important role in statistical sciences; for example, order statistics are instrumental to constructing a class of robust estimators known as $L$-estimators. The interested reader is referred to [1], [2] for comprehensive summaries on the application and theory of order statistics.

In this paper, we study the asymptotic behavior of the distribution of the central order statistics, that is we are interested in the distribution of $X_{(p)}$ for a fixed $p \in (0, 1)$ as $n \to \infty$. Our main contribution is the proof of a strong form of the central limit theorem (CLT) showing that the relative entropy between the Gaussian distribution and the distribution of the order statistics converges to 0 as $n$ grows.

A. Prior Work

The study of the asymptotic distribution of order statistics has a long history. For example, in [3] Laplace (already in 1818!) established asymptotic normality of the sample median. The asymptotic normality of central order statistics was shown by Smirnov in [4] and, in [5]. Smirnov proved a general convergence theorem establishing that a non-degenerate asymptotic distribution of $X_{(n)}$ can be of only four different types, under the condition that $\sqrt{n}(X_{(n)} - p) \to 0$ for a fixed $p \in (0, 1)$. Further, in [6], [7], Balkema and Haan established that the distribution of order statistics is dense in the space of all distributions in the following sense: there exists a parent cdf such that the limiting cdf of $X_{(n)}$ is any desired cdf for an appropriately chosen sequence $r_n$. A succinct summary of these results can be found in [8, p.145].

The asymptotic distribution of the joint order statistics has been studied in a series of papers [9], [10], [11], [12]. Berry-Esseen type results [13] for the order statistics have been shown by Reiss in [14]. The convergence in the total variational distance has been studied in [12], [15], [16] and the law of the iterated logarithm for the order statistics has been shown in [17]. Asymptotic results for random order statistics (i.e., $X_{(\nu)}$ where $\nu$ is an integer valued random variable) have been considered in [18]. All of the aforementioned results assume that the parent distribution has an absolutely continuous cdf, while the asymptotic distribution of discrete random variables has recently been considered in [19].

The entropic CLT for the sample mean has been first studied by Linnik in [20] and later considerably generalized by Barron in [21]. There has also been some recent activity around finding the rates of convergence and the interested reader is referred to [22], [23], [24], [25], [26] and references therein.

Information measures on the distribution of order statistics have also received some attention [27], [28], [29], [30], [31], [29], [32], [33]. For example, in [34] we showed that the $f$-divergence between the joint distribution of order statistics and the product distribution of order statistics does not depend on the parent distribution.

B. Contributions and Outline

We establish an entropic version of the CLT for order statistics that ensures a strong mode of convergence in terms of relative entropy. In particular, in Section II we provide mild conditions to ensure that $D(X_{(np)}||G_{n,p}) = O(1/\sqrt{n})$, where $G_{n,p}$ is a Gaussian random variable and $D(\cdot||\cdot)$ denotes the relative entropy. In order to prove the CLT, in Section III we derive some ancillary results on order statistics, which might be of independent interest. For instance, we show a rather general bound on the moments of the order statistics in terms of properties of the parent distribution. Finally, in Section IV we conclude the paper with a discussion on the necessity of the derived conditions for convergence. In particular, we show that (although mild) some of the conditions might not be necessary, whereas others (or a variation of them) do appear to be needed to ensure convergence of the relative entropy. Some of the proofs can be found in the appendices.

C. Notation

Deterministic quantities are denoted by lower case letters and random variables are denoted by upper case letters (e.g.,
The inverse cdf, also known as the quantile function, of the random variable \( X \) characterized by noting that

\[
F^{-1}(p) = \inf \{ x \in \mathbb{R} : p \leq F(x) \}, \quad p \in (0, 1).
\]

The inverse cdf will play an important role in our analysis. In particular, we will often exploit the following well-known fact [35]:

\[
X_{(k)} = F^{-1}(U_{(k)}), \quad k \in \{1, \ldots, n\},
\]

where \( \overset{d}{=} \) denotes equality in distribution and \( U_{(1)}, \ldots, U_{(n)} \) are the order statistics of a sample drawn independently from a parent distribution that is uniform on \((0, 1)\). We will also frequently use the mean and variance of \( U_{(k)} \), which can be characterized by noting that \( U_{(k)} \sim \text{Beta}(k, n + 1 - k) \) [35]: hence, for \( k \in \{1, \ldots, n\},

\[
\mathbb{E}[U_{(k)}] = \frac{k}{n + 1}, \quad \text{and} \quad \text{Var}(U_{(k)}) = \frac{k(n + 1 - k)}{(n + 1)(n + 2)^2}.
\]

The differential entropy of a random variable \( V \) having pdf \( f_V \) is defined and denoted by

\[
h(V) = -\int_{\mathbb{R}} f_V(v) \log f_V(v) \, dv.
\]

The relative entropy between \( W \sim f_W \) and \( V \sim f_V \), respectively, is defined and denoted by

\[
D(W \| V) = \int_{\mathbb{R}} f_W(x) \log \frac{f_W(x)}{f_V(x)} \, dx.
\]

The inverse cdf, also known as the quantile function, of the random variable \( V \) is denoted as

\[
F^{-1}(p) = \inf \{ x \in \mathbb{R} : p \leq F(x) \}, \quad p \in (0, 1).
\]

Our main result is that the following theorem, which provides a stronger mode of convergence than the classical CLT for order statistics at the expense of extra sufficient conditions.

**Theorem 1.** Let \( X_1, \ldots, X_n \) be a sequence of order statistics generated i.i.d. according to parent cdf \( F \) with the pdf \( f \), and let \( g_{n,p} \sim N(\mu_p, \sigma_p^2) \) where \( \mu_p, \sigma_p \) are defined in \([7]\). Fix some \( p \in (0, 1) \) and assume that

1. \( \|f\|_m < \infty \) for some \( m \in [2, \infty) \);
2. \( f(F^{-1}(p)) \neq 0 \), and \( f(F^{-1}(p)) \) is continuous at \( t = p \);
3. \( \mathbb{E}[|X|^r] < \infty \) for some \( r > 0 \).

Then,

\[
D(X_{(np)} \| G_{n,p}) = O \left( \frac{1}{\sqrt{n}} \right).
\]

**Proof:** We start by recalling the following well known property of the differential entropy (see for example [36]): given a differentiable and bijection function \( g \), we have that

\[
h \left( g(V) \right) = h(V) + \mathbb{E} \log |g'(V)|.
\]

Next, let \( \Phi_{n,p} \) and \( \phi_{n,p} \) denote the cdf and the pdf of \( G_{n,p} \) (with mean and variance in \([7]\)), and define a function

\[
g(u) = \Phi_{n,p}(F^{-1}(u)), \quad u \in (0, 1).
\]

The derivative of \( g(u) \) is given by

\[
g'(u) = \frac{d}{du} \Phi_{n,p}(F^{-1}(u)) = \frac{\phi_{n,p}(F^{-1}(u))}{f(F^{-1}(u))}, \quad u \in (0, 1),
\]

which is strictly positive. Therefore, \( g \) is bijective.

Let \( U \) be the uniform random variable on \((0, 1)\). Then,

\[
D(X_{(np)} \| G_{n,p} \| U) \overset{(a)}{=} D \left( \Phi_{n,p}(X_{(np)}) \| U \right) \overset{(b)}{=} D \left( \Phi_{n,p} \left( U_{(np)} \right) \| U \right) \overset{(c)}{=} -h \left( \Phi_{n,p} \left( X_{(np)} \right) \right) \overset{(d)}{=} -h \left( \Phi_{n,p}(F^{-1}(U_{(np)})) \right) \overset{(e)}{=} -h(U_{(np)}) - \mathbb{E} \log |g'(U_{(np)})|,
\]

where the labeled equalities follow because: (a) \( D(W \| U) = D(f(W) \| f(U)) \) for any invertible function \( f \); (b) \( F_X(X) \overset{d}{=} U \) for any random variable \( X \) with cdf \( F_X \); (c) \( D(X \| U) = -h(X) \) for any random variable \( X \in (0, 1) \); (d) \( \overset{(d)}{=} \), and (e) \( \overset{(e)}{=} \) and the definition of \( g \) in \([10]\), which is bijective.

Now we study the terms on the right-hand side of \((12)\). In particular, we start focusing on the term \( \mathbb{E} \log |g'(U_{(np)})| \). First, notice that since \( \phi_{n,p}(\cdot) \) is the Gaussian pdf having mean and variance given in \([7]\), we have

\[
\phi_{n,p}(F^{-1}(u)) = \exp \left( -\frac{1}{2\sigma_{n,p}} \left( F^{-1}(u) - F^{-1}(p) \right)^2 \right) \sqrt{\frac{1}{2\pi\sigma_{n,p}}},
\]

Therefore, using \((11)\) and the above, we obtain

\[
\mathbb{E} \log |g'(U_{(np)})|.
\]
\[ E \left[ \log \left( \phi_{n,p}(F^{-1}(U_{(np)})) \right) \right] = \frac{1}{2} \log (2\pi V_{n,p}) - \frac{1}{2V_{n,p}} E \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] \]

\[ = -\frac{1}{2} \log (2\pi V_{n,p}) - \frac{1}{2V_{n,p}} E \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] \]

\[ - \mathbb{E} \left[ \log \left( \frac{f(F^{-1}(U_{(np)}))}{f(F^{-1}(U_{(np)}))} \right) \right] \]

\[ + \frac{1}{2} - \frac{1}{2V_{n,p}} \mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right], \] (13)

where the last equality follows by using the expression of \( V_{n,p} \) in (7). Now, combining (12) and (13), we find that

\[ K \]

the parent distribution. In Section III, we will present ancillary

\[ D(X_{(np)}\|G_{n,p}) = K_1 + K_2 + K_3, \] (14a)

where

\[ K_1 = \frac{1}{2} \log \left( \frac{2\pi e(p(1-p))}{n} \right) - h(U_{(np)}), \] (14b)

\[ K_2 = \frac{1}{2V_{n,p}} E \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] - \frac{1}{2}, \] (14c)

\[ K_3 = \mathbb{E} \left[ \log \left( \frac{f(F^{-1}(U_{(np)}))}{f(F^{-1}(p))} \right) \right]. \] (14d)

It is worth noting that \( K_1 \) is independent of the parent distribution, whereas the terms \( K_2 \) and \( K_3 \) both depend on the parent distribution. In Section III, we will present ancillary results that show the following facts: (i) \( K_1 = O(1/n) \) by Lemma 2; (ii) \( K_2 = O(1/\sqrt{n}) \) by Corollary 1 (this requires Assumptions (2) and (3)); and (iii) \( K_3 = O(1/\sqrt{n}) \) by Lemma 3 (this requires Assumptions (1) and (2)). Combining these facts together with (14) and the non-negativity property of the relative entropy, we have that

\[ D(X_{(np)}\|G_{n,p}) = O(1/\sqrt{n}). \]

This concludes the proof of Theorem 1.

We conclude this section by highlighting that a variety of different distributions (e.g., uniform, Gaussian, exponential) satisfy the conditions of Theorem 1. Moreover, it is also interesting to note that the Cauchy distribution satisfies the conditions despite the fact that in this case \( \mathbb{E}[|X|] = \infty \); hence, the CLT for the sample mean does not hold. This can be seen since the Cauchy pdf clearly satisfies the first two conditions and \( \mathbb{E}[|X|^r] < \infty \) for \( 0 < r < 1 \).

III. ANCILLARY RESULTS

In this section we present auxiliary results needed for the proof of Theorem 1; some of which may be of interest on their own.

A. Entropy of Uniform Order Statistics

We provide the exact expression for the differential entropy of \( U_{(k)} \) for \( k \in \{1, \ldots, n\} \), and an asymptotic expression for the entropy of \( U_{(np)} \) for \( p \in (0,1) \) as \( n \to \infty \). The proof of Lemma 2 can be found in Appendix A.

Lemma 2. For any \( k \in \{1,2,\ldots,n\} \),

\[ h(U_{(k)}) = T_{k-1} + T_{n-k} - T_n - H_n, \] (15)

where for \( r \in \mathbb{N} \), with \( \mathbb{N} \) denoting the natural numbers,

\[ H_r = \sum_{k=1}^{r} \frac{1}{k}, \quad \text{and} \quad T_r = \log(r!) - rH_r. \] (16)

Moreover, if \( k = pn \) for \( p \in (0,1) \), then

\[ h(U_{(np)}) = \frac{1}{2} \log \left( \frac{2\pi e(p(1-p))}{n} \right) \]

\[ = \frac{1}{p} + \frac{1-p}{2} - 4 \frac{1}{12n^2} + O \left( \frac{1}{n^3} \right). \] (17)

It is interesting to note that in Lemma 2, the rate of convergence is \( O(1/n^2) \) instead of \( O(1/n) \) for \( p = 1/2 \).

B. Bound on the Estimation Error of the \( p \)-th Quantile

In practice, one might desire to estimate the \( p \)-th quantile \( F^{-1}(p) \) of an unknown cdf \( F \). The order statistic \( X_{(np)} \) based on an i.i.d. sample from the parent cdf \( F \) is a natural estimate for \( F^{-1}(p) \). It is well known that this estimator is consistent as \( n \to \infty \). The next result (see Appendix A for the proof) provides an upper bound on the mean squared error of estimating \( F^{-1}(p) \) with \( X_{(np)} \).

Lemma 3. Fix some \( p \in (0,1) \), and assume a pdf \( f \) such that \( f(F^{-1}(p)) \neq 0 \), and \( f'(F^{-1}(t)) \) is continuous at \( t = p \). Then, for any \( \epsilon \in (\frac{1}{n+1},p) \), we have that

\[ \mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] \]

\[ \leq 4 \sqrt{\mathbb{E} \left[ (X_{(np)})^4 \right] e^{-n(1-p)(\epsilon\pi r)^2}} + \frac{\text{Var}(U_{(np)})}{(f(F^{-1}(p)))^2} \]

\[ + C_{p,\epsilon} O \left( \frac{1}{n^2} \right), \] (18a)

where

\[ C_{p,\epsilon} = \max_{t \in [p - \epsilon, p + \epsilon]} \left| \frac{f'(F^{-1}(t))}{(f(F^{-1}(t)))^2} \right|. \] (18b)

Remark 1. Note that if the parent distribution is the uniform on \( (0,1) \), then \( F^{-1}(x) = x \) for \( x \in (0,1) \) and

\[ \mathbb{E}[(F^{-1}(U_{(np)}) - F^{-1}(p))^2] = \mathbb{E} \left[ (U_{(np)} - p)^2 \right] \]

\[ = \text{Var}(U_{(np)}) + (\mathbb{E}[U_{(np)}] - p)^2 \]

\[ = \text{Var}(U_{(np)}) + \frac{p^2}{(n+1)^2}, \]

where we have used that \( \mathbb{E}[U_{(np)}] = \frac{np}{n+1} \) (see 5) so that \( (\mathbb{E}[U_{(np)}] - p)^2 = (\frac{np}{n+1} - p)^2 \). In other words, there exists a distribution for which the bound in Lemma 2 is asymptotically tight as \( n \to \infty \).
C. New Bound on the Moments of Order Statistics

In order to control the error in Lemma 3, we need to control the fourth moment of the order statistics. Ideally, we would like to control this in terms of the properties of the parent distribution (e.g., moments). The next result, the proof of which is in Appendix D, establishes a rather general bound on the moments of the order statistics in terms of properties of the parent distribution.

Lemma 4. Let $X_1, X_2, \ldots, X_n$ be an i.i.d. random sample. For any $q, r > 0$ and $k \in \{1, 2, \ldots, n\}$, we have that

$$\mathbb{E}[|X_{(k)}|^r] \leq C_{n,k,q,r} (\mathbb{E}[|X|^r])^{\frac{k}{r}},$$

where

$$C_{n,k,q,r} = \begin{cases} \frac{\Gamma(n+1)\Gamma(k-\frac{r}{2})\Gamma(n-k+\frac{r}{2}+1)}{\Gamma(n-k+1)\Gamma(k)\Gamma(n-k+1)} & \text{if } k > \frac{r}{2}, \ n-k > \frac{r}{2}-1, \\
\infty & \text{otherwise.} \end{cases}$$

In addition,

$$\lim_{n \to \infty} C_{n,p,n,q,r} = (p-1)(p) \frac{\hat{p}}{r}. \quad (19)$$

Notice that Lemma 4 shows that all of the moments of the order statistics exist, provided that a single moment of the parent distribution, for any order $r > 0$, exists.

We now conclude this subsection with the following corollary, which is an immediate consequence of Lemma 3 and Lemma 4 and is used in the proof of Theorem 1 to show that $K_2 = O(1/\sqrt{n})$.

Corollary 5. Fix some $p \in (0, 1)$. Suppose that $f(F^{-1}(p)) \neq 0$, $f'(F^{-1}(t))$ is continuous at $t = p$, and $\mathbb{E}[|X|^r] < \infty$ for some $r > 0$. Then, for $V_{n,p}$ defined in (7),

$$\frac{1}{2V_{n,p}} \mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] - \frac{1}{2} = O \left( \frac{1}{\sqrt{n}} \right).$$

Proof: We have that

$$\frac{1}{2V_{n,p}} \mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] - \frac{1}{2} \leq \frac{\text{Var}(U_{(np)})}{2V_{n,p} (f(F^{-1}(p)))^2} - \frac{1}{2} + O \left( \frac{1}{\sqrt{n}} \right)$$

$$\leq \frac{n^2 (n+1-np)}{2(1-p)(n+1)(n+2)^2} - \frac{1}{2} + O \left( \frac{1}{\sqrt{n}} \right)$$

$$\leq \frac{n+1-np}{2(1-p)n} - \frac{1}{2} + O \left( \frac{1}{\sqrt{n}} \right)$$

$$= \frac{1}{2(1-p)n} + O \left( \frac{1}{\sqrt{n}} \right),$$

where (a) follows by using Lemma 3 and Lemma 4 since

$$2\sqrt{C_{n,p,n,q,r}} V_{n,p} (\mathbb{E}[|X|^r])^{\frac{k}{r}} e^{-n+2} \left(1 - \frac{1}{n^r} \right)^2 + \frac{C_{p,x}}{2V_{n,p}} O \left( \frac{1}{n^2} \right)$$

is $O(1/\sqrt{n})$ and (b) follows from (5) and (7).

D. Bound on $K_3$ in (14)

We now conclude this section with the following lemma, the proof of which is given in Appendix E. In particular, Lemma 6 demonstrates that $K_3 = O(1/\sqrt{n})$.

Lemma 6. Fix some $p \in (0, 1)$. Choose some $q, r \in [1, \infty]$ such that $\frac{1}{q} + \frac{1}{r} = 1$ and $\epsilon > 0$ such that

$$p > \epsilon > \max \left\{ \frac{p}{n+1}, \frac{|q-2|p-q+1}{q(n-1)+2} \right\}.$$  

Then,

$$\mathbb{E} \left[ \log \left( \frac{f(F^{-1}(U_{(np)}))}{f(F^{-1}(p))} \right) \right]$$

$$\leq 2|\log(f(F^{-1}(p)))| |e^{-2(n+2)}(\epsilon^{\frac{1}{2}})^2 + C_{p,x}^2 O \left( \frac{1}{\sqrt{n}} \right)$$

$$+ 2C_q (\|f\|_r + 1) \pi^{-\frac{1}{2}} q^{-\frac{1}{2} - 1} q^{-\frac{1}{r}}$$

$$\leq C_{p,x}^2 \max_{p-e^\epsilon \leq u \leq p+e^\epsilon} \left| \frac{f'(F^{-1}(u))}{f(F^{-1}(u))} \right|.$$  

IV. Discussion and Conclusion

In this paper, we have derived an entropic version of the CLT for the order statistics that ensures a stronger mode of convergence (in terms of relative entropy) than the convergence in distribution provided by the classical CLT for continuous central order statistics.

The three sufficient conditions in Theorem 1 are fairly mild and we discuss them now in more detail. We suspect that condition 3) (or a variation of it) in Theorem 1 might be needed for convergence. To support this claim, consider the following density

$$f_1(x) = \frac{2}{x \log^4(x)}, \quad x \in (e, \infty), \quad (20)$$

which is a canonical example of a pdf such that $\mathbb{E}[|X|^r] = \infty$ for all $r > 0$ (i.e., $f_1$ does not satisfy the third condition in Theorem 1). In Appendix H we indeed show that for this density $K_2 = O(1)$; hence, $D(X_{np})/|G_{np}| = \infty$.

Unlike condition 3), condition 1) in Theorem 1 might not be needed, as we argue next. Consider the following density

$$f_2(x) = \frac{1}{x \log^3(x)}, \quad x \in (0, e^{-1}), \quad (21)$$

which is a canonical example of a pdf such that $\|f_2\|_m = \infty$ for all $m > 1$ (i.e., $f_2$ does not satisfy the first condition in Theorem 1). Although this density does not satisfy the first condition in Theorem 1 in Appendix H we show that

$$D(X_{np})/|G_{np}| = \Theta \left( \frac{1}{n} \right),$$

that is, the claim of Theorem 1 still holds. This example shows that, even if quite mild, condition 1) in Theorem 1 might not be needed for convergence. Therefore, an interesting research direction would consist of further relaxing this condition.
APPENDIX A

PROOF OF LEMMA 2

We first recall that by (15), the random variable $U(k)$ is distributed as Beta($k, n+1-k$); hence, it has pdf

$$f_{U(k)}(x) = c_k x^{k-1}(1-x)^{n-k}, \text{ for } x \in [0, 1],$$

where $c_k = \frac{n!}{(k-1)!(n-k)!}$. Then, using the definition of differential entropy in (1), we obtain

$$h(U(k)) = \mathbb{E} \left[ \log \left( c_k U^{k-1}(1-U)^{n-k} \right) \right]$$

$$= \log(c_k) + (k-1)\mathbb{E}[\log(U_k)] + (n-k)\mathbb{E}[\log(1-U_k)].$$

(23)

Now, consider the two expectations on the right side of (23), namely $\mathbb{E}[\log(U(k))]$ and $\mathbb{E}[\log(1-U(k))]$. Notice that $U(k) \sim \text{Beta}(k, n+1-k)$, we also have $1-U(k) \sim \text{Beta}(n+1-k, k)$. Therefore, (see, e.g., (35)),

$$\mathbb{E}[\log(U(k))] = \psi(k) - \psi(n+1),$$

$$\mathbb{E}[\log(1-U(k))] = \psi(n+1-k) - \psi(n+1),$$

where $\psi(\cdot)$ is the digamma function. Next, we leverage the relationship between the digamma function and the harmonic number, $H_r$ defined in (16), namely $\psi(k) = H_{k-1} - \gamma$, where $\gamma$ is the Euler-Mascheroni constant. Putting this all together in (23), we have that

$$h(U(k)) = \log(c_k) + (k-1)(\psi(k) - \psi(n+1)) + (n-k)(\psi(n+1-k) - \psi(n+1))$$

$$= \log(c_k) + (k-1)(H_{k-1} - H_n) + (n-k)(H_{n-k} - H_n)$$

Finally, using the fact that $c_k = \frac{n!}{(k-1)!(n-k)!}$, and the definition of $T_j = \log(j!) - jH_j$ in (16), we have that

$$h(U(k)) = \log(n!) - \log((k-1)!) - \log((n-k)!)$$

$$+ (k-1)H_{k-1} + (n-k)H_{n-k} - (n+1)H_n$$

$$= T_n - T_{k-1} - T_{n-k} + H_n,$$

(24)

This shows (15). To show (17), let $k < n$ and we approximate the expression in (24) by leveraging the following expressions for the series expansion of the harmonic number and the log factorial (37),

$$H_k = \log(k) + \gamma + \frac{1}{2k} - \frac{1}{12k^2} + \frac{1}{120k^4} - O \left( \frac{1}{k^6} \right),$$

$$\log(k!) = k \log(k) - k + \frac{1}{2} \log(2\pi k) + \frac{1}{12k} - \frac{1}{360k^3} + O \left( \frac{1}{k^5} \right).$$

(25)

Combining (25) and (26), we arrive at

$$T_k = \frac{1}{2} \log \left( \frac{2\pi k}{e} \right) - (1+\gamma)k + \frac{1}{6k} - \frac{1}{90k^3} + O \left( \frac{1}{k^5} \right).$$

(27)

Now, using the expression of $T_k$ in (27) inside (24), and collecting similar terms we find

$$h(U(k)) = T_{k-1} + T_{n-k} - T_n - H_n$$

$$= \frac{1}{2} \log \left( \frac{2\pi(k-1)(n-k)}{n^3} \right) + \frac{1}{6} \left( \frac{1}{k-1} + \frac{1}{n-k} - \frac{4}{n} \right)$$

$$- \frac{1}{90} \left( \frac{1}{(k-1)^3} + \frac{1}{(n-k)^3} - \frac{1}{n^3} \right) + \frac{1}{12n^2} \left( 1 - \frac{10n^2}{40} \right)$$

$$+ O \left( \frac{1}{1-k} \right) + O \left( \frac{1}{n-k} \right) - O \left( \frac{1}{n^3} \right) + O \left( \frac{1}{n^5} \right).$$

Now, letting $k = np$ and keeping only the dominant terms in the expression above, we arrive at

$$h(U(np)) = \frac{1}{2} \log \left( \frac{2\pi(p-\frac{1}{2})(1-p)}{n} \right) + \frac{1}{12n^2}$$

$$+ \frac{1}{6n} \left( \frac{1}{p} + \frac{1}{1-p} - 4 \right) + O \left( \frac{1}{n^3} \right).$$

This concludes the proof of (17) and also of Lemma 2.

APPENDIX B

PROOF OF LEMMA 3

Recall that by assumption, $\frac{p}{n+1} < \epsilon < p$. Now, define the event

$$A = \{ p - \epsilon \leq U(np) \leq p + \epsilon \},$$

and let $1_A$ be the indicator function of the event $A$ and $1_{\overline{A}}$ be the indicator function of the complementary event. Now, using the law of total expectation we can write

$$\mathbb{E} \left[ \left( F^{-1}(U(np)) - F^{-1}(p) \right)^2 \right]$$

$$= \mathbb{E} \left[ \left( F^{-1}(U(np)) - F^{-1}(p) \right)^2 1_A \right]$$

$$+ \mathbb{E} \left[ \left( F^{-1}(U(np)) - F^{-1}(p) \right)^2 1_{\overline{A}} \right].$$

(29)

We will now analyze the two expectations on the right side of (29) separately.

**First expectation in (29).** We obtain

$$\mathbb{E} \left[ \left( F^{-1}(U(np)) - F^{-1}(p) \right)^2 1_A \right]$$

$$\leq 2 \mathbb{E} \left[ \left( F^{-1}(U(np)) \right)^2 \right] 1_A$$

$$+ 2 \mathbb{E} \left[ \left( F^{-1}(p) \right)^2 \right] 1_{\overline{A}}$$

$$\leq 2 \sqrt{\mathbb{E} \left[ \left( X(np) \right)^4 \right]} \mathbb{P}(A) + 2 \left( F^{-1}(p) \right)^2 \mathbb{P}(A^c)$$

$$\leq 2 \sqrt{\mathbb{E} \left[ \left( X(np) \right)^4 \right]} \left( F^{-1}(p) \right)^2 \sqrt{\mathbb{P}(A)}$$

$$\leq 4 \left( \sqrt{\mathbb{E} \left[ \left( X(np) \right)^4 \right]} + \left( F^{-1}(p) \right)^2 \right) e^{-(n+2)(\epsilon - \frac{p}{n+1})^2},$$

(30)

where the labeled inequalities follow from: (a) the fact that $(n-b)^2 \leq 2(a^2 + b^2)$; (b) the Cauchy-Schwarz inequality and the fact $X(np) \leq F^{-1}(U(np))$; (c) the fact that $x \leq \sqrt{x}$ for $x \in (0, 1)$; and (d) Lemma 7 below, which is proved in Appendix C.

**Lemma 7.** Let $A = \{ p - \epsilon \leq U(np) \leq p + \epsilon \}$ for $p \in (0, 1)$ and $\frac{p}{n+1} < \epsilon < p$. Then,

$$\mathbb{P}(A^c) \leq 2 \exp \left( -2(n+2) \left( \epsilon - \frac{p}{n+1} \right)^2 \right).$$

(31)
Second expectation in (29). From the definition of $A$ in (28), we know that $U_{(np)} \in [p - \epsilon, p + \epsilon]$; hence, using the Taylor remainder theorem, for any $t \in [p - \epsilon, p + \epsilon]$, where $\tilde{u}$ is some value between $p$ and $t$, we have

$$F^{-1}(t) = F^{-1}(p) + \frac{d}{du}F^{-1}(u)|_{u=p}(t-p)$$

$$+ \frac{d^2}{du^2} F^{-1}(u)|_{u=\tilde{u}} \frac{(t-p)^2}{2}$$

$$= F^{-1}(p) + g^{(1)}(p)(t-p) + \frac{1}{2} g^{(2)}(\tilde{u})(t-p)^2, \tag{31}$$

where in the last equality we let $g^{(1)}(p) := \frac{d}{du} F^{-1}(u)|_{u=p}$ and $g^{(2)}(\tilde{u}) := \frac{d^2}{du^2} F^{-1}(u)|_{u=\tilde{u}}$.

We next provide an upper bound for $g^{(2)}(\tilde{u})$. Define,

$$C_{p,\epsilon} = \max_{t \in [p-\epsilon, p+\epsilon]} |g^{(2)}(t)| < \infty, \tag{32}$$

where the last inequality follows since

$$g^{(2)}(t) = \frac{d^2}{du^2} F^{-1}(u)|_{u=t} = \frac{d}{du} \left( \frac{1}{f(F^{-1}(u))} \right)|_{u=t} = \frac{f'(F^{-1}(t))}{(f(F^{-1}(t)))^3}. \tag{33}$$

Therefore, for sufficiently small $\epsilon > 0$, we have that $C_{p,\epsilon} < \infty$ if $f(F^{-1}(p)) \neq 0$, and $f'(F^{-1}(t))$ is continuous at $t = p$; these two conditions are guaranteed by the assumptions of Lemma 3. Thus, plugging this into (31),

$$\left( F^{-1}(t) - F^{-1}(p) \right)^2 \leq \left( g^{(1)}(p) \right)^2 (t-p)^2 + \frac{C_{p,\epsilon}^2}{4} (t-p)^4$$

$$+ C_{p,\epsilon} \left| g^{(1)}(p) (t-p)^3 \right|. \tag{34}$$

Now using (33),

$$\begin{align*}
\mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] & \leq \left( g^{(1)}(p) \right)^2 \mathbb{E} \left[ (U_{(np)} - p)^2 \right] + \frac{C_{p,\epsilon}^2}{4} \mathbb{E} \left[ (U_{(np)} - p)^4 \right] \\
& \leq C_{p,\epsilon} \left| g^{(1)}(p) \mathbb{E} \left[ (U_{(np)} - p)^2 \right] \right|. \tag{35}
\end{align*}$$

Next, we individually upper bound each term on the right side of (34).

First term in (34). We have

$$\begin{align*}
\mathbb{E} \left[ (U_{(np)} - p)^2 \right] & \leq \mathbb{E} \left[ (U_{(np)} - p)^2 \right] \\
& = \text{Var}(U_{(np)}) + \frac{p^2}{(n+1)^2}, \tag{36}
\end{align*}$$

where the equality follows since

$$\begin{align*}
\mathbb{E}[(U_{(np)} - p)^2] &= \mathbb{E}[(U_{(np)} - \mathbb{E}[U_{(np)}] + \mathbb{E}[U_{(np)}] - p)^2] \\
& = \text{Var}(U_{(np)}) + \left( \mathbb{E}[U_{(np)}] - p \right)^2,
\end{align*}$$

where $\mathbb{E}[U_{(np)}] = \frac{np}{n+1}$, so $\mathbb{E}[U_{(np)} - p]^2 = \left( \frac{p}{n+1} \right)^2$.

From (34), the first term on the right side of (34) can be upper bounded as

$$\left( g^{(1)}(p) \right)^2 \mathbb{E} \left[ (U_{(np)} - p)^2 \right] \leq \left( g^{(1)}(p) \right)^2 \left( \text{Var}(U_{(np)}) + \frac{p^2}{(n+1)^2} \right). \tag{37}$$

Second term in (34). We obtain

$$\begin{align*}
\mathbb{E} \left[ (U_{(np)} - p)^4 \right] & \leq \mathbb{E} \left[ (U_{(np)} - \frac{np}{n+1} + \frac{np}{n+1} - p)^4 \right] \\
& \leq 2C^2_{p,\epsilon} \left( \frac{p^2}{(n+1)^2} + \mathbb{E} \left[ (U_{(np)} - \frac{np}{n+1} - p)^4 \right] \right) \\
& \leq 2C^2_{p,\epsilon} \left( \frac{p^2}{(n+1)^2} + \mathbb{E} \left[ (U_{(np)} - \frac{np}{n+1} - p)^4 \right] \right). \tag{38}
\end{align*}$$

where the labeled inequalities follow from: (a) the fact that $(a+b)^4 \leq 8(a^4+b^4)$, and (b) the fact that if $W \sim \text{Beta}(\alpha, \beta)$, then (see, for example [38])

$$\mathbb{E}[(W - \mathbb{E}[W])^4] = \frac{3(\alpha^2\beta^2 + 2\alpha^2\beta + \alpha\beta^3 - 2\alpha\beta^2 + 2\beta^3)}{\alpha^3(\alpha + \beta + 1)(\alpha + \beta + 2)(\alpha + \beta + 3)}; \tag{39}$$

and, in particular, for $U_{(np)} \sim \text{Beta}(np, n+1-np)$, by setting $\alpha = np$ and $\beta = n - np + 1$ in (38)

$$\mathbb{E} \left[ (U_{(np)} - \frac{np}{n+1} - p)^4 \right] = \Theta \left( \frac{1}{n^2} \right). \tag{40}$$

Third term in (34). This term can be upper bounded using Jensen’s inequality (as $\mathbb{E}[\| Y \|^3] = \mathbb{E}[(\| Y \|^4)^{3/4}] \leq (\mathbb{E}[\| Y \|^4])^{3/4}$ and the same steps as we used to get the bound in (37). Indeed,

$$\begin{align*}
\mathbb{E} \left[ g^{(1)}(p) (U_{(np)} - p)^3 \right] & \leq C_{p,\epsilon} \left| g^{(1)}(p) \right| \mathbb{E} \left[ (U_{(np)} - p)^3 \right] \\
& \leq C_{p,\epsilon} \left| g^{(1)}(p) \right| \mathbb{E} \left[ (U_{(np)} - p)^3 \right] \tag{41}
\end{align*}$$

Collecting (34) together with the bounds in (36), (37), and (39).

$$\mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] \leq \left( g^{(1)}(p) \right)^2 \text{Var}(U_{(np)}) + C_{p,\epsilon} \left( \frac{1}{n^2} \right). \tag{42}$$

Therefore, plugging (30) and (40) in (29),

$$\begin{align*}
\mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] & \leq \left( g^{(1)}(p) \right)^2 \text{Var}(U_{(np)}) + C_{p,\epsilon} \left( \frac{1}{n^2} \right) \\
& \leq \left( g^{(1)}(p) \right)^2 \left( \text{Var}(U_{(np)}) + \frac{p^2}{(n+1)^2} \right).
\end{align*}$$
where in the last equality we have used the fact that \( g^{(1)}(p) = \frac{1}{f(F^{-1}(p))} \). This concludes the proof of Lemma 5.

### APPENDIX C

#### PROOF OF LEMMA 7

Using the definition of \( A \) in (28),

\[
\mathbb{P}(A^c) = \mathbb{P}[U_{(np)} \leq p - \epsilon] + \mathbb{P}[U_{(np)} \geq p + \epsilon] = \mathbb{P}[U_{(n(1-p)+1)} \geq 1-p+\epsilon] + \mathbb{P}[U_{(np)} \geq p+\epsilon],
\]

where in the last equality we have used the fact that \( U_{(np)} \equiv 1 - U_{(n(1-p)+1)} \) where \( U_{(n(1-p)+1)} \sim \text{Beta}(n+1-np, np) \) since \( U_{(np)} \sim \text{Beta}(np, n+1-np) \).

To upper bound \( \mathbb{P}(A^c) \) in (41), we leverage the fact that Beta-distributed random variables \( U_{(np)} \) and \( U_{(n(1-p)+1)} \) are \( \sigma_0 \)-sub-Gaussian with \( \sigma_0 < \frac{1}{4(n+1)} \) (see [39] Thm. 1). Recall (see, for example, [40]), that a random variable \( X \) is sub-Gaussian with parameter \( \sigma_0 \) if for every \( \lambda \in \mathbb{R} \),

\[
\mathbb{E}[e^{\lambda(X-\mathbb{E}[X])}] \leq e^{\lambda^2 \sigma_0/2}.
\]

Moreover, if \( X \) is \( \sigma_0 \)-sub-Gaussian, then for all \( t \geq 0 \),

\[
\mathbb{P}(X - \mathbb{E}[X] \geq t) \leq e^{-\frac{t^2}{2\sigma_0}.
\]

Now, let us consider the first term on the right side of (41).

Using that \( \mathbb{E}[U_{(n(1-p)+1)}] = \frac{n+1-np}{n+1} \),

\[
\mathbb{P}[U_{(n(1-p)+1)} \geq 1 - p + \epsilon] = \mathbb{P}
\left[
U_{(n(1-p)+1)} - \mathbb{E}[U_{(n(1-p)+1)}] \geq 1 - p + \epsilon - \frac{p}{n+1}
\right]
\]

\[
\leq \exp\left(-\frac{1}{2\sigma_0} \left( \epsilon - \frac{p}{n+1} \right)^2 \right)
\]

\[
\leq \exp\left(-2(n+2) \left( \epsilon - \frac{p}{n+1} \right)^2 \right),
\]

where (a) follows from the bound in (43), and (b) is due to the fact that \( \sigma_0 < \frac{1}{4(n+1)} \).

Similarly, for the second term on the right side of (41), using that \( \mathbb{E}[U_{(np)}] = \frac{np}{n+1} \), we obtain

\[
\mathbb{P}[U_{(np)} \geq p + \epsilon] = \mathbb{P}
\left[
U_{(np)} - \mathbb{E}[U_{(np)}] \geq \frac{p}{n+1} + \epsilon
\right]
\]

\[
\leq \exp\left(-2(n+2) \left( \frac{p}{n+1} + \epsilon \right)^2 \right)
\]

\[
\leq \exp\left(-2(n+2) \epsilon^2 \right),
\]

where, again, (a) follows from the bound in (43), and the fact that \( \sigma_0 < \frac{1}{4(n+2)} \).

Now, by summing (44) and (45), we wind that \( \mathbb{P}(A^c) \) in (41) can be upper bounded as

\[
\mathbb{P}(A^c) \leq \exp\left(-2(n+2) \left( \epsilon - \frac{p}{n+1} \right)^2 \right) + \exp\left(-2(n+2) \epsilon^2 \right)
\]

\[
\leq 2 \exp\left(-2(n+2) \left( \epsilon - \frac{p}{n+1} \right)^2 \right),
\]

concluding the proof of Lemma 7.

### APPENDIX D

#### PROOF OF LEMMA 4

Recall from (41) that \( X_{(k)} \equiv F^{-1}(U_{(k)}) \), where \( U_{(k)} \) is the order statistic of a sample of uniform random variables. Thus,

\[
\mathbb{E}[|X_{(k)}|^q] = \mathbb{E}[|F^{-1}(U_{(k)})|^q] \leq (\mathbb{E}[|X'|^q])^{\frac{q}{2}} \mathbb{E}\left[\frac{1}{\min(U_{(k)}, 1-U_{(k)})^q}\right], \tag{46}
\]

where the inequality follows from Lemma 8 given below and proved in Appendix E.

#### Lemma 8

Let \( F \) be the cdf of the random variable \( X \). Then, for any \( r > 0 \),

\[
|F^{-1}(u)| \leq \sqrt{\frac{\mathbb{E}[|X'|^r]}{\min(u, 1-u)^r}}, \quad u \in (0, 1).
\]

Next, we upper bound the right side of (46) using the following:

\[
\mathbb{E}\left[\left(\frac{1}{\min(U_{(k)}, 1-U_{(k)})^q}\right)^{\frac{q}{2}}\right] \leq \mathbb{E}\left[\left(\frac{1}{U_{(k)}(1-U_{(k)})}\right)^{\frac{q}{2}}\right] \leq C_{n,k,q,r}. \tag{48}
\]

In the above, the inequalities follow from the facts that (a) \( \min(a, b) \geq \frac{ab}{a+b} \) and (b) \( U_{(k)} \sim \text{Beta}(k, n+1-k) \); hence,

\[
\mathbb{E}\left[\left(\frac{1}{U_{(k)}(1-U_{(k)})}\right)^{\frac{q}{2}}\right] = \frac{\Gamma(n+1)}{\Gamma(k)\Gamma(n+1-k)} \int_0^1 t^{k-1} (1-t)^{n-k-\frac{q}{2}} \text{dt} = \frac{\Gamma(k+\frac{q}{2})\Gamma(n-k+\frac{q}{2}+1)}{\Gamma(n+\frac{q}{2}+1)} \begin{cases} k > \frac{q}{r} & \text{and} \ n+1-k > \frac{q}{r} \\ \infty & \text{else} \end{cases} = C_{n,k,q,r}.
\]

Plugging (48) into (46), we have shown

\[
\mathbb{E}[|X_{(k)}|^q] \leq C_{n,k,q,r} \left(\mathbb{E}[|X'|]^r\right)^{\frac{q}{2}},
\]

as desired.

Finally, we notice that if \( q \) and \( r \) are fixed with \( k = np \) for fixed \( p \), then as \( n \to \infty \), we have \( k = np > \frac{q}{r} \) and
\[ n + 1 - k = n(1 - p) + 1 > \frac{2}{\beta}, \text{ eventually}. \] Then, by [57 eq. 6.1.46], for \( a, b \in \mathbb{R} \),
\[
\lim_{x \to \infty} \frac{\Gamma(x + a)}{\Gamma(x + b) x^{b-a}} = 1,
\]
which leads to the conclusion that
\[
\lim_{n \to \infty} C_{n,pn,q,r}
= \lim_{n \to \infty} \frac{\Gamma(n + 1)}{\Gamma(n - \frac{2}{\beta} + 1)} \frac{(pn - \frac{2}{\beta})}{\Gamma(pn)} \frac{\Gamma(n(1-p) - \frac{2}{\beta} + 1)}{\Gamma(n(1-p) + 1)}
= \lim_{n \to \infty} n^{-\frac{2}{\beta}} (pn - \frac{2}{\beta}) \Gamma(n(1-p) - \frac{2}{\beta} + 1) \Gamma(n(1-p) + 1)
= (p(1-p))^{\frac{2}{\beta}}.
\]
This concludes the proof of Lemma 4.

APPENDIX E
PROOF OF LEMMA 8
First, recall that for a uniform random variable over \([0, 1]\), denoted as \( U \), we have \( X \overset{d}{=} F^{-1}(U) \). Therefore,
\[
\mathbb{E}[|X|] = \mathbb{E}[|F^{-1}(U)|] = \int_0^1 |F^{-1}(t)|^r \, dt.
\]
First, assume that \( 0 \leq F(0) \leq u \leq 1 \). Then,
\[
\int_0^1 |F^{-1}(t)|^r \, dt \geq \int_u^1 |F^{-1}(t)|^r \, dt \geq (1 - u)|F^{-1}(u)|^r, \tag{49}
\]
where in the last inequality we have used that \( F^{-1}(t) \) is positive for \( t \geq u \geq F(0) \), implying \( |F^{-1}(u)|^r \leq |F^{-1}(t)|^r \) for \( t \in [u, 1] \), and that \( F^{-1}(x) \) is non-decreasing in \( x \); hence, \( F^{-1}(u) \leq F^{-1}(t) \) for \( t \in [u, 1] \).

Now assume, on the other hand, \( 0 \leq u \leq F(0) \leq 1 \). Then,
\[
\int_0^1 |F^{-1}(t)|^r \, dt \geq \int_0^u |F^{-1}(t)|^r \, dt \geq u|F^{-1}(u)|^r. \tag{50}
\]
In the last inequality, we have used that \( F^{-1}(t) \) is negative for \( t \leq u \leq F(0) \), implying \( |F^{-1}(u)|^r \leq |F^{-1}(t)|^r \) and that \( F^{-1}(x) \) is non-decreasing in \( x \); hence, \( F^{-1}(t) \leq F^{-1}(u) \) for \( t \in [0, u] \). Thus, \( |F^{-1}(u)|^r \leq |F^{-1}(t)|^r \).

The bounds in (49) and (50) imply that
\[
|F^{-1}(u)| \leq \left( \frac{\mathbb{E}[|X|^r]}{u} \right)^{\frac{1}{r}}, \quad \text{for } u \in [0, F(0)],
\]
\[
|F^{-1}(u)| \leq \left( \frac{\mathbb{E}[|X|^r]}{1 - u} \right)^{\frac{1}{r}}, \quad \text{for } u \in [F(0), 1].
\]
Taking the largest of the two bounds concludes the proof of Lemma 8.

APPENDIX F
PROOF OF LEMMA 9
Choose some \( q \in [1, \infty] \) and define an event \( A \subset \{ p - \epsilon \leq U_{(np)} \leq p + \epsilon \} \), where we assume that
\[
p > \epsilon > \max \left\{ \frac{p}{n + 1}, \frac{\lfloor (q-2)p - q + 1 \rfloor}{q(n-1)+2} \right\}.
\]
Next, notice that we can write
\[
\mathbb{E}[\log(f(F^{-1}(U_{(np)})))] = \mathbb{E}[\log(f(F^{-1}(U_{(np)})))) 1_A]
+ \mathbb{E}[\log(f(F^{-1}(U_{(np)})))) 1_{A^c}]. \tag{51}
\]
We now analyze each expectation on the right side of (51) separately.

First expectation in (51). Using Taylor’s remainder theorem we have that
\[
\log(f(F^{-1}(u))) = \log(f(F^{-1}(p))) + \frac{f'(F^{-1}(\tilde{u}))}{f(F^{-1}(\tilde{u}))^2}(u - p),
\]
where \( \tilde{u} \) is some number between \( p \) and \( u \). Therefore, using the definition
\[
C^{(2)}_\epsilon = \max_{|u - p| \leq \epsilon} \left| \frac{f'(F^{-1}(u))}{f(F^{-1}(u))^2} \right|,
\]
we find that
\[
\mathbb{E}[\log(f(F^{-1}(U_{(np)})))) 1_A]
\leq \log(f(F^{-1}(p))) \mathbb{P}[A] + C^{(2)}_\epsilon \mathbb{E}[|U_{(np)} - p| 1_A]. \tag{52}
\]
Next, we notice that
\[
\mathbb{E}[|U_{(np)} - p| 1_A \leq \sqrt{\mathbb{E}[|U_{(np)} - p|^2]} \overset{(a)}{=} O(1/\sqrt{n}), \tag{53}
\]
where in the above, (a) follows using Cauchy-Schwarz inequality and the fact that \( \mathbb{P}[A] \leq 1 \) and (b) using Remark 11. Combining (52) and (53) we have the bound
\[
\mathbb{E}[\log(f(F^{-1}(U_{(np)})))) 1_A]
\leq \log(f(F^{-1}(p))) \mathbb{P}[A] + C^{(2)}_\epsilon O \left( \frac{1}{\sqrt{n}} \right). \tag{54}
\]
Second expectation in (51). First recall that \( U_{(np)} \sim \text{Beta}(np, n+1-np) \) and let \( f_{\alpha,\beta} \) denote the beta distribution with parameters \( \alpha := np \) and \( \beta := n+1-np \). Then, using the bound \( \log(x) \leq x \), we have
\[
\mathbb{E}[\log(f(F^{-1}(U_{(np)})))) 1_{A^c}]
\leq \mathbb{E}[f(F^{-1}(U_{(np)})) 1_{A^c}]
\leq \int_0^1 1_{A^c} f_{\alpha,\beta}(u)f(F^{-1}(u)) \, du. \tag{55}
\]
Next, by Hölder’s inequality, for any \( q, r \in [1, \infty] \) such that \( \frac{1}{q} + \frac{1}{r} = 1 \), we find
\[
\int_0^1 1_{A^c} f_{\alpha,\beta}(u)f(F^{-1}(u)) \, du
\leq \left( \int_0^1 1_{A^c} f_{\alpha,\beta}^q(u) \, du \right)^{\frac{1}{q}} \left( \int_0^1 (f(F^{-1}(u)))^r \, du \right)^{\frac{1}{r}}. \tag{56}
\]
Next we simplify the two terms on the right side of (56). First notice that \( f_{\alpha,\beta}^q(u) = \frac{\Gamma(i)\Gamma(j)\Gamma(i+j)}{\Gamma(i+j)^2} \) where
\[
\alpha^* = q(\alpha - 1) + 1, \quad \beta^* = q(\beta - 1) + 1, \tag{57}
\]
and
\[
c_{i,j} = \frac{\Gamma(i)\Gamma(j)}{\Gamma(i+j)}, \quad i \in \{\alpha, \alpha^*\}, \quad j \in \{\beta, \beta^*\}.
\]
It follows that,
\[
\left( \int_0^1 1_{A^c} f_{\alpha,\beta}^q(u) \, du \right)^{\frac{1}{q}} = \frac{c_{\alpha,\beta}}{c_{\alpha^*,\beta^*}} \left( \int_0^1 1_{A^c} f_{\alpha^*,\beta^*}(u) \, du \right)^{\frac{1}{r}}.
\]
where in the final equality \( U_{\alpha^*, \beta^*} \) denotes a beta random variable with parameters \( \alpha^* \) and \( \beta^* \). For the second term on the right side of (56), we use a change of variables with \( x = F^{-1}(u) \) with \( dx = (f(F^{-1}(u)))^{-1}du \) to get
\[
\left( \int_0^1 (f(F^{-1}(u)))^r du \right) = \left( \int_{-\infty}^\infty (f(x))^{r+1} dx \right) = (\|f\|_r+1)^{r+1}.
\] (59)
Therefore, putting together (55) – (59), we have shown
\[
\mathbb{E} \left[ \log(f(F^{-1}(U_{(np)}))) \right] \leq \frac{c_{\alpha^*, \beta^*}}{c_{\alpha, \beta}} \left( \|f\|_{r+1} \right)^{\frac{r+1}{2}}. \tag{60}
\]
We now focus on further upper bounding the right-hand side of (60). Towards this end, we start by noting that the definitions in (57) and the fact that \( \alpha := np \) and \( \beta := n+1-np \), we find \( \alpha^* + \beta^* = q(\alpha + \beta - 2) + 2 = q(n-1) + 2 \), therefore
\[
\frac{\alpha^*}{\alpha^* + \beta^*} = \frac{q(\alpha + \beta - 2) + 2}{q(n-1) + 2}, \quad \frac{\beta^*}{\alpha^* + \beta^*} = \frac{q(n-1) + 1}{q(n-1) + 2}.
\]
Moreover, in Appendix G it is shown that
\[
\frac{c_{\alpha^*, \beta^*}}{c_{\alpha, \beta}} \leq C_q n^{\frac{1}{2}} \tag{61}
\]
where the universal constant \( C_q := e^{1+\frac{1}{2}} (\sqrt{2\pi})^{-\frac{1}{2}} q^{-\frac{1}{2}} \).

Finally, we note that from properties of the beta distribution, namely that \( U_{\alpha^*, \beta^*} \equiv 1 - U_{\beta^*, \alpha^*} \), we find
\[
\mathbb{P}(U_{\alpha^*, \beta^*} \in \mathcal{A}^c) = \mathbb{P} [ U_{\alpha^*, \beta^*} \leq p - \epsilon ] + \mathbb{P} [ U_{\alpha^*, \beta^*} \geq p + \epsilon ] = \mathbb{P} [ U_{\beta^*, \alpha^*} \geq 1 - p + \epsilon ] + \mathbb{P} [ U_{\alpha^*, \beta^*} \geq p + \epsilon ]. \tag{62}
\]
Now focus on the first term on the right side of (62), we have
\[
\mathbb{P} [ U_{\beta^*, \alpha^*} \geq 1 - p + \epsilon ] \leq \mathbb{P} \left[ U_{\beta^*, \alpha^*} - \frac{\beta^*}{\alpha^* + \beta^*} \geq 1 - p + \epsilon - \frac{\beta^*}{\alpha^* + \beta^*} \right] \tag{63a}
\]
\[
\leq e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2} \tag{63b}
\]
where the labeled steps follow from: (a) noting that \( 1 - p + \epsilon - \frac{\beta^*}{\alpha^* + \beta^*} = \epsilon + \frac{(q-2)p - q + 1}{q(n-1) + 2} \geq \epsilon - \frac{|(q-2)p - q + 1|}{q(n-1) + 2} \). and (b) applying (43) since \( U_{\beta^*, \alpha^*} \) is \( \sigma_0 \)-sub-Gaussian random variables with \( \sigma_0 < \frac{1}{4(\alpha^* + \beta^* + 1)} = \frac{1}{4(q(n-1) + \beta)} \) Thm. 1.

Similarly, since
\[
p + \epsilon - \frac{\alpha^*}{\alpha^* + \beta^*} = \epsilon - \frac{(q-2)p - q + 1}{q(n-1) + 2} \geq \epsilon - \frac{|(q-2)p - q + 1|}{q(n-1) + 2};
\]
along with the fact that \( U_{\alpha^*, \beta^*} \) is \( \sigma_0 \)-sub-Gaussian again with \( \sigma_0 < \frac{1}{4(\alpha^* + \beta^* + 1)} = \frac{1}{4(q(n-1) + \beta)} \), we have the same bound for the second term on the right side of (62):
\[
\mathbb{P} [ U_{\alpha^*, \beta^*} \geq p + \epsilon ] \leq \mathbb{P} \left[ U_{\alpha^*, \beta^*} - \frac{\alpha^*}{\alpha^* + \beta^*} \geq \epsilon - \frac{|(q-2)p - q + 1|}{q(n-1) + 2} \right] \leq e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2}.
\] (64)
Thus, we have shown in (62)–(64)
\[
\mathbb{P}(U_{\alpha^*, \beta^*} \in \mathcal{A}^c) \leq 2e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2}. \tag{65}
\]
Now, combining (60) with (67) and (65) we arrive at
\[
\mathbb{E} \left[ \log \left( f(F^{-1}(U_{(np)}))) \right] \right] - \log \left( f(F^{-1}(p)) \right) \leq \log(f(F^{-1}(p)))/\mathbb{P}[\mathcal{A}^c] + C_q^2 O \left( \frac{1}{\sqrt{n}} \right) + 2C_q (\|f\|_{r+1}) e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2} \leq 2\log(f(F^{-1}(p)))e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2} + C_q^2 O \left( \frac{1}{\sqrt{n}} \right) + 2C_q (\|f\|_{r+1}) e^{-2(q(n-1) - (\epsilon - \sqrt{\frac{q(n-1) + 1}{q(n-1) + 2}}))^2}, \tag{66}
\]
where the last inequality follows by bounding \( \mathbb{P}[\mathcal{A}^c] \) using Lemma 7. This concludes the proof of Lemma 6.

**APPENDIX G**

**PROOF OF THE BOUND IN (61)**

Recall from the proof of Lemma 6 that \( \alpha := np \) and \( \beta := n+1-np \) while \( \alpha^* = q(\alpha - 1) + 1 \), and \( \beta^* = q(\beta - 1) + 1 \) for some \( q > 1 \). Thus, with reference to (61), we want to show that
\[
\frac{\Gamma(\alpha)^{\frac{1}{2}} \Gamma(\beta)^{\frac{1}{2}} \Gamma(\alpha + \beta)}{\Gamma(\alpha^* + \beta^*)^{\frac{1}{2}} \Gamma(\alpha + \beta)} \leq C_q n^{\frac{1}{2}(1 - \frac{1}{q})}, \tag{67}
\]
where \( C_q := e^{1+\frac{1}{2}} (\sqrt{2\pi})^{-\frac{1}{2}} q^{-\frac{1}{2}} \).

First, using that \( \Gamma(n+1) = n! \), recall Stirling’s approximation [37], which tells us that for \( n \geq 1 \),
\[
\Gamma(n+1) = \kappa_n \sqrt{2\pi n} n^{n+\frac{1}{2}} e^{-n}, \tag{68}
\]
where \( 1 \leq \frac{\Gamma(n+1)}{\kappa_n} \leq e^{\frac{1}{12n+1}} \leq e \).

Using the bound in (68), we find
\[
\Gamma(\alpha^*) - \Gamma(\alpha - 1) \leq e^{\sqrt{2\pi}(\alpha - 1)^{1/2}} e^{-\frac{1}{2}} q^{(\alpha - 1)/2} e^{-q(\alpha - 1)/2}.
\]
and 

\[ \Gamma(\alpha) \geq \sqrt{2\pi(\alpha - 1)^{\alpha - \frac{1}{2}}} e^{-(\alpha - 1)}; \]

hence, by simplifying, we obtain

\[ \frac{\Gamma(\alpha + \beta)^*}{\Gamma(\alpha)} \leq \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)} \frac{\Gamma(\alpha + \beta)^*}{\Gamma(\alpha + \beta)} \]

Finally, we again use the bound in (68) to find

\[ \frac{\Gamma(n + \beta)}{\Gamma(n)} \leq \frac{\Gamma(n + \beta)}{\Gamma(n)} \frac{\Gamma(n + \beta)}{\Gamma(n + \beta)} \]

Combining (69), (70), and (71) we arrive at

\[ \Gamma(\alpha + \beta) \Gamma(\alpha + \beta)^* \] 

hence, \( D(X_{(np)} \| G_{n,p}) = \infty \). This suggests that condition 3) (or a variation of it) in Theorem \( \Pi \) might indeed be necessary for convergence. First, note that

\[ \mathbb{E} \left[ \frac{1}{(1 - U_{(k)})^2} \right] = c_{k,n} \int_0^1 u^{k-1}(1-u)^{n-k} du, \]

where \( c_{k,n} = \frac{\Gamma(n+1)}{\Gamma(k)(n+k)} \); hence,

\[ \mathbb{E} \left[ \frac{1}{(1 - U_{(k)})^2} \right] = \infty, \quad \frac{m}{n} \geq n - k + 1. \] (72)

Now, by using the Taylor expansion of \( e^x \), we have that

\[ \mathbb{E}[X_{(k)}] = \mathbb{E}[F^{-1}(U_{(k)})] = \frac{e^{(1-U_{(k)})^{1/2}}}{m!} \]

where in the last step we have used Tonelli’s theorem (which holds even if the series diverges). Combining (72) and (73), we conclude that for every \( k \) there exists an \( m \) such that \( \frac{m}{n} \geq n - k + 1 \); hence, \( \mathbb{E}[X_{(k)}] = \infty \). This implies that

\[ \mathbb{E} \left[ (F^{-1}(U_{(np)}) - F^{-1}(p))^2 \right] = \mathbb{E} \left[ \left( X_{(np)} - e^{-x} \right)^2 \right] = \infty, \]

which leads to \( K_2 = \infty \).

**B. Density in (21)**

For the pdf

\[ f_2(x) = \frac{1}{x \log^2(x)}, \quad x \in (0, e^{-1}), \]

the cdf and the quantile function are given by

\[ F(x) = \frac{1}{x \log^2(x)}, \quad x \in (0, e^{-1}) \]

\[ F^{-1}(p) = e^{-x}, \quad p \in (0, 1) \]

We note that \( f_2 \) satisfies conditions 2) and 3) in Theorem \( \Pi \) hence, \( K_1 = O(1/n) \) by Lemma \( 2 \) and \( K_2 = O(1/\sqrt{n}) \) by Corollary \( 5 \). However, \( f_2 \) does not satisfy condition 1) in Theorem \( \Pi \). Nevertheless, as we next show, we can still prove the convergence of \( K_3 \). We start by noting that

\[ f(F^{-1}(p)) = p^2 e^{\frac{1}{x}}, \]

hence, from (14d) we obtain

\[ K_3 = \mathbb{E} \left[ \log \left( \frac{f(F^{-1}(U_{(np)})]}{f(F^{-1}(p))} \right) \right] \]

\[ = 2 \mathbb{E}[\log U_{(np)}] + \mathbb{E} \left[ \frac{1}{U_{(np)}} - 2 \log(p) - \frac{1}{p} \right] \]

\[ = 2 \left( \psi(np) - \psi(n + 1) \right) + \frac{n}{pm - 1} - 2 \log(p) - \frac{1}{p}, \]
where \( \psi \) is the digamma function. By noting that the digamma function can be approximated as
\[
\psi(x) = \log(x) - \frac{1}{2x} + O\left(\frac{1}{x^2}\right)
\]
and also using the fact that \( \psi(x+1) = \psi(x) + \frac{1}{x} \), we arrive at
\[
K_3 = \frac{n + 1 - pn - p^2 n + p}{pn (pn - 1)} + O\left(\frac{1}{n^2}\right),
\]
which, together with \( K_1 = O(1/n) \) and \( K_2 = O(1/\sqrt{n}) \), implies
\[
D(X_{(np)}(p)|G_{n,p}) = \Theta\left(\frac{1}{n}\right).
\]
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