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Abstract

We introduce and study a family of integral operators in the Kantorovich sense for functions acting on locally compact topological groups. We obtain convergence results for the above operators with respect to the pointwise and uniform convergence and in the setting of Orlicz spaces with respect to the modular convergence. Moreover, we show how our theory applies to several classes of integral and discrete operators, as the sampling, convolution and Mellin type operators in the Kantorovich sense, thus obtaining a simultaneous approach for discrete and integral operators. Further, we derive our general convergence results for particular cases of Orlicz spaces, as $L^p$—spaces, interpolation spaces and exponential spaces. Finally we construct some concrete example of our operators and we show some graphical representations.
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1 Introduction

The goal of the present paper is to introduce and study a family of operators “à la Kantorovich” for functions acting on locally compact topological groups. These operators include, in particular, the family of Kantorovich sampling type operators, which play a crucial role in the theory of Signal and Image Processing.

Kantorovich sampling type operators were introduced in [5] and studied in [9, 10, 52, 53, 30, 31]; see also [36, 3]. In [5] the authors considered operators acting on functions defined on the real line with the idea of introducing a Kantorovich version of the generalized sampling operators. Here, we extend the theory to the general case when the underlying space is a locally compact topological group.

There are various reasons for which it is worth considering Kantorovich sampling operators in the setting of topological groups. First of all, one has the possibility to retrieve, from our operators, several families of Kantorovich type operators; second, one has the possibility to treat simultaneously both discrete and integral operators and both one and multidimensional operators. In particular, we will be able to define and study Kantorovich versions of sampling, convolution and Mellin operators all in one and multidimensional setting.
1 INTRODUCTION

The starting point to understand the significance of sampling operators of Kantorovich type is the following (see [5]): for a locally integrable function $f$ defined on $\mathbb{R}$, we define

$$(S_w f)(x) = \sum_{-\infty}^{\infty} \chi(wx - k)w \int_{\frac{k}{w}}^{\frac{k+1}{w}} f(s) ds, \quad x \in \mathbb{R} \quad (w > 0),$$

(1.1)

where $\chi$ is a suitable kernel and $f$ is chosen in such a way that the series (1.1) converges.

One of the main differences between the series (1.1) and the generalized sampling series lies in the use of the mean values $w \int_{\frac{k}{w}}^{\frac{k+1}{w}} f(s) ds$ instead of the sampling values $f(k/w)$. This is because, in practical situations, more information is usually known around a point than exactly at that point, and therefore Kantorovich sampling series (1.1) arises as a natural modification of the generalized sampling series in order to reduce time jitter errors; concerning sampling type series, the reader can see the book [12] (Chapt. 8 and 9) and [18, 14, 23, 27, 28, 29, 18, 13, 14, 22, 42, 23, 25, 50, 15, 2, 51, 4, 6]. Moreover, by using the series (1.1), one can deal with integrable (e.g. discontinuous) functions as well, and in fact with functions lying in a general Orlicz space. This is another important difference between (1.1) and the generalized sampling series, since the infinite sum of the latter is not suitable for integrable functions because it depends on function values $f(k/w)$.

In addition, the generalized sampling operators are not continuous in $L^p(\mathbb{R})$, while operators (1.1) are instead continuous in $L^p(\mathbb{R})$.

In this paper, we define operators which are analogous to (1.1), but where both the function $f$ and the sample values $k/w$ are defined in locally compact topological groups with regular Haar measures. In order to deal with this general setting, we have to introduce a whole framework in which a series like (1.1) makes sense and can be studied in detail. Namely, we introduce the family $(S_w)_{w>0}$ of integral operators defined as follows:

$$(S_w f)(z) = \int_H \chi_w(z - h_w(t)) \left[ \frac{1}{\mu_G(B_w(t))} \int_{B_w(t)} f(u) d\mu_G(u) \right] d\mu_H(t),$$

(1.2)

where $f : G \to \mathbb{R}$ is a measurable function for which the above integrals are well defined.

The above operators (1.2) contains, as particular cases, the Kantorovich sampling, convolution and Mellin type operators, as we will show along the paper.

One of the main results obtained reads as follows:

$$\lim_{w \to \infty} ||S_w f - f||_{\infty} = 0$$

for $f \in C(G)$, where $C(G)$ is the space of uniformly continuous and bounded functions.

In the case of not necessarily continuous functions, we obtain a modular convergence result in a suitable subset $\mathcal{Y}$ of an Orlicz space, i.e. we prove that there exists a constant $\lambda > 0$ such that

$$\lim_{w \to \infty} \int_{\mathcal{Y}} \varphi[\lambda(S_w f - f)] = 0,$$

for $f \in \mathcal{Y}$ and where $\varphi$ is a convex $\varphi$-function.

As pointed out, in the particular cases of operators of Kantorovich type, $\mathcal{Y}$ coincides with the whole Orlicz space $L^\varphi$. 

Moreover, we show how the general setting of Orlicz spaces allows us to apply our theory to well known examples of function spaces, as the $L^p$-spaces, the interpolations spaces (or Zygmund spaces) and the exponential spaces, the last two being very useful for PDE’s and for embedding theorems. Moreover, the last example concerning exponential spaces is of particular interest since, in this context, the norm convergence is not equivalent to the modular one.

Finally we construct concrete examples of operators, by using kernels both with compact and without compact support, and we show with some graphical examples how the considered operators reconstruct the function in various situations.

2 Preliminaries and notations

This section provides the background material which is needed throughout the paper.

First we review some notions concerning topological groups. In the following, we will deal with locally compact Hausdorff topological groups equipped with regular measures. If $H$ is such a topological group, we will denote by $\theta_H$ its neutral element. For simplicity, we will denote the group operation in $H$ by the symbol $\cdot$. It is well-known (see, e.g. [39, 41, 16]) that there exists a unique (up to multiplication by a constant) left (resp. right) translation-invariant regular Borel measure $\mu_H$ (resp. $\nu_H$). In general, $\mu_H$ and $\nu_H$ are different, and indeed, if $A \subseteq H$ is a Borel set and if $-A$ denotes the set $-A := \{-a \mid a \in A\}$, there exists a constant $\kappa > 0$ such that $\mu(-A) = \kappa \nu(A)$. The measures $\mu_H$ and $\nu_H$ coincide if and only if $H$ is an unimodular group. Examples of unimodular groups are abelian groups, compact groups and discrete groups. In unimodular groups hence the right and the left invariant measures coincide, and we will denote simply by $\mu_H$ this measure. Note that, for unimodular groups, one has $\mu_H(A) = \mu_H(-A)$ for every Borel set $A \subseteq H$.

Let us now consider a locally compact abelian topological group $G$ with neutral element $\theta_G$. Then $G$ is an unimodular group. It can be shown (see [11]) that a countable symmetric local base $\mathcal{B}$ of the neutral element $\theta_G$ can be chosen in such a way that

$$(*) \text{ if } U \in \mathcal{B} \text{ then there exists } V \in \mathcal{B} \text{ such that } V + V \subseteq U \text{ (and } V - V \subseteq U).$$

From now on, when we will make use of a local base $\mathcal{B}$ of the neutral element $\theta_G$ of an abelian topological group $G$, we will agree that $\mathcal{B}$ satisfies the condition $(*)$.

We now move our attention to some basic results on Orlicz spaces. Let $\varphi : \mathbb{R}^+ \to \mathbb{R}^+$ be a continuous function. We say that $\varphi$ is a $\varphi$-function if moreover:

(a) $\varphi(0) = 0$ and $\varphi(u) > 0$ for all $u > 0$;
(b) $\varphi$ is non-decreasing on $\mathbb{R}^+$;
(c) $\lim_{u \to \infty} \varphi(u) = +\infty$.

Let $G$ be a locally compact abelian topological group with regular Haar measure $\mu_G$. Let us denote by $M(G)$ the set of measurable bounded functions $f : G \to \mathbb{R}$. Further, by $C(G)$ (resp. $C_c(G)$) we denote the set of functions $f : G \to \mathbb{R}$ which are uniformly continuous and bounded (resp. continuous and with compact support), equipped with the standard $\|\cdot\|_\infty$ norm, where uniform continuity on $G$ means that: for every $\varepsilon > 0$, there exists a compact set $B_\varepsilon \subseteq \mathcal{B}$ such that for every $s, z \in G$ with $s - z \in B_\varepsilon$, then $|f(s) - f(z)| < \varepsilon$.

If a $\varphi$-function $\varphi$ is chosen, one can define a functional $I^G_\varphi : M(G) \to [0, \infty]$ by

$$I^G_\varphi(f) := \int_G \varphi(|f(t)|)d\mu_G(t).$$
3 APPROXIMATION RESULTS

$I^G_\varphi$ is a modular functional on $M(G)$: it generates the Orlicz space

$$L^\varphi(G) := \{ f \in M(G) | I^G_\varphi(\lambda f) < \infty \text{ for some } \lambda > 0 \}.$$ 

The subset of $L^\varphi(G)$ consisting of those $f \in M(G)$ for which $I^G_\varphi(\lambda f) < \infty$ for every $\lambda > 0$ is denoted by $E^\varphi(G)$. In general one has $E^\varphi(G) \subset L^\varphi(G)$, and they coincide if and only if $\varphi$ satisfies the so called $\Delta_2$-condition, i.e.,

$$\text{there exists a number } M > 0 \text{ such that } \frac{\varphi(2u)}{\varphi(u)} \leq M \text{ for every } u > 0..$$

There are two different kinds of convergence which are usually used in the context of Orlicz spaces. The first one is determined by a norm on $L^\varphi(G)$, called the Luxemburg norm and defined as

$$\|f\|_\varphi := \inf\{\lambda > 0 | I^G_\varphi(f/\lambda) \leq \lambda\}.$$ 

The second is a weaker kind of convergence, called modular convergence:

- a sequence $(f_n) \subset L^\varphi(G)$ converges modularly to $f \in L^\varphi(G)$ if

$$\lim_{n \to \infty} I^G_\varphi[\lambda(f_n - f)] = 0,$$

for some $\lambda > 0$.

Clearly if $(f_n) \subset L^\varphi(G)$ converges in the Luxemburg norm to $f$, then it converges modularly to $f$ as well. The converse is true if and only if the $\Delta_2$-condition is satisfied by $\varphi$.

Orlicz spaces are natural generalizations of $L^p$ spaces, and in fact if $1 \leq p < \infty$ and $\varphi(u) = u^p$, the Orlicz space generated by $I^G_\varphi$ is exactly the Lebesgue space $L^p(G)$. The function $\varphi(u) = u^p$ satisfies the $\Delta_2$-condition, hence Luxemburg and modular convergences are the same in $L^p(G)$ and coincide with the convergence with respect to the standard norm.

There are other examples of Orlicz spaces which play an important role in functional analysis and PDEs. For instance, if we set $\varphi_{\alpha,\beta}(u) = u^\alpha \ln^\beta (e + u)$ ($\alpha \geq 1, \beta > 0$), we obtain the interpolation space (also called $L^\alpha \log^\beta L$-space) $L^{\varphi_{\alpha,\beta}}(G)$; (see e.g. [16] [17].

As another example, if $\alpha > 0$, we can take $\varphi_{\alpha}(u) = \exp(u^\alpha) - 1$ ($u \in \mathbb{R}^+\setminus\{0\}$). The Orlicz space obtained via $\varphi_{\alpha}$ is called the exponential space $L^{\varphi_{\alpha}}(G)$ (see [35]). This last example is particularly interesting because the function $\varphi_{\alpha,\beta}$ does not satisfy the $\Delta_2$-condition, hence in the space $L^{\varphi_{\alpha,\beta}}(G)$ Luxemburg and modular convergence are different.

For more information on Orlicz spaces and related topics, the reader can be addressed to [37] [40] [42] [13] [12].

3 Approximation results

Let $H$ and $G$ be locally compact Hausdorff topological groups with regular Haar measures $\mu_H$ and $\mu_G$ respectively. Let us denote by $\theta_H$ (resp. $\theta_G$) the neutral element of $H$ (resp. $G$). We further assume that $G$ is abelian. Let $B \subset G$ be a countable local base of the neutral element $\theta_G$ (which satisfies condition $(\ast)$ of the previous section), ordered by inclusion. For every $w > 0$, let $h_w : H \to G$ be a map which restricts to a homeomorphism from $H$ to $h_w(H)$.

Let us further assume that for every $w > 0$, there exists a family $B_w = (B_w(t))_{t \in H}$ of open nonempty subsets of $G$ such that

(i) $0 < \mu_G(B_w(t)) < \infty$ for every $t \in H$ and $w > 0$;
(ii) for every $w > 0$ and $t \in H$, $h_w(t) \in B_w(t)$.

(iii) if $B \in \mathcal{B}$, there exists a number $\overline{w} > 0$ such that for every $w > \overline{w}$ we have $h_w(t) - B_w(t) \subset B$, for every $t \in H$.

Let $(\chi_w)_{w > 0}$ be a family of measurable kernel functionals; i.e., $\chi_w : G \to \mathbb{R}$, $\chi_w \in L^1(G)$ and is bounded in a neighborhood of $\theta_G$ ($w > 0$). We assume that

\begin{enumerate}[(i)]
  
  \item for every $w > 0$, $z \in G$,
  \[ \int_{H} \chi_w(z - h_w(t)) d\mu_H(t) = 1; \]

  \item for every $w > 0$,
  \[ m_{0,w}(\chi_w) := \sup_{z \in G} \int_{H} |\chi_w(z - h_w(t))| d\mu_H(t) < M < +\infty; \]

  \item if $w > 0$, $z \in G$ and $B \in \mathcal{B}$, set $B_{z,w} = \{ t \in H \mid z - h_w(t) \in B \} \subset H$. Then
  \[ \lim_{w \to \infty} \int_{H \setminus B_{z,w}} |\chi_w(z - h_w(t))| d\mu_H(t) = 0 \]
  uniformly with respect to $z \in G$;

  \item for every $\varepsilon > 0$ and compact set $K \subset G$, there exists a symmetric compact set $C \subset G$ containing $\theta_G$ with $\mu_G(C) < \infty$ and such that
  \[ \int_{z \notin C} \Upsilon_w(K) |\chi_w(z - h_w(t))| d\mu_G(z) < \varepsilon \]
  for every sufficiently large $w > 0$ and $h_w(t) \in K$, where
  \[ \Upsilon_w(K) := \mu_H \{ t \in H \mid h_w(t) \in K \} \quad (w > 0). \]
\end{enumerate}

If $w > 0$, we study the family of operators $\{ S_w : M(G) \to \mathbb{R} \}_w$ defined as

\[ S_w f(z) = \int_{H} \chi_w(z - h_w(t)) \left[ \frac{1}{\mu_G(B_w(t))} \int_{B_w(t)} f(u) d\mu_G(u) \right] d\mu_H(t), \quad (3.1) \]

where $f : G \to \mathbb{R}$ is a measurable function such that the above integrals are well defined.

We make some concrete examples of operators of the kind (3.1). In Section 4, we will study in detail these examples.

**Kantorovich Sampling Type Operators.** If $H = \mathbb{Z}$ and $G = \mathbb{R}$, we can choose $h_w : \mathbb{Z} \to \mathbb{R} : k \mapsto t_k/w$, where $\{t_k\}_k$ is a sequence of real numbers such that: (i) $t_k < t_{k+1}$ ($k \in \mathbb{Z}$); (ii) there exist numbers $0 < \delta < \Delta$ such that $\delta < t_{k+1} - t_k < \Delta$ and $B_w(k) = [t_k/w, t_{k+1}/w]$ . We obtain

\[ S_w^{(1)} f(z) = \sum_{k \in \mathbb{Z}} \chi_w(z - t_k/w) \left( \frac{w}{t_{k+1} - t_k} \int_{t_k/w}^{t_{k+1}/w} f(u) du \right). \]

See e.g. [5] [52] [53] [30] [31] for a detailed study of these operators.

**Kantorovich Convolution Type Operators.** If $H = G = \mathbb{R}$ and $h_w(t) = t/w$, we may choose $B_w(t) = [(t-1)/w, (t+1)/w]$ ($w > 0$). Then we obtain

\[ S_w^{(2)} f(z) = \int_{-\infty}^{\infty} \chi_w(z - t/w) \left( \frac{w}{2} \int_{(t-1)/w}^{(t+1)/w} f(u) du \right) dt. \]
Moreover, if we choose $h_w(t) = t$ and $B_w(t) = [t - 1/w, t + 1/w]$ ($w > 0$), then we have

$$S_w^{(3)} f(z) = \int_{-\infty}^{\infty} \chi_w(z - t) \left( \frac{w}{2} \int_{t - 1/w}^{t + 1/w} f(u) du \right) dt.$$ 

For the theory of classical convolution operators, see e.g. [24].

**Kantorovich Mellin Type Operators.** If $H = G = \mathbb{R}^+$, then $\mu_H = \mu_G$ is the logarithmic measure, and the group operation is the product. If $h_w(t) = t$, we take $B_w(t) = [t - 1/w, t + 1/w]$ ($w > 0$) and we have

$$S_w^{(4)} f(z) = \int_{0}^{\infty} \chi_w(z/t) \left( \frac{1}{2 \ln(1 + 1/w)} \int_{t - 1/w}^{t + 1/w} f(u) \frac{du}{u} \right) dt.$$ 

We address the reader to the book [39] and [20, 21, 8, 11] for the theory and results concerning Mellin type operators.

We move our attention to some preliminary results concerning the structure and the properties of the operators (3.1).

First of all, we observe that the operators $S_w$ map $L^\infty(G)$ into $L^\infty(G)$. In fact, for every $f \in L^\infty(G)$,

$$|S_w f(z)| \leq \int_H |\chi_w(z - h_w(t))| \left[ \frac{1}{\mu_G(B_w(t))} \int_{B_w(t)} |f(u)| d\mu_G(u) \right] d\mu_H(t) \leq \|f\|_{\infty} \int_H |\chi_w(z - h_w(t))| d\mu_H(t) \leq \|f\|_{\infty} m_{0, \pi}(\chi_w)$$

for $z \in G$, hence $\|S_w f\|_{\infty} \leq \|f\|_{\infty} m_{0, \pi}(\chi_w)$ for every $w > 0$.

From now on, if $A \subseteq G$ is a measurable set with $\mu_G(A) < \infty$ and $f : A \rightarrow \mathbb{R}$ is an integrable function, we will write

$$\int_A f(u) d\mu_G(u) := \frac{1}{\mu_G(A)} \int_A f(u) d\mu_G(u).$$

Next we prove a first result of convergence.

**Theorem 3.1** Let $f \in C(G)$. Then

$$\lim_{w \rightarrow \infty} \|S_w f - f\|_{\infty} = 0.$$ 

Clearly, Theorem 3.1 implies that if $f$ is continuous at a point $z \in G$, then $S_w f(z)$ converges to $f(z)$.

**Proof.** By the uniform continuity of $f$, for every $\varepsilon > 0$, there exists a compact set $B_\varepsilon \subseteq B$ such that $|f(z) - f(u)| < \varepsilon$ whenever $z - u \in B_\varepsilon$. We can choose an open set $B^{(1)} \subseteq B$ such that $B^{(1)} + B^{(1)} \subseteq B_\varepsilon$. By (iii), there exists $\omega > 0$ such that if
Let $w > \overline{w}$ then $h_w(t) - B_w(t) \subset B^{(1)}$, for every $t \in H$. We can write

\[
|S_w f(z) - f(z)| = \left| \int_H \chi_w(z - h_w(t)) \left[ \int_{B_w(t)} (f(u) - f(z))d\mu_G(u) \right] d\mu_H(t) \right| \leq
\]

\[
\leq \int_H |\chi_w(z - h_w(t))| \left[ \int_{B_w(t)} |f(u) - f(z)|d\mu_G(u) \right] d\mu_H(t) \leq
\]

\[
\leq \int_{B^{(1)}_w} |\chi_w(z - h_w(t))| \left[ \int_{B_w(t)} |f(u) - f(z)|d\mu_G(u) \right] d\mu_H(t) +
\]

\[
+ \int_{H \setminus B^{(1)}_w} |\chi_w(z - h_w(t))| \left[ \int_{B_w(t)} |f(u) - f(z)|d\mu_G(u) \right] d\mu_H(t) =
\]

\[
= : I_1 + I_2.
\]

We estimate $I_1$. If $z - h_w(t) \in B^{(1)}$, then, since $h_w(t) - B_w(t) \subset B^{(1)}$ for $w > \overline{w}$, we have $z - u = z - h_w(t) + h_w(t) - u \subset B^{(1)} + B^{(1)} \subset B_t$ whenever $u \in B_w(t)$, for $w > \overline{w}$. It follows that, for $w > \overline{w}$,

\[
I_1 \leq \varepsilon \int_{B^{(1)}_w} |\chi_w(z - h_w(t))|d\mu_H(t) \leq \varepsilon m_{0,\pi}(\chi_w) < \varepsilon M.
\]

For $I_2$, we have

\[
I_2 \leq ||f||_\infty \int_{H \setminus B^{(1)}_w} |\chi_w(z - h_w(t))|d\mu_H(t).
\]

By the assumption (\chi_4), $I_2 \to 0$ as $w \to \infty$, uniformly with respect to $z \in G$. Combining the estimates for $I_1$ and $I_2$ the proof follows at once.

We now turn to a first result of convergence in Orlicz spaces.

**Theorem 3.2** Let $\varphi : \mathbb{R}_0^+ \to \mathbb{R}_0^+$ be a convex $\varphi$-function and let $f \in C_c(G)$. Then

\[
\lim_{w \to \infty} ||S_w f - f||_\varphi = 0.
\]

**Proof.** We must show that

\[
\lim_{w \to \infty} \int_G [\varphi(\lambda|S_w f(z) - f(z)|)]d\mu_G(z) = 0,
\]

for every $\lambda > 0$.

Let us consider the family of functions $g_w(z) := \varphi(\lambda|S_w f(z) - f(z)|)$. Then $g_w : G \to \mathbb{R}$ is nonnegative for every $w > 0$. Moreover, $\lim_{w \to \infty} g_w(z) = 0$ uniformly with respect to $z \in G$. This is due to the the properties of $\varphi$ and the fact that $||S_w f - f||_\infty \to 0$ as $w \to \infty$ (see Theorem 3.1). Now we show that it is possible to apply the Vitali convergence Theorem to the family $(g_w)_w$.

Let $K_1 = \text{Supp}(f)$. Choose a symmetric compact set $K \subset G$ satisfying $K_1 \subset K$. By (iii), for sufficiently large $w > 0$, $B_w(t) \subset h_w(t) + B (B \in \mathcal{B})$. Then $B_w(t) \cap K_1 = \emptyset$ for sufficiently large $w > 0$ and therefore if $h_w(t) \notin K$ we have

\[
\int_{B_w(t)} f(u)du = 0.
\]

Now, let $\lambda > 0$, $\varepsilon > 0$ and let $C \subset G$ with $\mu_G(C) < \infty$ be such that $(\chi_5)$ is valid for $K$. Let us estimate

\[
I := \int_{G \setminus C} g_w(z)d\mu_G(z).
\]
We use the notation $K_{t,w} = \{ t \in H \mid h_w(t) \in K \}$ ($t \in H, \ w > 0$). We have

$$I = \int_{G \setminus C} \varphi(\lambda |S_w f(z) - f(z)|) \, d\mu_G(z) \leq$$

$$\leq \int_{G \setminus C} \varphi(2\lambda ||f||_{\infty} \int_{K_{t,w}} |\chi_w(z - h_w(t))| \, d\mu_H(t)) \, d\mu_G(z) \leq$$

$$\int_{G \setminus C} (\frac{1}{Y_w(K)M} \int_{K_{t,w}} \varphi(2\lambda M ||f||_{\infty}) T_w(K)|\chi_w(z - h_w(t))| \, d\mu_H(t)) \, d\mu_G(z) \leq$$

$$\frac{1}{Y_w(K)M} \int_{K_{t,w}} \varphi(2\lambda M ||f||_{\infty}) \int_{G \setminus C} T_w(K)|\chi_w(z - h_w(t))| \, d\mu_G(z) \, d\mu_H(t) \leq$$

$$\frac{\varepsilon}{Y_w(K)M} \int_{K_{t,w}} \varphi(2\lambda M ||f||_{\infty}) \, d\mu_H(t) = \frac{\varepsilon \varphi(2\lambda M ||f||_{\infty})}{M} < \infty,$$

where we used the Jensen’s inequality, the Fubini-Tonelli Theorem and $(\chi_5)$. Moreover, it is easy to see that, for every measurable set $A \subset G$ with $\mu_G(A) < \infty$, we have

$$\int_A \varphi(\lambda |S_w f(z) - f(z)|) \, d\mu_G(z) \leq \int_A \varphi(2\lambda M ||f||_{\infty}) \, d\mu_H(t) = \varphi(2\lambda M ||f||_{\infty}) \mu_G(A).$$

So, for fixed $\varepsilon > 0$, it suffices to take $\delta < \frac{\varepsilon}{\varphi(2\lambda M ||f||_{\infty})}$, to obtain

$$\int_A \varphi(\lambda |S_w f(z) - f(z)|) \, d\mu_G(z) \leq \varepsilon,$$

for every measurable set $A \subset G$ with $\mu_G(A) < \delta$. The Vitali convergence theorem can be applied, and the theorem is therefore proved.

It is a matter of fact that, except for the standard operators defined on $\mathbb{R}$, when one has to face the problem of the convergence in the space $L^\varphi(G)$ for a generic function $f \in L^\varphi(G)$, then one has to make one additional assumption, which allows to compare the value of an integral over $H$ of the function $\varphi$ which involves $f$ and the sets $B_w(t)$ (in a sense specified below) with the value $I_\varphi^G(\lambda f)$. We formulate this assumption:

$(\chi_6)$ We assume that there exists a vector subspace $\mathcal{V} \subset L^\varphi(G)$ with $C_{\infty}^\varphi(G) \subset \mathcal{V}$ and such that, for every $g \in \mathcal{V}$, there holds

$$\limsup_{w \to \infty} ||\chi_w||_{L^1(G)} I^H_\varphi \left( \int_{B_w(t)} g(z) \, d\mu_G(z) \right) \leq C I_\varphi^G(g), \quad (3.2)$$

for some $C > 0$.

We remark that condition $(3.2)$ is not assured in general: however, in the cases when $H$ and $G$ are subgroups of $\mathbb{R}$, as we will see below, the “Kantorovich” nature of the operators considered here allows us to discharge $(\chi_6)$ on the kernels $\chi_w$.

Under this additional assumption we can prove the following

**Theorem 3.3** Let $\varphi$ be a convex $\varphi$-function and let $f \in \mathcal{V}$, where $\mathcal{V}$ is defined in $(\chi_6)$. Then, if $\lambda > 0$,

$$I_\varphi^G(\lambda S_w f) \leq \frac{C}{M} I_\varphi^G(\lambda M f)$$

for sufficiently large $w > 0$.

In particular $S_w : \mathcal{V} \to L^\varphi(G)$ is well defined for every $w > 0$. 


Proof. Let \( \lambda > 0 \) be such that the quantity \( I^G_\varphi[\lambda M f] < \infty \). Then, using (3.2) with \( g = \lambda M f \),

\[
I^G_\varphi[\lambda S_w f] = \int_G \varphi(\lambda |S_w f(z)|) d\mu_G(z) \leq \
\leq \int_G \varphi \left[ \lambda \int_H |\chi_w(z - h_w(t))| \left( \left| \int_{B_w(t)} f(u) d\mu_G(u) \right| \right) d\mu_H(t) \right] d\mu_G(z) \leq \
\leq \frac{1}{M} \int_G \int_H \left( \lambda M \int_{B_w(t)} f(u) d\mu_G(u) \right) |\chi_w(z - h_w(t))| d\mu_H(t) d\mu_G(z) \leq \
\leq \frac{1}{M} \left[ \int_G \varphi \left( \lambda M \int_{B_w(t)} f(u) d\mu_G(u) \right) \left( \int_G |\chi_w(z - h_w(t))| d\mu_G(z) \right) \right] d\mu_H(t) \leq \
\leq \frac{1}{M} \int_G \varphi \left( \lambda M \int_{B_w(t)} f(u) d\mu_G(u) \right) \leq \frac{C}{M} I^G_\varphi[\lambda M f],
\]

for sufficiently large \( w > 0 \).

Our next result concerns the convergence in the Orlicz space \( L^\varphi(G) \) of \( S_w f \) to \( f \) as \( w \to \infty \). To prove it, we need the following lemma (see [7, 13, 12]).

**Lemma 3.1** The set \( C^\infty_c(G) \) is dense in \( L^\varphi(G) \) with respect to the modular convergence.

Now, the main convergence result can be stated as follows:

**Theorem 3.4** Let \( \varphi \) be a convex \( \varphi \)-function and let \( f \in \mathcal{Y} \). Then there exists a constant \( \lambda > 0 \) such that

\[
\lim_{w \to \infty} I^G_\varphi[\lambda(S_w f - f)] = 0.
\]

**Proof.** Let \( \varepsilon > 0 \). By the above Lemma, we can find a function \( g \in C_c(G) \) and a constant \( \eta > 0 \) such that

\[
I^G_\varphi[\eta(f - g)] < \varepsilon.
\]

Choose \( \lambda > 0 \) such that \( 3\lambda(1 + M) < \eta \). We can write

\[
I^G_\varphi[\lambda(S_w f - f)] \leq I^G_\varphi[3\lambda(S_w f - S_w g)] + I^G_\varphi[3\lambda(S_w g - g)] + I^G_\varphi[3\lambda(f - g)] \leq \
\leq \frac{C}{M} I^G_\varphi[\eta(f - g)] + I^G_\varphi[3\lambda(S_w g - g)] + I^G_\varphi[\eta(f - g)] \leq \
\leq \left( \frac{C}{M} + 1 \right) \varepsilon + I^G_\varphi[3\lambda(S_w g - g)].
\]

From Theorem 3.1, the proof follows easily since \( \varepsilon \) is arbitrarily chosen.

## 4 Applications

In this section, we will give concrete examples of applications of the theory developed in the previous section. Some of these examples are known in the literature, whereas others are generalizations of well known operators to the “Kantorovich” setting.

(1) We begin with a kind of operators discussed in [5]. Let \( H = (\mathbb{Z}, +) \) and \( G = (\mathbb{R}, +) \) provided with the counting and Lebesgue measures respectively. Let us define \( h_w : \mathbb{Z} \to \mathbb{R} : k \mapsto t_k/w \ (w > 0) \), where \( t_k < t_{k+1} \) for every \( k \in \mathbb{Z} \), and \( \delta < t_{k+1} - t_k < \Delta \) for some numbers \( 0 < \delta < \Delta < \infty \). Set
\[ \Delta_k = t_{k+1} - t_k \quad (k \in \mathbb{Z}), \] and let \( B_w(k) = [t_k/w, t_{k+1}/w] \). If \( f : \mathbb{R} \to \mathbb{R} \) is a measurable function, the corresponding family of operators is defined as

\[
S^{(1)}_w f(z) = \sum_{k \in \mathbb{Z}} \chi_w(z - t_k/w) \frac{w}{\Delta_k} \int_{t_k/w}^{t_{k+1}/w} f(u)du.
\]

For the family \( (S^{(1)}_w)_{w>0} \), a theory has already been introduced in [5]. We show that the assumptions \( (\chi_1)–(\chi_6) \) reduce to those in the above paper.

Assumptions from \( (\chi_1) \) to \( (\chi_3) \) can be easily rewritten with \( \sum_{k \in \mathbb{Z}} \) instead of \( \int_H \ldots d\mu \).

\( (\chi_4) \) can be rewritten in a more familiar form as follows: "for every \( \gamma > 0 \)

\[
\lim_{w \to \infty} \sum_{|z-t_k/w| > \gamma} |\chi_w(z - t_k/w)| = 0,
\]

uniformly with respect to \( z \in \mathbb{R} \);

\( (\chi_5) \) is equivalent to the following: "for every \( \varepsilon > 0 \) and \( \gamma > 0 \) there exists a number \( M > 0 \) such that

\[
\int_{|z|>M} w|\chi_w(z - t_k/w)|dz < \varepsilon
\]

for sufficiently large \( w > 0 \) and \( t_k/w \in [-\gamma, \gamma] \). Indeed, in this case the compact set \( K > 0 \) can be taken as \([-\gamma, \gamma]\) (\( \gamma > 0 \)), while the symmetric compact set \( C \) is given by \([-M, M]\). Now, if we compute the quantity \( \Upsilon_w([-\gamma, \gamma]) \) we have

\[
\frac{2\gamma w}{\Delta} - 2 \leq \Upsilon_w([-\gamma, \gamma]) \leq 2 \left( \frac{\gamma w}{\delta} + 2 \right) = 4 + 2\frac{\gamma}{\delta} w.
\]

It follows that

\[
\int_{|z|>M} \left( \frac{2\gamma w}{\Delta} - 2 \right) |\chi_w(z - t_k/w)|dz \leq \int_{|z|>M} \Upsilon_w([-\gamma, \gamma]) |\chi_w(z - t_k/w)|dz
\]

\[
\leq \int_{|z|>M} \left( 4 + 2\frac{\gamma w}{\delta} \right) |\chi_w(z - t_k/w)|dz.
\]

So, since \( X_w \in L^1(\mathbb{R}) \) for every \( w > 0 \), \( (\chi_5) \) is equivalent to

\[
\int_{|z|>M} w|\chi_w(z - t_k/w)|dz < \varepsilon
\]

for sufficiently large \( w > 0 \) and \( t_k/w \in [-\gamma, \gamma] \);

\( (\chi_6) \) translates to a condition on the kernels: indeed \( (3.2) \) becomes

\[
||\chi_w||_1 \left[ \alpha \left( \frac{w}{\Delta_k} \int_{t_k/w}^{t_{k+1}/w} f(z)dz \right) \right] \leq \leq ||\chi_w||_1 \left[ \frac{w}{\delta} \sum_{k \in \mathbb{Z}} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz \right] = \leq ||\chi_w||_1 \left[ \frac{w}{\delta} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz \right] =
\]

\[
||\chi_w||_1 \left[ \frac{w}{\delta} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz \right] =
\]

\[
||\chi_w||_1 \left[ \frac{w}{\delta} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz \right] =
\]

\[
= ||\chi_w||_1 \frac{w}{\delta} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz,
\]

\[
= ||\chi_w||_1 \frac{w}{\delta} \int_{t_k/w}^{t_{k+1}/w} \varphi[\alpha f(z)]dz,
\]
We take those H type operators. The importance of the regularizing property of the mean value in the Kantorovich form. Therefore, in this case, we have $\mathcal{Y} = L^\varphi(\mathbb{R})$.

We now slightly modify the operator $S_w^{(1)}$ to show an interesting consequence of the Kantorovich frame. So, let $H = (\mathbb{Z}, +)$ and $G = (\mathbb{R}, +)$ provided with the counting and Lebesgue measures respectively as before, and consider the map $h_w : \mathbb{Z} \to \mathbb{R} : k \mapsto t_k$, where the sequence $(t_k)_k \subset \mathbb{R}$ is chosen as above. Now, set $B_w(k) := [t_k - 1/w, t_k + 1/w]$ ($w > 0$). With these choices, we obtain the operators

$$S_w^{(1,1)} f(z) = \sum_{k \in \mathbb{Z}} \chi_w(z - t_k) \frac{w}{2} \int_{t_k - 1/w}^{t_k + 1/w} f(u) du.$$  

For the family $(S_w^{(1,1)})_w$, we have the same results as for the family $(S_w^{(1)})_w$ above. In particular, $(\chi_6)$ translates to a condition on the family of kernels $(\chi_w)_w$ which is satisfied if $\chi_w(s) = \chi(ws)$ where $\chi \in L^1(\mathbb{R})$, and so $\mathcal{Y} = L^\varphi(\mathbb{R})$ (see the discussion above). However, this examples has an interesting feature. For fixed $k \in \mathbb{Z}$, if $f \in L^1_{loc}(\mathbb{R})$, the quantity

$$\frac{w}{2} \int_{t_k - 1/w}^{t_k + 1/w} f(u) du$$

converges, as $w \to \infty$, to the value $f(t_k)$, for a.a. $t_k$. This is the Lebesgue-Besicovich Differentiation Theorem (see [34]). Roughly speaking, this fact tells us that, for large $w > 0$, the operators $S_w^{(1,1)} f(\cdot)$ can be asymptotically compared with the classical sampling operators

$$S_w f(z) = \sum_{k \in \mathbb{Z}} \chi_w(z - t_k) f(t_k).$$

To retrieve the exact formula of the classical sampling operators, it suffices to take $t_k = s_k/w$ and $\chi_w(z) = \chi(wz)$. Hence we obtain

$$S_w f(z) = \sum_{k \in \mathbb{Z}} \chi(ws - s_k) f \left( \frac{s_k}{w} \right).$$

However, it is well known (see [12]) that the sampling operators $S_w f(\cdot)$ do not converge to $f(\cdot)$ for an arbitrary function $f \in L^\varphi(\mathbb{R})$. In fact, one can show that the convergence is assured in a proper subspace $\mathcal{Y}$ of $L^\varphi(\mathbb{R})$, namely $\mathcal{Y} = BV^\varphi(\mathbb{R}) \cap E^\varphi(\mathbb{R})$ (where $BV^\varphi(\mathbb{R})$ is the subset of $M(\mathbb{R})$ consisting of those $f \in M(\mathbb{R})$ satisfying $\varphi(\lambda |f|) \in BV(\mathbb{R})$ for every $\lambda > 0$). This shows the importance of the regularizing property of the mean value in the Kantorovich type operators.

(2) We take $H = G = \mathbb{R}$, $h_w : \mathbb{R} \to \mathbb{R} : t \mapsto t/w$ and $B_w(t) = [(t-1)/w, (t+1)/w]$ ($w > 0$, $t \in \mathbb{R}$). In this case we have

$$S_w^{(2)} f(z) = \int_{-\infty}^{\infty} \chi_w(z - t/w) \left( \frac{w}{2} \int_{(t-1)/w}^{(t+1)/w} f(s) ds \right) dt,$$

which is a Kantorovich version of a convolution operator. We rewrite the assumptions $(\chi_1)^-(\chi_6)$. 

So it suffices to have

$$\limsup_{w \to \infty} w \|\chi_w\|_1 < \infty.$$
Again, assumptions from \((\chi_1)\) to \((\chi_3)\) may be rewritten with \(H = \mathbb{R}\) and the standard Lebesgue measure on \(\mathbb{R}\) in place of \(d\mu(t)\) and \(d\mu(z)\).

\((\chi_4)\) can be easily written as

\[
\lim_{w \to \infty} \int_{|z-t/w| > \gamma} |\chi_w(z-t/w)| dt = 0,
\]

for every \(\gamma > 0\) and uniformly with respect to \(z \in \mathbb{R}\);

\((\chi_5)\) assumes an interesting form: namely, (we can take \(K = [-\gamma, \gamma]\) and \(C = [-M, M]\)) we require that for every \(\varepsilon > 0\) and \(\gamma > 0\) there exists a number \(M > 0\) such that

\[
\int_{|z| > M} w |\chi_w(z-t/w)| dz < \varepsilon,
\]

for sufficiently large \(w > 0\) and \(t/w \in [-\gamma, \gamma]\). Indeed, in this case he have \(T_w([-\gamma, \gamma]) = 2\gamma w\).

\((\chi_6)\) can be rewritten by observing that

\[
||\chi_w||_1 \int_\mathbb{R} \frac{w}{2} \alpha \left[ \int_{(t-1)/w}^{(t+1)/w} f(u) du \right] dt \leq \limsup_{w \to \infty} w \int_0^{2/w} \left( \int_\mathbb{R} \varphi(\alpha |f(s + (t-1)/w)|) dt \right) ds,
\]

by using the Jensen’s inequality, the change of variable \(s = u - (t-1)/w\) and the Fubini-Tonelli theorem. A further change of variable \(\rho = s + (t-1)/w\) gives

\[
||\chi_w||_1 \int_\mathbb{R} \frac{w}{2} \alpha \left[ \int_{(t-1)/w}^{(t+1)/w} f(u) du \right] dt \leq \limsup_{w \to \infty} w \int_0^{w/2} w I^R_\varphi(\alpha f) ds = w ||\chi_w||_1 I^R_\varphi(\alpha f).
\]

Again, the condition \((\chi_6)\) is satisfied if

\[
\limsup_{w \to \infty} w ||\chi_w||_1 < \infty,
\]

which is true if, for instance, \(\chi_w(s) = \chi(ws)\) for every \(s \in \mathbb{R}\), where \(\chi \in L^1(\mathbb{R})\). Again, in this case we have \(\mathcal{Y} = L^p(\mathbb{R})\).

\((3)\) A similar example can be obtained by setting \(h_w(t) = t\) for every \(w > 0\) and \(t \in \mathbb{R}\). In this case, we can take \(B_w(t) = [t-1/w, t+1/w]\), and the operators have the form

\[
S^{(3)}_w f(z) = \int_\mathbb{R} \chi_w(z-t) \left( \frac{w}{2} \int_{t-1/w}^{t+1/w} f(u) du \right) dt.
\]

In this case, however, the statements of assumptions \((\chi_5)\) and \((\chi_6)\) slightly differ from those mentioned above, namely:

\((\chi_5)\) → for every \(\varepsilon > 0\) and \(\gamma > 0\) there exists a number \(M > 0\) such that

\[
\int_{|z| > M} |\chi_w(z-t)| dz < \varepsilon
\]
for sufficiently large $w > 0$ and $t \in [-\gamma, \gamma]$ (indeed, one has $\Upsilon_w([-\gamma, \gamma]) = 2\gamma$).

The above assumption is clearly satisfied if, for example, the family $(\chi_w)_w$ is uniformly bounded by a function $\chi \in L^1(\mathbb{R})$.

$(\chi_6) \rightarrow \lim_{w \to \infty} \|\chi_w\|_1 < \infty$, arguing as before, and $\mathcal{Y} = L^\varphi(\mathbb{R})$.

Note that, if $f \in L^1_{\text{loc}}(\mathbb{R})$, in $S^{(3)}_w f(z)$ the factor $\frac{w}{2} \int_{t-1/w}^{t+1/w} f(u) du$ converges, as $w \to \infty$, to the value $f(t)$ for a.e. $t \in \mathbb{R}$ (this is the Lebesgue-Besicovich Differentiation Theorem again). Roughly speaking, this fact tells us that, for large values of $w > 0$, $S^{(3)}_w f(z)$ can be related to the standard convolution operator

$$C_w f(z) = \int_{\mathbb{R}} \chi_w(z-t) f(t) dt.$$ 

Compare our results with the very well-known theorem which states that $C_w f(z) \to f(z)$ as $w \to \infty$, when $f \in L^p(\mathbb{R}^N)$ and $\chi_w$ is a family of mollifiers (any sequence of mollifiers satisfies the assumptions $(\chi_1)$–$(\chi_6)$).

$(4)$ Let $H = G = \mathbb{R}^+$. The group operation in $\mathbb{R}^+$ is the product, hence $\theta_G = 1$. Set $h_w(t) = t$ and $B_w(t) = \left[t, tw + 1\right]$ for every $w > 0$ and $t > 0$.

The only regular Haar measure on $\mathbb{R}^+$ (up to a multiplicative constant) is the logarithmic measure $\mu(\mathbb{R}^+) = \int_{\mathbb{R}^+} \frac{dt}{t}$. The family $B$ can be taken as $B = \{[1/\alpha, \alpha], \alpha > 1\}$. The Haar measure of $B_w(t)$ is $2 \ln (w + 1)$. If $f \in M(\mathbb{R}^+)$, then we obtain

$$S^{(4)}_w f(z) = \int_0^\infty \chi_w \left(\frac{z}{t}\right) \frac{1}{2 \ln(1 + 1/w)} \left(\int_{t-1/w}^{t+1/w} f(u) \frac{du}{u}\right) \frac{dt}{t}.$$ 

Assumptions $(\chi_1)$–$(\chi_4)$ can be easily adapted with $H = G = \mathbb{R}^+$ and $d\mu(t) = \frac{dt}{t}$.

As in the above example, $(\chi_5)$ assumes the following form: “for every $\varepsilon > 0$ and $\gamma > 1$, there exists a number $M > 1$ such that

$$\int_{z \notin [1/M, M]} |\chi_w(z/t)| \frac{dz}{z} < \varepsilon$$

for sufficiently large $w > 0$ and $t \in [1/\gamma, \gamma]$” (indeed, in this case, $\Upsilon([1/\gamma, \gamma]) = 2 \ln \gamma$).

It is possible to prove that $(\chi_6)$ is satisfied if

$$\lim_{w \to \infty} \|\chi_w\|_1 < \infty;$$

one has to keep in mind, however, that the $L^1$-norm is with respect to the measure $\frac{dt}{t}$; again, $\mathcal{Y} = L^\varphi(\mathbb{R}^+)$. It is worth to spend again a word concerning the form of $S^{(4)}_w$. If $w \to \infty$ and if $f \in L^1_{\text{loc}}(\mathbb{R}^+, dt/t)$, then the value $I := \frac{1}{2 \ln(1 + 1/w)} \int_{t-1/w}^{t+1/w} f(u) \frac{du}{u}$.
converges to \( f(t) \) for a.e. \( t \in \mathbb{R}^+ \). Indeed, by the change of variables \( ts = u \), one gets

\[
I = \frac{1/w}{\ln(1 + 1/w)} \frac{w}{2} \int_{1 - \frac{1}{w+1}}^{1 + \frac{1}{w}} f(ts) \frac{ds}{s} = \frac{1/w}{\ln(1 + 1/w)} I_1,
\]

and \( I_1 \) converges to \( f(t) \) as \( w \to \infty \) for a.e. \( t \in \mathbb{R}^+ \) by the Lebesgue-Besicovich theorem again, since the term \( \frac{1/w}{\ln(1 + 1/w)} \) is the reciprocal of the logarithmic (Haar) measure of the integration set and in fact it is an average.

Now, since the factor \( \frac{1/w}{\ln(1 + 1/w)} \) converges to 1 as \( w \to \infty \), then the operator \( S^{(4)}_w f(z) \) can be asymptotically compared, as \( w \to \infty \), to the standard Mellin operator

\[
M_w f(z) = \int_0^\infty \chi_w \left( \frac{z}{t} \right) f(t) \frac{dt}{t}.
\]

Our last application concerns operators which approximate functions \( f : \mathbb{R}^N \to \mathbb{R} \). Let \((t_k)_{k \in \mathbb{Z}}\) be a sequence of real numbers such that:

(i) \(-\infty < t_k < t_{k+1} < \infty\);
(ii) \( \lim_{k \to \pm\infty} t_k = \pm\infty \);
(iii) \( \delta < t_{k+1} - t_k < \Delta \) for some fixed numbers \( 0 < \delta < \Delta < \infty \).

Let \( \Delta_k = t_{k+1} - t_k \).

Let \( H = \mathbb{Z}^N \) and \( G = \mathbb{R}^N \). Denote points in \( \mathbb{Z}^N \) by \( k = (k_1, \ldots, k_N) \). For every \( w > 0 \), let us define \( h_w : \mathbb{Z}^N \to \mathbb{R}^N \) by \( h_w(k) = \frac{1}{w}t_k = (t_{k_1}/w, \ldots, t_{k_N}/w) \in \mathbb{R}^N \). Let us consider the grid in \( \mathbb{R}^N \) determined by the point \( t_k \). Then \( \mathbb{R}^N \) is divided into parallelepipeds \( C_k = [t_{k_1}/w, t_{k_1+1}/w] \times \cdots \times [t_{k_N}/w, t_{k_N+1}/w] \).

Each parallelepiped \( C_k \) has \( N \)-dimensional Lebesgue measure equal to \( |C_k| = \Delta_{k_1} \cdots \Delta_{k_N} w^N \).

If \( f \in M(\mathbb{R}^N) \), we are left with the family

\[
S^{(5)}_w f(z) = \sum_{k \in \mathbb{Z}^N} \chi_w(z - t_k/w) \frac{1}{|C_k|} \int_{C_k} f(u) du.
\]

Our theory applies to the family above (see [30, 31, 32] for details concerning the series \( S^{(5)}_w f \)). Moreover, one can define operators analogous to \( S^{(2)}_w f, S^{(3)}_w f \) and \( S^{(4)}_w f \) in a multidimensional setting by adapting the construction we made above to those concrete cases.

**Remark 4.1** As we mentioned before, in all our examples assumption \((\chi_k)\) translates in a condition on the kernels \( \chi_w \). This is due to the behaviour of the Kantorovich-type operators in \( L^p(\mathbb{R}^N) \).

### 5 Concrete results in Orlicz spaces

In this section we rewrite the results obtained before in the general setting to some important cases.

The first case we examine are the standard \( L^p \)-spaces. Let \( \varphi(u) = u^p (p \geq 1), u \in \mathbb{R}^+ \). The Orlicz space \( L^\varphi(G) \) coincides with the standard space \( L^p(G) \).

Theorems [3.3] and [3.4] can be summarized as follows:
Theorem 5.1 Let \( f \in \mathcal{Y} \). Then
\[
\|S_wf\|_p \leq (CM^{p-1})^{1/p} \|f\|_p.
\]
Moreover
\[
\lim_{w \to \infty} \|S_wf - f\|_p = 0.
\]

Other important examples of Orlicz spaces are furnished by the so-called “interpolation spaces” \( (L^\alpha \ln^\beta L) \): these spaces are defined as the Orlicz spaces \( L^{\alpha,\beta}(G) \), where \( \alpha \geq 1 \) and \( \beta > 0 \). The generating function is given by \( \varphi_{\alpha,\beta}(u) = u^\alpha \ln^\beta (e + u) \). Hence \( L^{\alpha,\beta}(G) \) is made up of all the functions \( f \in M(G) \) such that there exists a constant \( \lambda > 0 \) satisfying
\[
I^{\alpha,\beta}(\lambda f) := \int_G (\lambda |f(x)|^\alpha \ln^\beta (e + \lambda |f(x)|)) \, dx < +\infty.
\]
The interested reader can be addressed to [46, 47] for more information on interpolation spaces. The function \( \varphi_{\alpha,\beta} \) satisfies the \( \Delta_2 \)-condition, hence modular and Luxemburg convergences are the same in \( L^{\alpha,\beta}(G) \). Again, we can restate theorems 3.3 and 3.4 as follows:

Theorem 5.2 Let \( f \in \mathcal{Y} \). Then
\[
\int_G |S_wf(x)|^\alpha \ln^\beta (e + \lambda |S_wf(x)|) \, dx \leq CM^{\alpha-1} \int_G \left( |f(x)|^\alpha \ln^\beta (e + \lambda M|f(x)|) \right) \, dx,
\]
for every \( \lambda > 0 \). Moreover,
\[
\lim_{w \to \infty} \|S_wf - f\|_{\varphi_{\alpha,\beta}} = 0.
\]

The last example of Orlicz space we consider is a space where the \( \Delta_2 \)-condition is not fulfilled, hence modular and Luxemburg convergence are distinct. This space is the so called “exponential space”. To define an exponential space, let us fix \( \alpha > 0 \), and consider the function \( \varphi_\alpha : \mathbb{R}_0^+ \to \mathbb{R}_0^+ : u \mapsto \exp(u^\alpha) - 1 \). The space \( L^{\varphi_\alpha}(G) \) consists of those functions \( f \in M(G) \) for which there exists a constant \( \lambda > 0 \) such that
\[
I^\alpha(\lambda f) := \int_G (\exp(\lambda |f(x)|)^\alpha - 1) \, dx < +\infty;
\]
(for more information on exponential spaces, see, e.g. [35]).

Theorems 3.3 and 3.4 can be stated as

Theorem 5.3 Let \( f \in \mathcal{Y} \). Then for some \( \lambda > 0 \) we have
\[
\int_G (\exp(\lambda |S_wf(x)|^\alpha) - 1) \, dx \leq \frac{C}{M} \int_G (\exp(\lambda M |f(x)|^\alpha) - 1).
\]
Moreover, there exists a number \( \lambda > 0 \) such that
\[
\lim_{w \to \infty} \int_G (\exp(\lambda |S_wf(x) - f(x)|^\alpha) - 1) \, dx = 0.
\]
6 Some graphical representations

This section provides some graphical representations of the convergence of the operators we have studied in the previous sections. In all the examples below the convergence must be interpreted as to be in the $L^p$ setting.

We will concentrate on the examples (2), (3) and (4) of Section 4, since graphical examples of operators (1) can be found in [5] and for operators (5) one can see [30, 31].

Although the prototypical example of kernel is obtained from the Fejer’s kernel function

$$F(x) = \frac{1}{2} \sin^2 \left( \frac{x}{2} \right),$$

where

$$\text{sinc}(x) = \begin{cases} \frac{\sin \pi x}{\pi x}, & x \in \mathbb{R} \setminus \{0\}, \\ 1, & x = 0 \end{cases},$$

it will be convenient for computational purposes to take a kernel with compact support over $\mathbb{R}$. Well known examples of such kernels are those arising from linear combinations the so-called $B$-splines functions of order $n \in \mathbb{N}$, namely

$$M_n(x) = \frac{1}{(n-1)!} \sum_{j=0}^{n} (-1)^j \binom{n}{j} \left( \frac{n}{2} + x - 1 \right)_+^{n-1},$$

where the symbol $(\cdot)_+$ denotes the positive part. Below we represent the graphs of the functions $M_3(x), M_4(x)$ (Figure 1), and $M(x) = 4M_3(x) - 3M_4(x)$ (Figure 2).

![Figure 1: The graphs of $M_3(u)$ and of $M_4(u)$ for $-5 \leq u \leq 5$.](image1.png)

![Figure 2: The graph of $M(u)$ for $-5 \leq u \leq 5$.](image2.png)
In the following examples we will use the function $M(u)$ to define kernels which satisfy $(\chi_1) - (\chi_6)$. We start from the example considered in (2) of Section 4. We choose the kernels $\chi_w(u)$ defined as $\chi_w(u) = M(wu)$. We have

$$S^{(2)}_w f(x) = \int_{-\infty}^{\infty} M(wx - t) \left( \frac{w}{2} \int_{\frac{(t+1)}{w}}^{\frac{(t-1)}{w}} f(s) ds \right) dt.$$ 

We take a discontinuous function $f(x)$, as follows

$$f(x) = \begin{cases} 
3e^x, & x < -1, \\
-1, & -1 \leq x < 0, \\
2, & 0 \leq x < 1, \\
x, & 1 \leq x < 2, \\
-2e^{-x}, & x \geq 2.
\end{cases}$$

The graphs below (Figure 3) show the behaviour of the operator $S^{(2)}_w$ for $w = 5, 10$ and 15 respectively.

Figure 3: The graphs of the functions $S^{(2)}_5 f(x), S^{(2)}_{10} f(x), S^{(2)}_{15} f(x)$ compared with the graph of $f(x)$.
The next example represents the approximation of the operator $S_w^{(3)}$ of Section 4. In order to satisfy the assumptions ($\chi_1$–($\chi_6$), we take the kernels $\chi_w(u)$ defined as $\chi_w(u) = wM(wu)$. So we are left with

$$S_w^{(3)} f(x) = \int_{\mathbb{R}} wM(wx - wt) \left( \frac{w}{2} \int_{t-w}^{t+w} f(s) ds \right) dt.$$  

We take the function

$$f(x) = \begin{cases} 
3e^x, & x < -1, \\
-1, & -1 \leq x < 0, \\
2, & 0 \leq x < 2, \\
-2e^{-x}, & x \geq 2.
\end{cases}$$

Below we represent the graphs of $S_5^{(3)} f(x), S_{10}^{(3)} f(x)$ and $S_{15}^{(3)} f(x)$ respectively (Figure 4).

Figure 4: The graphs of the functions $S_5^{(3)} f(x), S_{10}^{(3)} f(x), S_{15}^{(3)} f(x)$ compared with the graph of $f(x)$
Our last graphical representation takes into account the example (4) in Section 4. In this case, however, we cannot take kernels based on the function $M(u)$ as before, because of the base space $\mathbb{R}^+$ and of the measure $d\mu(t) = \frac{dt}{t}$. Suitable kernel functions in this case are familiar to those working with Mellin operators, namely we consider the kernels

$$M_w(u) = \begin{cases} 
  wu^w, & 0 < u < 1, \\
  0, & \text{otherwise}
\end{cases}$$

Next, we consider the operators

$$S_w^{(4)} f(x) = \int_0^\infty M_w \left( \frac{x}{t} \right) \frac{1}{2 \ln(1 + 1/w)} \left( \int_{1 + \frac{1}{w}}^{\frac{x}{1 + \frac{1}{w}}} f(u) \frac{du}{u} \right) \frac{dt}{t}.$$ 

We consider the function

$$f(x) = \begin{cases} 
  2x, & 0 \leq x < 2, \\
  1, & 2 \leq x < 4, \\
  -25/x^3, & x \geq 4
\end{cases}$$

Below (Figure 5) we represent the approximation of the operators $S_w^{(4)}$ for $w = 5, 20$ and $30$ respectively.

Figure 5: The graphs of the functions $S_5^{(4)} f(x)$, $S_{20}^{(4)} f(x)$, $S_{30}^{(4)} f(x)$ compared with the graph of $f(x)$
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