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Abstract

Recent years have witnessed great advances in object segmentation research. In addition to generic objects, aquatic animals have attracted research attention. Deep learning-based methods are widely used for aquatic animal segmentation and have achieved promising performance. However, there is a lack of challenging datasets for benchmarking. Therefore, we have created a new dataset dubbed “Aquatic Animal Species.” Furthermore, we devised a novel multimodal-based scene-aware segmentation framework that leverages the advantages of multiple view segmentation models to segment images of aquatic animals effectively. To improve training performance, we developed a guided mixup augmentation method. Extensive experiments comparing the performance of the proposed framework with state-of-the-art instance segmentation methods demonstrated that our method is effective and that it significantly outperforms existing methods.

1 Introduction

Computer vision is an interdisciplinary research field that helps computers gain understanding from images and videos. The rapid development of deep learning techniques has enabled computer vision applications to become a part of daily life, such as autonomous driving, medical treatment, and entertainment. These applications require detection and segmentation of various types of objects appearing in images and videos [1, 2].

Animal-related research has recently drawn the attention of the computer vision community. As a result, the number of studies involving animal research using computer vision and deep learning techniques has been increasing. Examples include measurement of animal behavior [3] and analysis of animal trajectories [4]. In addition, various animal-related datasets have been constructed for specific research purposes [5–7]. However, there is a lack of research on aquatic animals, especially on automatically localizing and recognizing aquatic ani-
mals. We attribute this partially to the lack of appropriate datasets for training, testing, and benchmarking. It has thus become essential to develop methods for aquatic animal instance segmentation.

To encourage more studies on aquatic animal segmentation, we have created a dataset we call “Aquatic Animal Species (AAS).” It consists of 4,239 images with 5,041 instances of 46 aquatic animal species. We have also devised a simple yet effective multimodal-based scene-aware segmentation (MSAS) framework for segmenting aquatic animals at the instance level. In this framework, the results of multiple single-view segmentation models are fused under the guidance of a mask-independent controller. To overcome the problem of limited training data, we developed a guided mixup augmentation method based on a confusion matrix aimed at improving training performance. We have also established the first comprehensive benchmark for aquatic animal segmentation. Extensive experiments on the newly constructed dataset demonstrated the superiority of our proposed method over state-of-the-art instance segmentation methods (see Fig. 1). The dataset, source code, and models will be released with the publication of our paper.

Our contributions are five-fold:

• We present a comprehensive study on aquatic animal segmentation, which is more complicated than general object segmentation. This is the first exploration of this task to the best of our knowledge.

• We present a new dataset for aquatic animal segmentation. Our newly constructed AAS dataset contains 4,239 images of 46 aquatic animal species, in which each image has 1.2 instances on average. All images have instance-wise ground truths of bounding box and segmentation mask of aquatic animals.

• We propose a new multimodal-based scene-aware segmentation framework for aquatic animal segmentation. Our MSAS framework leverages different instance segmentation models by using multi-view mask fusion under the guidance of a mask-independent controller.

• We develop a new guided mixup augmentation method for improving segmentation performance. Our augmentation strategy boosts the performance of deep learning models from a discriminative ability perspective and maintains global context, especially for camouflaged animal.

• We introduce a comprehensive AAS benchmark to support advancements in this field.

2 Related Work

2.1 Instance Segmentation

Instance segmentation methods not only localize objects but also predict per-pixel segmentation masks of objects with their corresponding semantic labels. Pioneer methods [8–10] perform detect-then-segment by adding segmentation branches on top of Faster RCNN. More recent efforts have explored instance segmentation using ideas from other computer vision and graphics branches [11–14]. The use of different normalization layers has been proposed for reducing gradient vanishing to improve training performance [15, 16].

Along with those single instance segmentation methods, the fusion of several single segmentation models also plays an important role. Under circumstances when real-time inference is not required, ensemble modeling can improve robustness and effectiveness. Several techniques have been introduced for the object detection task that combine the predictions of multiple models and obtain a final set of detections. They include non-maximum suppression [17] and weighted boxes fusion [18]. To our best knowledge, a fusion technique for the instance segmentation task has not been developed. Here, we present a novel fusion algorithm leveraging a simple detector that performs as a view controller to ensemble predictions of single instance segmentation models.

2.2 Data Augmentation

Data augmentation consists of a collection of techniques that inflate the size and quality of training datasets used to improve the generalization ability of deep learning models [19]. Through augmentation, deep learning models are able to extract additional information from a dataset by data warping and/or oversampling. Data warping augmentation methods, which include geometric and color transformations, are always used in training deep learning models. Oversampling augmentation methods [20, 21] synthesize objects and then integrate them into the original training dataset. In addition, recent object-aware aug-
Table 1: Statistics for animal image datasets used in our experiments.

| Dataset  | #Cat. | #Train Img. | #Test Img. | #Img. per Cat. |
|----------|-------|-------------|------------|----------------|
| MAS [25] | 37    | 1,488       | 1,007      | 67.4           |
| COD (Subset) [26] | 21 | 758 | 293 | 50.0 |
| CAMO++ (Subset) [27] | 32 | 366 | 166 | 16.6 |
| Proposed AAS | 46 | 2,582 | 1,657 | 92.2 |

mentation methods [22, 23] aim to copy objects from an image and paste them into another image.

Our proposed AAS dataset contains images of aquatic animals, both camouflaged and non-camouflaged animals. The localization and recognition of an animal are much more complex and strongly depend on the entire background. This means that simply placing a cloned camouflaged animal on a random background is not working because within different contexts of scenes, the camouflaged animal becomes far easier to be recognized [24].

Our proposed guided mixup augmentation method overcomes this limitation better than existing augmentation methods for three reasons. (1) Rather than two images being randomly chosen and blended, a confusion matrix is leveraged with the aim of guiding the model to concentrate on misclassified categories. (2) The augmentation strategy helps instance segmentation models improve their discriminative ability by putting instances belonging to strongly confused categories into an image. (3) The use of mixup augmentation helps preserve the global context for both camouflaged and non-camouflaged animals.

3 Proposed Method

3.1 Aquatic Animal Species Dataset

To the best of our knowledge, only three currently available animal-image datasets can be used for aquatic animal segmentation: subsets of the MAS [25], COD [26], and CAMO++ [27] datasets. However, these datasets have different ranges of categories and a small number of images. This may lead to overfitting when training deep learning networks due to the small number of images in each category (see Table 1).

Our goal is to build a comprehensive benchmark that can be used to evaluate deep learning models. To reach this goal, we reorganized our AAS dataset by sampling the three datasets noted above and re-labeling the sampled images. We first selected images containing aquatic animals from these datasets. Next, we manually discarded duplicate selected images and relabeled the images retained to match the categories in our dataset. Our reorganized dataset contains 4,239 images of aquatic animals in 46 categories. There are 5,041 instances in our dataset, and each image has 1.2 instances on average and a maximum of 22. Table 1 shows the overall statistics for our AAS dataset compared with the same three datasets.

3.2 Multimodal-based Scene-Aware Segmentation Framework

3.2.1 Overview

Instance segmentation methods [8, 10] are imperfect in the sense that each method may have advantages in specific contexts but disadvantages in others. To utilize the strength of each instance segmentation method, we derived a simple yet efficient Multimodal-based Scene-Aware Segmentation (MSAS) framework to leverage various models through mining image contexts.

Figure 2 illustrates our proposed MSAS framework, which consists of a training stage and an inference stage. In the training stage, instance segmentation models, dubbed “single-view models,” and a detection model, dubbed the “view controller,” are trained separately. The single-view models exploit different contexts to create different segmentation masks for the aquatic animals in the image. The view controller is aimed at producing pseudo bounding box ground truths for fusing multiple single-view models (see Section 3.2.2). In the inference stage, given an unlabeled image, the view controller extracts bounding boxes with high confidence scores from each image. These boxes guide the view controller as it fuses the results from the single-view models, resulting in the final segmentation mask results.

3.2.2 Multi-View Fusion

Our proposed multi-view mask fusion algorithm uses a mask-independent detector as the guidance view controller. The YOLOv5 [28]) model is used as the view controller thanks to its fast training and focusing for both spatial and discriminative representation.

Algorithm 1 illustrates our proposed multi-view fusion algorithm, which receives pseudo bounding box ground
truths and segmentation masks from single-view models as input and generates final mask results. It iterates over the images to update a “waiting list.” At each iteration, the segmentation masks of the single-view models for an image are added to the waiting list, and evaluation is performed to choose the best results.

In particular, when the algorithm is working with the $i^{th}$ image, the “result list” contains the segmentation masks for the first $i - 1$ images. The waiting list is the union of the result list and a temporary segmentation mask for the $i^{th}$ image. The average precision (AP) between the pseudo ground truths and the waiting list is evaluated. If the $n^{th}$ segmentation model provides the highest AP value, its segmentation mask for the $i^{th}$ image is appended to the result list.

### 3.3 Guided Mixup Augmentation

Aquatic animals involve both camouflaged and non-camouflaged ones, which can confuse deep learning models. To address this problem, we developed a training procedure using guided mixup augmentation for instance segmentation. Different from the original mixup [20], which chooses random pairs of images for blending, our wisely guided mixing strategy chooses images using a confusion matrix. Figure 3 illustrates the workflow of our proposed guided mixup augmentation, which involves two stages: warmup learning and augmentation learning.

The first few steps are for warmup learning: the single-view model (i.e., the instance segmentation model) tries to learn and adapt to new data by learning from only original images. Therefore, augmentation is not used in these initial learning steps.

Next, in the augmentation learning stage, when the single-view model achieves stable weights at the end of each epoch, a confusion matrix is constructed on the basis of the bounding box IoU (intersection over union) between the segmentation results and ground truths. For each segmented instance, all instance ground truths having an IoU with the segmented instance mask larger than threshold $\alpha = 0.5$ are selected. The category and classification score for all matching pairs of results and ground truths are extracted and used to create guided confusion

---

**Algorithm 1** Multi-view fusion algorithm.

**Input:**

1. Collection of instance segmentation results $ins[M \times N]$ for $N$ single-view models on $M$ images.
2. List of pseudo ground truths $pseudo_{box}[M]$ for $M$ images from view controller.

**Output:** List of results $res[M]$ for $M$ images. Each element of $ins, res$ contains all segmented results of corresponding image.

1: $res \leftarrow \emptyset$
2: for $i \leftarrow 1$ to $M$
3: $\hat{n} \leftarrow \arg\max_{n \in N}(\text{AP}(pseudo_{box}[1 : i], \text{res} \cup \text{ins}[i, n]))$
4: $res \leftarrow res \cup \text{ins}[i, \hat{n}]$
5: return $res$

---

Figure 2: Workflow of multimodal-based scene-aware segmentation method (best viewed online in color with zoom).
matrix \((C)\) for the next epoch.

In the next epoch, given an input image, we select an ambiguous image from the training set for mixing. In particular, for pairs of strongly misclassified categories \((i, j)\) \(i.e., C[i][j] \) is larger than threshold \(\beta = 0.2\), if the input image contain instances of category \(i\), a random image having instances in category \(j\) is selected from the training set.

Given two images \(a\) and \(b\) with resolutions \((H_1, W_1)\) and \((H_2, W_2)\), the images are resized to \((\frac{H_1+H_2}{2}, \frac{W_1+W_2}{2})\) and then mixed together using 
\[
c = \gamma \times \phi(a) + (1 - \gamma) \times \phi(b),
\]
where \(\phi(\cdot)\) denotes random cropping and translation operations. Output image \(c\) contains all instances in both original images along with their ambiguous categories. Standard transformations, such as color jitter, brightness adjustment, and horizontal flipping, are applied to the output image. We empirically set \(\gamma = 0.5\).

4 Experiments

4.1 Implementation

We used ten instance segmentation models as the single-view models in our proposed MSAS framework: Mask RCNN [8], Cascade Mask RCNN [9], GN-Mask RCNN [15], Mask Scoring RCNN [10], Deformable ConvNets [12], GCNet [13], CARAFE [11], WS-Mask RCNN [16], PointRend [14], and GRoIE [29]. All of them were used with the widely used ResNet50-FPN backbone. A YOLOv5 [28] detector was used as the view controller.

All models were trained with a batch size of 2 on an RTX 2080Ti GPU. They were fine-tuned from their publicly released MS-COCO pre-trained models. The single-view segmentation models were trained using stochastic gradient descent optimization with a weight decay of \(10^{-4}\) and momentum of 0.9. The first 500 steps were used for warmup learning, in which the learning rate was set to \(2 \times 10^{-5}\) and then linearly increased to 0.02. The models were then trained for 12 epochs with a base learning rate of 0.02, which was decreased by 10 times at the 8th and 11th epochs. Data augmentation was not applied in the first epoch so that the models could adapt to the aquatic animal images. From the second epoch, our proposed guided mixup data augmentation method was applied. The ratio of augmented images and original images was kept at 50/50 by using a Bernoulli distribution. The view controller was trained for 500 epochs with an image size of 1280 \(\times\) 1280 and data augmentation.

4.2 Comparison with State-of-the-art Methods

In this section, we compare our MSAS framework with state-of-the-art methods to demonstrate the superiority of the proposed method. Table 2 shows the performance of

| Method                        | AP  | AP50 | AP75 |
|-------------------------------|-----|------|------|
| Mask RCNN [8]                 | 15.6| 24.3 | 15.8 |
| Cascade Mask RCNN [9]         | 20.6| 30.2 | 22.2 |
| GN-Mask RCNN [15]             | 15.5| 23.2 | 16.3 |
| Mask Scoring RCNN [10]        | 17.3| 27.1 | 18.1 |
| Deformable ConvNets [12]      | 16.0| 24.0 | 17.4 |
| GCNet [13]                    | 12.1| 18.7 | 13.0 |
| CARAFE [11]                   | 14.7| 22.7 | 15.2 |
| WS-Mask RCNN [16]             | 18.7| 27.1 | 20.7 |
| PointRend [14]                | 12.7| 18.7 | 13.3 |
| GRoIE [29]                    | 17.8| 26.8 | 18.9 |
| MSAS w/o augmentation         | 24.9| 36.3 | 26.5 |
| MSAS with augmentation        | 28.3| 40.7 | 31.4 |

Table 2: Average precisions of state-of-the-art instance segmentation methods and proposed method; 1st and 2nd places are shown in blue and red, respectively.
different methods in terms of Average Precision (AP). As can be seen, our proposed method, MSAS, achieved the best performance in all metrics. Even training on only original images without data augmentation, our method still surpassed the state-of-the-art methods by a remarkable margin in all metrics. Meanwhile, the completed MSAS framework significantly outperformed all compared methods in all metrics. It shows the effectiveness of the proposed guided mixup augmentation, which results in an impressive increase of 3.4 in AP.

Comparison of the performance of our multimodal-based scene-aware segmentation method with those of state-of-the-art methods demonstrated its superiority. As shown in Table 2, our proposed method achieved the best performance for all three AP metrics. Even when trained on only original images without data augmentation, our method still surpassed the state-of-the-art methods by a remarkable margin on all metrics. The complete MSAS framework with data augmentation significantly outperformed all compared methods on all metrics and showed an impressive 3.4 increase in AP over the MSAS framework without data augmentation. These results demonstrate the effectiveness of the proposed guided mixup augmentation method.

Figure 4 shows a visual comparison of the tested methods. The MSAS framework achieved the best results, and the results are close to the ground truth. Our method effectively handled both segmentation mask and classification label.

4.3 Ablation Studies

We also investigated the efficiency of our proposed MSAS framework through an ablation study. In particular, we took into account the number of single-view models and the effectiveness of guided mixup augmentation.
Table 3: Effectiveness of data augmentation. Best results are shown in blue.

| Method            | AP  | AP50 | AP75 |
|-------------------|-----|------|------|
| None              | 21.7| 32.5 | 22.5 |
| Random mixup [20] | 21.2| 31.4 | 22.7 |
| Instaboost [22]   | 21.5| 31.7 | 23.9 |
| Copy-paste [23]   | 22.8| 34.0 | 24.2 |
| Guided mixup      | **23.8**| **34.5**| **26.7**|

4.3.1 Number of Single-View Models

We investigated the effectiveness of our multi-view fusion by increasing the number of single-view models one by one. To show the actual contribution of the proposed fusion algorithm, we did not use our guided mixup data augmentation to train the models. As shown in Fig. 5, the accuracy of the MSAS framework plateaued at ten models. Further increases in the number of single-view models would only lead to increasing processing time without improving performance. Hence, we use ten single-view models in our MSAS framework.

![Figure 5: Trade-off between accuracy and processing time as number of single-view models was increased. Accuracy plateaued at ten models.](image)

4.3.2 Guided Mixup Augmentation

We demonstrated the usefulness of our proposed guided mixup augmentation method, with its category discrimination ability, by comparing its performance with that of three data augmentation methods: random mixup [20], instaboost [22], and copy-paste [23]. Table 3 shows the performance of our MSAS framework using a simple version with two single-view models (Mask RCNN and Cascade Mask RCNN), trained using different data augmentation methods. Our guided mixup augmentation method substantially improved the performance of the MSAS framework without data augmentation by 9.7%. The performance of the proposed data augmentation method also surpassed that of existing data augmentation methods by a remarkable margin. Hence, our proposed wisely guided augmentation method will make a strong contribution not only to reducing data labeling hours but also to efficiency (i.e., processing time) and effectiveness (i.e., performance improvement).

5 Conclusion

We investigated the interesting yet challenging problem of aquatic animal segmentation and created the Aquatic Animal Species (AAS) dataset containing images of diverse aquatic animal species. Each image has an annotated instance-level mask ground truth. We also developed a novel multimodal-based scene-aware segmentation framework that uses a multi-view fusion algorithm to leverage different instance segmentation models. We further boosted the performance of aquatic animal segmentation by developing a guided mixup augmentation method. Extensive experiments demonstrated that our proposed method achieves state-of-the-art performance on our newly constructed dataset. We expect that our AAS dataset will greatly support research activities related to automatically identifying new aquatic animal species.
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