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Abstract—Safety guarantees in motion planning for autonomous driving typically involve certifying the trajectory to be collision-free under any motion of the uncontrollable participants in the environment, such as the human-driven vehicles on the road. As a result they usually employ a conservative bound on the behavior of such participants, such as reachability analysis. We point out that planning trajectories to rigorously avoid the entirety of the reachable regions is unnecessary and too restrictive, because observing the environment in the future will allow us to prune away most of them; disregarding this ability to react to future updates could prohibit solutions to scenarios that are easily navigated by human drivers. We propose to account for the autonomous vehicle’s reactions to future environment changes by a novel safety framework, Comprehensive Reactive Safety. Validated in simulations in several urban driving scenarios such as unprotected left turns and lane merging, the resulting planning algorithm called Reactive ILQR demonstrates strong negotiation capabilities and better safety at the same time.

I. INTRODUCTION

Safety is of central concern in the development of autonomous driving systems, frequently cited as one of the areas where AI drivers could bring significant improvement over their human counterparts [1], [2]. Indeed, equipped with vastly superior computational power in solving differential equations and geometric intersections while never making random mistakes or losing focus, AI vehicle operators are expected to outperform humans in their ability to foresee and prevent collisions. This outlook motivated a large body of work employing tools such as reachability analysis ([3], [4], [5]) to plan or certify safe trajectories, on the principle that a trajectory is safe if and only if it can be proven to be disjoint from any region in space-time that could potentially be occupied by any (dynamic or static) obstacle. While theoretically appealing, these approaches prove inadequate when deployed in practical autonomous driving solutions.

One of the major difficulties facing these reachability-based approaches is that they can be so conservative that it becomes impossible for the autonomous vehicle to make any progress. Figure 1 shows a common scenario where the autonomous vehicle (abbreviated AV below) is trying to drive past a slow moving vehicle in an adjacent lane. Due to their potential intention of lane change that is unknowable to the AV, the reachable set of the slow vehicle will quickly fill up both lanes in a few seconds, which is not enough time for the AV to complete the overtake. The range of potential acceleration on the slow vehicle also allows it to appear in a wide range of longitudinal positions at any moment, therefore the vehicle’s reachable set essentially covers the entire space-time region in front of the AV. As a result, in order to avoid any intersection with the reachable set, the AV has to brake and trail behind the slow vehicle's longitudinal position, as if following it as a lead vehicle, despite the fact that it is in a different lane.

The way current safety techniques utilize the reachability analysis is conservative by nature. Having the trajectory being disjoint from the reachable set is well sufficient for proving the absence of any possibility of collision, but it is far from necessary. The reachable set of a dynamic object generally grows unboundedly over time, and given enough planning horizon it will inevitably intersect with any motion of the AV that makes forward progress. On the other hand, a human driver readily knows that the slow moving vehicle is physically incapable of fully blocking both lanes: no matter which lane...
it decides to occupy, the other lane will be left open, and
safe overtake is possible. This conclusion is obvious to human
drivers, yet it is unrealized in the autonomous driving safety
frameworks available today. Why?

The key insight here is that in normal driving, the trajectory
produced by the planner is almost never fully executed as
is. Modern urban autonomous driving systems typically run
at a frequency around 10Hz, and trajectories (usually with a
horizon of 10 seconds or more) are planned and executed in
a pipeline, so only the initial 100 millisecond portion (about
one percent) of each trajectory is actually executed by the
controller before it receives and switches to execute a new
trajectory. The new trajectory responds to changes in the
environment by incorporating up-to-date sensor data, and
thus will in general be slightly different unless the motion
prediction used in the old trajectory is perfectly deterministic
and accurate. Since by the time the AV gets to the latter
portion of the trajectory, it would have learned more about
its surroundings and found smarter things to do, why be
alarmed when the limited knowledge that the AV possesses
now cannot assert safety at that distant time in the future.\footnote{Additionally we have to preclude collisions solely due to malicious
behavior by other vehicles in which the AV is by definition not at fault,
since such collisions are impossible to completely rule out by the AV's
effort alone\cite{6}. We note that this is not enough to help a reachability-based
AV become unstacked because a potential lane change early on into the AV's
lane is not malicious, yet it blocks the AV's overtake trajectory and causes
braking. See section IV-C for a concrete experiment.}
This latter portion of the trajectory will not be executed by the
vehicle, so rigorously checking for collisions on this portion
of the trajectory does not benefit the overall safety of the
autonomous driving system. This means that, ensuring the
entire trajectory is free of collision with any potential motion
of any obstacle, which is the paradigm adopted universally by
all autonomous driving safety frameworks known to us, should
be reconsidered. What we need is a new safety framework
that takes into account how the trajectory will change in
reaction to environment changes in the future, and ensures
that the reaction, instead of the current trajectory, is safe.

To this end, we propose the concept of Comprehensive
Reactive Safety (CRS), a condition certifying that the au-
tonomous driving system has the ability to stay out of
collision by reacting to new observations over the planning
horizon, without necessarily requiring it to have a collision-
free trajectory set in stone. This allows the system to respond
to different future scenarios with different tailored actions, as
long as it can be shown that it will have time to observe and
distinguish which scenario is coming to realization before
committing to an action. This freedom is crucial when a
single sequence of actions safely navigating all possible
future scenarios does not exist, and thus no trajectory will
pass the traditional trajectory-based safety criterion. In other
words, under CRS, the autonomous driving system is planning
strategies\footnote{\footnote{Additionaly we have to preclude collisions solely due to malicous
behavior by other vehicles in which the AV is by definition not at fault, since such
collisions are impossible to completely rule out by the AV's effort alone\cite{6}. We
note that this is not enough to help a reachability-based AV become unstacked
because a potential lane change early on into the AV's lane is not malicious, yet
it blocks the AV's overtake trajectory and causes braking. See section IV-C for
a concrete experiment.} which describe what to do in response to each
possible future situation, rather than planning trajectories,
which describe what to do, period.

To summarize, our main contributions are:

1) We propose the Comprehensive Reactive Safety, a novel
safety framework that, for the first time, accounts for
how the AV reacts to future changes in the environment.
This framework drastically increases the flexibility of
planning and opens up possibilities for new solutions to
scenarios that are challenging to traditional reachability
analysis. We give proof that the much less restrictive
CRS condition still guarantees safe operation of the
vehicle.

2) We present the Reactive ILQR algorithm, a practical
planning algorithm that satisfies CRS. With side-by-side
comparisons in four representative classes of scenarios
commonly found in urban driving, we demonstrate
that the proposed RILQR planner is more effective
in negotiating solutions when interacting with other
vehicles, and capable of resolving interactions in ways
not possible with the traditional reachability-based
planners, all while improving safety.

The rest of the paper is organized as follows. Section II
reviews reachability analysis and AV safety approaches. Then,
Section III-A defines CRS and proves its validity in certifying
safe driving, and Section III-B outlines the RILQR algorithm,
which is evaluated in Section IV in common scenarios found
on urban public roads.

II. RELATED WORK

A. Safety enforcement

Safety is typically defined as the condition and certification
that no collisions exist between the trajectories of the AV and
the obstacles, potentially accounting for uncertainty in both.
Planners ensure the safety of the trajectories they produce
by one of two categories of approaches: either construct
the trajectories with safety as a constraint through search
algorithms\cite{7}, \cite{8} and constrained optimization algorithms
\cite{9}, \cite{10}, or apply safety verification on the trajectories
constructed with more relaxed collision constraints, and, upon
finding a collision, fall back to the last verified trajectory\cite{3},
override with a fail-safe trajectory\cite{4}, or perform corrective
modifications to restore safety\cite{11}.

Constrained optimization techniques are well studied in the
numerical optimization literature\cite{12}, \cite{13}. Motion planning
algorithms for autonomous driving have been developed
using various optimization techniques such as sequential
quadratic programming (SQP)\cite{10}, linear programming (LP)
\cite{9}, and mixed integer quadratic programming (MIQP)
\cite{14}. Constrained ILQR\cite{15}, \cite{16}, an extension of the Iterative
Linear Quadratic Regulators (ILQR)\cite{17}, \cite{18} to support

\footnote{See more discussion in Section IV-C.}
arbitrary state constraints using barrier functions, can be used to enforce safety constraints as well. We build our implementation on top of Constrained ILQR.

B. Sources of uncertainty

Autonomous driving systems operating in the real world are faced with a number of sources of uncertainty potentially relevant to safety, and they have been the subject of many studies. Control noise and environment disturbance can be bounded by feedback control, resulting in the expansion of the AV trajectory into an invariant set that the controller can guarantee never leaving [19]. Measurement (in positioning and perception) noise are usually treated by padding the safety constraints with buffers. Uncertainty in the AV’s knowledge about the environment due to sensor limitations, such as occlusion, can be addressed by hallucinating obstacles in occluded regions [20]. For dynamic obstacles such as vehicles, their unknown future motions and intentions are a significant source of uncertainty, for which there are conservative estimation techniques using reachability analysis [3], [11], [4], as well as a blooming body of research on data-driven motion prediction techniques [21], [22], [23]. In particular, Li et al [5] seek to mitigate the conservativeness of reachability analysis by classifying the object behavior into one of the clusters learned offline, each of which then has a more limited reachability. Our work shares their premise, but do not rely on data-driven procedures that generally lose safety guarantees, and only rule out portions of reachable sets by evidence from observed object motion.

C. Reachability

Reachability analysis is a tool for studying dynamical systems. Some techniques formulate the process as a differential game and solve its Hamilton-Jacobi PDE [24], while others use conservative linearization to inclusively approximate the nonlinear dynamics [3]. In autonomous driving applications, reachability analysis is used to compute a conservative superset of spatial locations an object could reach as a result of its unknown intentions and actions, under certain kinematic, dynamic or behavioral assumptions.

Behavioral assumptions on the objects are adopted to curb the growth of reachable sets, usually by formalizing traffic laws [4], [6], [25]; planners avoiding the resulting smaller reachable sets cannot guarantee to not collide, but can guarantee to not be at fault in a collision. While it may help to prevent the reachable set from blocking the AV in some cases, the state of the art in this research direction has generally been limited to simple rule sets around the driving direction constraint and the safe distance, struggling to handle the complexity in real world traffic. The interpretation and formalization of human traffic rules is a much more difficult task than it might first appear [6]. Another way to keep the reachable sets manageable is to limit the planning horizon as done by Pan et al [26], who echo our observation about the unrealistic spread of reachability in the long term. However, relying on tuning the horizon to keep reachability under control makes the planner brittle, and the lack of convergence to the desired behavior as the horizon tends to infinity is theoretically unsatisfactory. Our proposed safety framework is not a replacement of reachability analysis, but rather a more flexible way of applying it, aimed at addressing its weakness of conservativeness. It can be used with any existing technique to compute reachable sets.

It is worth pointing out that, although planning around all reachable sets is unnecessarily conservative because new observations in the future will enable more targeted responses, this is not true in the worst case scenario where the autonomous driving system suffers from severe faults and loses its sensing capabilities after making a plan, which, although rare, is a risk that cannot be ignored. In such a case, execution of a plan that requires observation updates will not be possible, and safety can only be achieved by an open-loop trajectory that circumvents all currently known reachable sets. This may very well be infeasible, again because of how large the reachable sets could be, but that is just the harsh reality of trying to stay safe in this extremely challenging “glimpse-and-then-go-blind” situation. When designing a safe autonomous driving system, fallback mechanisms must be included to make the AV “limp” to a minimum safe state in hazardous situations like this, possibly involving reachability analysis. However, the necessity of evil in the worst case is no excuse for not holding ourselves to higher standards in the average cases, and with our proposed CRS framework, we do.

III. METHOD

A. Comprehensive Reactive Safety

Consider a given moment in time where the autonomous driving system is supposed to make a driving plan based on the latest perception and prediction. Without loss of generality, we call this moment \( t = 0 \). Let \( T \) denote the planning time domain \([0, t_{\text{end}}]\) and \( X \) the spatial domain (usually the 2D space on the ground). A trajectory (for the AV or the objects) is a function \( \tau : T \rightarrow X \) and the set of all trajectories is denoted by \( T = \{ \tau \mid \tau : T \rightarrow X \} \). Given a trajectory \( \tau \), we use \( C_\tau \) to represent the corresponding swept-volume trajectory \( C_\tau : T \rightarrow P(X) \) such that \( C_\tau(t) \) is the collision volume of the AV or the object at time \( t \).

Given the set of objects \( O \) reported by the perception subsystem, the prediction subsystem predicts the potential range of motion for each object \( i \in O \) as a set of possible trajectories \( P_i \subseteq T \). This set can also be seen as the spatial-temporal reachable set of the object. In addition, an interaction-aware predictor would be able to give the possible combinations of individual object motions (taking into account interaction constraints such as, when two objects approach an intersection from different directions, one of them has to yield), which we call \( \text{futures} \ F = \{ (p_1, p_2, \ldots, p_N) \mid p_i \in P_i \} \subseteq P_1 \times P_2 \times \ldots \times P_N \), a description of all the possible ways the future could unfold. We use the subscript notation to reference the trajectory of a particular object in a future:

\[ P \] is the power set operator: \( P(S) = \{ s \mid s \subseteq S \} \).
for \( f \in F \), \( f_i \in P_i \) is the trajectory of object \( i \) that will be realized in this future.

The planning subsystem is responsible for producing a driving plan for the AV to follow. The traditional planner produces a trajectory \( \tau \in T \), and the traditional safety criterion is that it has no collision with any prediction: \( C_{\tau}(t) \cap C_{p}(t) = \emptyset, \forall p \in P_i, \forall i \in O, \forall t \in T \). This condition can be equivalently written in terms of the futures: \( C_{\tau}(t) \cap C_{f_i}(t) = \emptyset, \forall i \in O, \forall f_i \in F, \forall t \in T \). On the other hand, in the spirit of ensuring safety by being able to react to anything that could happen in the future, we propose that the planner should instead produce a strategy which maps potential future situation realizations to trajectories, \( \sigma : F \rightarrow T \). In other words, the planner plans a trajectory for each future scenario.

To ensure the strategy can be followed by the AV (without requiring it to possess supernatural prophetic powers), it must satisfy certain causality constraints: the trajectory must "react" to the future variation after it has occurred. For example, an evasive lane change trajectory to circumvent an object cutting in must not begin the lane change before the object shows signs that it is about to cut in.

**Definition 1 (Requirement I: Reaction Causality):** A strategy \( \sigma \) satisfies the Reaction Causality Requirement if for any two futures \( f, g \in F \) and any time \( t \in T \), the condition \( \sigma(f)(t) = \sigma(g)(t) \) holds as long as we have \( f_i(t') = g_i(t'), \forall i \in O, \forall t' \in [0, t - \delta] \), where \( \delta \) is a sensing delay.

Here, the sensing delay \( \delta \) is the latency between the time a change occurs in the environment and the time the autonomous driving system finishes processing the sensor data that pick up the change to be able to recognize it. Intuitively, Requirement I states that if a strategy responds to two futures with different trajectories, the trajectories should not differ from each other at an earlier time than the time when the two futures diverge plus the sensing delay \( \delta \), which is the earliest time possible for the autonomous driving system to be able to differentiate between the two futures and choose a reaction accordingly.

The second condition on the strategy is conceptually similar to the traditional trajectory safety:

**Definition 2 (Requirement II: Reaction Safety):** A strategy \( \sigma \) satisfies the Reaction Safety Requirement if the condition \( C_{\sigma(f)}(t) \cap C_{f}(t) = \emptyset \) holds for all \( f \in F \), all time \( t \in T \) and all objects \( i \in O \).

We would like to note that Requirement II is significantly weaker than the traditional safety condition \( C_{\tau}(t) \cap C_{f}(t) = \emptyset \), because the former only requires each trajectory to be free of collision with its own corresponding future, rather than with all possible futures. This is the key distinction that allows the AV to avoid being stuck when the reachable sets become too spread: each situation can have its own particular solution, and the solution for one situation does not need to concern itself with handling other situations. With these two requirements, we are ready to define the safety condition based on reactions, called Comprehensive Reactive Safety (CRS).

**Definition 3 (Comprehensive Reactive Safety, CRS):** A strategy \( \sigma \) is said to satisfy CRS if it satisfies both Requirement I and Requirement II.

CRS guarantees safety in the sense of the following theorem, which is our main result:

**Theorem 1 (Reactive Driving by a CRS Strategy is Safe):** Consider an autonomous driving system equipped with a strategy \( \sigma \) satisfying CRS at time 0. At any future time \( t \in T \), the system would have observed the motion of each object over time \([0, t - \delta]\); let the motion of object \( i \) so far be denoted by \( m_i : [0, t - \delta] \rightarrow X \) for each \( i \in O \). If the system executes trajectory \( \sigma(f) \) for any future \( f \in F \) that is compatible with the observed motions so far, that is, \( f \) satisfying \( f_i(t') = m_i(t'), \forall t' \in [0, t - \delta], \forall i \in O \), then the system is safe from collision with any object.

**Proof:** Among all the possible futures in \( F \), one particular \( f^* \) will be the one eventually occurring in reality. According to Requirement II, if the system executes \( \sigma(f^*) \) over \( T \), it is safe from collisions. At any time \( t \in T \), all futures \( f \) compatible with observed motions \( m_i \) so far, including \( f^* \), are identical up to time \( t - \delta \) by definition. According to Requirement I, their corresponding strategy trajectories \( \sigma(f), \sigma(f^*) \), are identical up to time \( t \). Therefore, executing \( \sigma(f^*) \) is equivalent to executing the \( \sigma(f) \) for any compatible \( f \) for all \( t \in T \), which is what the system does.

Once the planner successfully plans or verifies a strategy by CRS, it has a recipe to avoid collisions, even though it does not specify a particular trajectory for the controller to follow. As long as the AV keeps observing the environment and executing the corresponding reactions in a timely manner, it will be safe from collisions, while enjoying the extra freedom not available in a traditional trajectory-based framework.
B. Reactive ILQR

In the previous section we presented a novel safety condition that eliminates the requirement of conservatively avoiding all reachable sets. However, implementing such a framework in practice is challenging, due to the transition from trajectories to strategies. In this section, we present a practical algorithm in an attempt to leverage the flexibility of CRS in the familiar Iterative Linear Quadratic Regulator (ILQR) framework. The resulting algorithm, called **Reactive ILQR**, outputs CRS-worthy strategies, instead of trajectories. As an early exploration of strategy planners in lieu of trajectory planners, we focus on the necessary changes in the planner such as the representation of strategy, and keep the supporting components such as prediction and decision as simple as possible, while noting that investigation of those areas could be interesting research directions.

1) **Strategy as a tree of trajectories**: Requirement I dictates that all trajectories in a strategy share some prefixes, some longer than others depending on how early their corresponding futures diverge. This naturally suggests a representation of strategy as a tree of trajectories, with the depth direction being time. Two trajectories sharing a prefix up to time $t$ is stored as a tree with the trunk corresponding to the common prefix segment over time $[0, t]$, and the two branches to the different suffix segments over time $(t, t_{end})$. Similarly, the futures $F$ are represented as a tree as well.

2) **Strategy branching according to future branching**: Since the strategy’s trajectory $\sigma(f)$ is allowed to be different for each future $f$, it follows that the strategy should branch whenever the future branches, or in other words, the strategy tree should have the same topology as the future tree, in general. Per Requirement I, the branching point on the strategy tree must not be earlier than its counterpart on the future tree plus $\delta$, but it can be later than that, as some situations do not require immediate reactions. For simplicity, we trivially branches the strategy at time $\delta$ after each future branching point, in which case situations that do not require different reactions will simply result in identical strategy branches.

3) **Strategy optimization by Reactive ILQR**: Once the topology of the strategy tree is known, it can be discretized and variationally optimized, subject to the safety constraints posed by Requirement II. We temporally discretize the strategy tree at a fixed time step $\Delta t$ (for example, $0.1s$) into a number of points referenced by a symbol $k$. Unlike the step index in the original ILQR, $k$ here is an identifier for a point in the strategy tree, each with a time $t(k)$ that is not necessarily unique, because multiple branches from the same parent have the same time values. The root is the only point with time $0$: $t(root) = 0$. Each point $k$ (except for the root) always has one unique parent point $p(k)$ which is its immediate previous step: $t(k) = t(p(k)) + \Delta t$. Each point $k$ (except for the leaf points at the end of the horizon) also has one or more child points $c(k) = \{j | p(j) = k\}$ which are its immediate next steps: $t(j) = t(k) + \Delta t, \forall j \in c(k)$. A partial order $\prec$ can be naturally defined for points on a same path from the root; for example, $k \prec j$ if $k$ is an ancestor of $j$. Most points have exactly one child though, because branching occurs sparsely. Branching points segment the tree into a number of linear chunks, each a trajectory segment containing a number of points, ending with one having multiple children pointing to the subsequent branch chunks. Extending the ILQR algorithm to work with such a tree topology leads to a new algorithm we call **Reactive ILQR**, detailed below.

When considered in isolation, each segment is just a linear trajectory sequence that ILQR can be applied on straightforwardly. The only tricky part is that the value function parameters (such as gradients and Hessians) in the backward pass and the optimal states and controls in the forward pass need to be propagated across branching points where temporally adjacent trajectory segments meet. Concretely, given the AV state transition function $g_k$ and the cost function $l_k$ dictated by the application (potentially varying with $k$), the optimal control $u^*$ (and the associated states $x^*$) on a strategy tree $\sigma$ is given by the following optimization:

$$
\begin{align*}
    x^*, u^* = & \arg \min_{x,u} \sum_k w_k l_k(x_k, u_k), \\
    \text{s.t.} \quad x_k &= g_k(x_{p(k)}, u_k), \\
    x_{root} &= x_0, \\
    h_k(x_k) &= 0,
\end{align*}
$$

where $x_0$ is the current AV state, $h_k$ is a collision constraint enforcing Requirement II (discussed later), and $w_k$ is a weight factor normalizing the contribution across sibling branches with $w_k = \sum_{i \in c(k)} w_i$. One could treat these weights as probabilities to bias the solution towards certain outcomes (futures); for simplicity we distribute the weights evenly across all sibling branches at each branching point by setting $w_k = \frac{1}{|c(p(k))|} w_{p(k)}$, and $w_{root} = 1$.

The (negative) value function $v_k$ (also known as the cost-to-go function) at point $k$ on the tree topology is given by

$$
v_k(x_k) = \min_{\{u_{j}\}_{j \geq k}} \sum_{j \geq k} w_j l_j(x_j, u_j),
$$

with the following recursion (the **Bellman equation**):

$$
\begin{align*}
v_k(x_k) &= \min_{\{u_{j}\}_{j \geq k}} \sum_{j \in c(k)} \left( w_j l_j(x_j, u_j) + \sum_{i \neq j} w_i l_i(x_i, u_i) \right) \\
&= \sum_{j \in c(k)} \left( \min_{u_j} w_j l_j(g_j(x_k, u_j), u_j) + v_j(g_j(x_k, u_j)) \right).
\end{align*}
$$

ILQR approximates the value function with a quadratic form by its Hessian and gradient, a form maintained inductively by $\square$ provided that $g_k$ and $l_k$ are in turn approximated linearly and quadratically respectively. This accomplishes
the extension of ILQR to a tree topology. In general, each branching in the strategy tree doubles the number of variables to be optimized after the branching point, so the computation cost on a Y-shaped strategy will be between 1x and 2x of that on a linear trajectory. More branching will further increase the computation cost, but in the vast majority of urban driving scenarios, there is no more than one object of immediate concern, so the ILQR solver for strategy trees is still highly efficient.

The last ingredient in Reactive ILQR is the collision constraints \( h_k \) in (4). For each point \( k \), its constraint \( h_k \) only needs to rule out collisions with the futures corresponding to this point:

\[
h_k(x_k) = \min_{f \in \phi(k), i \in O} d(C_f(t(k)), x_k),
\]

where operator \( d \) computes the Euclidean distance between the collision volumes of the AV and an object, and \( \phi(k) = \{ f | f \in F, k \in \sigma(f) \} \) is the set of futures corresponding to point \( k \), which can be obtained as the strategy tree is built according to the structure of the future tree. Once constructed, the constraints \( h_k \) can be enforced in the optimization problem \([14]\) with methods like Constrained ILQR.

IV. EXPERIMENTS

The proposed Reactive ILQR algorithm is quantitatively evaluated in a few representative scenarios. As a baseline, we implement a non-reactive CILQR planner that computes a single trajectory to avoid all reachable sets. For both planners, the predicted reachable sets are the same. For simplicity and comparability, the prediction module is a heuristic kinematic predictor that outputs an uncertainty box on each time step to represent the reachable set, and no explicit behavior decision module (making decisions like “pass” or “yield”) is used. Time discretization is at a resolution of \( \Delta t = 0.1s \), and the sensing delay \( \delta \) is set to 0.1s. The planners are run in a proprietary simulator with HD maps set up, objects spawned and scripted, and evaluation metrics (such as collision and interaction outcome) calculated to each scenario specification, detailed below.

The scenarios described below (Figure 3) have infinitely many variations, parameterized by manually-designed parameters such as the initial positions of the interacting vehicles and the actions they take (e.g. whether to brake). For each scenario, we run both RILQR and the baseline CILQR on 100 samples in the scenario variation space, and compare aggregate statistics to evaluate their capabilities in staying safe and making progress. For the crossing and unprotected turn scenarios, the 100-sample batch experiments are then repeated 10 times to obtain the error bars on the statistics.

A. Intersection crossing

A common interaction that demands the AV to consider multiple possible actions of the other vehicle (referred to as the background vehicle, BV) is the intersection crossing scenario. Both the AV and the BV approach an uncontrolled intersection from different directions, and at least one of them must yield to avoid collisions. In our setup the BV needs to rule out collisions with the futures corresponding to this point:

\[
h_k(x_k) = \min_{f \in \phi(k), i \in O} d(C_f(t(k)), x_k),
\]

where operator \( d \) computes the Euclidean distance between the collision volumes of the AV and an object, and \( \phi(k) = \{ f | f \in F, k \in \sigma(f) \} \) is the set of futures corresponding to point \( k \), which can be obtained as the strategy tree is built according to the structure of the future tree. Once constructed, the constraints \( h_k \) can be enforced in the optimization problem \([14]\) with methods like Constrained ILQR.
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**Fig. 3:** The setup of the four representative scenarios. The blue vehicle is the AV while the green vehicles are the BVs.

| Planner | Crossing | Unprotected left turn |
|---------|----------|-----------------------|
| Baseline | 11.6% ± 3.6% | 33.8% ± 4.9% |
| RILQR   | 35.6% ± 5.3% | 57.4% ± 5.3% |

**TABLE I:** Passing percentages in the intersection crossing (Fig. 4) and unprotected left turn (Fig. 5) scenarios. Passing is defined as moving through the intersection at an earlier time than the other vehicle, and yielding the opposite. RILQR achieves a higher passing ratio because it does not conservatively avoid all potential BV actions which is only possible through excessive yielding.

is spawned at a location equidistant to the intersection as the AV, and scripted to either maintain its speed at 10m/s (which is also the AV’s initial and target speed) or slow down before reaching the intersection by braking at 1.5m/s² for two seconds. Although the BV’s behavior is limited to the binary choice of braking or not braking in any variation of this scenario, the reachability analysis at any moment cannot assume the BV will not vary its acceleration, and as a result the reachable boxes of both choices overlap each other forming a continuous prohibited zone for a non-reactive planner, making it unable to proceed in either case, manifested as an excessive inclination to yield. A reactive planner, on the other hand, would be able to plan a strategy that yields when the BV does not brake, and passes when the BV brakes. Simulations sampling the variation of initial longitudinal positions and initial speeds of the AV and BV confirm this conjecture: while both RILQR and the baseline ensure that no collisions occur, the AV driven by RILQR is able to pass the BV much more often (Table I). Figure 4 shows the behavior of RILQR in a typical variation.

B. Unprotected left turn

A similar situation arises when the BV comes from the opposite direction and intends to make an unprotected left turn. Although the right of way rule generally requires the vehicle making the turn to ensure that doing so does not obstruct the surrounding traffic, violations to this rule occur frequently enough in reality that the AV must be prepared to yield when the BV recklessly proceeds with the turn. As
with the intersection crossing scenario, RILQR improves the pass ratio without introducing collisions. Figure 5 illustrates a typical variation in this scenario.

C. Overtake on a multi-lane road

As previously discussed, the side-passing scenario (Fig. 1) requires the fast vehicle to understand that although the slow vehicle could potentially change lanes and thus could appearing in either lane in the future, an appropriate reaction is always available to complete the overtake. We design a scenario where the BV, moving at a slow 1 m/s in the right lane, may initiate a lane change to the left at a random moment, provided that the AV is not imminently passing it (in which case the lane change is considered malicious; see the footnote in Section I). The AV starts in the left lane, and has a target speed of 10 m/s. Experiments show that the baseline planner invariably fails to overtake as expected (see Table II: Statistics in the overtake scenario (Fig. 6). Overtake success is defined as the AV being longitudinally ahead at the end of the simulation. RILQR is able to overtake because it can find a way forward whether the BV changes lane or not.

| Planner     | Overtake success | BV lane change | AV average speed |
|-------------|------------------|----------------|------------------|
| Baseline    | 0%               | 66%            | 5.02 m/s         |
| RILQR       | 100%             | 42%            | 9.94 m/s         |

D. Merge

To stress-test RILQR in a complex interaction situation, we set up a merge challenge scenario where the AV approaches a lane merge into the left lane with continuous traffic of tightly spaced BVs, each traveling at 10 m/s (equal to the AV’s default initial and target speed) and may either brake or maintain speed before arriving at the merge point, just like in the crossing scenario. In addition to each BV’s individual braking action, also varied are the AV initial speed and longitudinal position, to cover the full range of possible initial configurations. The scripted motions of the BV themselves could sometimes be unrealistic or malicious, especially the “pincer movement” in certain cases where a BV in the front brakes and another one right behind it does not brake, and as a result both RILQR and the baseline encountered collisions, but RILQR does achieve a lower collision rate, and, more importantly, a generally more advanced post-merge position in the row of BVs (Table III), able to complete the merge before the fourth BV passes 88% of the time compared to 30% with the baseline planner, and able to slot in between the first two BVs twice as often. Since the average initial position of the AV is longitudinally between the first and the second BV, this means the behavior of RILQR, instead of being overly aggressive, is probably closer to a more smooth and fluid merging sequence that avoids the harsh braking needed to find a merge spot behind latter BVs.

V. CONCLUSIONS

In this work, we call for a paradigm shift in the treatment of safety in motion planning for autonomous driving. Instead of basing the safety condition on the static knowledge of the
TABLE III: Statistics in the merge challenge (Fig. 7). The numbers in the post-merge position columns are BV indices. For example, if the AV merged between the 1st and 2nd BV by the end of the scenario, it is counted as “1-2”, and so on.

| Planner | Collision | Before 1 | 1-2 | 2-3 | 3-4 | After 4 |
|---------|-----------|----------|-----|-----|-----|--------|
| Baseline | 16%       | 1%       | 23% | 6%  | 0%  | 70%    |
| RILQR   | 5%        | 1%       | 44% | 31% | 12% | 12%    |

Currently known environment, we advocate defining safety with consideration of how the environment will change in the future, and how the autonomous driving system will react, because that is what the system does in the general case. This in turn necessitates a shift in the planner architecture, from planning trajectories to planning strategies. We outline a safety framework in this context, called CRS, and give an implementation, called RILQR. The effectiveness of both is demonstrated in simulations. This paradigm shift, especially the new strategy planner architecture, opens up many interesting avenues of research. In particular, the module that partitions the predicted motions from continuous distributions of trajectories into discrete branches of a strategy plays a crucial decision-making role because it essentially determines what motions of the objects need different reactions from the AV, and research on this topic is scarce. Another example is the question of how to register the current strategy against the potentially topologically incompatible strategy from the previous planning iteration, which is often needed to ensure smoothness across plan handovers in the controller. We believe the concept of strategy planners is worthy of more investigation effort, and more insight about the planning problem itself may be uncovered in the process.
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