The Cauchy problem for the nonlinear viscous Boussinesq equation in the $L^q$ framework
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Abstract

In this paper, we study the viscous Boussinesq equation in the whole space $\mathbb{R}^n$, which describes the propagation of small amplitude and long waves on the surface of water with viscous effects. Concerning the linearized Cauchy problem, some qualitative properties of solutions including $L^m - L^q$ estimates with $1 \leq m \leq q \leq \infty$, inviscid limits and asymptotic profiles of solution with respect to the small viscosity are investigated by means of the Fourier analysis and the WKB method. For another, by applying some fractional order interpolations in the harmonic analysis, we derive the $L^q$ well-posedness and estimates for small data solutions to the nonlinear viscous Boussinesq equation under some conditions for the parameter of nonlinearity.
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1 Introduction

1.1 Background of the inviscid Boussinesq equation

It is well-known that mathematical studies in the propagation of water waves over a fluid have been widely applied in fluid mechanics, hydrogeology as well as coastal engineering. There are several mathematical models to describe the propagation of water waves. Particularly in the 1870’s, originating from the Euler equations, a series of works [5, 6, 7] from Joseph Boussinesq derived some fundamental models for the propagation of long waves with small amplitude on the surface of shallow water. Among them, the so-called Boussinesq model in the inviscid medium, i.e.

$$u_{tt} - u_{xx} + u_{xxxx} = (u^2)_{xx},$$

was introduced in [7], which is innovative to provide some scientific explanations to the phenomenon of permanent waves observed by the report [36]. In the above, the scalar unknown function $u = u(t, x)$ may stand for an elevation of the free surface of inviscid fluids.
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Later, a general Boussinesq model carrying a nonlinear term \( f(u) \) with a smooth, pure power function \( f = f(u) \) arises in the modeling of nonlinear strings \([4]\). In the multi-dimensional case, the generalization of inviscid Boussinesq equation is introduced by

\[
 u_{tt} - \Delta u + \Delta^2 u = \Delta f(u; p),
\]

(1)

where the smooth function \( f(u; p) \) behaves as a power nonlinearity \( f(u; p) = O(|u|^p) \) as \( |u| \downarrow 0 \) with \( p > 1 \). Indeed, the inviscid Boussinesq equation (1) models nonlinear waves in the media with dispersion because of its dispersive linear semigroup

\[
 \exp \left( \pm it|D|\sqrt{1 + |D|^2} \right).
\]

Until now, some qualitative properties of solutions to (1), including well-posedness, regularity analysis, blow-up and asymptotic behaviors, have been deeply established. We refer the interested readers to \([21, 12, 4, 32, 38, 41, 40, 22, 24, 23, 25, 46, 8, 47, 26, 30, 15, 16, 17, 1]\) and references therein.

### 1.2 Background of the viscous Boussinesq equation

Although the viscous effect may be neglected for most of oceanic situations, the viscosity that measures its internal resistance to motions, cannot be excluded for surface waves in relatively shallow channels. For this reason, concerning the long wave propagation in the viscous medium, it is nature to consider the following viscous Boussinesq equation:

\[
 u_{tt} - \Delta u + \Delta^2 u - 2\epsilon \Delta u_t = \Delta f(u; p),
\]

(2)

where the constant \( \epsilon \in (0, 1) \) stands for the viscous coefficient. In mathematic analysis for fluid mechanics, the rigorous justification for inviscid limits, i.e. the convergence of solutions as the viscosity tending to zero, is one of the most challenging and crucial questions, e.g. Navier-Stokes equations versus Euler equations \([33]\). Formally taking \( \epsilon = 0 \) in the viscous model (2), it immediately turns out to be the inviscid model (1), whose global (in time) inviscid limit is always an open problem.

The viscous Boussinesq equation (2) depicts nonlinear waves in the media with dissipation as well as dispersion due to its dissipative-dispersive linear semigroup

\[
 \exp \left( -\epsilon t|D|^2 \pm it|D|\sqrt{1 + (1 - \epsilon^2)}|D|^2 \right).
\]

We now may observe that a crucial difference between (1) and (2) is the dissipation component \( \exp(-\epsilon t|D|^2) \) caused by the viscous term \(-2\epsilon \Delta u_t\).

Actually, the corresponding abstract problem (but with different nonlinear terms) for (2) has been studied by \([2, 3]\), where global (in time) well-posedness and time-decay estimates were derived. Facing exactly with the Cauchy problem for (2), the authors in \([43, 42]\) proved local (in time) well-posedness by employing successive approximations. Later, some global (in time) existence and blow-up results for (2) in 1D were established in \([45]\). The authors in \([44, 29]\) derived time-decay estimates for solutions to the linearized viscous Boussinesq equation by Green's function, and demonstrated global (in time) existence of solution with additionally \( L^1 \) small data. Particularly, under some polynomially weighted \( L^1 \) assumptions on initial data, asymptotic profiles of solutions have been
found in [31]. Recently, by ignoring the dissipative part, the authors in [27] completed uniform estimates with respect to the viscosity $\epsilon$ and rigorously demonstrated local (in time) inviscid limits for (2) as $\epsilon \downarrow 0$. Simultaneously, with the aid of the Littlewood-Paley theory, in the more recent paper [28] they not only have developed some new estimates for a class of dissipative-dispersive linear semigroup but also have proved global (in time) existence of small data Sobolev solutions.

To the best of the authors’ knowledge, although $L^{q'} - L^q$ estimates ($q'$ is the Hölder conjugate of $q$ so that $q \geq 2$) for solutions to the corresponding linear Cauchy problem for (2) have been deeply studied in [28], the investigation of the nonlinear viscous Boussinesq equation (2) in general $L^q$ spaces, especially for $1 \leq q < 2$, has never been considered in this literature in term of the study of the initial value problem. We will partly answer this question in the present work.

### 1.3 Main purposes of the paper

In the present paper, we will consider the Cauchy problem for the following viscous Boussinesq equation:

\[
\begin{aligned}
&u_{tt} - \Delta u + \Delta^2 u - 2\epsilon \Delta u_t = \Delta f(u; p), \quad x \in \mathbb{R}^n, \quad t > 0, \\
u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x), \quad x \in \mathbb{R}^n,
\end{aligned}
\]

where the smooth nonlinear function behaves $f(u; p) = O(|u|^p)$ when $|u| \downarrow 0$ equipping $p > 1$ exactly as we introduced in foregoing paragraphs, and we are going to study its corresponding linearized Cauchy problem with the vanishing right-hand side as follows:

\[
\begin{aligned}
v_{tt} - \Delta v + \Delta^2 v - 2\epsilon \Delta v_t &= 0, \quad x \in \mathbb{R}^n, \quad t > 0, \\
v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x), \quad x \in \mathbb{R}^n,
\end{aligned}
\]

where $\epsilon \in (0, 1)$ stands for the viscous coefficient.

Our first purpose in this paper is to understand qualitative properties of solutions to the linearized viscous Boussinesq equation (4) by employing the Fourier analysis in the $L^q$ framework, which not only helps us to comprehend the underlying physical phenomena in a certain condition but also plays a pivotal role in developing the corresponding nonlinear problem (3). Precisely in Section 2, by applying the theory of modified Bessel’s function associated with Faà di Bruno’s formula (see Appendix A), we derive $L^m - L^q$ estimates for solutions with any $1 \leq m \leq q \leq \infty$, which improve the previous results and enlarge the admissible range of index $q$ (in the $L^q$ solution space). Especially, due to invalidation of some embeddings in $L^q$ spaces if $1 \leq q < 2$, we have to control the Fourier multiplier

\[
\mathcal{F}_{\xi \rightarrow x}^{-1}
\left(
\frac{\sin \left( |\xi| \sqrt{(1 - \epsilon^2)} |\xi| \sqrt{1 + t} \right)}{|\xi| \sqrt{(1 - \epsilon^2)} |\xi|^2 + 1}
\right)
(t, \cdot)
\]

in several norms by some suitable ways. Roughly speaking, another challenge comes from unclear combined influence from the oscillating structure, dissipative effect and singularities (for low frequencies) of the multiplier (5). Differently from the treatment of dissipative-dispersive estimates stated in [28], we express the dispersive part by some oscillating functions and deal with them by employing refined WKB analysis.
Furthermore, by naturally taking into account the limit case with the vanishing viscosity in the Cauchy problem (4), it turns out to be the inviscid Boussinesq equation

$$\begin{cases}
tv_t - \Delta v^0 + \Delta^2 v^0 = 0, \\
v^0(0,x) = v^0_0(x), \quad v^0_t(0,x) = v^0_1(x),
\end{cases} \quad x \in \mathbb{R}^n, \quad t > 0,$$

(6)

The model signifies that viscous forces are neglected in the propagation of long waves on the surface of shallow water. Formally, equipped identical initial data in viscous and inviscid models, (6) seems to be the limit model for (4) with the vanishing viscosity, but in this limit procedure the exponential dissipation will fade away as we mentioned in the above. In Section 3, under the consistent assumption for initial data, we rigorously justify inviscid limits from the viscous case (4) to the inviscid case (6) as the viscous coefficient tends to zero, namely, \( v \to v^0 \) in \( L^\infty([0,T] \times \mathbb{R}^n) \) as \( \epsilon \downarrow 0 \) with the rate of convergence \( \epsilon \). A further consideration is to prove rigorously the second-order asymptotic expansion, in other words, \( v \to v^0 + \epsilon \hat{v} \) in \( L^\infty([0,T] \times \mathbb{R}^n) \) as \( \epsilon \downarrow 0 \) with the improved rate of convergence \( \epsilon^2 \), where \( \hat{v} \) is a solution to the inhomogeneous inviscid Boussinesq equation (to be shown in Subsection 3.3). Our approaches are based on the WKB analysis associated with the multi-scale analysis, and energy methods in the Fourier space.

Our second purpose in this paper is to study global (in time) well-posedness and some \( L^q \) estimates for solutions to the nonlinear viscous Boussinesq equation (3) with small data. In Section 4, under some conditions for the power \( p \) in the nonlinearity, we construct a time-weighted Banach space in the \( L^q \) framework and demonstrate a contraction mapping in this space. Then, the global (in time) existence of unique solution

$$u \in \mathcal{C} \left([0,\infty), H^s_q \right)$$

to the Cauchy problem (3) will be proved. This result extends the previous results in the \( L^2 \) setting to the general \( L^q \) setting with \( q \in (1,\infty) \).

**Notation:** To end this section, we give some notations to be used throughout this paper. Later, \( c \) and \( C \) denote some positive constants, which may be changed from line to line. We denote that \( f \lesssim g \) if there exists a positive constant \( C \) such that \( f \leq Cg \) and, analogously, for \( f \gtrsim g \). We take \( \delta_0 \) to be the Dirac distribution at \( x = 0 \). Moreover, \( H^s_q \) with \( s \geq 0 \) and \( 1 \leq q \leq \infty \), denote Riesz potential spaces based on \( L^q \). Furthermore, \( |D|^s \) and \( \langle D \rangle^s \) with \( s \geq 0 \) stand for the fractional Laplacian and the pseudo-differential operators with the symbol \( |\xi|^s \) and \( \langle \xi \rangle^s \), respectively. Here, the Japanese bracket is denoted by \( \langle \xi \rangle := \sqrt{1 + |\xi|^2} \).

## 2 Some \( L^m - L^q \) estimates for solutions

### 2.1 Pretreatments in the Fourier space

To begin with our analysis in the \( L^q \) space, let us apply the partial Fourier transform with respect to spatial variables \( x \) to the linear problem (4) such that \( \hat{v}(t,\xi) := \mathcal{F}_{x \to \xi}(v(t,x)) \). Then, we arrive at

$$\begin{cases}
\hat{v}_t + 2\epsilon|\xi|^2\hat{v}_t + |\xi|^2(1 + |\xi|^2)\hat{v} = 0, \\
\hat{v}(0,\xi) = \hat{v}_0(\xi), \quad \hat{v}_t(0,\xi) = \hat{v}_1(\xi),
\end{cases} \quad \xi \in \mathbb{R}^n, \quad t > 0,$$

(7)
whose characteristic roots $\lambda_\pm = \lambda_\pm(|\xi|)$ are given by
\[ \lambda_\pm(|\xi|) = -\epsilon|\xi|^2 \pm i|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} \] (8)
thanks to $\epsilon \in (0, 1)$.

**Remark 2.1.** According to the expression (8), dissipative structure as well as dispersive structure exist simultaneously. As a consequence, it is delicate and non-trivial to derive the decay properties contributed by them.

The pairwise distinct characteristic roots (8) allow us to represent the solution to (7) by
\[ \hat{v}(t, \xi) = \frac{\lambda_+(|\xi|) e^{-(|\xi|)t} - \lambda_-(|\xi|) e^{\lambda_+(|\xi|)t}}{\lambda_+(|\xi|) - \lambda_-(|\xi|)} \hat{v}_0(\xi) + \frac{e^{\lambda_+(|\xi|)t} - e^{\lambda_-(|\xi|)t}}{\lambda_+(|\xi|) - \lambda_-(|\xi|)} \hat{v}_1(\xi). \]

Our assignment in this part is to process estimates for the Fourier multipliers
\[ \mathcal{F}_{\xi \to x}^{-1}(\hat{K}_0(t, |\xi|)) \] and \[ \mathcal{F}_{\xi \to x}^{-1}(\hat{K}_1(t, |\xi|)) \]
as a whole, respectively, because we expect some cancellations between two dispersive parts in $e^{\lambda_\pm(|\xi|)t}$. Precisely, the kernels can be rewritten by
\[ \hat{K}_0(t, |\xi|) = e^{-\epsilon|\xi|^2 t} \left( \cos \left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} t \right) + \frac{\epsilon|\xi|\sin \left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} t \right)}{(1 - \epsilon^2)|\xi|^2 + 1} \right), \] (9)
\[ \hat{K}_1(t, |\xi|) = e^{-\epsilon|\xi|^2 t} \frac{\sin \left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} t \right)}{|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}}. \] (10)

Noticing that since the dissipative part $e^{-\epsilon|\xi|^2 t}$, the oscillating part from the sine function as well as the singular part $|\xi|^{-1}$ (for low frequencies) exist concurrently in the Fourier multiplier (10), it is significant to see their combined influence.

**Remark 2.2.** Here, we give some comments for our methods (will be utilized in the next parts) to estimate the Fourier multiplier corresponding to (10) as follows:

- Differently from the study of the viscous Boussinesq equation (4) in the $L^2$ framework [31], the Plancherel theorem does not work anymore in the general $L^r$ framework for any $r \in [1, \infty]$.
- Differently from the study of the viscous Boussinesq equation (4) in the $L^q$ framework with $q \geq 2$ (see [28]), the embedding from the $L^q$ physical space to the $L^2$ phase space (with $1/q + 1/q' = 1$ and $q \geq 2$) does not work anymore in the general $L^r$ framework if $1 \leq r < 2$.

For the above reasons, the previous used approaches bring some difficulties to analyze finely decay properties of $\|K_1(t, |D|)\|_{L^r}$ for any $r \in [1, \infty]$.

By considering the cases of low and high frequencies individually, one gets
- $\lambda_\pm \sim -\epsilon|\xi|^2 \pm i|\xi|$, $\lambda_+ - \lambda_- \sim i|\xi|$ for low frequencies $|\xi| \ll 1$;
• \( \lambda_+ \sim -\varepsilon |\xi|^2 \pm i \sqrt{1 - \varepsilon^2} |\xi|^2 \), \( \lambda_+ - \lambda_- \sim i |\xi|^2 \) for high frequencies \( |\xi| \gg 1 \).

We now introduce the radial, smooth cut-off functions \( \chi_L(|\xi|), \chi_H(|\xi|) \) and \( \chi_M(|\xi|) \) defined by

\[
\chi_L(|\xi|) := \begin{cases} 
1 & \text{if } |\xi| \leq (1 - \varepsilon^2)/2, \\
0 & \text{if } |\xi| \geq (1 - \varepsilon^2), 
\end{cases} \quad \chi_H(|\xi|) := \begin{cases} 
1 & \text{if } |\xi| \geq 4(1 - \varepsilon^2)^{-2}, \\
0 & \text{if } |\xi| \leq 2(1 - \varepsilon^2)^{-2}, 
\end{cases}
\]

and \( \chi_M(|\xi|) := 1 - \chi_L(|\xi|) - \chi_H(|\xi|) \), respectively, for decomposing solutions to the Cauchy problem (4) into three parts localized separately to low, middle and high frequency zones. To be specific, we rewrite the solution by

\[
v(t, x) = \mathcal{F}^{-1}_{\xi \to x} \left( \hat{v}(t, \xi) \chi_L(|\xi|) \right)(t, x) + \mathcal{F}^{-1}_{\xi \to x} \left( \hat{v}(t, \xi) \chi_M(|\xi|) \right)(t, x) + \mathcal{F}^{-1}_{\xi \to x} \left( \hat{v}(t, \xi) \chi_H(|\xi|) \right)(t, x).
\]

In order to obtain \( L^m - L^q \) estimates for solutions to (4) with \( 1 \leq m \leq q \leq \infty \), by the mean of Young’s inequality, \( L^r \) estimates for the kernels \( K_0(t, |D|) \) and \( K_1(t, |D|) \) with any \( r \in [1, \infty] \) play essential roles. Consequently, we will establish both \( L^1 \) estimates as well as \( L^\infty \) estimates for these kernels, and employ some interpolation theorems to conclude our desired estimates.

**Remark 2.3.** Because the real parts of the characteristic roots \( \lambda_\pm \) are negative in the middle frequency zone

\[
\{ \xi \in \mathbb{R}^n : |\xi| \in \left[(1 - \varepsilon^2)^2/2, 4(1 - \varepsilon^2)^{-2}\right] \},
\]

the corresponding estimates for this zone possess an exponential decay

\[
\| \mathcal{F}^{-1}_{\xi \to x} \left( |\xi|^\alpha \tilde{K}_j(t, |\xi|) \chi_M(|\xi|) \right)(t, \cdot) \|_{L^r} \lesssim e^{-ct}
\]

with \( j = 0, 1 \), for \( \alpha \geq 0 \) and any \( r \in [1, \infty] \), where \( c \) is a positive constant. For this reason, it suffices to devote our consideration to the low frequency zone and the high frequency zone.

### 2.2 Estimates for high frequencies

First of all, let us derive \( L^1 \) estimate for the following oscillating integral in the high frequency zone:

\[
\mathcal{M}(t, x) := \mathcal{F}^{-1}_{\xi \to x} \left( e^{-c_1|\xi|^2/2} |\xi|^\alpha \frac{\sin (c_2|\xi|^2 g_H(|\xi|) t)}{g_H(|\xi|)} \chi_H(|\xi|) \right)(t, x),
\]

with \( \alpha \geq 0 \), where \( c_1 \) is a positive constant, \( c_2 \neq 0 \) is a real constant and \( g_H(|\xi|) := \sqrt{(1 - \varepsilon^2) + |\xi|^{-2}} \).

**Lemma 2.1.** Let \( \alpha \geq 0 \). The following estimates hold in \( \mathbb{R}^n \) for any \( n \geq 1 \):

\[
\| \mathcal{M}(t, \cdot) \|_{L^1} \lesssim t^{-\frac{\alpha}{2}}.
\]

**Proof.** Our strategies are based on the ideas from Lemma 5 in [34]. Carrying out the change of variable \( \xi = t^{-\frac{1}{4}} \eta \) we have

\[
\mathcal{M}(t, x) = t^{-\frac{n+\alpha}{2}} \mathcal{F}^{-1}_{\eta \to x} \left( e^{-c_1|\eta|^2/2} |\eta|^\alpha \frac{\sin (c_2|\eta|^2 g_H \left( t^{-\frac{1}{4}}|\eta| \right))}{g_H \left( t^{-\frac{1}{4}}|\eta| \right)} \chi_H \left( t^{-\frac{1}{4}}|\eta| \right) \right)(t, t^{-\frac{1}{4}} x).
\]
By letting $t^{-\frac{3}{2}}x \mapsto x$, it follows that
\[
\|\mathcal{M}(t, \cdot)\|_{L^1} = t^{-\frac{\alpha}{2}} \left\| \mathcal{F}^{-1}_{\eta \rightarrow x} \left( e^{-c_1|\eta|^2} |\eta|^\alpha \sin \left( c_2|\eta|^2 g_H \left( t^{-\frac{1}{2}}|\eta| \right) \right) \right) \chi_H \left( t^{-\frac{1}{2}}|\eta| \right) \right\|_{L^1}.
\]
Hence, in the sequel let us devote our attention to estimate the Fourier multiplier
\[
\mathcal{H}(t, x) := \mathcal{F}^{-1}_{\eta \rightarrow x} \left( e^{-c_1|\eta|^2} |\eta|^\alpha \sin \left( c_2|\eta|^2 g_H \left( t^{-\frac{1}{2}}|\eta| \right) \right) \right) \chi_H \left( t^{-\frac{1}{2}}|\eta| \right) (t, x).
\]
(12)

At the first stage, we restrict ourselves into $|x| \leq 1$. It deduces immediately
\[
\|\mathcal{H}(t, \cdot)\|_{L^1(|x| \leq 1)} = \int_{|x| \leq 1} \left| \int_{|\eta| > \frac{2}{(1 - c_1 t^2)^{\frac{1}{2}}}} e^{ix\eta - c_1|\eta|^2} |\eta|^\alpha \sin \left( c_2|\eta|^2 g_H \left( t^{-\frac{1}{2}}|\eta| \right) \right) \frac{d\eta}{g_H \left( t^{-\frac{1}{2}}|\eta| \right)} \right| dx 
\leq \int_{|\eta| > \frac{2}{(1 - c_1 t^2)^{\frac{1}{2}}}} |\eta|^\alpha e^{-c_1|\eta|^2} d\eta \lesssim 1,
\]
in which we used $g_H \left( t^{-\frac{1}{2}}|\eta| \right) \geq \sqrt{1 - c^2}$. Therefore, we may claim the following estimate:
\[
\|\mathcal{M}(t, \cdot)\|_{L^1(|x| \leq 1)} \lesssim t^{-\frac{\alpha}{2}} \|\mathcal{H}(t, \cdot)\|_{L^1(|x| \leq 1)} \lesssim t^{-\frac{\alpha}{2}}.
\]

In the next stage, we consider the case with $|x| \geq 1$. Due to the radially symmetric property of the functions in the parenthesis of (12) with respect to $\eta$, the multiplier $\mathcal{H}(t, x)$ is also radially symmetric with respect to $x$. The employment of the modified Bessel’s functions from Proposition A.1 gives
\[
\mathcal{H}(t, x) = c \int_0^\infty e^{-c_1 r^2} r^{\alpha + n - 1} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) \tilde{f}_{n-1}(r|x|) dr.
\]
(13)

Because the value of $\tilde{f}_{n-1}(s)$ for minimal dimensions for the odd case (that is $n = 3$) and the even case (that is $n = 2$) are different, i.e. the properties (3) and (4) in Proposition A.1, we will divide our discussion into two circumstances.

- **Case 1:** Let us consider odd dimensions $n = 2m + 1$ with $m \geq 1$. The one-dimensional case will be explained in Remark 2.4. We introduce the vector field
\[
\mathcal{V}(h(r)) := \frac{d}{dr} \left( \frac{1}{r} h(r) \right)
\]
as those in [34] and then perform $m + 1$ steps of integration by parts to express (13) in the form
\[
\mathcal{H}(t, x) = \sum_{\substack{1 \leq j + k \leq m + 1 \ni j, k \geq 0}} \int_0^\infty \partial_r^{j+1} e^{-c_1 r^2} \partial_r^k \left( \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+k+\alpha} \sin(r|x|) \right) dr
\]
(14)
with some suitable constants $c_{jk} > 0$. To control the function $\mathcal{H}(t, x)$, at first we need to affirm the following auxiliary estimates on the support of $\chi_H\left(t^{-\frac{j}{2}}r\right)$ and on the support of its partial derivatives with respect to $r$:

$$
\left|\partial_r^j e^{-c_1r^2}\right| \lesssim \begin{cases} 
  e^{-c_1r^2} & \text{if } j = 0, \\
  e^{-c_1r^2}(1 + r^2)^{j-1} & \text{if } j = 1, \ldots, m,
\end{cases}
$$

$$
\left|\partial_r^k \left( \frac{\sin \left( c_2r^2g_H\left(t^{-\frac{j}{2}}r\right) \right)}{g_H\left(t^{-\frac{j}{2}}r\right)} \chi_H\left(t^{-\frac{j}{2}}r\right) \right) \right| \lesssim \begin{cases} 
  \min\{1, r^2\} & \text{if } k = 0, \\
  r^{2-k}(1 + r^2)^{k-1} & \text{if } k = 1, \ldots, m.
\end{cases}
$$

Indeed, it is obvious to show the first three estimates in the above by straightforward computations. For the remaining one, we mainly divide our verification into two steps by employing Faà di Bruno’s formula (see Proposition A.2) in two components. To be specific, we may derive it by two steps.

**Step 1:** The application of Proposition A.2 with $h(s) = \sqrt{s}$ and $\psi(r) = 1 - \epsilon^2 + tr^{-2}$ leads to

$$
\left|\partial_r^k g_H\left(t^{-\frac{j}{2}}r\right)\right| \lesssim \left|\sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} \psi(r) \frac{1}{t^2} \prod_{j=1}^k (tr^{-2} - j)^{m_j} \right| 
$$

$$
\lesssim \left|\sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} (tr^{-2})^{m_1 + \cdots + m_k} r^{-k} \lesssim r^{-k},
$$

where we used $1 - \epsilon^2 \leq \psi(r) \leq C$ and $tr^{-2} \leq C$ for $r \gg t^\frac{j}{4}$ in the last two chains, respectively. Moreover, by the same procedure one achieves

$$
\left|\partial_r^k \left( \frac{1}{g_H\left(t^{-\frac{j}{2}}r\right)} \right) \right| \lesssim r^{-k} \text{ for } k = 1, \ldots, m.
$$

**Step 2:** The use of Proposition A.2 with $h(s) = \sin(c_2s)$ and $\psi(r) = r^2g_H\left(t^{-\frac{j}{2}}r\right)$ yields that

$$
\left|\partial_r^k \sin \left( c_2r^2g_H\left(t^{-\frac{j}{2}}r\right) \right) \right| 
$$

$$
\lesssim \left|\sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} \sin \left( c_2r^2g_H\left(t^{-\frac{j}{2}}r\right) \right)^{m_1 + \cdots + m_k} \prod_{j=1}^k (\partial_r^j \left( r^2g_H\left(t^{-\frac{j}{2}}r\right) \right))^{m_j} \right| 
$$

$$
\lesssim \left|\sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} \prod_{j=1}^k \left( \sum_{\ell=0}^j r^{2-j-\ell} \partial_r^\ell g_H\left(t^{-\frac{j}{2}}r\right) \right)^{m_j} \right|,
$$

and it follows

$$
\left|\partial_r^k \sin \left( c_2r^2g_H\left(t^{-\frac{j}{2}}r\right) \right) \right| \lesssim \sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} \prod_{j=1}^k (r^{2-j})^{m_j} 
$$

$$
\lesssim r^{2-k} \sum_{1 - m_1 + \cdots + k - m_k = k, m_i \geq 0} r^{2(m_1 + \cdots + m_k - 1)} 
$$

$$
\lesssim r^{2-k}(1 + r^{2(k-1)}) \lesssim r^{2-k}(1 + r^2)^{k-1}.
$$
Then, we use the product rule for higher-order derivatives linked to (16) and (17) to conclude
\[
\left| \partial^j_t \left( \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \right) \right| \lesssim r^{2-k} (1 + r^2)^{k-1} \quad \text{for} \quad k = 1, \ldots, m.
\]
As a consequence, we can see that the last estimate verifies the assertion (15) for \( k = 1, \ldots, m. \)
From the derived auxiliary estimates, we obtain
\[
\left| \partial^{j+1}_t e^{-c_1 r^2} \partial^k_r \left( \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) \right) r^{j+k+\alpha} \right| \lesssim \begin{cases} e^{-c_1 r^2} r^{\alpha+1} (1 + r^2)^j & \text{if } k = 0, \\ e^{-c_1 r^2} r^{\alpha+3} (1 + r^2)^{k+j-1} & \text{if } k = 1, \ldots, m. \end{cases}
\]
Let us now come back to the aimed estimate for \( \| \mathcal{H}(t, \cdot) \|_{L^1(|x| \geq 1)} \). For \( k = 0 \), we divide the integral in (14) into two sub-integrals from \( t^{\frac{1}{2}} \) to \( \pi/(2|x|) \) and from \( \pi/(2|x|) \) to \( \infty \). We remark that the support of \( \chi_H(t^{-\frac{1}{2}} r) \) localizes in \( \{ (t, r) \in \mathbb{R}_+^2 : t^{-\frac{1}{2}} r > 2(1-c^2)^{-2} \} \) so that \( t^{\frac{1}{2}} < \pi/(2|x|) \) always holds for \( r < \pi/(2|x|) \). For one thing, one has
\[
\left| \int_{\frac{\pi}{2|x|}}^{\infty} \partial^{j+1}_t e^{-c_1 r^2} \sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right) \frac{1}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \sin(r|x|) \, dr \right| \lesssim \frac{1}{|x|^{\alpha+2}} + \frac{1}{|x|^{\alpha+2(j+1)}} \lesssim \frac{1}{|x|^{\alpha+2}}.
\]
For another, performing one more step of integration by parts we have
\[
\tilde{H}(t, x) := \left| \int_{\frac{\pi}{2|x|}}^{\infty} \partial^{j+1}_t \left( \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \cos(r|x|) \right) \, dr \right| \lesssim \frac{1}{|x|} \int_{\frac{\pi}{2|x|}}^{\infty} \left| \partial^{j+1}_t e^{-c_1 r^2} \sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right) \frac{1}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \cos(r|x|) \right| \, dr,
\]
and then
\[
\tilde{H}(t, x) \lesssim \frac{1}{|x|} \int_{\frac{\pi}{2|x|}}^{\infty} e^{-c_1 r^2} r^\alpha (1 + r^2)^{j+1} \, dr
\]
\[
\lesssim \frac{1}{|x|} \left( \int_{\frac{\pi}{2|x|}}^{\infty} r^\alpha \, dr + \int_{\frac{\pi}{2|x|}}^{\infty} e^{-c_1 r^2} r^{2(j+1)+\alpha} \, dr \right) \lesssim \frac{1}{|x|},
\]
where we noticed that
\[
\left| \partial_t \left( \partial^{j+1}_t e^{-c_1 r^2} \sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right) \frac{1}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \right) \right| \lesssim e^{-c_1 r^2} r^\alpha (1 + r^2)^{j+1}.
\]
Regarding $k = 1, \ldots, m$, we may treat in an analogous procedure as we did for $k = 0$ to claim the next estimates:

$$
\left| \int_0^\infty \partial_r^{j+1} e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \sin(r|x|) dr \right| \lesssim \frac{1}{|x|^\alpha + 1}.
$$

(20)

together with

$$
\left| \int_0^\infty \partial_r^{j+1} e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \sin(r|x|) dr \right| \lesssim \frac{1}{|x|},
$$

(21)

where we also noted that

$$
\left| \partial_r \left( \partial_r^{j+1} e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{j+\alpha} \sin(r|x|) \right) \right| \lesssim e^{-c_r r^2} r^{\alpha + 2} (1 + r^2)^{k+j}.
$$

For these reasons, collecting the derived estimates from (18) to (21) we have established the terms $|x|^{-(n+\alpha+2)}$, $|x|^{-(n+1)}$ and $|x|^{-(n+\alpha+4)}$ for the estimate of $|\mathcal{H}(t, x)|$, which guarantee the $L^1$ integrability with respect to $x$. Therefore, we conclude the estimate for $n = 2m + 1$ such that

$$
\| \mathcal{M}(t, \cdot) \|_{L^1(|x| > 1)} \lesssim t^{-\frac{\alpha}{10}}.
$$

• **Case 2:** Let us consider even dimensions $n = 2m$ with $m \geq 1$. We carry out $m - 1$ steps of integration by parts to express (13) in the form

$$
\mathcal{H}(t, x) = \frac{c}{|x|^{2m-2}} \int_0^\infty \chi_H^{(m-1)} \left( \frac{e^{-c_r r^2} \sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{\alpha + 2m - 1} \right) \tilde{f}_0(r|x|) dr
$$

$$
= \sum_{j=0}^{m-1} \frac{c_j}{|x|^{2m-2}} \int_0^\infty \partial_r^{j+1} \left( e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{\alpha} \right) r^{j+1} \tilde{f}_0(r|x|) dr
$$

$$
= \sum_{j=0}^{m-1} c_j \mathcal{F}_j(t, x),
$$

with some suitable constants $c_j > 0$. Employing the first rule of the modified Bessel’s functions for $\mu = 1$ and the fifth rule for $\mu = 0$ from Proposition A.1 and then performing two more steps of integration by parts we arrive at

$$
|\mathcal{F}_0(t, x)| = \frac{1}{|x|^{\alpha}} \int_0^\infty \left| \partial_r \left( \partial_r \left( e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{\alpha} \right) \right) \tilde{f}_0(r|x|) \right| dr.
$$

For $j = 1, \ldots, m$, one may verify the next relation on the support of $\chi_H(t^{\frac{1}{2}} r)$ and on the support of its derivatives:

$$
\left| \partial_r^{j} \left( e^{-c_r r^2} \frac{\sin \left( c_2 r^2 g_H \left( t^{-\frac{1}{2}} r \right) \right)}{g_H \left( t^{-\frac{1}{2}} r \right)} \chi_H \left( t^{-\frac{1}{2}} r \right) r^{\alpha} \right) \right| \lesssim e^{-c_r r^2} (1 + r^2)^{j-1} r^{\alpha + 2 - j}.
$$
Consequently, it results

\[
\left| \partial_r \left( \partial_r \left( e^{-c_1 r^2} \sin \left( \frac{c_2 r^2 g_H(t^{-\frac{2}{r}})}{g_H(t^{-\frac{2}{r}})} \chi_H(t^{-\frac{2}{r}}) r^2 \right) r \right) \right) \right| \lesssim e^{-c_1 r^2} (1 + r^2) r^{\alpha + 1}.
\]

Due to the property that \( |\tilde{f}_0(s)| \leq C \) for \( s \in [0, 1]\), we get the estimate for \( t^{\frac{1}{2}} < 1/|x| \)

\[
\int_{t^{\frac{1}{2}}}^{1/|x|} \left| \partial_r \left( \partial_r \left( e^{-c_1 r^2} \sin \left( \frac{c_2 r^2 g_H(t^{-\frac{2}{r}})}{g_H(t^{-\frac{2}{r}})} \chi_H(t^{-\frac{2}{r}}) r^2 \right) r \right) \right) \tilde{f}_0(r|x|) \right| dr \
\lesssim \int_{t^{\frac{1}{2}}}^{1/|x|} e^{-c_1 r^2} r^{\alpha + 1} dr \lesssim \int_{t^{\frac{1}{2}}}^{1/|x|} r^{\alpha + 1} dr \lesssim \frac{1}{|x|^{(\alpha + 2)}}. \tag{22}
\]

In addition, because \( |\tilde{f}_0(s)| \leq C s^{-\frac{1}{2}} \) for \( s > 1 \), one finds

\[
\int_{1/|x|}^{\infty} \left| \partial_r \left( \partial_r \left( e^{-c_1 r^2} \sin \left( \frac{c_2 r^2 g_H(t^{-\frac{2}{r}})}{g_H(t^{-\frac{2}{r}})} \chi_H(t^{-\frac{2}{r}}) r^2 \right) r \right) \right) \tilde{f}_0(r|x|) \right| dr \
\lesssim \int_{1/|x|}^{\infty} e^{-c_1 r^2} (1 + r^2) r^{\alpha + 1} dr \
\lesssim \frac{1}{|x|^{\frac{\alpha + 1}{2}}} \left( \int_{1/|x|}^{1} r^{\alpha + \frac{1}{2}} dr + \int_{1}^{\infty} e^{-c_1 r^2} r^{\alpha + \frac{1}{2}} dr \right) \lesssim \frac{1}{|x|^{\frac{\alpha + 1}{2}}}. \tag{23}
\]

By combining (22) and (23) we have derived the terms \( |x|^{-(n+\alpha+2)} \) and \( |x|^{-(n+\frac{1}{2})} \) on the estimate of \( |f_0(t, x)| \), which ensure the \( L^1 \) integrable property with respect to \( x \). For this reason, we are able to deduce that

\[
\|f_0(t, \cdot)\|_{L^1(|x| \geq 1)} \lesssim 1.
\]

Let \( j \in [1, m - 1] \) be an integer. Then, repeating several above arguments one also arrives at

\[
\|f_{j}(t, \cdot)\|_{L^1(|x| \geq 1)} \lesssim 1.
\]

Eventually, we conclude the following estimate for \( n = 2m \):

\[
\|\mathcal{M}(t, \cdot)\|_{L^1(|x| \geq 1)} \lesssim t^{-\frac{n}{2}} \|\mathcal{H}(t, \cdot)\|_{L^1(|x| \geq 1)} \lesssim t^{-\frac{n}{2}}.
\]

Summarizing the last estimates, Lemma 2.1 is proved completely. \( \square \)

**Remark 2.4.** By following some steps in our proof for odd dimensional cases without using the vector field \( \mathcal{V}(h(r)) \), we may state that the corresponding estimate for \( n = 1 \) is still valid.

Following the proof of Lemma 2.1 we may also conclude the following \( L^1 \) estimates, which are easier than those of Lemma 2.1 since the denominator \( g_H(|\xi|) \) does not occur.

**Lemma 2.2.** Let \( \alpha \geq 0 \). The following estimates hold in \( \mathbb{R}^n \) for any \( n \geq 1 \):

\[
\left\| \tilde{f}_{\xi \rightarrow x}^{-1} \left( e^{-c_1 |\xi|^2} |\xi|^\alpha \sin \left( c_2 |\xi|^2 g_H(|\xi|) t \right) \chi_H(|\xi|) \right) \right\|_{L^1} \lesssim t^{-\frac{\alpha}{2}},
\]

\[
\left\| \tilde{f}_{\xi \rightarrow x}^{-1} \left( e^{-c_1 |\xi|^2} |\xi|^\alpha \cos \left( c_2 |\xi|^2 g_H(|\xi|) t \right) \chi_H(|\xi|) \right) \right\|_{L^1} \lesssim t^{-\frac{\alpha}{2}},
\]

where \( c_1 \) is a positive constant and \( c_2 \neq 0 \) is a real constant.
Proposition 2.1. Let $\alpha \geq 0$. The following estimates hold in $\mathbb{R}^n$ for any $n \geq 1$:

$$
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_H(|\xi|) \right)(t, \cdot) \right\|_{L^1} \lesssim t^{j - \frac{n}{2}}
$$

with $j = 0, 1$.

Proof. Thanks to the representation formulas (9) and (10), we may link Lemma 2.1 with Lemma 2.2 to achieve the desired estimates in this proposition, where we also employed the relation

$$
\widehat{K}_1(t, |\xi|) = t \int_0^1 e^{-\epsilon |\xi|^2 t + i(2\theta - 1)t |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} d\theta
$$

from the Newton-Leibniz formula. $\square$

Proposition 2.2. Let $\alpha \geq 0$. The following estimates hold in $\mathbb{R}^n$ for any $n \geq 1$:

$$
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_H(|\xi|) \right)(t, \cdot) \right\|_{L^\infty} \lesssim t^{j - \frac{n}{2} + \frac{1}{2}}
$$

with $j = 0, 1$.

Proof. It is clear to see that $\widehat{K}_1(t, |\xi|)$ can be written by

$$
\widehat{K}_1(t, |\xi|) = e^{\lambda_+ (|\xi|) t} \frac{1 - e^{(\lambda_-(|\xi|) - \lambda_+ (|\xi|)) t}}{\lambda_+ (|\xi|) - \lambda_-(|\xi|)} = t e^{\lambda_+ (|\xi|) t} \int_0^1 e^{-2i\theta |\xi| \sqrt{1 - \epsilon^2}} |\xi|^2 + 1} d\theta.
$$

Then, using the asymptotic behavior of the characteristic roots we realize

$$
|\widehat{K}_0(t, |\xi|)| \lesssim e^{-c|\xi|^2 t} \text{ and } |\widehat{K}_1(t, |\xi|)| \lesssim t e^{-c|\xi|^2 t}
$$

for large $|\xi|$, where $c$ is a suitable positive constant. Hence, with the aid of mapping property for the Fourier transformation, one may easily conclude that all the desired statements hold. $\square$

From Propositions 2.1 and 2.2, by employing the Riesz-Thorin interpolation theorem we immediately obtain the result.

Proposition 2.3. Let $\alpha \geq 0$. The following estimates hold in $\mathbb{R}^n$ for any $n \geq 1$:

$$
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_H(|\xi|) \right)(t, \cdot) \right\|_{L^r} \lesssim t^{j - \frac{n}{2} + \frac{1}{2}}(1 - \frac{1}{r}) - \frac{n}{2}
$$

with $j = 0, 1$ and $r \in [1, \infty]$.

2.3 Estimates for low frequencies

Proposition 2.4. Let $\alpha \geq 0$. The following estimates hold in $\mathbb{R}^n$ for any $n \geq 1$:

$$
\left\| \mathcal{F}_{\xi \to x}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_L(|\xi|) \right)(t, \cdot) \right\|_{L^1} \lesssim (1 + t)^j + \frac{1}{4} |j - \frac{n}{2}|
$$

with $j = 0, 1$

Proof. Following the same approach as Statement 4 (Theorem 2.1) in [39] (see also Proposition 3.7 in [10] for more general setting) combined with several similar steps to the proof of Lemma 2.1 we may derive the desired estimates. $\square$
Proposition 2.5. Let \( \alpha \geq 0 \). The following estimates hold in \( \mathbb{R}^n \) for any \( n \geq 1 \):

\[
\| \mathcal{F}_{\xi}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_\ell(|\xi|) \right) (t, \cdot) \|_{L^\infty} \lesssim (1 + t)^{-n+\alpha \over 2}
\]

with \( j = 0, 1 \).

Proof. As in Proposition 2.2, using the asymptotic behavior of the characteristic roots we may arrive at the relations

\[
\left| \widehat{K}_0(t, |\xi|) \right| \lesssim e^{-c|\xi|^2 t} \quad \text{and} \quad \left| \widehat{K}_1(t, |\xi|) \right| \lesssim t e^{-c|\xi|^2 t}
\]

for small \( |\xi| \). Then, the application of the auxiliary inequality

\[
\int_{\mathbb{R}^n} |\xi|^\alpha e^{-c|\xi|^2 t} \chi_\ell(|\xi|) d\xi \lesssim \int_0^1 r^{\alpha - n - 1} e^{-c r^2 t} dr \lesssim (1 + t)^{-n+\alpha \over 2}
\]

for \( n \geq 1 \), where \( \alpha > -n \) and \( \beta > 0 \), provides immediately the desired estimates. \( \square \)

The employment of the Riesz-Thorin interpolation theorem again between Propositions 2.4 and 2.5 leads to conclude the result.

Proposition 2.6. Let \( \alpha \geq 0 \). The following estimates hold in \( \mathbb{R}^n \) for any \( n \geq 1 \):

\[
\| \mathcal{F}_{\xi}^{-1} \left( |\xi|^\alpha \widehat{K}_j(t, |\xi|) \chi_\ell(|\xi|) \right) (t, \cdot) \|_{L^r} \lesssim (1 + t)^{-3\alpha \over 2} \}
\]

with \( j = 0, 1 \) and \( r \in [1, \infty] \).

2.4 Conclusion of \( L^m - L^q \) estimates for solutions

Finally, to end this section we are going to state the \( L^m - L^q \) estimates for solutions to the linearized Cauchy problem (4), which also provide some large-time behaviors of solutions in the \( H^s_q \) framework for any \( q \geq 1 \).

Theorem 2.1. Let \( s \geq 0 \) and \( 1 \leq m \leq q \leq \infty \). The solutions to (4) fulfills the following \( L^m - L^q \) estimates:

\[
\| v(t, \cdot) \|_{H^s_q} \lesssim \begin{cases} 
 t^{-\alpha \over 2} \left| |v_0| L^m + t^{-1 - \alpha \over 2} |v_1| L^m \right| & \text{if } t \in (0, 1], \\
 (1 + t)^{-\alpha \over 2} \left| |v_0| L^m + \left( 1 + t \right)^{-1 - \alpha \over 2} |v_1| L^m \right| & \text{if } t \in [1, \infty), 
\end{cases}
\]

\[
\| v(t, \cdot) \|_{H^s_q} \lesssim \begin{cases} 
 t^{-\alpha \over 2} \left| |v_0| L^m + t^{-1 - \alpha \over 2} |v_1| L^m \right| & \text{if } t \in (0, 1], \\
 (1 + t)^{-\alpha \over 2} \left| |v_0| L^m + \left( 1 + t \right)^{-1 - \alpha \over 2} |v_1| L^m \right| & \text{if } t \in [1, \infty), 
\end{cases}
\]

for all \( n \geq 1 \), where \( 1 + 1/q = 1/r + 1/m \).

Proof. Thanks to the estimates in Propositions 2.3 and 2.6 with the estimate (11), we apply Young’s convolution inequality to conclude the estimate for \( v(t, \cdot) \) in \( H^s_q \). Involving the estimate for the time-derivative of solutions we know that

\[
\partial_t \widehat{K}_0(t, |\xi|) = -(|\xi|^2 + |\xi|^4) \widehat{K}_1(t, |\xi|) \quad \text{and} \quad \partial_t \widehat{K}_1(t, |\xi|) = \widehat{K}_0(t, |\xi|) - 2\epsilon |\xi|^2 \widehat{K}_1(t, |\xi|).
\]

Then, we apply again Young’s convolution inequality associated with Propositions 2.3 and 2.6 to arrive at the second statement. This completes our proof. \( \square \)
Remark 2.5. Although we may not completely compare Theorem 2.1 in this paper with the dissipative-dispersive estimates for the linearized viscous Boussinesq equation in Lemma 3.1 of [28] since different assumptions on initial data, we can estimate solutions in $H_q^s$ even for $1 \leq q < 2$ or $q = \infty$. Particularly, concerning the case $1 \leq q < 2$ we realize that the embedding $\dot{B}^0_{q,\infty} \hookrightarrow L^q$ does not hold anymore, where $\dot{B}^0_{q,r}$ stand for the homogeneous Besov spaces. For this reason, our result is non-trivial in the sense that the new dissipative-dispersive estimates in Theorem 2.5 of [28] do not work in our case.

3 Inviscid limits in the $L^\infty$ framework

As we mentioned in the introduction, the inviscid Boussinesq equation (6) is formally the limit equation of the viscous Boussinesq equation (4) as the vanishing viscosity, i.e. $\epsilon = 0$. This section mainly contributes to the asymptotic analysis for the small viscosity and rigorous justification of inviscid limits. For later convenience, let us denote by $v^\epsilon = v^\epsilon(t, x)$, the solution to the viscous Boussinesq equation (4) with $0 < \epsilon \ll 1$ and initial data $v^\epsilon(0, x) = v^\epsilon_0(x)$, $v_t^\epsilon(0, x) = v_t^\epsilon(x)$.

3.1 Formal derivations of profiles with the small viscosity

This subsection is devoted to the application of the multi-scale analysis and WKB analysis to get the equations for the asymptotic profiles with $0 < \epsilon \ll 1$ formally. Basing on the motivation of the multi-scale method (see, for example, [20]), the solution $v^\epsilon(t, x)$ to (4) with $\epsilon > 0$ has the following expansions:

$$v^\epsilon(t, x) = \sum_{j \geq 0} \epsilon^j \left( v^{I,j}(t, x) + v^{L,j}(t, \sqrt{\epsilon} x) \right),$$

where each term in (24) is assumed to be smooth. Moreover, by taking $z = \sqrt{\epsilon} x$, we assume that the profiles of the remaining terms $v^{L,j}(t, z)$ are decaying (or zero) as $z \to 0$ for any $j \geq 0$. When $t = 0$, the expansion (24) should satisfy the initial conditions. From the equation of viscous Boussinesq equation with the ansatz (24), one notices that

$$0 = \sum_{j \geq 0} \epsilon^j (v_{tt}^{I,j} + v_{tt}^{L,j}) - \sum_{j \geq 0} \epsilon^j (\Delta v^{I,j} + \epsilon \Delta_z v^{L,j}) + \sum_{j \geq 0} \epsilon^j (\Delta^2 v^{I,j} + \epsilon^2 \Delta^2_z v^{L,j})$$

$$- 2 \sum_{j \geq 0} \epsilon^{j+1} (\Delta v_t^{I,j} + \epsilon \Delta_z v_t^{L,j})$$

with the operator $\Delta_z := \sum_{k=1}^n \partial_{x_k}^2$, where $v^{I,j} = v^{I,j}(t, x)$ and $v^{L,j} = v^{L,j}(t, z)$.

Matching condition for initial data: Let us combine initial conditions in (4) with (24), namely,

$$v_0^\epsilon(x) = v^{I,0}(0, x) + v^{L,0}(0, z) + \sum_{j \geq 1} \epsilon^j \left( v^{I,j}(0, x) + v^{L,j}(0, z) \right),$$

$$v_t^\epsilon(x) = v_t^{I,0}(0, x) + v_t^{L,0}(0, z) + \sum_{j \geq 1} \epsilon^j \left( v_t^{I,j}(0, x) + v_t^{L,j}(0, z) \right).$$

Consequently, we may claim that $v^{I,0}(0, x) = v_0^\epsilon(x)$ and $v_t^{I,0}(0, x) = v_t^\epsilon(x)$ if $v^{L,0}(0, z) = 0 = v_t^{L,0}(0, z)$; $v^{I,j}(0, x) = -v^{L,j}(0, z)$ and $v_t^{I,j}(0, x) = -v_t^{L,j}(0, z)$ for $j \geq 1$. 

First-order profile of solutions: To get the outer solution, we collect all terms with \( \theta(\epsilon^0) \) in (25) by

\[
v^{I,0}_{tt} - \Delta v^{I,0} + \Delta^2 v^{I,0} = -v^{L,0}_{tt}.
\]

By letting \( \epsilon \downarrow 0 \) (it leads to \( z \to 0 \) for any fixed \( x \)), from the property of remaining profiles as well as the matching condition of initial data, we find that \( v^{I,0}(t, x) = v^0(t, x) \), namely, the function \( v^{I,0}(t, x) \) is the solution to the inviscid Boussinesq equation (6). At this time, one may have \( v^{L,0}(0, z) = 0 \) carrying \( v^{L,0}(0, z) = 0 = v^{I,0}(0, z) \). So, we arrive at \( v^{L,0}(t, z) = 0 \) for \( t > 0 \) and \( z \in \mathbb{R}^n \).

Second-order profile of solutions: We now take the terms with the size \( \epsilon \) in (25) as follows:

\[
v^{I,1}_{tt} - \Delta v^{I,1} + \Delta^2 v^{I,1} = 2\Delta v^{I,0} + \Delta_z v^{L,0} - v^{L,1}_{tt}.
\]

Again taking \( \epsilon \downarrow 0 \), we derive an inhomogeneous inviscid Boussinesq equation

\[
\begin{align*}
\begin{cases}
v^{I,1}_{tt} - \Delta v^{I,1} + \Delta^2 v^{I,1} = 2\Delta v^{I,0}, & x \in \mathbb{R}^n, \ t > 0, \\
v^{I,1}(0, x) = v^{I,1}_0(x), \ v^{I,1}_t(0, x) = v^{I,1}_1(x), & x \in \mathbb{R}^n,
\end{cases}
\end{align*}
\]

(26)

and

\[
\begin{align*}
\begin{cases}
v^{L,1}_{tt} = \Delta_z v^{L,0}, \\
v^{L,1}(0, z) = v^{L,1}_0(z), \ v^{L,1}_t(0, z) = v^{L,1}_1(z), & z \in \mathbb{R}^n, \ t > 0,
\end{cases}
\end{align*}
\]

(27)

Concerning \( v^{L,0}(t, z) = 0 \), \( v^{I,1}_0(z) = -v^{I,1}_0(x) \) and \( v^{I,1}_1(z) = -v^{I,1}_1(x) \), we integrate the equation in (27) twice over \([0, t]\) to get

\[
v^{L,1}(t, \sqrt{\epsilon}x) = -v^{I,1}_0(x) - tv^{I,1}_1(x).
\]

Actually, the solution to the inviscid Boussinesq equation (6) can be expressed by

\[
v^0(t, x) = \mathcal{F}^{-1}_{\xi \to x} \left( \cos \left( |\xi| \sqrt{|\xi|^2 + 1} t \right) \right) \ast (x)v^{I,0}_0(x) + \mathcal{F}^{-1}_{\xi \to x} \left( \frac{\sin \left( |\xi| \sqrt{|\xi|^2 + 1} t \right)}{|\xi| \sqrt{|\xi|^2 + 1}} \right) \ast (x)v^{I,1}_0(x).
\]

(28)

It leads to the solution of (26) having the form

\[
v^{I,1}(t, x) = E_0(t, x) \ast (x)v^{I,1}_0(x) + E_1(t, x) \ast (x)v^{I,1}_1(x) + 2 \int_0^t E_1(t - \tau, x) \ast (x)\Delta v^{I,0}_t(\tau, x) d\tau,
\]

where the function \( v^0(t, x) \) was given in (28).

Higher-order profiles of solutions: As we observed in the last remaining profiles in (25), the lowest order is \( \epsilon^2 \). For this reason, we collect all terms with the size \( \epsilon^{j+2} \) for any \( j \geq 0 \), namely,

\[
\begin{align*}
\begin{cases}
v^{I,j+2}_{tt} - \Delta v^{I,j+2} + \Delta^2 v^{I,j+2} = 2\Delta v^{I,j+1}, & x \in \mathbb{R}^n, \ t > 0, \\
v^{I,j+2}(0, x) = v^{I,j+2}_0(x), \ v^{I,j+2}_t(0, x) = v^{I,j+2}_1(x), & x \in \mathbb{R}^n,
\end{cases}
\end{align*}
\]

(29)

where the source term \( 2\Delta v^{I,j+1}_t \) is determined by the \( j + 1 \) step with the size \( \epsilon^{j+1} \), moreover,

\[
\begin{align*}
\begin{cases}
v^{I,j+2}_{tt} = \Delta_z v^{L,j+1} + \Delta_z v^{L,j} + 2\Delta_z v^{L,j}, & z \in \mathbb{R}^n, \ t > 0, \\
v^{L,j+2}(0, z) = v^{L,j+2}_0(0, z), \ v^{L,j+2}_t(0, z) = v^{L,j+2}_1(0, z), & z \in \mathbb{R}^n, \\
v^{L,j+2}_0(z) + v^{I,j+2}(z) = 0, \ v^{L,j+2}_1(z) + v^{I,j+2}_1(z) = 0, & x, z \in \mathbb{R}^n,
\end{cases}
\end{align*}
\]

(30)
where the terms \( v^{L,j}(t, z) \) and \( v^{L,j+1}(t, z) \) are given by the \( j \) (with size \( \varepsilon^j \)) and \( j + 1 \) (with size \( \varepsilon^{j+1} \)) steps, respectively. It results that

\[
v^{L,j+2}(t, z) = v_0^{L,j+2}(z) + \varepsilon t v_1^{L,j+2}(z) - 2t \Delta_z v_0^{L,j}(z) + 2 \int_0^t \Delta_z v^{L,j}(\tau, z) d\tau + \int_0^t \int_0^t \left( \Delta_z v^{L,j+1}(\eta, z) - \Delta_z^2 v^{L,j}(\eta, z) \right) d\eta d\tau,
\]

where \( v_0^{L,j+2}(z) = -v_0^{j+2}(x) \) as well as \( v_1^{L,j+2}(z) = -v_1^{j+2}(x) \).

Summarizing the last statements, we can conclude the next result for formal expansions with some profiles to the viscous Boussinesq equation (4) with small \( \varepsilon > 0 \).

**Proposition 3.1.** The solution \( v^\varepsilon = v^\varepsilon(t, x) \) to the Cauchy problem for the viscous Boussinesq equation (4) with small \( \varepsilon > 0 \) formally has the following asymptotic expansions:

\[
v^\varepsilon(t, x) = v^0(t, x) + \varepsilon \left( v^{L,1}(t, x) - v^0_1(t, x) \right) + \sum_{j \geq 0} \varepsilon^{j+2} \left( v^{L,j+2}(t, x) + v^{L,j+2}(t, \sqrt{\varepsilon} x) \right),
\]

where \( v^0 = v^0(t, x) \) is the solution to the inviscid Boussinesq equation (6); \( v^{L,1} = v^{L,1}(t, x) \) is the solution to the inhomogeneous inviscid Boussinesq equation (26) with initial value \( v^{L,1}_0(x) \), \( v^{L,1}_1(x) \); \( v^{L,j+2} = v^{L,j+2} (t, x) \) is the solution to the Cauchy problem (29); and the function \( v^{L,j+2}(t, \sqrt{\varepsilon} x) \) can be represented by (31).

Since the complexity of Proposition 3.1, it seems challenging to demonstrate the expansion for all \( j \geq 0 \). Hence, we will rigorously justify the first-order profiles (classical inviscid limit argument) and the second-order profiles in the next two subsections.

### 3.2 Rigorous justification of inviscid limits for the first-order profile

**Theorem 3.1.** Let \( 0 < \varepsilon \ll 1 \). Let us assume \( v^0_0(x) = v^0_0(x) \) and \( v^0_1(x) = v^0_1(x) \) fulfilling \( \langle D \rangle^{s_0} v^0_0 \in L^1 \) and \( \langle D \rangle^{s_1} v^0_1 \in L^1 \) for \( s_0 > n + 2 \), \( s_1 > n \) with \( n \geq 1 \). Then, the solution \( v^\varepsilon = v^\varepsilon(t, x) \) to the viscous Boussinesq equation (4) converges to the one \( v^0(t, x) \) to the inviscid Boussinesq equation (6) in the following sense:

\[
\sup_{t \in [0, T], x \in \mathbb{R}^n} |v^\varepsilon(t, x) - v^0(t, x)| \leq C_T \varepsilon \left( \| \langle D \rangle^{s_0} v^0_0 \|_{L^1} + \| \langle D \rangle^{s_1} v^0_1 \|_{L^1} \right),
\]

where the constant \( C_T \) is independent of \( \varepsilon \).

**Remark 3.1.** In Theorem 3.1, the convergence in any finite time such that \( v^\varepsilon \to v^0 \) in \( L^\infty([0, T] \times \mathbb{R}^n) \) as \( \varepsilon \downarrow 0 \) has been shown. Namely, the inviscid limit holds with the rate of convergence \( \varepsilon \). Furthermore, it also implies the correction of Proposition 3.1 for the first-order since \( \sup |v^\varepsilon(t, x) - v^0(t, x)| = o(\varepsilon) \).

**Proof.** According to the Fourier images of the solutions to (4) and (6), let us take directly the difference between them

\[
|\hat{v}^\varepsilon(t, \xi) - \hat{v}^0(t, \xi)| \leq C \sum_{\pm} \left( \left| I_0^\pm(t, |\xi|) |\hat{v}^0(\xi)| \right| + \left| I_1^\pm(t, |\xi|) |\hat{v}^0(\xi)| \right| \right),
\]
where we defined

$$I_0^+ (t, |\xi|) := \left| \frac{(-e^{-|\xi|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} - e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right| = \frac{|\xi| |\sqrt{|\xi|^2 + 1}}{2i|\xi| \sqrt{|\xi|^2 + 1}}.$$

$$I_0^-(t, |\xi|) := \left| \frac{e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} - \frac{e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi| \sqrt{|\xi|^2 + 1}} \right|. $$

One may notice a crucial fact

$$\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} - |\xi|^2 + 1 = \frac{-\epsilon^2 |\xi|^2}{\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} + 1 \sim \frac{-\epsilon^2 |\xi|^2}{2\sqrt{|\xi|^2 + 1}}. \quad (32)$$

For one thing, constructing an auxiliary term implies

$$I_1^+ (t, |\xi|) \leq \left| \frac{e^{-|\xi|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} - e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right| \leq \left| \frac{e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} - \frac{e^{-|\xi|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}}}{2i|\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right| \leq \left| \frac{e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi|} \right| \frac{\sqrt{|\xi|^2 + 1} - (1 - \epsilon^2)|\xi|^2 + 1}{\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}}.$$

According to the equality

$$e^{-|\xi|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} - 1 = \left( -e^{-\epsilon^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right) \left( \sqrt{(1 - \epsilon^2)|\xi|^2 + 1} \right) t \times \int_0^1 e^{-|\epsilon|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} d\eta,$$

and the fact (32), we arrive at

$$I_1^+ (t, |\xi|) \leq C \left( \epsilon |\xi| |\xi|^{-1} t + \epsilon^2 |\xi|^2 |\xi|^{-2} t + \epsilon^2 |\xi| |\xi|^{-3} \right).$$

By using the same approach as the above, we introduce two auxiliary terms to treat the difference $I_0^+ (t, |\xi|)$.

Precisely, we know

$$\left( -e^{-|\xi|^2 t \pm i |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right) \frac{e^{-|\epsilon| |\xi| |\sqrt{|\xi|^2 + 1}}}{2i|\xi|} \leq C e^{-|\xi|^2 t} \left| \frac{\epsilon |\xi|^2 + |\xi| \sqrt{(1 - \epsilon^2)|\xi|^2 + 1} - \sqrt{|\xi|^2 + 1}}{\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}} \right|.$$

$$\leq C \epsilon |\xi| |\xi|^{-1} \left( 1 + \epsilon |\xi| |\xi|^{-1} \right).$$
also implies the correction of Proposition 3.1 for the second-order if

\[ \frac{1}{2} \left| \pm \sqrt{|\xi|^2 + 1} e^{-|\xi|^2 t + \epsilon t} \sqrt{(1 - \epsilon^2)|\xi|^2 + 1} \right| + \frac{1}{2} \left| \pm e^{-|\xi|^2 t + \epsilon t} \sqrt{(1 - \epsilon^2)|\xi|^2 + 1} \right| \leq C \epsilon^2 |\xi|^2 (1 + |\xi|^{-1}). \]

One can derive

\[ I_0^+(t, \xi) \leq C \left( \epsilon |\xi|^{-1} + \epsilon^2 |\xi|^2 t + \epsilon^2 |\xi|^3 t \right). \]

Thus, by using the Hausdorff-Young inequality, we separate the phase into two parts as follows:

\[
\|v^\epsilon(t, \cdot) - v^0(t, \cdot)\|_{L^\infty} \leq C \|\hat{\omega}^\epsilon(t, \xi) - \hat{\omega}^0(t, \xi)\|_{L^1} \\
= C \sum_{\pm} \left( \|\langle \xi \rangle^{-s_0} \hat{I}_0^\pm(t, \xi)\|_{L^1} \||\langle \xi \rangle^{-s_1} \hat{I}_1^\pm(t, \xi)\|_{L^1} \right) \\
\leq C \epsilon \left( \int_{|\xi| \leq 1} |\xi| \left( 1 + \epsilon |\xi| + |\xi| t + \epsilon |\xi|^2 t \right) d\xi + \int_{|\xi| \geq 1} \left( 1 + \epsilon + \langle \xi \rangle^2 t + \epsilon \langle \xi \rangle^2 t \right) \langle \xi \rangle^{-s_0} d\xi \right) \|\langle \xi \rangle^{-s_0} v_0^0\|_{L^1} \\
+ C \epsilon \left( \int_{|\xi| \leq 1} |\xi| \left( t + \epsilon |\xi| t + \epsilon \right) d\xi + \int_{|\xi| \geq 1} \left( t + \epsilon t + \epsilon \langle \xi \rangle^{-2} \right) \langle \xi \rangle^{-s_1} d\xi \right) \|\langle \xi \rangle^{-s_1} v_1^0\|_{L^1} \\
\leq C \epsilon (1 + t) \left( \|\langle \xi \rangle^{-s_0} v_0^0\|_{L^1} + \|\langle \xi \rangle^{-s_1} v_1^0\|_{L^1} \right)
\]

for \( n \geq 1 \) with \( s_0 > n + 2 \) and \( s_1 > n + 2 \). In conclusion, our proof is complete.

### 3.3 Rigorous justification of inviscid limits for the second-order profile

**Theorem 3.2.** Let \( 0 < \epsilon \ll 1 \). Let us assume \( v_0^0(x) \equiv v_0^0(x) \) and \( v_1^0(x) \equiv v_1^0(x) \) fulfilling \( \langle \xi \rangle^{-s_0} v_0^0 \in L^1 \) and \( \langle \xi \rangle^{-s_1} v_1^0 \in L^1 \) for \( s_0 > n + 4 \), \( s_1 > n + 2 \) with \( n \geq 1 \). Then, the solution \( v^\epsilon = v^\epsilon(t, x) \) to the viscous Boussinesq equation (4) converges to the one \( v^0(t, x) \) to the inviscid Boussinesq equation (6) with a higher-order profile in the following way:

\[
\sup_{t \in [0,T], x \in \mathbb{R}^n} |v^\epsilon(t, x) - v^0(t, x) - \epsilon \tilde{v}(t, x)| \leq C_T \epsilon^2 \left( \|\langle \xi \rangle^{-s_0} v_0^0\|_{L^1} + \|\langle \xi \rangle^{-s_1} v_1^0\|_{L^1} \right),
\]

where the constant \( C_T \) is independent of \( \epsilon \), and

\[ \tilde{v}(t, x) := 2 \int_0^t E_1(t - \tau, x) \Delta v^0_0(\tau, x) d\tau. \]

Here, \( E_1 = E_1(t, x) \) is the fundamental solution to the inviscid Boussinesq equation (6) with initial data \( v_0^0(x) = 0 \) as well as \( v_0^0(\delta_0) = 0 \).

**Remark 3.2.** In Theorem 3.2, the convergence in any finite time such that

\[ v^\epsilon \to v^0 + \epsilon \tilde{v} \text{ in } L^\infty([0, T] \times \mathbb{R}^n) \text{ as } \epsilon \downarrow 0 \]

has been shown. Namely, the inviscid limit holds with the rate of convergence \( \epsilon^2 \). Furthermore, it also implies the correction of Proposition 3.1 for the second-order if \( v_{j,1}^0(x) \equiv 0 \) for \( j = 0, 1 \).
Remark 3.3. Comparing with the inviscid limit result in Theorem 3.1, we found that in Theorem 3.2, by subtracting the additional error term $e \hat{v}$, which is a solution to inhomogeneous inviscid Boussinesq equation carrying the source term $2\Delta v_1^0$, the rate of convergence has been improved by a factor $\epsilon$ in $L^\infty([0, T] \times \mathbb{R}^n)$.

Proof. To begin with, let us introduce a new ansatz $\hat{R}^\epsilon = \hat{R}(t, \xi)$ such that

$$\hat{R}^\epsilon(t, \xi) = \hat{v}^\epsilon(t, \xi) - \hat{v}^0(t, \xi) - \epsilon \hat{v}^{I,1}(t, \xi),$$

where $\hat{v}^{I,1} = \hat{v}^{I,1}(t, \xi)$ is the Fourier image of solution to the inhomogeneous Cauchy problem (26) with vanishing data, namely,

$$\begin{cases}
\hat{v}^{I,1}_t + (|\xi|^2 + |\xi|^4)\hat{v}^{I,1} = -2|\xi|^2\hat{v}^0, & \xi \in \mathbb{R}^n, \ t > 0, \\
\hat{v}^{I,1}(0, \xi) = 0, & \xi \in \mathbb{R}^n.
\end{cases}$$

Therefore, the remainder $\hat{R}^\epsilon$ satisfies

$$\hat{R}^\epsilon_t + (|\xi|^2 + |\xi|^4)\hat{R}^\epsilon = -2\epsilon|\xi|^2(\hat{v}^\epsilon - \hat{v}^0).$$

Multiplying the above equation by $2\overline{R}_t^\epsilon$, where $\overline{R}^\epsilon$ is the conjugate of $\hat{R}^\epsilon$, and taking the real part of the resultant, we immediately derive

$$\frac{d}{dt}(|\hat{R}_t^\epsilon|^2 + (|\xi|^2 + |\xi|^4)|\hat{R}^\epsilon|^2) = -4\epsilon|\xi|^2 \Re\left((\hat{v}^\epsilon - \hat{v}^0)\overline{\hat{R}_t^\epsilon}\right) \leq |\hat{R}_t^\epsilon|^2 + 4\epsilon^2|\xi|^4|\hat{v}^\epsilon - \hat{v}^0|^2.$$  (33)

With the aim at estimating $|\hat{v}^\epsilon - \hat{v}^0|$, according to the representation of solutions and compatibility of initial data, we just need to control the time-derivative of kernels

$$E_j(t, |\xi|) := |\partial_t \hat{K}_j(t, |\xi|) - \partial_t \hat{E}_j(t, |\xi|)| \quad \text{for} \quad j = 0, 1.$$

Concerning the second kernel, i.e. $j = 1$ in the last line, we notice that

$$E_1(t, |\xi|) \leq \epsilon|\xi|^2|\hat{R}_1(t, |\xi|)| + \left|e^{-|\xi|^2t}\cos\left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}t\right) - \cos\left(|\xi|\sqrt{|\xi|^2 + 1}t\right)\right|$$

$$\leq C\epsilon|\xi||\xi|^{-1} + e^{-|\xi|^2t}\left|\cos\left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}t\right) - \cos\left(|\xi|\sqrt{|\xi|^2 + 1}t\right)\right|$$

$$+ \left|\cos\left(|\xi|\sqrt{|\xi|^2 + 1}t\right)\right| \left(1 - e^{-|\xi|^2t}\right).$$

Due to the facts that

$$\left|\cos\left(|\xi|\sqrt{(1 - \epsilon^2)|\xi|^2 + 1}t\right) - \cos\left(|\xi|\sqrt{|\xi|^2 + 1}t\right)\right| \leq C \left|\sin\left(\frac{\epsilon^2|\xi|^2t}{2\sqrt{(1 - \epsilon^2)|\xi|^2 + 1} + 2\sqrt{|\xi|^2 + 1}}\right)\right| \leq C\epsilon^2|\xi|^3|\xi|^{-1}t,$$  (34)

and

$$1 - e^{-|\xi|^2t} = \epsilon|\xi|^2t \int_0^t e^{-\epsilon|\xi|^2\tau}d\tau \leq C\epsilon|\xi|^2t,$$  (35)
we may conclude
\[ \mathcal{E}_1(t, |\xi|) \leq C|\xi| \left( |\langle \xi \rangle|^{-1} + |\xi|^2 |\langle \xi \rangle|^{-1} t + |\xi| t \right) \leq C|\xi| \left( |\langle \xi \rangle|^{-1} + |\xi| t \right). \]

Concerning another kernel we may estimate
\[ \mathcal{E}_0(t, |\xi|) \leq |\xi|^2 |\tilde{K}_0(t, |\xi|)| + |\xi|^2 e^{-|\xi|^2 t} \left| \cos \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) \right| \]
\[ + |\xi| e^{-|\xi|^2 t} \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} \sin \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) - \sqrt{|\xi|^2 + 1} \sin \left( \frac{|\xi| \sqrt{|\xi|^2 + 1} t}{2} \right) \left( e^{-|\xi|^2 t} - 1 \right) \]
\[ \leq C|\xi|^2 \left( 1 + |\xi| |\langle \xi \rangle|^{-1} \right) + |\xi| \left( \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} \sin \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) \left( e^{-|\xi|^2 t} - 1 \right) \right) \]
\[ + |\xi| \left| \sin \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) \right| \left( \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} - \sin \left( \frac{|\xi| \sqrt{|\xi|^2 + 1} t}{2} \right) \right) \]
\[ \leq C|\xi|^2 + C|\xi| |\langle \xi \rangle| \left( 1 - e^{-|\xi|^2 t} \right) + |\xi| \left( \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} - \sqrt{|\xi|^2 + 1} \right) \]
\[ + |\xi| |\langle \xi \rangle| \left| \sin \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) - \sin \left( \frac{|\xi| \sqrt{|\xi|^2 + 1} t}{2} \right) \right| . \]

By using (32), (35) and
\[ \left| \sin \left( \frac{|\xi| \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} t}{2} \right) - \sin \left( \frac{|\xi| \sqrt{|\xi|^2 + 1} t}{2} \right) \right| \leq C \left| \sin \left( \frac{|\xi|^2 t}{2 \sqrt{(1 - \varepsilon^2) |\xi|^2 + 1} + 2 \sqrt{|\xi|^2 + 1}} \right) \right| \]
associated with (34), we arrive at
\[ \mathcal{E}_0(t, |\xi|) \leq C|\xi|^2 \left( 1 + |\xi| |\langle \xi \rangle| t + |\xi| |\langle \xi \rangle|^{-1} + |\xi|^2 t \right) \leq C|\xi|^2 \left( 1 + |\xi| |\langle \xi \rangle| t \right) . \]

In conclusion, it holds
\[ \left| \dot{v}^0(t, \xi) - \dot{\bar{v}}^0(t, \xi) \right|^2 \leq C \mathcal{E}_0(t, |\xi|)^2 |\dot{v}^0(\xi)|^2 + C \mathcal{E}_1(t, |\xi|)^2 |\dot{\bar{v}}^0(\xi)|^2 \]
\[ \leq C|\xi|^4 \left( 1 + |\xi|^2 |\langle \xi \rangle| t^2 \right) |\dot{v}^0(\xi)|^2 + C|\xi|^2 \left( |\langle \xi \rangle|^{-2} + |\xi|^2 t^2 \right) |\dot{\bar{v}}^0(\xi)|^2 \]
\[ \leq C|\xi|^2 (1 + t^2) |\xi|^4 |\dot{v}^0(\xi)|^2 + C|\xi|^2 (1 + t^2) |\xi|^2 |\dot{\bar{v}}^0(\xi)|^2 . \]

Let us back to the frame (33) so that
\[ \frac{d}{dt} \left( |\tilde{R}_t^0|^2 + (|\xi|^2 + |\xi|^4) |\tilde{R}_t^4|^2 \right) - \left( |\tilde{R}_t^0|^2 + (|\xi|^2 + |\xi|^4) |\tilde{R}_t^4|^2 \right) \]
\[ \leq C|\xi| (1 + t^2) |\xi|^4 |\dot{v}^0(\xi)|^2 + C|\xi|(1 + t^2) |\xi|^2 |\dot{\bar{v}}^0(\xi)|^2 . \]

Then, the employment of Grönwall’s inequality in the last line gives
\[ |\tilde{R}_t^0|^2 + (|\xi|^2 + |\xi|^4) |\tilde{R}_t^4|^2 \leq C|\xi|^4 \left( |\xi|^8 |\dot{v}^0(\xi)|^2 + |\xi|^6 |\dot{\bar{v}}^0(\xi)|^2 \right) \int_0^t e^{\tau} (1 + \tau^2) d\tau \]
\[ \leq C \varepsilon^4 (|\xi|^2 + |\xi|^4) \left( |\xi|^6 |\dot{v}^0(\xi)|^2 + |\xi|^4 |\dot{\bar{v}}^0(\xi)|^2 \right) , \]
with $C_T^* > 0$ independent of $\epsilon$, in which we considered the vanishing initial data for $\tilde{R}^\epsilon$. Namely,

$$|\tilde{R}^\epsilon(t, \xi)| \leq \sqrt{C_T^*} \epsilon^2 \left( \langle \xi \rangle^4 |\hat{v}_0^0(\xi)| + \langle \xi \rangle^2 |\hat{v}_1^0(\xi)| \right).$$

By using the Hausdorff-Young inequality similarly as those in the proof of Theorem 3.1, we can derive

$$\|R^\epsilon(t, \cdot)\|_{L^\infty} \leq C \|\tilde{R}^\epsilon(t, \xi)\|_{L^1} \leq C_T \epsilon^2 \left( \|\langle D \rangle^{s_0} v_0^0\|_{L^1} + \|\langle D \rangle^{s_1} v_1^0\|_{L^1}\right)$$

for $n \geq 1$ with $s_0 > n + 4$ and $s_1 > n + 2$. Finally, recalling

$$R^\epsilon(t, x) = v^\epsilon(t, x) - v^0(t, x) - \epsilon v^T,1(t, x)$$

$$= v^\epsilon(t, x) - v^0(t, x) - 2\epsilon \int_0^t E_1(t - \tau, x) * (\Delta v^\epsilon_1(\tau, x)) d\tau$$

we have just completed the proof. \qed

4 Global (in time) well-posedness for the nonlinear problem

Our main result for global (in time) existence of small data Sobolev solutions reads as follows.

**Theorem 4.1.** Let $q \in (1, \infty)$ be a fixed constant, $m \in [1, q)$ and $s > n/q$. We assume that $p \geq q/m$ for all $n > 2m(1 + \kappa)$, where $\kappa := \frac{1}{2} \left( \frac{1}{m} - \frac{1}{q} \right) \left( \frac{n}{2} - 1 \right)$. Moreover, the exponent $p$ fulfills the condition

$$p > 1 + \max \left\{ \frac{n(1 - \frac{m}{q}) + ms}{n - 2m(1 + \kappa)}, s \right\}. \quad (36)$$

Then, there exists a sufficiently small constant $\epsilon_0 > 0$ such that for any initial data

$$(u_0, u_1) \in \mathcal{D} := \left( L^m \cap H^s_q \right) \times \left( L^m \cap H^{\max\{s-2,0\}}_q \right)$$

satisfying $\|(u_0, u_1)\|_{\mathcal{D}} \leq \epsilon_0$, the nonlinear viscous Boussinesq equation (3) admits a unique global (in time) Sobolev solution in the class

$$u \in \mathcal{C} \left( [0, \infty), H^s_q \right).$$

Furthermore, the following estimates hold:

$$\|u(t, \cdot)\|_{L^q} \lesssim (1 + t)^{1 - \frac{2}{q}(\frac{1}{m} - \frac{1}{q}) + \kappa} \|(u_0, u_1)\|_{\mathcal{D}},$$

$$\|u(t, \cdot)\|_{\dot{H}^s_q} \lesssim (1 + t)^{1 - \frac{n}{q}(\frac{1}{m} - \frac{1}{q}) + \kappa - \frac{s}{2}} \|(u_0, u_1)\|_{\mathcal{D}}.$$

**Remark 4.1.** Let us explain the conditions for $p$ appearing in Theorem 4.1. The presence of $p \geq q/m$ is due to the application of the fractional Gagliardo-Nirenberg inequality (cf. Proposition B.1). In addition, by applying the fractional powers rule (cf. Proposition B.2) associated with the fractional Sobolev embedding (cf. Proposition B.3), we require the condition $p > 1 + s$ as long as the assumption $s > n/q$ holds. Finally, the remaining condition for $p$ in (36) is to entail the same decay estimates for solutions to (3) as those for solutions to the corresponding linear model with vanishing right-hand side (see later, Proposition 4.1). This means no loss of decay, so we can understand the nonlinear term as a small perturbation. At this point, we want to underline that one can relax this restriction for $p$ by using the strategy which allows some loss of decay (see more [10]), nevertheless, we have to pay another condition for the dimension $n$. Hence, this purpose is out of our interest.
Remark 4.2. It is obvious to recognize that Theorem 4.1 gives the global (in time) well-posedness in the $L^q$ framework for any $q \in (1, \infty)$ and some $L^q$ estimates for solutions to the nonlinear viscous Boussinesq equation (3) with small data, which is really different from the view of previous results devoting to the $L^2$ setting only. With the choice of $n = 3$ and $m = 1$ we can observe the following examples:

- If we take $q = 1.01$, then we may choose $s = 3$. From Theorem 4.1 we obtain $p > 4.03$.
- If we take $s = \varepsilon$ for any small value of $\varepsilon > 0$, then we may choose $q = 4/\varepsilon$. From Theorem 4.1 we obtain $p \geq 4/\varepsilon$.

The point worth noticing in the second example is that thanks to the flexibility of the choice of parameter $q \in (1, \infty)$, we have derived a result for the global (in time) Sobolev solution belonging to the class

$$u \in \mathcal{C} \left([0, \infty), H^s_q\right)$$

with an arbitrarily small regularity. More transparently, when two parameters $n$ and $m$ are chosen appropriately, let us illustrate the global existence range in Theorem 4.1 depicting the interaction between either the admissible exponent $p$ and the regularity $s$ (for a fixed $q$ value) or the admissible exponent $p$ and the parameter $q$ (for a fixed $s$ value) in the following figure:

![Figure 1: The global existence range in Theorem 4.1 depending on some parameters.](image)

Here, $\Gamma_1$ and $\Gamma_2$ stand for the following graphs:

$$p = p(s) = 1 + \frac{n(1 - \frac{m}{q}) + ms}{n - 2m(1 + \kappa)} \quad \text{and} \quad p = p(q) = 1 + \frac{n(1 - \frac{m}{q}) + ms}{n - 2m - (1 - \frac{m}{q})\left[\frac{n}{2} - 1\right]}$$

in Figure 1.a and Figure 1.b, respectively.

4.1 Preliminaries: Some useful estimates

For proving the global (in time) well-posedness result for the nonlinear problem (3), the following $L^q - L^q$ estimate with additional $L^m$ regularity for the Cauchy data from the corresponding linear
equation (4) is one of the most essential ingredients in our proof.

**Proposition 4.1.** Let \( s \geq 0, \ q \in (1, \infty) \) and \( m \in [1, q) \). Then, the solutions to (4) satisfy the following \( (L^m \cap L^q) - L^q \) estimates:

\[
\|v(t, \cdot)\|_{H^q} \lesssim (1 + t)^{-\frac{\min\{\alpha, \beta\}}{2} - \frac{\max\{\alpha, \beta\}}{2}} \|v_0\|_{L^m \cap H^q} + (1 + t)^{1 - \frac{\min\{\alpha, \beta\}}{2} - \frac{\max\{\alpha, \beta\}}{2}} \|v_1\|_{L^m \cap H^q_{\max\{s - 2, 0\}}}
\]

for all \( n \geq 1 \), where \( 1 + 1/q = 1/r + 1/m \).

**Proof.** As a consequence of Propositions 2.6 and 2.3, we estimate the \( L^q \) norm of solutions for low frequencies by the \( L^m \) norm of the data, whereas their high frequency parts are controlled by using \( L^q - L^q \) estimates with a suitable regularity of initial data. In this way, after the immediate application of Young's convolution inequality linked to Propositions 2.6 and 2.3, we may achieve the desired estimates. \( \square \)

Furthermore, the behavior of the following integral will be also necessary in the sequel.

**Lemma 4.1.** Let \( \alpha, \beta \in \mathbb{R} \). It holds

\[
\int_0^t (1 + t - \tau)^{-\alpha} (1 + \tau)^{-\beta} d\tau \lesssim \begin{cases} \ (1 + t)^{-\min\{\alpha, \beta\}} & \text{if } \max\{\alpha, \beta\} > 1, \\ \ (1 + t)^{-\min\{\alpha, \beta\}} \log(e + t) & \text{if } \max\{\alpha, \beta\} = 1, \\ \ (1 + t)^{1 - \alpha - \beta} & \text{if } \max\{\alpha, \beta\} < 1. \end{cases}
\]

**Proof.** Thanks to the asymptotic behaviors of \( 1 + t - \tau \approx 1 + t \) for any \( \tau \in [0, t/2] \) as well as \( 1 + \tau \approx 1 + t \) for any \( \tau \in [t/2, t] \), we carry out the change of variables when needed to conclude

\[
\int_0^t (1 + t - \tau)^{-\alpha} (1 + \tau)^{-\beta} d\tau \lesssim (1 + t)^{-\alpha} \int_0^{t/2} (1 + \tau)^{-\beta} d\tau + (1 + t)^{-\beta} \int_0^{t/2} (1 + \tau)^{-\alpha} d\tau
\]

\[
\lesssim (1 + t)^{-\min\{\alpha, \beta\}} \int_0^{t/2} (1 + \tau)^{-\max\{\alpha, \beta\}} d\tau.
\]

Consequently, this completes the proof of Lemma 4.1. \( \square \)

### 4.2 Philosophy of the proof

Recalling the fundamental solutions \( K_0(t, x) \) and \( K_1(t, x) \) defined in Section 2, we may express the solutions to the linear equation (4) by

\[
v(t, x) = K_0(t, x) *_{(x)} v_0(x) + K_1(t, x) *_{(x)} v_1(x).
\]

We may apply Duhamel’s principle to derive the following integral equations associated with (3):

\[
u(t, x) = K_0(t, x) *_{(x)} u_0(x) + K_1(t, x) *_{(x)} u_1(x) + \int_0^t K_1(t - \tau, x) *_{(x)} \Delta f(u(\tau, x); p) d\tau
\]

\[
=: u^{ln}(t, x) + u^{nl}(t, x).
\]

Later, we will determine the family \( \{X(T)\}_{T > 0} \) of evolution spaces appropriately. We introduce the operator \( \Phi \) such that

\[
\Phi: u(t, x) \in X(T) \rightarrow \Phi[u](t, x) := u^{ln}(t, x) + u^{nl}(t, x)
\]
for $T > 0$. From the setting, to establish the global (in time) well-posedness for the nonlinear problem (3), we shall prove a fixed point of the operator $\Phi$ to be the solution. For this purpose, it suffices to verify the following two score inequalities:

$$\|\Phi[u]\|_{X(T)} \lesssim \|(u_0, u_1)\|_\mathcal{X} + \|u\|_{X(T)}^p,$$  \hspace{1cm} (37)

$$\|\Phi[u] - \Phi[\tilde{u}]\|_{X(T)} \lesssim \|u - \tilde{u}\|_{X(T)} \left(\|u\|_{X(T)}^{p-1} + \|\tilde{u}\|_{X(T)}^{p-1}\right),$$  \hspace{1cm} (38)

under some conditions for $p$. In the desired estimate (38), $u$ and $\tilde{u}$ are two solutions to the nonlinear viscous Boussinesq equation. Subsequently, an employment of Banach’s fixed point theorem leads to local (in time) existence results of large data solutions and global (in time) existence results of small data solutions simultaneously. This idea has been used in semilinear damped wave equations, for example, [35, 9].

### 4.3 Existence of unique global (in time) solution: Proof of Theorem 4.1

As mentioned in the previous part, to get started, we introduce the solution space by

$$X(T) := C([0, T], H^s_q)$$

for $T > 0$, endowed with the corresponding norm

$$\|u\|_{X(T)} := \sup_{0 \leq \tau \leq T} \left((1 + \tau)^{-\frac{n}{q} + \frac{1}{r} - \frac{1}{t}}\|u(\tau, \cdot)\|_{L^q} + (1 + \tau)^{-\frac{n}{m} + \frac{1}{p} - \frac{1}{t}}\|D^s u(\tau, \cdot)\|_{L^q}\right)$$

with $1 + 1/q = 1/r + 1/m$.

Let us now estimate the nonlinear term in some norms. For the sake of indicating the both inequalities (37) and (38), we shall verify the following auxiliary ingredients for the nonlinear term:

$$\|f(u(\tau, \cdot); p)\|_{L^m} \lesssim \|u(\tau, \cdot)\|_{L^{mp}}^p \lesssim (1 + \tau)^{-\frac{n}{2m}(p-1)+p(1+s)}\|u\|_{X(T)}^p,$$  \hspace{1cm} (39)

$$\|f(u(\tau, \cdot); p)\|_{L^n} \lesssim \|u(\tau, \cdot)\|_{L^{np}}^p \lesssim (1 + \tau)^{-\frac{n}{2m}(p-1)+p(1+s)}\|u\|_{X(T)}^p,$$  \hspace{1cm} (40)

$$\|f(u(\tau, \cdot); p)\|_{H^s_q} \lesssim (1 + \tau)^{-\frac{n}{2m}(p-1)+p(1+s)}\|u\|_{X(T)}^p,$$  \hspace{1cm} (41)

for $\tau \in [0, T]$. Indeed, the application of the fractional Gagliardo-Nirenberg inequality from Proposition B.1 combined with the definition of the solution space gives immediately these estimates (39) and (40), accompanied with

$$p \in \left[\frac{q}{m}, \infty\right) \quad \text{and} \quad s > \frac{n}{q}, \quad \text{i.e.} \quad n < qs.$$  

In order to show (41), we apply the fractional powers rule from Proposition B.2 for $s \in (n/q, p)$ together with the fractional Sobolev embedding from Proposition B.3 for a suitable $0 < s^* < n/q$ to obtain

$$\|f(u(\tau, \cdot); p)\|_{H^s_q} \lesssim \|u(\tau, \cdot)\|_{H^s_q}^p \lesssim \|u(\tau, \cdot)\|_{H^s_q} \|u(\tau, \cdot)\|_{L^\infty}^{p-1}$$

$$\lesssim \|u(\tau, \cdot)\|_{H^s_q} \left(\|u(\tau, \cdot)\|_{H^s_q}^{s^*} + \|u(\tau, \cdot)\|_{H^s_q}\right)^{p-1}.$$  

After employing the fractional Gagliardo-Nirenberg inequality from Proposition B.1, we derive

$$\|u(\tau, \cdot)\|_{H^s_q}^{s^*} \lesssim \|u(\tau, \cdot)\|_{L^q}^{\theta_1} \|u(\tau, \cdot)\|_{H^s_q}^{\theta_1} \lesssim (1 + \tau)^{1-\frac{n}{q}+\frac{1}{m}+\frac{1}{2} - \frac{n}{2m} + \frac{1}{p}}\|u\|_{X(T)}.$$
with $\theta_1 = s^*/s$. Therefore, one has

$$\|f(u(\tau, \cdot); p)\|_{H^s_0} \lesssim (1 + \tau)^{-\frac{m}{2}(1 - \frac{1}{r}) + p(1 + \kappa) - \frac{1}{2} - (p - 1)\frac{2}{q}} \|u\|^p_{X(T)}$$

$$\lesssim (1 + \tau)^{-\frac{m}{2m}(p - 1) + p(1 + \kappa) - \frac{1}{2}} \|u\|^p_{X(T)},$$

where we took $s^* = n/q - \varepsilon$ with a sufficiently small positive $\varepsilon$. Hence, our verifications for (39)-(41) are accomplished. Now, we are on the way to prove the inequalities (37) and (38).

First let us prove the inequality (37). Thanks to the statements in Proposition 4.1, one may obviously arrive at

$$\|u^{ln}\|_{X(T)} \lesssim \|(u_0, u_1)\|_{\mathcal{D}}$$

from the definition of the norm of $X(T)$. For this reason, we reduce the proof of (37) to

$$\|u^{nl}\|_{X(T)} \lesssim \|u\|^p_{X(T)}. \quad (42)$$

Next, our proof is separated into two steps as follows:

**Step 1:** To estimate $\|u^{nl}(t, \cdot)\|_{L^q}$, we use the $(L^m \cap L^q) - L^q$ estimates in Proposition 4.1 to get

$$\|u^{nl}(t, \cdot)\|_{L^q} \lesssim \int_0^t \|\Delta K_1(t - \tau, x) * f(u(\tau, x); p)\|_{L^q} \, d\tau$$

$$\lesssim \int_0^t (1 + t - \tau)^{-\frac{n}{2}(1 - \frac{1}{r}) + \frac{1}{2}} \|f(u(\tau, \cdot); p)\|_{L^m \cap L^q} \, d\tau$$

$$\lesssim \|u\|^p_{X(T)} \int_0^t (1 + t - \tau)^{-\frac{n}{2}(1 - \frac{1}{r}) + \frac{1}{2}} (1 + \tau)^{-\frac{n}{2m}(p - 1) + p(1 + \kappa)} \, d\tau =: \|u\|^p_{X(T)} I_1(t),$$

where we have applied the both estimates (39) and (40) in the last chain. Now, Lemma 4.1 comes into play in term of estimate for $I_1(t)$ by denoting

$$\alpha = \frac{n}{2} \left(1 - \frac{1}{r}\right) - \kappa \quad \text{and} \quad \beta = \frac{n}{2m}(p - 1) - p(1 + \kappa).$$

Here, one recognizes that the condition (36) follows

$$p > 1 + \frac{n(1 - \frac{m}{q}) + ms}{n - 2m(1 + \kappa)} > 1 + \frac{n}{n - 2m(1 + \kappa)} > 1 + \frac{2m(1 + \kappa)}{n - 2m(1 + \kappa)}$$

due to $s > n/q$ and $n > 2m(1 + \kappa)$. This leads to $\beta > 0$.

- **Case 1:** Providing that

$$p > 1 + \frac{n \left(1 - \frac{m}{q}\right) + m \max\{s, 2\}}{n - 2m(1 + \kappa)}.$$

then it is clear to see $\max\{\alpha, \beta\} = \beta > 0$, i.e. $\min\{\alpha, \beta\} = \alpha$. Thus, the application of Lemma 4.1 implies

$$I_1(t) \lesssim (1 + t)^{1 - \alpha},$$

which gives

$$\|u^{nl}(t, \cdot)\|_{L^q} \lesssim (1 + t)^{1 - \frac{n}{2}(1 - \frac{1}{r}) + \kappa} \|u\|^p_{X(T)}, \quad (43)$$
• **Case 2:** Providing that

\[
1 + \frac{n \left(1 - \frac{m}{q}\right) + m \max\{s, 2\}}{n - 2m(1 + \kappa)} \geq p > 1 + \frac{n \left(1 - \frac{m}{q}\right) + ms}{n - 2m(1 + \kappa)},
\]

then one realizes that \(\max\{\alpha, \beta\} = \alpha\), i.e. \(\min\{\alpha, \beta\} = \beta\). After employing Lemma 4.1, we achieve

\[
I_1(t) \lesssim \begin{cases} (1 + t)^{-\beta} & \text{if } \alpha > 1 \\ (1 + t)^{-\beta} \log(e + t) & \text{if } \alpha = 1 \\ (1 + t)^{1 - \alpha - \beta} & \text{if } \alpha < 1 \end{cases}
\]

\(\lesssim (1 + t)^{1 - \alpha}\)

by noticing that the relation \(-\beta < 1 - \alpha\) holds in the first line of the previous integral due to the fact

\[
p > 1 + \frac{n(1 - \frac{m}{q})}{n - 2m(1 + \kappa)}.
\]

Again, it follows

\[
\|u^{nl}(t, \cdot)\|_{L^q} \lesssim (1 + t)^{1 - \frac{n}{q}(1 + \frac{1}{p}) + \kappa} \|u\|^p_{X(T)}.
\]

**Step 2:** To control \(\|D|^s u^{nl}(t, \cdot)\|_{L^q}\), we will use the same strategy as in Step 1. In particular, applying the \((L^m \cap L^q) - L^q\) estimates in Proposition 4.1 one obtains

\[
\|D|^s u^{nl}(t, \cdot)\|_{L^q} \lesssim \int_0^t \|\Delta K_1(t - \tau, x) * f(u(\tau, x); p)\|_{H^s_q} d\tau
\]

\(\lesssim \int_0^t (1 + t - \tau)^{-\frac{n}{q}(1 - \frac{1}{p}) + \kappa - \frac{n}{2}} \|f(u(\tau, \cdot); p)\|_{L^m \cap L^q \cap H^s_q} d\tau
\]

\(\lesssim \|u\|_{X(T)}^p \int_0^t (1 + t - \tau)^{-\frac{n}{q}(1 - \frac{1}{p}) + \kappa - \frac{n}{2}} (1 + \tau)^{-\frac{n}{2}(p - 1) + p(1 + \kappa)} d\tau =: \|u\|_{X(T)}^p I_2(t),
\]

where we have utilized the estimates from (39) to (41) at the last stage of the above chain inequality. Then, repeating some procedures as we did in Step 1 we may claim

\[
I_2(t) \lesssim (1 + t)^{1 - \alpha}
\]

so that

\[
\|D|^s u^{nl}(t, \cdot)\|_{L^q} \lesssim (1 + t)^{1 - \frac{n}{q}(1 + \frac{1}{p}) + \kappa - \frac{n}{2}} \|u\|_{X(T)}^p.
\]

As a result, by the definition of the norm in \(X(T)\) we combine the estimates from (43) to (45) to conclude that the inequality (42) holds.

Our next aim is to turn the proof of the Lipschitz condition (38). Our proof is based on the similar approach to the proof of the obtained inequality (42). Indeed, we may estimate

\[
|f(u(\tau, \cdot); p) - f(\bar{u}(\tau, \cdot); p)| \approx \|u(\tau, \cdot)\|^p - \|\bar{u}(\tau, \cdot)\|^p
\]

in the norms of \(L^m, L^q\) and \(H^s_q\). Thanks to Hölder’s inequality, one finds

\[
\|u(\tau, \cdot)\|^p - \|\bar{u}(\tau, \cdot)\|^p\|_{L^m} \lesssim \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^{mp}} \left(\|u(\tau, \cdot)\|_{L^{mp}}^{p-1} + \|\bar{u}(\tau, \cdot)\|_{L^{mp}}^{p-1}\right),
\]

\[
\|u(\tau, \cdot)\|^p - \|\bar{u}(\tau, \cdot)\|^p\|_{L^q} \lesssim \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^{pq}} \left(\|u(\tau, \cdot)\|_{L^{pq}}^{p-1} + \|\bar{u}(\tau, \cdot)\|_{L^{pq}}^{p-1}\right).
\]
According to the expression
\[
\|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^\gamma}, \quad \|u(\tau, \cdot)\|_{L^\gamma}, \quad \|\bar{u}(\tau, \cdot)\|_{L^\gamma},
\]
with \(\gamma = mp\) and \(\gamma = pq\) give the following estimates:
\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{L^m} \lesssim (1 + \tau)^{-\frac{m}{p}(p-1) + p(1+\kappa)}\|u - \bar{u}\|_{X(T)} \left(\|u\|_{X(T)}^{p-1} + \|\bar{u}\|_{X(T)}^{p-1}\right),
\]
\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{L^q} \lesssim (1 + \tau)^{-\frac{q}{p}(p-1) + p(1+\kappa)}\|u - \bar{u}\|_{X(T)} \left(\|u\|_{X(T)}^{p-1} + \|\bar{u}\|_{X(T)}^{p-1}\right).
\]
For another, let us devote to our attention in estimating the difference
\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{H^p_0}.
\]
According to the expression
\[
|u(\tau, x)|^p - |\bar{u}(\tau, x)|^p = p \int_0^1 (u(\tau, x) - \bar{u}(\tau, x)) G (\omega u(\tau, x) + (1 - \omega)\bar{u}(\tau, x)) \, d\omega,
\]
where we set \(G(u) := |u|^p\), we deduce
\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{H^p_0} \lesssim \int_0^1 \left\| (u(\tau, \cdot) - \bar{u}(\tau, \cdot)) G (\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)) \right\|_{H^p_0} \, d\omega.
\]
Using the fractional Leibniz rule from Proposition B.4 we can proceed
\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{H^p_0} \lesssim \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{H^p_0} \int_0^1 \left\| G (\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)) \right\|_{L^\infty} \, d\omega
\]
\[
+ \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^\infty} \int_0^1 \left\| G (\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)) \right\|_{H^p_0} \, d\omega
\]
\[
\lesssim \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{H^p_0} \left(\|u(\tau, \cdot)\|_{L^\infty} + \|\bar{u}(\tau, \cdot)\|_{L^\infty}\right)
\]
\[
+ \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^\infty} \int_0^1 \left\| G (\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)) \right\|_{H^p_0} \, d\omega. \quad (46)
\]
After applying the fractional powers rule from Proposition B.2 with \(p > 2\) and \(s \in (n/q, p-1)\), one derives
\[
\|G (u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot))\|_{H^p_0} \lesssim \|\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)\|_{H^p_0} \|\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)\|_{L^{p-2}}.
\]
The employment of the fractional Sobolev embedding from Proposition B.3 carrying a suitable parameter \(s^* < n/q\) yields the following chain of estimates in the \(L^\infty\) norms:
\[
\|u(\tau, \cdot)\|_{L^\infty} \lesssim \|u(\tau, \cdot)\|_{H^{s^*}_0} + \|u(\tau, \cdot)\|_{H^p_0},
\]
\[
\|\bar{u}(\tau, \cdot)\|_{L^\infty} \lesssim \|\bar{u}(\tau, \cdot)\|_{H^{s^*}_0} + \|\bar{u}(\tau, \cdot)\|_{H^p_0},
\]
\[
\|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^\infty} \lesssim \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{H^{s^*}_0} + \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{H^p_0},
\]
\[
\|\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)\|_{L^\infty} \lesssim \|\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)\|_{H^{s^*}_0} + \|\omega u(\tau, \cdot) + (1 - \omega)\bar{u}(\tau, \cdot)\|_{H^p_0}.\]
With the help of the fractional Gagliardo-Nirenberg inequality from Proposition B.1, we have

\[
\|u(\tau, \cdot)\|_{H^s} \lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|u\|_{X(T)}, \\
\|\bar{u}(\tau, \cdot)\|_{H^{s}} \lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|\bar{u}\|_{X(T)} , \\
\|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{H^{s}} \lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{X(T)}, \\
\|\omega u(\tau, \cdot) + (1 - \omega) \bar{u}(\tau, \cdot)\|_{H^{s}} \lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|\omega u(\tau, \cdot) + (1 - \omega) \bar{u}(\tau, \cdot)\|_{X(T)}.
\]

We next plug the above obtained estimates into (46) to state

\[
\| |u(\tau, \cdot)|^p - |\bar{u}(\tau, \cdot)|^p\|_{H^{s}} \lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|u - \bar{u}\|_{X(T)} \left(\|u\|_{X(T)}^{p-1} + \|\bar{u}\|_{X(T)}^{p-1}\right) \\
\lesssim (1 + \tau)^{-\frac{\kappa}{2} + \frac{\mu}{2} + (1 - \frac{s}{q}) - \frac{s}{2} p^{-1}} \|u - \bar{u}\|_{X(T)} \left(\|u\|_{X(T)}^{p-1} + \|\bar{u}\|_{X(T)}^{p-1}\right),
\]

after taking \(s^* = n/q - \epsilon\) again with a sufficiently small positive \(\epsilon\). Finally, following an analogous manner to the proof of (42) we may affirm that the inequality (38) is valid. Summarizing, Theorem 4.1 is proved completely.

A Tools in the Fourier analysis

In this section, we will recall some tools from the Fourier analysis that have been applied in the treatments of the linear Cauchy problem.

Proposition A.1 (Modified Bessel functions, Proposition 24.2.1 in [13]). Let \(h \in L^\theta\) with \(\theta \in [1, 2]\), be a radial function. Then, the Fourier transform \(\mathcal{F}(h)\) is also a radial function and it satisfies

\[
\mathcal{F}(h)(\xi) = c \int_0^\infty g(r)r^{n-1}\bar{\mathcal{F}}_{\mu-1}(r|\xi|)dr
\]

where \(\bar{\mathcal{F}}_\mu(s) := s^{-\mu}\mathcal{F}_\mu(s)\) is the so-called modified Bessel function with the Bessel function \(\mathcal{F}_\mu(s)\) and a non-negative integer \(\mu\). Moreover, the following properties hold for the modified Bessel functions:

1. \(s d_s \bar{\mathcal{F}}_\mu(s) = \bar{\mathcal{F}}_{\mu-1}(s) - 2\mu \bar{\mathcal{F}}_\mu(s)\),
2. \(d_s \bar{\mathcal{F}}_\mu(s) = -s \bar{\mathcal{F}}_{\mu+1}(s)\),
3. \(\bar{\mathcal{F}}_{-\frac{1}{2}}(s) = \sqrt{\frac{2}{\pi}} \cos s\) and \(\bar{\mathcal{F}}_{\frac{1}{2}}(s) = \sqrt{\frac{2}{\pi}} \sin s\),
4. \(|\bar{\mathcal{F}}_\mu(s)| \leq Ce^{\pi|m\mu|} \) if \(s \leq 1\), and \(\bar{\mathcal{F}}_\mu(s) = C s^{-\frac{s}{2}} \cos \left(s - \frac{\mu}{2} \pi - \frac{\pi}{4}\right) + O(|s|^{-\frac{s}{2}}) \) if \(|s| \geq 1\),
5. \(\bar{\mathcal{F}}_{\mu+1}(r|x|) = -\frac{1}{r|x|^{\frac{1}{s}}} \partial_r \bar{\mathcal{F}}_\mu(r|x|)\) with \(r \neq 0, x \neq 0\).

Proposition A.2 (Faà di Bruno’s formula, [14]). Let \(h(\psi(x)) := (h \circ \psi)(x)\) with \(x \in \mathbb{R}\). Then, a generalization of the chain rule to higher-order derivatives holds

\[
\frac{d^n}{dx^n} h(\psi(x)) = \sum_{m_1 + \cdots + m_n = n} \frac{n!}{m_1! \cdots m_n!} h^{(m_1 + \cdots + m_n)}(\psi(x)) \prod_{j=1}^n (\psi^{(j)}(x))^{m_j}.
\]
B Tools in the harmonic analysis

In this section, we will list several new tools from the harmonic analysis, which have been used in Section 4 to deal with the nonlinear term in different norms.

Proposition B.1 (Fractional Gagliardo-Nirenberg inequality, [19]). Let $1 < r, r_1, r_2 < \infty$, $\sigma > 0$ and $a \in [0, \sigma)$. Then, it holds
\[
\|u\|_{H^{r_2}_\sigma} \lesssim \|u\|_{L^{r_1}}^{1-\theta} \|u\|_{H^{r_2}_\sigma}^\theta,
\]
where
\[
\theta = \theta(r, r_1, r_2, a, \sigma, n) = \left(\frac{1}{r_1} - \frac{1}{r} + \frac{a}{n}\right) / \left(\frac{1}{r_1} - \frac{1}{r_2} + \frac{\sigma}{n}\right)
\]
and $a/\sigma \leq \theta \leq 1$.

Proposition B.2 (Fractional powers rule, [37]). Let $p > 1$, $1 < q < \infty$ and $a \in (n/q, p)$. Let us denote by $G(u)$, one of the functions $|u|^p$, $\pm|u|^{p-1}u$. Then, the following estimates hold:
\[
\|G(u)\|_{H^a_q} \lesssim \|u\|_{H^a_q} \|u\|_{L^\infty}^{p-1} \quad \text{and} \quad \|G(u)\|_{H^a_q} \lesssim \|u\|_{H^a_q} \|u\|_{L^\infty}^{p-1}.
\]

Proposition B.3 (A fractional Sobolev embedding, Corollary 5.2 in [11]). Let $1 < q < \infty$ and $0 < s_1 < n/q < s_2$. Then, we have
\[
\|u\|_{L^\infty} \lesssim \|u\|_{H^{s_1}_{q_1}} + \|u\|_{H^{s_2}_{q_2}}.
\]

Proposition B.4 (Fractional Leibniz rule, [18]). Let us assume $s > 0$, $1 \leq r \leq \infty$ and $1 < r_1, r_2, r_3, r_4 \leq \infty$ satisfying the relation
\[
\frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r_3} + \frac{1}{r_4}.
\]
Then, the following inequality holds:
\[
\|uv\|_{H^s_r} \lesssim \|u\|_{H^{s_1}_{r_1}} \|v\|_{L^{r_2}} + \|u\|_{L^{r_3}} \|v\|_{H^{s_4}_{r_4}}.
\]
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