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ABSTRACT: Modeling in systems and synthetic biology relies on accurate parameter estimates and predictions. Accurate model calibration relies, in turn, on data and on how well suited the available data are to a particular modeling task. Optimal experimental design (OED) techniques can be used to identify experiments and data collection procedures that will most efficiently contribute to a given modeling objective. However, implementation of OED is limited by currently available software tools that are not well suited for the diversity of nonlinear models and non-normal data commonly encountered in biological research. Moreover, existing OED tools do not make use of the state-of-the-art numerical tools, resulting in inefficient computation. Here, we present the NLoed software package and demonstrate its use with in vivo data from an optogenetic system in Escherichia coli. NLoed is an open-source Python library providing convenient access to OED methods, with particular emphasis on experimental design for systems biology research. NLoed supports a wide variety of nonlinear, multi-input/output, and dynamic models and facilitates modeling and design of experiments over a wide variety of data types. To support OED investigations, the NLoed package implements maximum likelihood fitting and diagnostic tools, providing a comprehensive modeling workflow. NLoed offers an accessible, modular, and flexible OED tool set suited to the wide variety of experimental scenarios encountered in systems biology research. We demonstrate NLoed’s capabilities by applying it to experimental design for characterization of a bacterial optogenetic system.

1. INTRODUCTION

Biological systems are heterogeneous in terms of both their components and the interactions between them. Mathematical modeling of biological systems provides researchers with a valuable tool set for investigating this complexity. Models can be used to generate new hypotheses about extant systems or to predict properties of novel synthetic biological designs. These models are typically nonlinear, multi-dimensional, and dynamic and depend on parameters that cannot be directly measured. Accurate estimation of the values of these parameters is critical: the accuracy of the parameterization determines the utility of the model predictions and the model’s overall value as a tool for investigating system behavior.1 Accurate parameterization of complex models often faces challenges due to the high cost of data collection. This challenge can be exacerbated by uncertainty in how to design experiments to maximize calibration accuracy.

Recent progress in experimental techniques, specifically with respect to automation and high-throughput methods (recently reviewed5), reduces the barriers imposed by experimental costs. However, without complementary advances in experimental design, cheaper data collection may lead to increases in the quantity of data but not in the quality, and so may have a limited impact on model calibration accuracy. Experimental design tools are especially important for nonlinear models, for which intuition can be a poor guide. The value of optimal experimental design in improving parameter estimates for nonlinear and dynamic models in system biology has been previously demonstrated.1,3

Optimal experimental design (OED) techniques were originally developed in statistics for fitting regression models accurately with minimal experimental effort.4 These techniques have been expanded to nonlinear and dynamic models and have seen increasing use in the past decades, including applications to biological systems.2,5,6 However, most of these methods rely on custom implementations of their specific numerical algorithms. The lack of established software tools has no doubt limited the use of OED in experimental studies, confining the use of OED
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techniques to research groups with specialized knowledge of OED methods.7,8

Existing optimal experimental design tools include statistical software suites such as SAS and R, which provide a number of optimal design packages.9,10 These packages are primarily aimed at regression-type models used in statistics and are of limited use to systems biologists.

Several software packages for OED have emerged from the pharmacokinetics—pharmacodynamics (PKPD) research community; examples include the PopED package11 (available in MATLAB) and PFIM 3.012 (available in R). For a full comparison of OED tools in the PKPD field, see the review.13 These PKPD tools focus on nonlinear and dynamic models. However, PKPD methods emphasize mixed-effects models (with test-subject-specific sources of variability), which can be computationally demanding and are less relevant for those working outside the PKPD field.

Software development for Bayesian optimal design has been rare, possibly due to the heavy computational cost. A very early example is an XLISP-STAT package; a more recent example is the aceBayes package in R,15 which has seen some application to dynamic biological models.16 Bayesian techniques offer great flexibility in modeling uncertainty and avoid the parameter dependence of local optimal design methods. However, this flexibility comes at additional computational costs resulting from the need for extensive Monte Carlo sampling or other forms of numerical integration.

A resurgence of interest in experimental design applied to biological systems has come from the synthetic biology community.17 This includes the use of traditional design of experiments techniques based on statistical models to improve the efficiency of biological designs17,18 as well as optimal design.19 Of note, the AMIGO2 software toolbox provides a wide variety of simulation and optimization tools relevant to systems and synthetic biologists. Originally published over a decade ago,20 the newest version21 includes OED tools within MATLAB. Other areas of optimal design to receive attention in the synthetic biology community include optimal model selection22 as well as the forthcoming BOMBs package implementing Bayesian OED for biological systems.23

Wider adoption of OED by experimental systems biologists can be facilitated by software tools that are focused on the specific needs of these researchers. Specifically lacking are optimal design tools—and model building tools in general—for data that are not Gaussian-distributed. Systems biology is replete with experimental assays that have non-Gaussian distributions, including plate counts (Poisson), gene expression (log-normal), and viability assays (Bernoulli or binomial). The majority of published OED approaches rely on Gaussian approximations which are often only appropriate under restrictive assumptions.

Also lacking are software tools that enable the iterative experimentation that is needed for modeling nonlinear biological systems—especially in a dynamic context. Nonlinear systems can exhibit dramatic differences in behavior over parameter and input ranges. A priori, experimenters may have a poor understanding of which regime is relevant for their study; iterative experimentation is generally required to identify the operating regime and focus on the dominant effects. While some amount of iteration could ideally be reduced by using Bayesian design tools such as aceBayes, there remain logistical reasons why iteration is needed in experimental workflows—the added computational cost of Bayesian designs can also make rapid iteration difficult. NLoed differentiates itself from the existing tools by focusing on providing an easy-to-use and efficient sequential design workflow for nonlinear and non-Gaussian systems.

2. METHODS

In this work, we present the NLoed software package, a purpose-built and user-friendly OED software tool set developed to make OED more accessible to systems biologists. The NLoed package has been released under an open-source licence; it is hosted on Github (https://github.com/ingalab/NLoed). The package is written in Python 3 and can be used either through a Python interpreter or in Python scripts. The NLoed package is object-oriented; it provides classes for model building and experimental design. The package classes and their associated methods can be flexibly interfaced to facilitate a variety of workflows for both real experiments and simulation studies. NLoed uses Pandas and Numpy data structures, allowing easy data exchange with other numerical packages.

In developing NLoed, we aimed to implement well-established local optimal design methods that are simple and practical, while making use of state-of-the-art numerical methods. The OED methods in NLoed rely heavily on the Fisher information matrix for design optimization. Calculation of the Fisher information relies, in turn, on accurate and rapid local parametric sensitivity computation. Moreover, design optimization requires a nonlinear programming solver. Although it is possible to estimate sensitivity and objective derivatives as finite differences, these methods can be computationally costly and inaccurate.24 As an alternative, NLoed relies on CasADi,25 a rapid prototyping package for optimal control that provides automatic differentiation functionality and a direct interface to the nonlinear programming solver IPOPT.26 CasADi allows for rapid and accurate computation of both the Fisher information and design objective derivatives. CasADi also provides a symbolic interface for model construction, facilitating the efficient formulation of complex models.

All models in the package take the following mathematical form

\[ \eta = f(x, \theta) \]  

\[ Y_i \sim f(y|\eta) \]

Here, the vector \( x \) captures the model inputs, while the vector \( \theta \) consists of the model parameters. The index \( i \) is used to distinguish separate observations. For each value of \( i \), the function \( f(\cdot) \) maps model inputs and parameter values to the observation’s sampling statistics, collected in vector \( \eta \). The sampling statistics characterize the distribution that describes a given observation. For example, for a normally distributed observation variable, the sampling statistics are the mean and variance \( (\eta = (\mu, \sigma^2) = (\text{mean, variance}) \) , which completely characterize the distribution from which the observation is drawn. (Recall that in statistical modeling, observations are treated as realizations of a random variable that is established by the model; the function \( f(\cdot) \) describes the random variables in terms of the model inputs and parameters.) In the NLoed package, the function \( f(\cdot) \) is implemented using CasADi’s symbolics, which can consist of analytic expressions or numerical algorithms. The number of observations and inputs an NLoed model can accept is constrained only by the computational cost of computing optimal designs. NLoed can
be used to optimize designs for multi-input/output models, including multi-state dynamic systems.

Equation 2 specifies each observation, \( Y_i \), as drawn from the probability distribution specified by the sampling statistics \( \eta_i \). The notation \( p(y_i | \eta_i) \) emphasizes the conditioning on the sampling statistics. Using this model formulation, NLoed accommodates experimental observations that are non-normally distributed, including counts and strictly positive data. The user can specify a specific distribution type for each observation variable according to the experimental scenario. Supported distributions include Normal, Poisson, Binomial, Bernoulli, Lognormal, Exponential, and Gamma. NLoed is thus applicable to a wide variety of experimental scenarios (e.g., involving both gene expression and plate counts) and modeling frameworks (e.g., deterministic approximations of stochastic models via moment closure\(^2\) or the linear noise approximation\(^3\)). Note that an observation \( Y_i \) corresponds to a measurement from a specific observation channel (e.g., concentration, light intensity, optical density, etc.) at a specific, pre-specified time point. (Therefore, for example, a measurement repeated at different time points corresponds to different observations \( Y_i \).

For a given system (1-2), an experimental design in NLoed is defined by a pair of sets \( D = \{ X, \Xi \} \): characterizing inputs and observation replicate counts, as follows: here, \( X \) is the set of input vectors, \( x_j \), that describe the set of experiments to be executed, that is, the set of experimental conditions to be observed. The input vector can encode the numerical settings of treatments such as chemical concentrations or light intensity or environmental conditions such as temperature or media composition. Categorical perturbations, such as strain or treatment type, can be encoded as binary entries. Time-varying inputs are implemented as piece-wise constants by first subdividing the experimental time window and then specifying a constant value over each sub-interval.

The system specification (1-2) defines the collection of possible observations \( Y_i \). The set \( \Xi \) contains the allocation of replicates: observable \( Y_i \) is to be assessed \( \xi_{ij} \) times under the \( j \)th input setting. These are (non-negative) integer-valued counts. However, to improve numerical tractability, NLoed relaxes this integer constraint so that \( \xi_{ij} \) corresponds to non-negative real-valued weights. These real-value allocations are then rounded to discrete values after an optimal solution is found. We refer to a design with real-valued replicate allocations as relaxed, while a design with integer-valued allocations is called exact. It should be noted that given the use of the relaxed integer constraint and rounding, NLoed’s exact designs are not strictly optimal in a mathematical sense. While NLoed’s exact designs have been improved via optimization, it is possible that better exact designs may exist.

Design optimization problems in NLoed have the following general form

\[
\max_{\mathcal{D}} \Psi(I(\mathcal{D}, \bar{\theta})), \quad \text{where } I(\mathcal{D}, \bar{\theta}) = \sum_{j} \sum_{i} \xi_{ij} I_i(x_j, \bar{\theta})
\]

(3)

Here, \( I(\mathcal{D}, \bar{\theta}) \) is the expected Fisher information matrix for experimental design \( \mathcal{D} \), evaluated at the nominal parameter vector \( \bar{\theta} \). The Fisher information appears in the objective because it is asymptotically related to the expected variability of estimates of the model parameters determined by maximum likelihood estimation.\(^29\) The Fisher information therefore serves as a useful metric for design utility. The objective function, \( \Psi(\cdot) \), maps the Fisher information matrix to a scalar objective. NLoed maximizes the determinant of the Fisher information matrix as its objective; this results in a D-optimal design which minimizes the expected confidence volume of the parameter estimates. The integer \( N \) is the number of unique input vectors considered in the design, and \( M \) is the number of observables (i.e., output channel—time point pairs). The relaxed replicate allocations, \( \xi_{ij} \), are constrained to sum to one: \( 1 = \sum_{j} \sum_{i} \xi_{ij} \).

Currently, NLoed only implements D-optimal design, which is widely used due to its utility and efficiency. However, this approach cannot be applied to non-identifiable models (for which the Fisher information matrix may be singular, with zero determinant across all design candidates). NLoed does not currently provide objectives for more challenging scenarios, but it can be used to probe for convergence across different model reductions or alternative design constraints in order to help overcome non-identifiability. Future versions will include more objective functions to add flexibility.

The expected Fisher information for an overall design is the sum of individual Fisher information matrices for each observation, assuming that the observations are statistically independent. (Currently, NLoed only supports optimal design for experiments with independent observations.) NLoed then computes the expected Fisher information for an overall design using the sum of individual Fisher information matrices, \( I_i(x_j, \bar{\theta}) \), for each input vector, \( x_j \), and observation, \( y_i \). The individual Fisher information matrices are defined as

\[
I_i(x_j, \bar{\theta}) = E_y \left[ \frac{\partial \log(p(y_i | f(x_j, \bar{\theta}))))}{\partial \theta} \right] \left[ \frac{\partial \log(p(y_i | f(x_j, \bar{\theta}))))}{\partial \theta} \right]^{\top}
\]

(4)

This is the expected value of the square of the parametric sensitivities of the log-likelihood (i.e., variance of the score function). NLoed uses a chain rule decomposition to simplify the computation of the Fisher information—this approach also enables easy computation of the Fisher information for non-Gaussian distributions (see ref 29 for further details.) From the definition in eq 2, we have that \( \eta_i = f(x_j, \theta) \), and therefore, the log-likelihood sensitivity vector can be decomposed as

\[
\frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \theta} = \frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \eta_{ij}} \cdot \frac{\partial \eta_{ij}}{\partial \theta}
\]

(5)

\[
= \frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \eta_{ij}} \cdot \frac{\partial f(x_j, \theta)}{\partial \theta}
\]

(6)

The term \( \frac{\partial f(x_j, \theta)}{\partial \theta} \) is the parametric sensitivity of the sampling statistics. This sensitivity can be determined via automatic differentiation of the user-provided model function \( f(\cdot) \). The term \( \frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \eta_{ij}} \) and the expectation can be subsumed into the matrix \( \Phi_i(x_j, \bar{\theta}) \), defined as

\[
\Phi_i(x_j, \bar{\theta}) = E_y \left[ \frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \eta_{ij}} \cdot \frac{\partial \log(p(y_i | \eta_{ij}))}{\partial \eta_{ij}}^{\top} \right]
\]

(7)
which can be computed analytically from the user-provided function \( f(\cdot) \) for the observation distributions supported by NLoed—including several non-Gaussian distributions.\(^9\) The Fisher information for each input and observation in a design can then be evaluated as

\[
I(x, \theta) = \frac{\partial f(x, \theta)}{\partial \theta} \Phi(x, \theta) \frac{\partial f(x, \theta)}{\partial \theta}^T
\]

(8)

For numerical tractability, the design optimization problem can be further simplified in a variety of ways, depending on how the candidate input vector \( x \) and replicate allocations, \( z_{ij} \), are encoded as optimization variables in the nonlinear programming solver. NLoed offers the users ample flexibility in how the optimization problem is posed, including the option to treat optimized design variables as either continuously or discretely valued, and, in cases other than sample time selection, to choose between a relaxed sample allocation formulation or to solve for an exact design directly.

In addition to design optimization, NLoed includes several model-building and diagnostic tools, including methods for model fitting, sensitivity analysis, model simulation, data sampling, and design evaluation. These auxiliary tools are complementary to NLoed’s primary OED functionality. They facilitate incorporation of NLoed into a complete model building and experimental workflow that aligns with the user’s optimal design objectives.

3. IMPLEMENTATION

The NLoed library is built around two core classes: the Model class and the Design class. The Model class captures all the mathematical information specified in the model framework in eqs 1 and 2. The Model class also provides methods for model calibration and simulation and for evaluating a given design’s performance on the model instance. The Design class accepts Model instances as well as other design information and then implements and solves the design optimization problem. The Design class also provides methods for rounding a relaxed design to an exact design with a specified total sample budget. Further details on the class architecture can be found in the documentation provided on the NLoed Github repository.

3.1. Model Building. As an example, we consider the CcaS/CcaR optogenetic system described.\(^30\) (This system was previously characterized mechanistically in recent work,\(^31\) which provided a detailed photoconversion model. A closely related system was characterized previously by Olson et al.,\(^32\) in which an appropriate model structure was determined, a simplification of which is used below.) We focus on the system’s steady-state response to pulse-width modulated (PWM) green light. (Application to a complementary dynamic model is illustrated in the Supporting Information.) We describe the steady-state response by a Hill function model with normally distributed heteroskedastic observation errors

\[
\mu = f(x, \theta) = \alpha_o + \alpha \frac{x^n}{K^n + x^n}
\]

\[
Y \sim N(\mu, s^2 \mu^2)
\]

(9)

Here, the single input \( x \) is the green light level delivered during growth of the culture (as a percentage of maximal light level). The single independent sampling statistic \( \eta = \mu \) is the observation mean. The single observable \( Y \), assumed to be normally distributed, is the steady-state mean GFP expression of a batch culture (see the Supporting Information for details). The components of the unknown model parameter vector \( \theta = (\alpha_o, \alpha, n, K) \) characterize basal expression, maximal induced expression, sensitivity (Hill coefficient), and half-maximal input, respectively. The variance of the GFP observations is assumed to be proportional to the square of the mean, with \( s \) serving as the proportionality constant. We were not interested in optimizing designs for estimates of \( s \); its value was therefore fixed based on initial data (see the Supporting Information for details).

```python
import nloed as nl, casadi as cs import numpy as np, pandas as pd #CasADi input and parameter symbols x = cs.SX.sym('x'), 1 theta = cs.SX.sym('theta'), 4 #Transform ensures parameter positivity q = cs.exp(theta) #Expressions for the sampling statistics mean = (q(0) + q(1)*x(0) + q(2) + q(3)*x(0)*q(2)) / q(2) + x(0)/q(2)) s = 0.06 var = (q*(mean)**2) #Create a sampling statistics vector state = cs.vertcat(mean, var) #Create a CasADi function for f() func = cs.function('GFP', [x, theta], (stats))
```

Listing 1: Code for creating a CasADi function for the CcaS/CcaR model’s sampling statistics. The value of \( s \) set here was estimated from initial data (details in the supplement).

To define a model in NLoed, we first specify an expression for the function \( f(\cdot) \) mapping inputs to sampling statistics using CasADi’s symbolic types. Code listing 1 shows this process for the model in eq 9.

In Listing 1, a log transformation of the original parameters from eq 9 is used to ensure that the parameter values remain positive during fitting. (This transformation can also alleviate issues with an ill-conditioned Fisher information matrix.) In the final line of Listing 1, a CasADi function, `func`, is generated to implement \( f(\cdot) \) from eq 9. The user can then call the NLoed Model class constructor to create the NLoed model instance; this is shown in Listing 2.

```python
#Input and parameter name lists xname = ['Light'] tname = ['ln\_Ao', 'ln\_A', 'ln\_N', 'ln\_K'] #Assign a normal dist. to the output obs_var = [(func, 'Normal')] #Call the NLoed Model constructor model = nl.Model(obs_var, xname, tname)
```

Listing 2: Code for creating an NLoed Model class instance for the CcaS/CcaR model.

For the CcaS/CcaR case study, we conducted initial experiments observing in triplicate, individual batch cultures’ mean GFP expression in steady state under 0, 1.5, 6, 25, and 100% of the maximal green light level (15 observations in total, details in the Supporting Information). This preliminary data set was used to generate initial parameter estimates, from which NLoed’s locally optimal designs could be determined. Listing 3 details the use of the Model class’s `fit()` method in generating initial parameter estimates of \( \alpha_o = 552.8 \pm 2.1, \alpha = 9493.2 \pm 2.1, K = 8.5 \pm 2, \) and \( n = 2.4 \). The variance proportionality constant was estimated independently as \( s = 0.06 \) (see the Supporting Information for details).

Beyond fitting, Model class instances can perform a number of model development tasks via available class methods:

3.1.1. Fitting Diagnostics. In addition to implementing a maximum likelihood fitting algorithm (as in Listing 3), the `fit()` method can generate profile likelihood-based confidence
intervals for the parameter estimates and can plot visual diagnostics of parameter identifiability such as confidence contours, likelihood profiles, and profile trace projections.

3.1.2. Model Predictions. The predict() method allows the user to generate predictions of the model’s observable outputs for a given input setting. This method can also generate prediction uncertainty intervals to quantify the effects of parameter uncertainty on predictions and can perform local parametric sensitivity analysis.

3.1.3. Design Evaluation. The evaluate() method allows the user to evaluate candidate experimental designs with respect to the given model using interpretable metrics such as the expected covariance, bias, and mean-squared error of the parameter estimates. The evaluate() function can use asymptotic or Monte Carlo-based computation to determine the design evaluation metrics.

3.1.4. Data Simulation. The sample() method complements the predict() method by simulating random experimental observations from a given experimental design, allowing the user to generate sample data for simulation studies.

3.2. Optimal Experimental Design. To generate an optimal design for the CcaS/CcaR model, NLoed provides a variety of options for how the input levels are handled numerically and which constraints are applied; see the documentation on Github for further details.

Listing 3: Code for fitting the NLoed Model class instance of the CcaS/CcaR model to an initial dataset.

```python
# Initial green light levels (%)
levels0 = [0.01, 0.01, 0.01, 1.5, 1.5, 1.5, 6.0, 6.0, 6.0, 25, 25, 25, 100, 100, 100]

# Initial GFP observations (a.u.)
obs0 = [580, 646, 543, 766, 699, 570, 2064, 2171, 4598, 8815, 9919, 8860, 9884, 10285, 10672]

# Set fit options
opts = {'InitParamBounds': [(0, 8), (0, 10), (-1, 1), (1, 1)], 'InitSearchNumber': 7, 'SearchBound': 8}

# Fit the model to get an estimate
est = model.fit(data0, options=opts)

# Extract parameter estimate vector
param = est.to_numpy().flatten()
```

Just using the parameter estimates from a previous sub-experiment for design optimization will improve the expected performance of the resulting design. However, even greater efficiency can be achieved by conditioning the design optimization directly on past data as well. A subsequent experiment can be most efficiently selected if it is optimized to complement the previously gathered observations with respect to the objective, rather than disregarding the information already available. This procedure is in general known as sequential experimental design. This approach results in a conditionally optimal design at each iteration of a sequential design procedure: each design is conditionally optimal on all the past data in the sense that the new design assumes that the past observations will be included in any subsequent parameter estimation. This conditional optimization is shown in Listing 4, where the initial design, design0, is passed into the Design constructor via the init field. By passing in the initial design, NLoed will select a new design that best complements the initial design in order to optimize the objective.

Listing 4: Code demonstrating the creation and optimization of a Design object for the CcaS/CcaR model.

```python
# Specify input dictionary for the design
inp = {'Inputs': ['Light'], 'Bounds': [[0.01, 100.]], 'Structure': [[1]], [[2]], [[3]], [[4]], [[5]], [[6]], [[7]], [[8]]},

# Initial: [0.01, [5], [20], [100]]

# Declare init design dataframe
design0 = pd.DataFrame(
    ['Light': [0.01, 1.5, 6, 25, 100],
    'Variable': ['GFP']
)

# Set the fixed design information
init = {'Weight': 0.5, 'Design': design0}

# Set objective type
obj = 'D'

# Instantiate the design object
opt_design = NLoed(model, param, init, fixed_design=init, continuous_input=inp)

# Generate a rounded exact design
design1 = opt_design.round(10)
```

In sequential design, rather than using an uncertain nominal parameter set to allocate all observations in a study, the experimenter sub-divides their planned experiment into a series of sub-experiments. In this scenario, the experimental design generated for the first sub-experiment may be sub-optimal, but even a sub-optimal experiment yields additional data. These data increase the sample size—and as parameter estimation accuracy is generally expected to increase with the square root of the sample size—that additional sub-experiment will on average yield parameter estimates that are nearer to the unknown true value. Therefore, by optimizing each sub-experiment with respect to the current best parameter estimate, the optimality of the combined data set with respect to the unknown true parameter values is expected to improve. To demonstrate this process, in Listing 4, the parameter estimates from the preliminary experiment are used as the nominal values for the design of an optimized experimental run on the CcaS/CcaR system.
When the Design class is instantiated near the end of Listing 4, NLoed runs an IPOPT call to generate an optimal relaxed design, in which the optional allocation of replicates assumes a continuum of replicate allocation weights \( \Xi \). Optimization via IPOPT is local, which means that it can be sensitive to the initial starting point of the design. By default, NLoed uses a random initialization, which often performs well for small systems with strong identifiability. In more challenging situations, the user can provide specific starting designs to explore the effects of initialization settings. Reformulation of the optimization problem by discretization of the design space, which can introduce convexity, can also help and is supported by NLoed (see the background documentation on Github). Should the optimization fail to converge, care should be taken to check the model for structural identifiability with appropriate tools; a structurally unidentifiable model will have a singular FIM. Discretization of the design space, as suggested above, can aid in assessing ill-conditioned and non-identifiable models.

To produce a design that can be implemented, the last line of Listing 4 uses the round() method to generate a useable design with a total of 15 replicates (over all observations, mirroring the design of the preliminary experiment). The resulting optimized exact design contained in variable design1 is shown in Table 1. Note that the optimal design, perhaps non-intuitively, focuses on the lowest part of the input range. This optimal design took NLoed 0.25 s to generate (details in the Supporting Information). As a point of comparison, performing a similar optimization with ace-Bayes, a Bayesian OED tool, took 19.179 s—about 80 times longer (see the Supporting Information for details). We conclude that the local approaches implemented in NLoed can be significantly faster than Bayesian approaches, making them suitable for use in cases when computational costs are limiting (e.g., extensive or rapid iteration, or for analysis of complex models). A comparison with AMIGO2, which focuses specifically on dynamic experiments, is provided in the Supporting Information. AMIGO2 is moderately faster on the example presented there, suggesting, at least in this case, that numerical integration of adjoint sensitivity equations currently noticeably outperforms direct replication.

### Supporting Information

In Listing 5, the evaluate() method produces a parameter covariance matrix for a combined design—including both the initial design, design0, and the optimal design, design1. The covariance matrix is then used to compute the asymptotic confidence intervals. For comparison, we generated asymptotic confidence intervals for two other cases: (i) the preliminary experiment alone and (ii) the preliminary experiment, followed by a replicate of the preliminary experiment (code provided in the Supporting Information). (The replicate initial design provides a controlled comparison for the increased sample size). Figure 1 shows the asymptotic confidence intervals for all three cases. These results show improved precision of the parameter estimates using the optimized design rather than simply replicating the original design. These improvements are primarily accrued in the two nonlinear parameters \( K \) and \( n \), where the optimal design noticeably outperforms direct replication.

### Table 1. Optimal Design for the CcaS/CcaR Model

| green light input \( x_1 \) | number of replicates \( \xi_{ij} \) |
|-----------------------------|--------------------------|
| \( x_1 = 0.01\% \)         | 4                        |
| \( x_2 = 2.8\% \)          | 5                        |
| \( x_3 = 8.1\% \)          | 4                        |
| \( x_4 = 100.0\% \)        | 2                        |

Listing 5: Code for generating design evaluation metrics and model predictions.

```python
# Merge initial and optimal designs
total = pd.concat([design0, design1], ignore_index=True)

# Compute the design metrics
metrics = model.evaluate(total, param)

# Extract the covariance matrix
cov = metrics['Covariance'].to_numpy()

# Set the list of input vectors
inputs = pd.DataFrame({
    'Light': np.linspace(-1, 100, 100),
    'Variable': '(GPP)*100')

# Set options for prediction method
opts = {'Method': 'Delta',
        'ObservationInterval': True}

# Generate predictions and intervals
pred = model.predict(inputs, param, covariance_matrix=cov, options=opts)
```

We then executed the optimal design and re-fit the model to the combined data (preliminary and follow-up optimal). The updated parameter estimates are \( \alpha_x = 525.6 \text{ a.u.} \), \( \alpha = 9876.1 \text{ a.u.} \), \( K = 10.4\% \), and \( n = 2.3 \). To compute the size of each parameter’s approximate 95% confidence interval, we used the Model class’s evaluate() method (Listing 5, full code in the Supporting Information). In Listing 5, the evaluate() method produces a parameter covariance matrix for a combined design—including both the initial design, design0, and the optimal design, design1. The covariance matrix is then used to compute the asymptotic confidence intervals. For comparison, we generated asymptotic confidence intervals for two other cases: (i) the preliminary experiment alone and (ii) the preliminary experiment, followed by a replicate of the preliminary experiment (code provided in the Supporting Information). (The replicate initial design provides a controlled comparison for the increased sample size). Figure 1 shows the asymptotic confidence intervals for all three cases. These results show improved precision of the parameter estimates using the optimized design rather than simply replicating the original design. These improvements are primarily accrued in the two nonlinear parameters \( K \) and \( n \), where the optimal design noticeably outperforms direct replication.

### Table 1. Optimal Design for the CcaS/CcaR Model

| green light input \( x_1 \) | number of replicates \( \xi_{ij} \) |
|-----------------------------|--------------------------|
| \( x_1 = 0.01\% \)         | 4                        |
| \( x_2 = 2.8\% \)          | 5                        |
| \( x_3 = 8.1\% \)          | 4                        |
| \( x_4 = 100.0\% \)        | 2                        |

Listing 5: Code for generating design evaluation metrics and model predictions.

We then executed the optimal design and re-fit the model to the combined data (preliminary and follow-up optimal). The updated parameter estimates are \( \alpha_x = 525.6 \text{ a.u.} \), \( \alpha = 9876.1 \text{ a.u.} \), \( K = 10.4\% \), and \( n = 2.3 \). To compute the size of each parameter’s approximate 95% confidence interval, we used the Model class’s evaluate() method (Listing 5, full code in the Supporting Information). In Listing 5, the evaluate() method produces a parameter covariance matrix for a combined design—including both the initial design, design0, and the optimal design, design1. The covariance matrix is then used to compute the asymptotic confidence intervals. For comparison, we generated asymptotic confidence intervals for two other cases: (i) the preliminary experiment alone and (ii) the preliminary experiment, followed by a replicate of the preliminary experiment (code provided in the Supporting Information). (The replicate initial design provides a controlled comparison for the increased sample size). Figure 1 shows the asymptotic confidence intervals for all three cases. These results show improved precision of the parameter estimates using the optimized design rather than simply replicating the original design. These improvements are primarily accrued in the two nonlinear parameters \( K \) and \( n \), where the optimal design noticeably outperforms direct replication.

The impact of the experimental design on model performance can be visualized by the effects of uncertainty on model predictions. NLoed produces the necessary data through the Model class’s predict() method. After generating the covariance matrix in Listing 5, the matrix is then passed to the predict() method to generate model predictions and a 95% uncertainty interval for the observations. This interval accounts for observation variability and the parameter uncertainty resulting from the overall design. In this scenario, prediction improvement was marginal (results not shown), but in general, prediction uncertainty intervals can provide a useful method to compare designs. Figure 2 shows a plot of the model predictions and observation interval along with the initial and optimal data.
4. DISCUSSION

Optimal experimental design (OED) consists of a well-established set of methodologies with a long history of success. However, it remains a challenge to translate OED methods into practice, especially for evolving experimental disciplines such as systems biology. NLoed aims to make OED more accessible to systems biologists by providing OED methods in an easy-to-use and open-source package. By combining OED methods with general model building and diagnostic algorithms, NLoed provides a complete modeling workflow. NLoed’s use of state-of-the-art automatic differentiation tools, via CasADi, improves performance and makes the package easily extensible. In summary, NLoed is an ideal tool for rapid iteration of experimental design and model building, where more computationally intensive Bayesian OED methods may not be practical.

Currently, NLoed only implements local asymptotic optimization criteria for parameter accuracy. NLoed is therefore best suited to designing large, iterative characterization experiments. In these cases, when the sample size is large, the asymptotic and local approximations are expected to perform well, especially when used for sequential design. NLoed’s focus on parameter accuracy also means that it is especially useful for precise modeling of well-understood natural systems or synthetically engineered systems where the model structure is reasonably well determined: it is better suited to precision characterization of well-studied systems as opposed to early investigation of novel ones.

In future releases, we hope to expand NLoed’s capabilities, including new design methods such as pseudo-Bayesian techniques for addressing model and parameter uncertainty. This will improve NLoed’s ability to accommodate uncertainty, especially for early experimental work on novel systems. Regardless, in its current form, NLoed can make it easier for experimentalists to more efficiently allocate laboratory resources while also providing theoretical groups with tools to study the effects of experimental design on model identifiability.
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