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Abstract—Although deep convolutional neural networks (CNNs) have demonstrated remarkable performance on multiple computer vision tasks, researches on adversarial learning have shown that deep models are vulnerable to adversarial examples, which are crafted by adding visually imperceptible perturbations to the input images. Most of the existing adversarial attack methods only create a single adversarial example for the input, which just gives a glimpse of the underlying data manifold of adversarial examples. An attractive solution is to explore the solution space of the adversarial examples and generate a diverse bunch of them, which could potentially improve the robustness of real-world systems and help prevent severe security threats and vulnerabilities. In this paper, we present an effective method, called Hamiltonian Monte Carlo with Accumulated Momentum (HMCAM), aiming to generate a sequence of adversarial examples. To improve the efficiency of HMC, we propose a new regime to automatically control the length of trajectories, which allows the algorithm to move with adaptive step sizes along the search direction at different positions. Moreover, we revisit the reason for high computational cost of adversarial training under the view of MCMC and design a new generative method called Contrastive Adversarial Training (CAT), which approaches equilibrium distribution of adversarial examples with only few iterations by building from small modifications of the standard Contrastive Divergence (CD) and achieve a trade-off between efficiency and accuracy. Both quantitative and qualitative analysis on several natural image datasets and practical systems have confirmed the superiority of the proposed algorithm.

Index Terms—Adversarial example, adversarial training, robustness and safety of machine learning

1 INTRODUCTION

With the rapid development and superior performance achieved in various vision tasks, deep convolutional neural networks (CNNs) have eventually led to pervasive and dominant applications in many industries. However, most deep CNN models could be easily misled by natural images with imperceptible but deceptive perturbations. These crafted images are known as adversarial examples, which have become one of the biggest threats in real-world applications with security-sensitive purposes [1], [2], [3]. Devising an effective algorithm to generate such deceptive examples can not only help to evaluate the robustness of deep models, but also promote better understanding about deep learning for the future community development.

In the past literature, most state-of-the-art methods are well-designed for generating a single adversarial example only, for example, by maximizing the empirical risk minimization (ERM) over the target model, and might not be able to exhaustively explore the solution space of adversarial examples. In our opinion, adversarial examples of a deep model might form an underlying data manifold [4], [5], [6], [7] rather than scattered outliers of the classification surface.

Therefore, we argue that it is desirable and critical for adversarial attack and learning methods to have the ability of generating multiple diverse adversarial examples in one run for the following reasons. First, the diversity of adversarial examples can fully verify the robustness of an unknown system. Second, developing an attack with multiple distinct adversarial examples would enable adversarial training with such examples, which could make the model more robustness against white-box attacks. Third, it is necessary to preserve multiple adversarial examples since the solution space of adversarial examples only depends on the targeted model and its input image even if the objective energy function of adversarial examples is constantly being improved [11], [12], [13], [14], e.g., mapping the clipped gradient descent into tanh space or adding KL-divergence term. A series of adversarial samples can better depict the manifold of the solution space than a single global optimal, which can also bring more stable and superior performance on attacking. In fact, training these representative generative models also suffers from instability due to the difficulty of finding the exact Nash equilibrium [15], [16] or tackling memorization [17], [18], [19].

Motivated by the aforementioned observations, we rethink the generation of adversarial examples from the view of probabilistic distribution and develop an innovative paradigm called Hamiltonian Monte Carlo with Accumulated Momentum (HMCAM) for generating a sequence of adversarial examples in one run. Given the attack objective energy function, the HMCAM method first constructs a joint distribution...
frequencies collectively depict the true underlying distribution of adversarial examples and their corresponding scenario. When gradually increasing the number of MCMC sampling, the examples to attack. It is clear that our method automatically generates erratic discrimination, then generates multiple diverse adversarial examples to find out the decision boundary of target classifier which is easily misled by Hamiltonian equations and the Metropolis-Hastings algorithm is used to determine whether to transition to the candidate sample via the acceptance function based upon the proposal distribution and the candidate-generating density. To improve the efficiency of HMC, we further propose a new regime called accumulated momentum to adaptively control the step sizes, which allows the algorithm to move with different step sizes along the search direction at different positions. Conceptually, our HMCAM paradigm also reveals the roles of the well-known FGSM family algorithms, including FGSM [20], I-FGSM [21], PGD [9] and MI-FGSM [10]. These methods can be considered as special cases of HMC with minor modifications. Inspired by our new paradigm, we further design a new generative method, called Contrastive Adversarial Training (CAT), which approaches equilibrium distribution of adversarial examples with only few iterations by building from small modifications of the standard Contrastive Divergence [22]. We verify the effectiveness of both the adversarial attack and the training algorithms in multiple scenarios. For the investigation of adversarial attack, we test our algorithm on single and ensemble models in both white-box and black-box manners. Extensive experiments conducted on the CIFAR10 dataset show that our method achieves much higher success rates with fewer iterations for black-box models and maintains similar success rates for white-box models. We also evaluate the proposed HMCAM on the CAAD 2018 defense champion solution [23]. It outperforms the official baseline attack and M-PGD (PGD with momentum) by a large margin, which clearly demonstrates the effectiveness of the proposed adversarial method. To further show the practical applicability of our proposed method, we launch our attack on the real-world celebrity recognition system such as Clarifai, AWS and Azure. Compared with traditional iterative attack methods, HMCAM is able to generate more successful malicious examples to fool the systems through sampling from the likelihood models. For adversarial training, our CAT algorithm achieves much higher robustness than any other state-of-the-art adversarial training methods on both the CIFAR-10 and MNIST datasets and reaches a balance of performance and efficiency. In summary, this paper has the following contributions:

- We formulate the problem of generating adversarial examples in a HMC framework, which can produce multiple fair samples and better represent the underlying distribution of the adversarial examples. These fair samples can well reflect the typical state of the underlying system, as shown in Fig. 1.
- We design a new regime called accumulated momentum to adaptively control the step sizes, which allows the algorithm to move with different step sizes along the search direction at different positions, and thus improves the efficiency of HMC.

- We thoroughly compare the effectiveness of our algorithms in various settings against several iterative attack methods on both CIFAR10 and ImageNet, including the champion solution in the defense track of CAAD 2018 competitions. We also investigate the high efficiency of HMC framework in adversarial training and show the practical applicability of our HMCAM by successfully attacking the real-world celebrity recognition system.

2 RELATED WORK

Adversarial Attacks. Since Szegedy et al. [20] first revealed that deep learning models were vulnerable to adversarial attacks, learning how to generate adversarial examples has quickly attracted wide research interest. Goodfellow et al. [24] developed a single gradient step method to generate adversarial examples, which was known as the fast gradient sign method (FGSM). Kurakin et al. [21] extended FGSM to an iterative version and obtained much stronger adversarial examples. Based on their works, Madry et al. [9] started projected gradient descent (PGD) from several random points in the $L_{\infty}$-ball around the natural example and iterate PGD. Dong et al. [10] proposed to add the momentum term into iterative process to boost adversarial attacks, which won the first places in the NIPS 2017 Adversarial Attacks and Defenses Competition. Due to the high efficiency and high success rates, the last two methods have been widely used as baseline attack models in many competitions. Our method also belongs to the iterative attack family but has much faster convergence and better transferability than alternative methods. When compared with recent similar works on distributional attack [13], [25], our HMC-based methods can better explore the distribution space of adversarial samples and reveal the reason for the high computational cost of adversarial training from the perspective of MCMC. Adversarial Defense. To deal with the threat of adversarial examples, different strategies have been studied with the aim of finding countermeasures to protect ML models. These approaches can be roughly categorized into two main types: (a) detection only and (b) complete defense. The goal of the former approaches [26], [27], [28], [29], [30], [31], [32] is to reject the potential malignant samples before feeding them to the ML models. However, it is meaningless to pinpoint the defects for developing more robust ML models. Complimentary to the previous defending techniques, the latter defense methods often involve modifications in the training process. For example, gradient masking [33], [34], [35] or
randomized models [36], [37], [38], [39], [40] obfuscate the gradient information of the classifiers to confuse the attack mechanisms. There are also some add-on modules [23], [41], [42], [43], [44], [45] being appended to the targeted network to protect deep networks against the adversarial attacks. Besides all the above methods, adversarial training [9], [21], [24], [46], [47] is the most effective way, which has been widely verified in many works and competitions. However, limited works [48], [49] focus on boosting robust accuracy with reasonable training time consumption.

Markov Chain Monte Carlo Methods. Markov chain Monte Carlo (MCMC) [50] established a powerful framework for drawing a series of fair samples from the target distribution. But MCMC is known for its slow convergence rate which prevents its wide use in time critical fields. To address this issue, Hamiltonian (or Hybrid) Monte Carlo method (HMC) [51], [52] was introduced to take advantages of the gradient information in the target solution space and accelerate the convergence to the target distribution. Multiple variants of HMC [53], [54], [55] were also developed to integrate adaptive strategies for tuning step size or iterations of leapfrog integrator. Recently, the fusion of MCMC and machine learning hastens wide range of applications, including data-driven MCMC [56], [57], adversarial training [58], cooperative learning [59], which shows great potential of MCMC in deep learning.

3 METHODOLOGY

In this section, we briefly review the Markov chain Monte Carlo (MCMC) method [50] and Hamiltonian Monte Carlo (HMC) methods [51], [52]. Then we will explain that most of the existing methods for generating adversarial examples are the specializations of HMC. Finally, we illustrate how to modify the update policy of the momentum item in HMC to obtain a better trajectory.

3.1 Review: MCMC and Hamiltonian Monte Carlo

We now give the overall description of Metropolis-Hasting based MCMC algorithm. Suppose \( p \) is our target distribution over a space \( D \), MCMC methods construct a Markov Chain that has the desired distribution \( p \) as its stationary distribution. At the first step, MCMC chooses an arbitrary point \( x_0 \) as the initial state. Then it repeatedly performs the dynamic process consisting of the following steps: (1) Generate a candidate sample \( x \) as a “proposed” value for \( x_{t+1} \) from the candidate-generating density \( Q(x_t|x) \), which generates a value \( x \) from \( Q(x_t|x) \) when a process is at the state \( x_t \). (2) Compute the acceptance probability \( \xi = \min(1, \frac{p(x_{t+1})Q(x_t|x)}{p(x_t)Q(x_{t+1}|x)}) \), which is used to decide whether to accept or reject the candidate. (3) Accept the candidate sample as the next state with probability \( \xi \) by setting \( x_{t+1} = x \). Otherwise reject the proposal and remain \( x_{t+1} = x_t \). Although MCMC makes it possible to sample from any desired distributions, its random-walk nature makes the Markov chain converge slowly to the stationary distribution \( p(x) \).

In contrast, HMC employs physics-driven dynamics to explore the target distribution, which is much more efficient than the alternative MCMC methods. Before introducing HMC, we start out from an analogy of Hamiltonian systems in [52] as follows. Suppose a hockey puck sliding over a surface of varying height and both the puck and the surface are frictionless. The state of the puck is determined by potential energy \( U(\theta) \) and kinetic energy \( K(v) \), where \( \theta \) and \( v \) are the position and the momentum of the puck. The evolution equation is given by the Hamilton’s equations:

\[
\begin{align*}
\dot{x} &= \frac{\partial K(v)}{\partial v} = \nabla_v K(v) \\
\dot{p} &= -\frac{\partial U(\theta)}{\partial \theta} = -\nabla_\theta U(\theta).
\end{align*}
\]

Due to the reversibility of Hamiltonian dynamics, the total energy of the system remains constant:

\[
H(\theta, v) = U(\theta) + K(v).
\]

As for HMC, it contains three major parts: (1) Hamiltonian system construction; (2) Leapfrog integration; (3) Metropolis-Hastings correction. First, the Hamiltonian is an energy function for the joint density of the variables of interest \( \theta \) and auxiliary momentum variable \( v \), so HMC defines a joint distribution via the concept of a canonical distribution:

\[
p(\theta, v) \propto \exp\left(-\frac{H(\theta, v)}{\tau}\right),
\]

where \( \tau = 1 \) for the common setting. Then, HMC discretizes the system and approximately simulates Eq. (1) over time via the leapfrog integrator. Finally, because of inaccuracies caused by the discretization, HMC performs Metropolis-Hastings [60] correction without reducing the acceptance rate. A full procedure of HMC is described in Algorithm 1.

### Algorithm 1. Hamiltonian Monte Carlo

**Inputs:** Target distribution \( p(\theta) \), initial position \( \theta^{(1)} \) and step size \( \alpha \)

1. \( ^{\text{[Hamiltonian system construction]}^*} \)
2. \( U(\theta) = -\log p(\theta), K(v) = v^T\Gamma^{-1}v/2 \)
3. for \( s = 1, 2, \ldots \) do
4. \( x_0 \sim N(0, 1), \theta_0 = \theta^{(s)} \)
5. \( ^{\text{[Leapfrog integration]}^*} \)
6. \( x_s \leftarrow x_s - \frac{e}{\alpha} \nabla U(\theta_s) \)
7. for \( t = 1 \) to \( T \) do
8. \( \theta_t \leftarrow \theta_{t-1} + \alpha \nabla K(v_{t-1}) \)
9. \( v_t \leftarrow v_{t-1} - \alpha \nabla U(\theta_t) \)
10. end for
11. \( u_T \sim \tau \leftarrow \frac{e}{\tau} \nabla U(\theta_T) \)
12. \( ^{\text{[Metropolis-Hastings correction]}^*} \)
13. \( u \sim \text{Uniform}(0, 1) \)
14. if \( u < \min(1, \frac{p(\theta_T)\exp(-H(\theta, v))}{p(\theta_s)\exp(-H(\theta, v))}) \) then
15. \( \theta^{(s+1)} \leftarrow \theta_T \)
16. else
17. \( \theta^{(s+1)} \leftarrow \theta^{(s)} \)
18. end if
19. end for

According to Eqs. (2) and (3), the joint distribution can be divided into two parts:

\[
p(\theta, v) \propto \exp\left(-\frac{U(\theta)}{\tau}\right)\exp\left(-\frac{K(v)}{\tau}\right).
\]

Since \( K(v) \) is an auxiliary term and always setting \( K(v) = v^T\Gamma^{-1}v/2 \) with identity matrix I for standard HMC, our aim is that the potential energy \( U(\theta) \) can be defined as \( U(\theta) = -\log p(\theta) \) to explore the target density \( p \) more efficiently than using a proposal probability distribution. If we can calculate \( \nabla U(\theta) = -\frac{\partial \log p(\theta)}{\partial \theta} \), then we can simulate Hamiltonian dynamics that can be used in an MCMC technique.
subsection Simulating Adversarial Examples

Generating by HMC Considering a common classification task, we have a dataset \( D \) that contains normalized data \( x \in [0, 1]^d \) and their one-hot labels \( y \). We identify a target DNN model with an hypothesis \( f(\cdot) \) from a space \( \mathcal{F} \). The cross entropy loss \( J \) function is used to train the model. Assume that the adversarial examples for \( x \) with label \( y \) are distributed over the solution space \( \Omega \). Given any input pair \((x, y)\), for a specified model \( f(\cdot) \in \mathcal{F} \) with fixed parameters, the adversary wants to find such examples \( \tilde{x} \) that can mislead the model:

\[
\Omega = \arg \max_{N(x) \in N(x)} \int J(\tilde{x}, y)p(\tilde{x}|x, y)d\tilde{x},
\]

where \( N(x) \) is the neighboring regions of \( x \) and defined as \( x' \in N(x) = \{\|x' - x\|_1 \leq \epsilon \} \). From the perspective of Bayesian statistics, we make inference about adversarial examples over a solution space \( \Omega \) from the posterior distribution of \( \tilde{x} \) given the natural inputs \( x \) and labels \( y \).

\[
\tilde{x} \sim p(\tilde{x}|x, y) \propto p(y|\tilde{x})p(\tilde{x}|x), \quad \tilde{x} \in \Omega.
\]

In Hamiltonian system, it becomes to generate samples from the joint distribution \( p(\theta, v) \). Let \( \theta = \tilde{x} \) according to Eqs. (6) and (4), we can express the posterior distribution as a canonical distribution (with \( \tau = 1 \)) using a potential energy function defined as:

\[
U = \frac{1}{N} \sum_{i=1}^{N} -\log p(y^{(i)}|\tilde{x}^{(i)}) - \log p(\tilde{x}|x) = J(\tilde{x}, y) - \log p(\tilde{x}|x).
\]

Since \( J(\tilde{x}, y) \) is the usual classification likelihood measure, the question remains how to define \( p(\tilde{x}|x) \). A sensible choice is a uniform distribution over the \( L_p \) ball around \( x \), which means we can directly use a DNN classifier to construct a Hamiltonian system for adversarial examples generating as the base step of HMC.

Recall that the development of adversarial attacks is mainly based on the improvement of the vanilla fast gradient sign method, which derives I-FGSM, PGD and MI-FGSM. For clarity, we omit some details about the correctness due to the constraint of adversarial examples. The core policy of the fast gradient sign methods is:

\[
\tilde{x}_t = \tilde{x}_{t-1} + \alpha \cdot \text{sign}(g_t),
\]

where \( g_t \) is the gradient of \( J \) at the \( t \)th iteration, i.e., \( \nabla_x J(\tilde{x}_{t-1}, y) \). It is clear that the above methods are the specialization of HMC by setting:

\[
\theta_t = \tilde{x}_t, \quad v_t = g_t H(\theta, v) = J(\theta) + |v|.
\]

More specifically, I-FGSM can be considered as the degeneration of HMC, which explicitly updates the position item \( \theta \) but implicitly changes the momentum item \( v \) at every iteration. One of the derivation of I-FGSM, MI-FGSM, has explicitly updated both \( \theta \) and \( v \) by introducing \( g_t = \mu g_{t-1} + \frac{\nabla J(\tilde{x}_{t-1}, y)}{\|\nabla J(\tilde{x}_{t-1}, y)\|} \) to simulate adversarial examples generating, one major problem of these methods is that \( \theta \) and \( v \) are not independent because of \( v_t = \nabla J(\theta_{t-1}) \) as discussed in Eq. (9). The other disadvantage is in optimization: SGD scales the gradient uniformly in all directions, which can be particularly detrimental for ill-scaled problems. Like the need to choose step size in HMC, the laborious learning rate tuning is also troublesome.

To overcome the above two problems, we present a Hamiltonian Monte Carlo with Accumulated Momentum (HMCAM) for adversarial examples generating. The resulting HMCAM algorithm is shown in Algorithm 2. The core of our accumulated momentum strategy is using exponential moving average (EMA) to approximate the first and second moment of the stochastic gradient by weighted accumulating the history moment information. Let us initialize the exponential moving average as \( v_0 = \epsilon_0 = 0 \). After \( t \) inner-loop steps, the accumulated momentum \( v_t \) is:

\[
v_t = (1 - \beta_1) \sum_{i=1}^{t} \beta_1^{t-i} \nabla_{\theta} J(\theta_{i-1}) + \beta_1 \nabla_{\theta} J(\theta_{t-3}) + \ldots + \beta_1^{-2} \nabla_{\theta} J(\theta_0).
\]
The derivation for the second moment estimate $e_t$ is completely analogous. Owing to the fact that the decay rates $\beta_i$ close to 1 is typically recommended in practice, the contribution of other gradients decreases exponentially. But meanwhile, we can observe in Eq. (10) that the current gradient only accounts for $1 - \beta_i \rightarrow 0$, which is much smaller than $\beta_i$. This indicates that performing exponential moving averages for the step in lieu of the gradient greatly reduces the relevance between $v_t$ and the current position $\theta_{t-1}$. That makes the sequence of samples into an approximate Markov chain.

As for step size, there always is a tradeoff between using long trajectories to make HMC more efficient or using shorter trajectories to update more frequently. Ignoring small constant $\delta$, our accumulated momentum is to update the position by:

$$
\theta_t = \theta_{t-1} + \alpha \Delta \theta = \theta_{t-1} + \frac{\sqrt{1 - \beta_2^2}}{(1 - \beta_1)} \frac{\alpha}{v_t} \frac{v_t}{\sqrt{v_t}}.
$$

where $\frac{\sqrt{1 - \beta_2^2}}{(1 - \beta_1)}$ corrects the biased estimation of moments towards initial values at early stages due to the property of EMA. When approaching to the minima, $\alpha / |v_t|$ automatically decreases the size of the gradient steps along different coordinates. Because $v_t / \sqrt{v_t}$ leads to smaller effective steps in solution space when closer to zero, this anisotropic scale of step size helps $\theta$ to escape sharp local minimal at the later period of the learning process at some coordinates, which leads to better generalization. We apply similar idea as [61] by replacing $e$ to $\bar{e}$ that maintains the maximum of all history $e$ to keep a non-increasing step size $(\sqrt{e_{t+1} - \sqrt{e_t}})/\alpha_e \geq 0$. To guarantee the step size does not exceed the magnitude of adversarial perturbations, we confines the $\alpha$ to a predefined maximum $\epsilon$ by applying element-wise min.

### Algorithm 3: Contrastive Adversarial Training

**Input:** A DNN classifier $f_{\theta}(\cdot)$ with initial learnable parameters $\theta_0$; training data $x$ with visible label $y$; number of epochs $N$; length of trajectory $K$; repeat time $T$; magnitude of perturbation $\varepsilon$; learning rate $\kappa$; step size $\alpha$.

1. **Stage-0:** Construct Hamiltonian system

   $$U(\theta, \omega, \omega, y, k) = -J_{\theta}(f_{\theta}(\theta^{k-1}), f_{\theta}(\theta^k), y), K(v) = |v|$$

   Initialize $\omega = \omega_0$, $\theta^0 = \bar{\theta}$.

   for epoch $= 1 \ldots N/(TK)$ do

   $\theta^0 = x + v_{th, v} \sim \text{Uniform}(-\varepsilon, \varepsilon)$.

   for $t = 1 \ldots T$ do

   **Stage-1:** Generate adversarial examples by K-step contrastive divergence

   for $k = 1 \ldots K$ do

   $\theta^k \leftarrow \theta^{k-1} + \varepsilon \cdot \nabla K(v_{t-1})$

   $v_t \leftarrow v_{t-1} - \alpha \nabla U(\theta, \omega, \omega, y, k)$

   $v_t \leftarrow \text{clip}(v_t, -\varepsilon, \varepsilon)$

   end for

   **Stage-2:** Update parameters of DNN by generated adversarial examples

   $g_{\omega} \leftarrow \nabla_{\omega} J_{\omega}(f_{\theta}(\theta^K), y)$

   $\omega \leftarrow \omega - \kappa g_{\omega}$

   end for

2. After every full inner iteration, we calculate the acceptance rate of the candidate sample by M-H sampling and reinitialize the first/second moment as well as the maximum of second moment to zero and then perform the next generation. M-H algorithm distributes the generating samples to staying in high-density regions of the candidate distribution or only occasionally visiting low-density regions through the acceptance probability. As more and more sample are produced, the distribution of samples more closely approximates the desired distribution and its returning samples are more in line with such distribution than other works like FGD with random starts.

### 4 Contrastive Adversarial Training

Assume softmax is employed for the output layer of the model $f(\cdot)$ and let $f(x)$ denote the softmax output of a given input $x \in \mathbb{R}^d$, i.e., $f(x) : \mathbb{R}^d \rightarrow \mathbb{R}^C$, where $C$ is the number of categories. We also assume that there exists an oracle mapping function $f^* \in \mathcal{F}$: $x \mapsto y^*$, which pinpoints the belonging of the input $x$ to all the categories by accurate confidence scores $y^* \in \mathbb{R}^C$. The common training is to minimize the cross-entropy (CE) loss, which is defined as:

$$f = \arg \min_{f \in \mathcal{F}} \mathbb{E}_{(x,y) \sim \mathcal{D}}[\text{CE}(f(x), y)],$$

where $y$ is the manual one-hot annotation of the input $x$ since $y^*$ is invisible. The goal of Eq. (12) is to update the parameters of $f$ for better approaching $f^*$, which leads to:

$$f(x) \approx y \approx y^* = f^*(x).$$

Suppose the target DNN model correctly classifies most of the input after hundreds of iterations, it will still be badly misclassified by adversarial examples (i.e., $\arg \max_{c \in \{1, \ldots, C\}} f(x) \neq y(c)$). In adversarial training, these constructed adversarial examples are used to updates the model using minibatch SGD. The objective of this minmax game can be formulated as a robust optimization following [9]:

$$f' = \arg \min_{f \in \mathcal{F}} \mathbb{E}_{(x,y) \sim \mathcal{D}} \left[ \max_{c \in \mathcal{N}(x)} \text{CE}(f(x), y) \right].$$

As mentioned in Section 3.1, the inner maximization problem can be reformulated as the process of HMC. It is obvious that the high time consumption of adversarial training is caused by the long trajectory of HMC. But running a full trajectory for many steps is too inefficient since the model changes very slightly between parameter updates. Thus, we take advantage of that by initializing a HMC at the state in which it ended for the previous model. This initialization is often fairly close to the model distribution, even though the model has changed a bit in the parameter update. Besides, the high acceptance rate of HMC indicates that it is not necessary to run a long Markov Chain from the initial point. Therefore, we can simply run the chain for one full step and then update the parameters to reduce the tendency of the chain to wander away from the initial distribution on the first step instead of running the full trajectory to equilibrium. We takes small number $K$ of transitions from the data sample $\{x_i\}^T_1$ as the initial values of the MCMC chains and then use these $K$-step MCMC samples to
approximate the gradient for updating the parameters of the model. Algorithm 3 summarizes the full algorithm.

Moreover, we also present a new training objective function $J_{cd}$ which minimizes the difference of KL divergence between two adjacent sampling steps to substitute the common KL loss:

$$J_{cd} = p(Q||Q^\infty) - \lambda(q||Q^\infty),$$

where $\|\|$ denotes a Kullback-Leibler divergence and $\rho$ and $\lambda$ are the balanced factors. The intuitive motivation for using this $J_{cd}$ is that we would like every state in HMC exploring to leave the initial distribution $Q_0$ and $Q_\|\|Q^\infty$ would never exceed $Q_\|\|Q^\infty$ until $Q_1$ achieves the equilibrium distribution. We set $\lambda = 2, \rho = 1$ and analyze how this objective function influences the partial derivative of the output probability vector with respect to the input. Due to the fact that the equilibrium distribution $Q^\infty$ is considered as a fixed distribution and the chain rule, we only need to focus on the derivative of the softmax output vector with respect to its input vector in the last layer as follows:

$$\nabla U_{last} = 2 \sum_c y_c \frac{\partial \log f_o(x^K)_c}{\partial x} - \sum_c y_c \frac{\partial \log f_o(\tilde{x})_c}{\partial x},$$

$$= 2 f_o(x^K)_c \sum_c y_c \frac{\partial \log f_o(\tilde{x})_c}{\partial x} \sum_c y_c - y$$

$$= f_o(x^K) - (y - \Delta f),$$

where $\Delta f = f_o(x^K) - f_o(\tilde{x})$. Based on this abbreviation, we can easily get the relationship between Eq. (16) and $\frac{\partial \hat{x}}{\partial x} = f_o(x^K) - y$. For each adversarial example generation, Eq. (16) makes an amendment of $y$ which is determined by the difference of current and the last $K$-step HMC samples output probability. Since $f_o$ and $f_o(x)$ are more closer to $f^*$ and $y^*$ than $f_o$ and $f_o(\tilde{x})$, each update of $\tilde{x}$ would be better corrected.

### 5 Experiment

In this section, we conduct extensive experimental evaluations of our proposed methods on three benchmarks: CIFAR10 [62], ImageNet [63] and MNIST [64]. First, we briefly introduce the major implementation settings in Section 5.1, and perform comprehensive comparisons to verify the superiority of our HMCAM method on single and ensemble models in both white-box and black-box manners in Sections 5.2 and 5.3. Then, we perform detailed ablation studies to demonstrate the influence of different aspects in HMCAM and explore the possibility of few sample learning for competitive results in adversarial training in Section 5.4. To further test the efficiency of CAT method in adversarial training, we provide detailed quantitative comparison results of our proposed models in Section 5.5. Finally, to investigate the generalization of our approach, we also perform experiments on ImageNet against the champion solution in the defense track of CAAD 2018 competitions in Section 5.6.1 and attempt to launch attack on public face recognition systems in Section 5.6.2.

#### 5.1 Datasets and Implementation Details

**Datasets.** We employ the following four benchmark datasets for a comprehensive evaluation to validate the effectiveness of our HMCAM and CAT methods.

- **CIFAR10** [62] is a widely used dataset consisting of 60,000 colour images of 10 categories. Each category has 6,000 images. Due to the resource limitation, we mainly focus on the CIFAR10 [62] dataset with extensive experiments to validate the effectiveness of the proposed methods on both adversarial attack and training.
- **ImageNet** [63] a large dataset with 1,283,166 images in the training set and 50,000 images in the validation set images collected from the Web. It has 1,000 synonyms used to label the images. As it is extremely time-consuming to train a model from scratch on ImageNet, we only use it to test the generalization of our approach, which fights against the champion solution in the defense track of CAAD 2018 competitions.
- **MNIST** [64] is a database for handwritten digit classification. It consists of 60,000 training images and 10,000 test images, which are all $28 \times 28$ greyscale images, representing the digits 0–9. In this experiment, we only perform different adversarial training methods on MNIST.

**Implementation Details.** For adversarial attack, we pick six models, including four normally trained single models (ResNet32 [65], VGG16 (without BN) [66], ResNet128-64 [67] and DenseNet121 [68]) and one adversarially trained ensemble models (ResNet32-1). The hyper-parameters of different attack methods follow the default settings in [69] and the total iteration number is set to $N = 100$ (in most cases $T = N$ except HMCAM). We fix $T = 50$ and $S = 2$ for HMCAM, and the decay rate $\mu$ is set to 1.0 for M-PGD (MI-FGSM+PGD). The magnitude of maximum perturbation at each pixel is $\epsilon = 2/255$. For simplicity, we only report the results based on $L_\infty$ norm for the non-targeted attack.

For adversarial training, we follow the training scheme used in Free [48] and YOPO [49] on CIFAR10. We choose the standard Wide ResNet-34 and Preact-ResNet18 following previous works [9], [49]. For PGD adversarial training, we set the total epoch number $N = 105$ as a common practice. The initial learning rate is set to 5e-2, reduced by 10 times at epoch 79, 90 and 100. We use a batch size of 256, a weight decay of 5e-4 and a momentum of 0.9 for both algorithms. During evaluating, we test the robustness of the model under CW [12], M-PGD and 20 steps of PGD with step size $\epsilon = 2/255$ and magnitude of perturbation $\epsilon = 8/255$ based on $L_\infty$ norm. When performing YOPO and Free, we train the models for 40 epochs and the initial learning rate is set to 0.2, reduced by 10 times at epoch 30 and 36.

As for ImageNet, we fix the total loop times $T*K = 4$ same as Free-4 [48] for fair comparison. For all methods, we use a batch size of 256, and SGD optimizer with momentum 0.9 and a weight decay of 1e-4. The initial learning rate is 0.1 and the learning rate is decayed by 0.9 every 30/TK epochs. We also set step size $\epsilon = 4/255$ and magnitude of perturbation $\epsilon = 4/255$ based on $L_\infty$ norm.
The Success Rates of Several of Non-Targeted Attacks Against a Single Network on CIFAR10

| Model      | Attack | ResNet32 | VGG16 | ResNetXt | DenseNet121 | ResNet32_A |
|------------|--------|----------|-------|----------|-------------|------------|
| ResNet32   | FGSM   | 38.31%   | 29.30%| 19.89%   | 22.64%      | 3.79%      |
|            | PGD    | 98.12%   | 34.92%| 49.44%   | 56.50%      | 4.60%      |
|            | M-PGD  | 98.93%   | 37.89%| 55.48%   | 61.01%      | 7.44%      |
|            | AI-FGSM| 98.76%   | 42.23%| 58.12%   | 64.12%      | 9.56%      |
|            | HMCAM  | 98.76%   | 42.69%| 58.76%   | 65.20%      | 10.01%     |
| VGG16      | FGSM   | 37.86%   | 56.34%| 27.34%   | 31.54%      | 4.22%      |
|            | PGD    | 59.39%   | 80.53%| 50.50%   | 55.72%      | 5.52%      |
|            | M-PGD  | 64.02%   | 83.64%| 54.95%   | 60.48%      | 7.75%      |
|            | AI-FGSM| 64.77%   | 86.76%| 53.38%   | 59.45%      | 9.83%      |
|            | HMCAM  | 68.60%   | 93.29%| 55.39%   | 62.70%      | 10.26%     |
| ResNetXt   | FGSM   | 27.44%   | 28.52%| 31.74%   | 24.03%      | 4.50%      |
|            | PGD    | 65.48%   | 35.19%| 96.60%   | 69.13%      | 6.55%      |
|            | M-PGD  | 72.81%   | 38.50%| 98.02%   | 76.55%      | 10.11%     |
|            | AI-FGSM| 74.42%   | 42.73%| 97.65%   | 77.09%      | 13.48%     |
|            | HMCAM  | 74.92%   | 42.53%| 97.75%   | 78.37%      | 14.11%     |
| DenseNet121| FGSM  | 26.87%   | 29.40%| 20.42%   | 30.96%      | 4.42%      |
|            | PGD    | 63.38%   | 35.70%| 57.22%   | 95.34%      | 5.67%      |
|            | M-PGD  | 66.07%   | 39.16%| 59.48%   | 97.83%      | 8.33%      |
|            | AI-FGSM| 69.64%   | 41.41%| 63.35%   | 96.49%      | 9.77%      |
|            | HMCAM  | 69.82%   | 42.45%| 63.87%   | 96.39%      | 10.36%     |

5.3 Attacking an Ensemble of Models

Although our AI-FGSM and HMCAM better improve the success rates for attacking model in black-box scenario, the results of all the attack methods on adversarially trained model, e.g., ResNet32A, are far from satisfactory. To solve this problem, generating adversarial examples on the ensemble models [10], [70], [71] rather than a single model have been broadly adopted in the black-box scenario for enhancing the transferability and shown its effectiveness.

For the ensemble-based strategy, each one of the six models introduced above will be selected as the hold-out model while the rest build up an ensemble model. The ensemble weights are set equally for all the six models. The results are shown in Table 3. The ensemble block consists of the white-box attack which uses the ensemble model to attack itself, and the hold-out block is composed of the black-box attack that utilizes the ensemble model to generate adversarial examples for its corresponding hold-out model.

We can observe from Table 3 that our AI-FGSM and HMCAM always show much better transferability than other methods no matter which target model is selected. For example, the adversarial examples generated by an ensemble of...
ResNet32, VGG16 and DenseNet121 (ResNetXt29-8-64 hold-out) can fool ResNetXt29-8-64 with a 83.07 percent success rate. Moreover, our proposed methods can remarkably boost the transferability of adversarial examples on adversarially trained model.

5.4 Ablation Study on Adversarial Attack

In the following sections, we perform several ablation experiments to investigate how different aspects of HMCAM influence its effectiveness. For simplicity, we only attack five single models introduced in the previous section, and focus on comparing our HMCAM with M-PGD since M-PGD is one of the most effective iterative attack methods so far. We report the results in both white-box and black-box scenarios.

5.4.1 Influence of Iteration Number

To further demonstrate how fast our proposed method converges, we first study the influence of the total iteration number \( N \) on the success rates. We clip a snippet over a time span of 10 iterations from the very beginning. Results are shown in Fig. 2.

These results indicate that (1) the success rate of HMCAM against both white-box and black-box models are higher than M-PGD at all stages when combining with the extensive comparisons in Table 2, which shows the strength of our HMCAM. (2) Even when the number of iterations is one order lower than that in Table 2, the success rate of both HMCAM and M-PGD are still higher than PGD on the black-box scenario. Moreover, HMCAM \((N = 100)\) reaches higher values than PGD \((N = 100)\), demonstrating that HMCAM has strong attack ability and fast converges on both the white-box and black-box scenarios.

Fig. 2. The success rates of M-PGD (left) and HMCAM (right) on CIFAR10 over the first 10 iterations, with \( \varepsilon = 2 / 255 \). Solid lines represent the white-box attacks and dashed lines represent the black-box attacks. "A \( \rightarrow \) B" means that model B is attacked by adversarial examples generated by model A.

5.4.2 Influence of Step Size

We also study the influence of the step size \( \alpha \) on the success rates under both white-box and black-box settings. For simplicity, we fix the total iteration \( N = 100 \) and set \( S = 1 \) for HMCAM. We control the step size \( \alpha \) in the range of \( \{0.001, 0.01, 0.03, 0.1\} \times \varepsilon^{-2} \). The results are plotted in Fig. 3. It can be observed that HMCAM outperforms M-PGD on both small and large step size. Under both the white-box and the black-box settings, our HMCAM is insensitive to the step size attributing to the accumulated momentum strategy.

5.4.3 Fewer Samples for Competitive Results

Since HMCAM is able to explore the distribution of adversarial examples, we finally investigate what aspects of systems are strengthened by our method. We also investigate whether the competitive result can be achieved with fewer samples when compared to the regular adversarial training. We generate adversarial images using FGSM, BIM and PGD to adversarially retrain the model and remain M-PGD to attack. We fix the total iteration \( N = S \times T = 100 \). To test the diversity of our generated samples, we select only \( d = 50 \) samples from the whole training set for generating adversarial samples, then mixed into the training set for adversarial training. For fair comparison, we allow other methods except HMCAM to select more samples satisfying \( d = d \times S \). We sweep the sampling number \( S \) among \( \{1, 2, 5, 10, 20, 50, 100\} \). The results are plotted in Fig. 4. It is clear to see that the system trained by our HMCAM, only using two orders of magnitude fewer natural samples than any other method, can achieve comparable robustness.

Considering the compared methods utilize the extra samples truly on the adversarial manifold, this indicates that our HMCAM draws the distribution of adversarial examples with few samples indeed.

![Fig. 2.](image1)

![Fig. 3.](image2)
Fig. 4. Comparison with different adversarial training methods on CIFAR10. We use M-PGD as the attacker and report its success rate, with $\varepsilon = 2/255$. Our HMCAM can use two orders of magnitude fewer samples than other methods to simulate the target distribution.

5.5 Efficiency for Adversarial Training

In this subsection, we investigate whether the training time of adversarial training can benefit from the view of HMC since the high computational cost of adversarial training can be easily attributed to the long trajectory of MCMC finding the stationary distribution of adversarial examples. We take fixed but small number $k$ of transitions from the data sample as the initial values of the MCMC chains and then use these $k$-step MCMC samples to approximate the gradient for updating the parameters of model. We calculate the deviation value of the last 5 evaluations and report the average over 5 runs. Results about Preact-ResNet18 and Wide ResNet34 on CIFAR10 are shown in Tables 4 and 5, respectively. Our CAT method greatly boost the robust accuracy in a reasonable training speed.

We also present a comparison in terms of both clean accuracy and robust accuracy per iteration on all methods evaluated during training in Fig. 5. When compared with YOPO, the robust accuracy of our CAT method rises steadily and quickly while YOPO vibrates greatly and frequently.

For ImageNet, we report the average results over last three runs. Comparison between free adversarial training and ours are shown in Table 6. Although the 2-PGD trained ResNet-50 model still maintains its leading role in the best robust accuracy, it takes three times longer than our CAT method. Actually, when compared with its high computational cost of ImageNet training, this performance gain can be considered inefficient or even impractical for resource limited entities.

We also investigate our CAT method on MNIST. We choose a simple ConvNet with four convolutional layers followed by three fully connected layers, which is of the same as [49]. For PGD adversarial training, we train the models for 55 epochs. The initial learning rate is set to 0.1, reduced by 10 times at epoch 45. We use a batch size of 256, a weight decay of 5e-4 and a momentum of 0.9. For evaluating, we perform a PGD-40 and CW attack against our model and set the size of perturbation as $\varepsilon = 0.3$ based on $L_{\infty}$ norm as a common practice [9], [49], [72]. Results are shown in Table 7.

5.6 Competitions and Real World Systems Attack

5.6.1 Attack CAAD 2018 Defense Champion

Adversarial Attacks and Defenses (CAAD) 2018 is an open competition involving an exciting security challenge which

TABLE 4

Validation Accuracy and Robustness of Preact-ResNet18 on CIFAR10

| Methods          | Natural | PGD-20 Attack | M-PGD-20 Attack | CW Attack | Speed (mins) |
|------------------|---------|---------------|-----------------|-----------|--------------|
| Natural train    | 93.78%  | 0.00%         | 0.00%           | 0.00%     | 47           |
| PGD-10 [9]       | 84.96%±0.12% | 41.58%±0.11% | 39.47%±0.27% | 58.88%±0.33% | 132          |
| Free-8 [48]      | 82.44%±0.37% | 42.07%±0.44% | 41.88%±0.53% | 57.02%±0.22% | 110          |
| YOPO-5-3 [49]    | 82.65%±0.75% | 42.56%±0.83% | 41.85%±0.44% | 56.93%±0.71% | 66           |
| CAT (Ours)       | 81.54%±0.31% | 49.37%±0.27% | 48.56%±0.09% | 61.28%±0.29% | 114          |

The maximum perturbation of all the attackers is $\varepsilon = 8/255$. We report average over 5 runs on a single NVIDIA GeForce GTX XP GPU. The best result under different attack methods is in bold.

TABLE 5

Validation Accuracy and Robustness of Wide ResNet34 on CIFAR10

| Methods          | Natural | PGD-20 Attack | M-PGD-20 Attack | CW Attack | Speed (mins) |
|------------------|---------|---------------|-----------------|-----------|--------------|
| Natural train    | 94.58%  | 0.00%         | 0.00%           | 0.00%     | 212          |
| PGD-10 [9]       | 87.11%±0.37% | 48.4%±0.22% | 44.37%±0.11% | 45.91%±0.14% | 2602         |
| Free-8 [48]      | 84.29%±1.44% | 47.8%±1.32% | 47.01%±0.19% | 46.71%±0.22% | 646          |
| YOPO-5-3 [49]    | 84.72%±1.23% | 46.4%±1.49% | 47.24%±0.25% | 47.5%±0.37% | 457          |
| CAT (Ours)       | 85.39%±0.33% | 53.3%±0.64% | 52.41%±0.18% | 52.55%±0.2% | 672          |

The maximum perturbation of all the attackers is $\varepsilon = 8/255$. We report average over 5 runs on a single NVIDIA GeForce GTX XP GPU. The best result under different attack methods is in bold.
 Validation Accuracy and Robustness of ResNet50 on ImageNet

| Methods        | Clean Data | PGD-10 Attack | PGD-20 Attack | PGD-50 Attack | MI-FGSM-20 Attack | Speed (mins) |
|----------------|------------|---------------|---------------|---------------|------------------|--------------|
| Natural train  | 75.34%     | 0.14%         | 0.06%         | 0.03%         | 0.03%            | 1437         |
| PGD            | 63.95%     | 36.89%        | 36.44%        | 36.17%        | 35.29%           | 8928         |
| Free-4         | 60.26%     | 31.12%        | 30.29%        | 30.07%        | 29.43%           | 2745         |
| CAT (Ours)     | 59.23%     | 35.91%        | 35.72%        | 35.76%        | 34.67%           | 2992         |

The maximum perturbation of all the attackers is \( \varepsilon = 4/255 \). We report average over the final 3 runs. The best (or almost best) results under different attack methods are in bold. Our CAT achieves a trade-off between efficiency and accuracy.

 Validation Accuracy and Robustness of a small CNN on MNIST

| Methods        | Clean Data | PGD-40 Attack | CW Attack |
|----------------|------------|---------------|-----------|
| PGD-40         | 99.50%     | 97.17%        | 93.27%    |
| Free-10        | 98.29%     | 95.33%        | 92.66%    |
| YOFO-5-10      | 99.98%     | 94.79%        | 92.58%    |
| CAT (Ours)     | 99.36%     | 97.48%        | 94.77%    |

The maximum perturbation of all the attackers is \( \varepsilon = 0.3 \). The best result under different attack methods is in bold.

5.6.2 Attack on Public Face Recognition Systems

To further show the practical applicability of attack, we apply our HMCAM to the real-world celebrity recognition APIs in Clarifai,\(^2\) AWS\(^3\) and Azure\(^4\). These celebrity recognition APIs allow users to upload any face images and recognize the identity of them with confidence score. The users have no knowledge about the dataset and types of models used behind these online systems.

We choose 10 pairs of images from the LFW dataset and learn perturbations from local facet model to launch targeted attack, whose goal is to mislead the API to recognize the adversarial images as our selected identity. We randomly pick up 10 celebrities as victims from Google and 10 existing celebrities as targets from LFW, ensuring that all colors and genders are taken into account. Then we apply the same strategy as Geekpwn CAAD 2018 method that pulls victims towards their corresponding targets by the inner product of their feature vectors and generates noise to them. Finally, we examine their categories and confidence scores by uploading these adversarial examples to the online systems API.

We fix \( \varepsilon = 16/255 \) and total iteration number \( N = 100 \). Besides, we also set \( S = 5 \) to generate a sequence of adversarial samples to test the robustness of these online systems. Here we propose a strict evaluation criterion derived from [23] for our HMCAM attacker, which we also call "all-or-nothing": an attack is considered successful only if all the adversarial examples in our generated sequence can deceive the system. This is a challenging evaluation scenario. As shown in Table 9, quite a part of them pass the recognition of the online systems and output the results we want. The qualitative results are given in the supplementary document, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2020.3032061. Note that we also compare our HMCAM method with one of state-of-the-art black-box attack method \( \mathcal{N} \) Attack [25], which aims at finding a probability density distribution around the input and estimates the gradient by a modified NES [73] method. Comparisons between \( \mathcal{N} \) Attack and HMCAM show that the samples generated by our proposed method have the stronger transferability since HMCAM is just a white-box attack method.

1. https://github.com/facebookresearch/ImageNet-Adversarial-Training/blob/master/INSTRUCTIONS.md
2. https://clarifai.com/models/celebrity-image-recognition-model-e466ca0619f444a0b97497640cefc4dc
3. https://aws.amazon.com/blogs/aws/amazon-rekognition-update-celebrity-recognition/
4. https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/
We randomly selected 10 pairs of images and adopt a strict criterion called “all-or-nothing” for our HMCAM attacker, which means that the success case counts only if all the adversarial examples in our generated sequence can fool the systems. The maximum perturbation is $\varepsilon = 16/255$.

## 6 Conclusion

In this paper, we formulate the generation of adversarial examples as a MCMC process and present an efficient paradigm called Hamiltonian Monte Carlo with Accumulated Momentum (HMCAM). In contrast to traditional iterative attack methods that aim to generate a single optimal adversarial example in one run, HMCAM can efficiently explore the distribution space to search multiple solutions and generate a sequence of adversarial examples. We also develop a new generative method called Contrastive Adversarial Training (CAT), which approaches equilibrium distribution of adversarial examples with only few iterations by building from small modifications of the standard Contrastive Divergence. Extensive results with comparisons on CIFAR10 showed that not only HMCAM attained much higher success rates than other black-box models and comparable results as other white-box models in adversarial attack, but also CAT achieved a trade-off between efficiency and accuracy in adversarial training. By further evaluating this enhanced attack against the champion solution in the defense track of CAAD 2018 competition, HMCAM outperforms the official baseline attack and M-PGD. To demonstrate its practical applicability, we apply the proposed HMCAM method to investigate the robustness of real-world celebrity recognition systems, and compare against the Geekpwn CAAD 2018 method. The result shows that the existing real-world celebrity recognition systems are extremely vulnerable to adversarial attacks in the black-box scenario since most examples generated by our approach can mislead the system with high confidence, which raises security concerns for developing more robust celebrity recognition models. The proposed attack strategy leads to a new paradigm for generating adversarial examples, which can potentially assess the robustness of networks and inspire stronger adversarial learning methods in the future.
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