Article

Using Multiple Scale Space-Time Patterns to Determine the Number of Replicates and Burn-In Periods in Spatially Explicit Agent-Based Modeling of Vector-Borne Disease Transmission

Jeon-Young Kang 1,*, and Jared Aldstadt 2

1 Department of Geography Education, Kongju National University, Gongju-si 314-701, Korea
2 Department of Geography, State University of New York at Buffalo, Buffalo, NY 14261, USA; geojared@buffalo.edu
* Correspondence: geokang@kongju.ac.kr

Abstract: (1) Background: The stochastic nature of agent-based models (ABMs) may be responsible for the variability of simulated outputs. Multiple simulation runs (i.e., replicates) need to be performed to have enough sample size for hypothesis testing and validating simulations. The simulation outputs in the early-stage of simulations from non-terminating ABMs may be underestimated (or overestimated). To avoid this initialization bias, the simulations need to be run for a burn-in period. This study proposes to use multiple scale space-time patterns to determine the number of required replicates and burn-in periods in spatially explicit ABMs, and develop an indicator for these purposes. (2) Methods: ABMs of vector-borne disease transmission were used as the case study. Particularly, we developed an index, \( D \), which enables to take into consideration a successive coefficient of variance (CV) over replicates and simulation years. The comparison between the number of replicates and the burn-in periods determined by \( D \) and those chosen by CV was performed. (3) Results: When only a single pattern was used to determine the number of replicates and the burn-in periods determined by \( D \) and those chosen by CV was performed. (4) Conclusions: As multiple scale space-time patterns were used for the purposes, the simulated outputs after the burn-in periods with a proper number of replicates would well reproduce multiple patterns of phenomena. The outputs may also be more useful for hypothesis testing and validation.
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1. Introduction

Spatially explicit agent-based models (ABMs) have been widely used across disciplines, such as land-use science [1,2], public health [3,4], ecology [5], economics, criminology [6,7], and so forth. In ABMs, the phenomena of interest are described and captured through the interactions of heterogeneous agents and their environments. Due to the limited sources of observations for developing ABMs [8], models often include uncertain assumptions and parameters. The stochastic nature of ABMs may be responsible for generating simulated outputs with variability [9]. Therefore, to understand a spatiotemporal phenomenon being modeled, the stochastic nature needs to be figured out through uncertainty quantification [10–12]. Also, this uncertainty quantification requires many simulation runs [13]. In addition, one realization from such stochastic simulation models may not be representative; it may be extreme. Therefore, multiple simulation runs need to be performed to have proper sample sizes for hypothesis testing (e.g., what-if scenario analysis) and validating simulation models [14–16]. The number of simulation runs varies according to the researchers, and it often ranges from ten to 100 [17–22]. The question about how many simulation runs are required still needs to be answered.
In addition, initialization bias [16,23] is also a significant issue in non-terminating simulation modeling. This bias results in simulation outputs at early-stages of simulations that may overestimate or underestimate the outcomes. The simulation runs are usually performed until the models reach equilibrium (i.e., steady-state [24]) in simulation outputs [14,25], which are called burn-in periods (or warm-up periods). The long-term simulation may be needed to avoid obtaining the data during such initial transient periods. The temporally dependent effects on input factors embedded in the model have been quantitatively measured using the variance-based global sensitivity analysis [26]. Although the values of each parameter are swept via a Monte Carlo simulation, the effects of input parameters become stable after a certain period of time. This may imply that the values of parameters do not affect the nature of non-terminating simulation models.

Since spatially explicit ABMs represent and simulate spatiotemporal phenomena, the simulated outputs should be similar to the observations from the real-world for the validation purpose [27,28]. Following pattern-oriented modeling protocol [29], the simulation outputs can be summarized at multiple space-time scales [30]. Particularly, ABMs of communicable disease transmission simulate spatiotemporal patterns of disease outbreaks. Although the disease outbreaks take place at different places and times in each single simulation, the general patterns would be detected. There are spatiotemporally clustered patterns in influenza [31] and dengue outbreaks Aldstadt [32]. Therefore, the interesting question would be how many simulation runs can successively describe the spatiotemporal patterns of modeling outputs. In addition, the simulated outcomes would vary depending on the variations in initial conditions and stochastic components embedded in the model [33]. Therefore, the question about how the spatiotemporal patterns of simulated outcomes can be incorporated for determining the required number of replicates and the burn-in period need to be answered.

To address these issues, this study proposes the use of multiple scale space-time patterns. Specifically, we develop an indicator for determining the number of simulation runs, and the burn-in period. As a benchmark, the results of the proposed indicator are compared to the coefficient of variation (CV), which is the frequently used indicator to determine the number of replicates [15]. A spatially explicit ABM of dengue virus (DENV) transmission [30] was used as the case study. DENV is a mosquito-borne disease, which is transmitted primarily by *Aedes* mosquitoes. In the ABM, DENV transmission occurs through interactions between human and female mosquito agents. The ABM is a non-terminating susceptible, infectious, or recovered model. This study does not focus on measuring how closely the model reproduces the observed patterns of DENV outbreaks, but highlights the usefulness of multiple space-time patterns to determine the number of replicates and the length of simulation runs. Our research questions are as follows: (1) how the multiple scale spacetime patterns as the simulated outcomes of ABMs of DENV outbreaks can be summarized? (2) to what extent such patterns would vary according to the number of replicates and the burn-in periods, (3) how the multiple scale spacetime patterns can be incorporated for determining the number of replicates, and the burn-in periods?

2. Multiple Scale Spacetime Patterns

Spatially explicit ABMs produce events with spatial location and time of occurrence so that simulation outputs can be summarized and described by spatiotemporal patterns. Considering the ABMs are needs to be run multiple times, the spacetime patterns are described as a mean or median value of the simulated outcomes. For example, the average of the total infection cases and the average of the cleaning time are often used for ABMs of infectious disease [4,22,34] and for ABMs of evacuation [35–37], respectively. Spatiotemporal patterns also largely depend on space-time scale, which may be divided into four types of patterns [30]. The four types of patterns are as follows: (1) spatially macro and temporally macro scale pattern (e.g., annual rates of disease or crime outbreaks in a city), (2) spatially macro and temporally micro scale pattern (e.g., short-term rates of disease or
crime in a city), (3) spatially micro and temporally macro scale pattern (e.g., annual rates of disease or crime outbreaks at a particular place, such as a hospital/school/park), and (4) spatially micro and temporally micro scale pattern (e.g., short-term rates of disease or crime outbreaks in a neighborhood).

In order to determine the number of simulations (i.e., runs) and the burn-in periods in spatially explicit ABMs, we propose the use of multiple scale space-time patterns (Figure 1). The patterns used in this paper include (1) annual infection rates of school population (spatially-macro-temporally-macro scale pattern); (2) serotype-specific dominance of successive cases (spatially-macro-temporally-micro scale pattern); (3) spatially structured immunity status (spatially-micro-temporally-macro scale pattern); and (4) cluster investigations (spatially-micro-temporally-micro scale pattern).

![Multiple space-time patterns in spatially explicit ABMs of DENV transmission.](image)

2.1. Spatially-Micro-Temporally-Macro Scale Pattern

In spatially explicit ABMs of disease outbreaks, the infection rates (i.e., total cases per total populations) are often used as a measurement of simulation outputs [34,38]. As a spatially-micro-temporally-macro pattern, annual infection rates at the study area can be used. Particularly, Endy, Chunsuttiwat [39] found about 6% of school population were annually infected by DENV.

2.2. Spatially-Macro-Temporally-Micro Scale Pattern

In our model, there are two ways a susceptible person may become infected with DENV. First, a person may become infected from DENV introduced from or contracted outside the study area. The second route of infection is through the bite of a mosquito that became infected within the study area. Infections due to local transmission through the mosquito vectors will always have the same serotype. This process results in single serotypes predominating in local areas during a single transmission season (Endy et al., 2002). Therefore, examining the local serotype-dominance during DENV outbreaks would be a pattern of interest [40]. Importantly, when local transmission of DENV is responsible for a majority of infections, temporally successive infections should largely be of the same serotype.
2.3. Spatially-Micro-Temporally-Macro Scale Pattern

Considering there are four serotypes of DENV and that infection confers life-long immunity against the infecting serotype, the immunity status of each serotype in individual human agents should be preserved over time in ABMs of DENV transmission. At the beginning of our simulation, individual agents’ immunity statuses for each of the four serotypes are simulated based on his/her age but are not spatially structured. Considering the focality of dengue transmission, local immunity status should also be spatially structured [30]. Therefore, we used a local immunity structure as a spatially micro and temporally macro pattern to assess whether the model has been properly initialized. Given that mosquito’s movement radius was defined within 100 m, the spatially structured DENV immunity can be measured within 100 m from the firstly chosen case for this measurement (Figure 2).

![Figure 2. Spatially structured DENV immunity.](image)

2.4. Spatially-Micro-Temporally-Micro Scale Pattern

The spatiotemporal patterns of DENV outbreaks at a micro spatial and micro temporal scale will be examining cluster investigations [41] (Figure 3). Cluster investigations have been summarized by measuring the infection rates of residents at each distance interval (i.e., at the same household, <0–20, <20–40, <40–60, <60–80, <80–100 m) within the vicinity of a selected dengue case. The cases that occurred in the 3 weeks prior and subsequent 15 days since the index case were included in the cluster investigation. The procedure of the cluster investigations is performed as follows: (1) select a random dengue cases (i.e., index case), (2) find other cases within time period (i.e., −21 to 15 days) at each distance interval, (3) measure the infection rates (i.e., case per people) at each distance interval, and (4) repeat procedure 1–3 50 times. Then, the results from the clustering investigation would show a distance-decay pattern. As a distance from an index case increases, infection rates at distance intervals decrease.
3. Materials and Methods

3.1. Agent-Based Model of DENV Transmission

In this paper, we used a spatially explicit ABM of DENV transmission in a part of Kamphaeng Phet province, Thailand as the case study. The validity of this model was tested [30]. The assumptions embedded in the model were quantitatively assessed by comparing the space-time patterns of simulated outcomes and observations at multiple space-time scales. For the details of the model, please find the Overview, Design Concepts and Details (ODD) protocol [42], provided in Kang and Aldstadt [30]. This model is also available at the AnyLogic cloud (https://cloud.anylogic.com/model/64d09b71-fcd6-4b04-af26-834a26be569d?mode=SETTINGS) accessed on 17 July 2021. The model consists of three components: (1) individual human agents, (2) mosquito agents, and (3) an environment. In the model, four distinct serotypes of DENV were included to account for the nature of DENV transmission. A person with exposure to one serotype of DENV will develop a lifelong immunity to that serotype [43]. There also exists short-term cross-protection for 120 days [34]. After 120 days, individual human become at risk of becoming infected by other serotypes that they have not been previously exposed to [44].

In the model, human and infectious female mosquito agents interact each other through mosquito’s bites. DENV is transmitted between human hosts and mosquito vectors, as follows: (1) a susceptible human is bitten by an infectious female mosquito, and (2) a susceptible female mosquito bites an infectious human. We assumed age-specific movements of human agents. Individuals commute to their schools (ages 5 to 19) or workplace (ages 20 to 64) in the morning (9:00 a.m.) and they come back to their home in the evening (5:00 p.m.). Therefore, they are co-located with their classmates and co-workers in daytime (9:00 a.m.–5:00 p.m.), and they are also co-located with their household members during the rest of time (5:00 p.m.–9:00 a.m.). The rest of the population stays at their home all day. The infected human stays at his/her home until he/she is recovered (Figure 4a).

The mosquitoes travel to nearby places (within 30 m) with a 0.15 probability [34]. If there are multiple places within 30 m, mosquitoes travel to a random place among the multiple places. The mosquitoes also can travel to a randomly selected place with a 0.01 probability [34]. (Figure 4b). The number of mosquitoes is assumed to be identical to every building. Due to the hot and humid summer in Thailand, the number of mosquitoes is seasonally variable (i.e., 42 in June and two in February). Mosquitoes bite humans at four-time intervals (08–13 h, 13–18 h, 18–24 h, and 00–08 h) with probabilities of 0.08,
0.76, 0.13, and 0.03, respectively. The mosquito’s hazard rates are determined based on its age [45–47].

![Figure 4. Agent movements. (a) Human movement; (b) Mosquito movement.](image)

To answer the research questions regarding the temporal change in multiple scale space-time patterns requires an adequate number of simulation runs (replicates) over a long duration. Therefore, we ran 1000 replicates for 40 years. The patterns of modeling outputs were measured for the four space-time scales, as illustrated in Figure 1.

3.2. Study Area and Data

A portion of Kamphaeng Phet province in Thailand was taken as a study area. In the study area, 3680 houses, 186 workplaces, and eight schools are located (Figure 5). The locations (i.e., x and y coordinates) of houses, workplaces, and schools were identified from Lidar data. The composition of households was obtained from Microdata on households in 2009 [48]. The demographic changes (i.e., birth rates and death/out-migration rates) were calculated based on population data provided by the Department of Provincial Administration (DOPA), Ministry of Interior, Thailand.

3.3. Measures

3.3.1. Multiple Scale Space-Time Patterns

As described in Section 2, we explored four space-time patterns, as follows: (1) infection rates of school population; (2) similarity of serotypes of successive cases; (3) local immunity status; and (4) cluster investigations.

An infection rate for school population as a spatially-macro-temporally-macro scale pattern was measured in the following (1):

\[
P_1 = \frac{\text{total infection cases of school population}}{\text{school population}} \times 100
\]

To measure a spatially-macro-temporally-micro scale pattern, we examined the diversity in serotypes of the successive dengue cases. Specifically, a case is randomly chosen, and the cases occurred before 3 weeks and following 15 days were also selected. Then, the Shannon diversity index (H) was measured over the selected cases. The Shannon diversity index is a commonly used measure to characterize the diversity of species in a community [49]. In regard to the spatially-macro-temporally-micro scale pattern, the index provides a measure of the commonness of serotypes during dengue virus outbreaks and ranges from zero to one. The higher values indicate more diversity in serotypes of dengue cases, while the lower values show less diversity serotypes of dengue cases. In this study, the proportion of serotype, \( j \) relative to the total number of serotype (\( p_j \)) is calculated. \( R \) denotes to the number of serotypes (i.e., four) (2).
$H_i = - \sum_{j=1}^{R} p_j \ln p_j$  \hspace{1cm} (2)

Figure 5. Spatial distribution of households in the study area.

Using the calculated value through Equation (2), the diversity in serotypes of the successive dengue cases were measured. Following Yoon, Getis [41], 50 clusters were selected and the Shannon diversity index over each cluster was measured. Then, the Shannon diversity index were averaged by the number of cluster, $n$ (3). In this case, $n$ is equal to 50.

$$P_2 = \frac{\sum_{i=1}^{n} H_i}{n}$$  \hspace{1cm} (3)

A spatially-micro-temporally-macro scale pattern were calculated through the similarity of immunity statuses against the four DENV serotypes in geographic clusters. Under natural conditions, immune statuses of individuals living near one another will be similar due to exposure to previous outbreaks. First, 50 clusters are randomly chosen mirroring the approach of Yoon, Getis [41]. We measured the variance of immunity status against serotypes of individual human agents within 100 m of a selected infection.

$$P_3 = \frac{\sum_{i=1}^{n} V_i}{n}$$  \hspace{1cm} (4)

where $n$ denotes the number of clusters (50) and $V_i$ denotes the variance in immunity statuses by serotypes in the local population.

For cluster investigation as a spatially-micro-temporally-micro-scale pattern, we simplified the measurement in the following. Given a mosquito’s relative short distant movement (i.e., <100 m) [47] and mosquito’s extrinsic incubation periods (i.e., 11 days) [34], spatiotemporal patterns can be captured by calculating the infection rates within 100 m. The pattern was measured using the following equation:
\[ P_i = \frac{\sum_{n=1}^{\infty} r_i}{n} \]  

where, \( r_i \) denotes the DENV infection rates (\%) in cluster \( i \), cluster \( i \) includes the cases occurring prior to three weeks and following 15 days after a randomly chosen index case within 100 m, and \( n \) denotes the number of clusters (50).

### 3.3.2. Coefficient of Variance

One common practice to quantify and summarize patterns of simulated outcomes is statistical description, such as means, or variances (or standard deviation). The determination of the number of replicates may depend on the stability of the simulated outcomes [15]. To acquire the meaningful results from simulation, the mean and variance over simulated runs may need to be used. In this paper, we used CV of each space-time pattern, which is a statistical measure of the dispersion of data. In other words, the standard deviation and mean values refer to the standard deviation and the mean values of each \( P_1, P_2, P_3, \) and \( P_4 \), which were calculated from Equations (1) and (3)–(5).

\[ CV = \frac{\text{standard deviation}}{\text{mean}} \]

\( CV \) helps to identify whether the significant variance in simulated outcomes exist, which helps to identify the standard error of the mean [15]. It has been also suggested as a measure or criterion to determine the needed number of replicates. Specifically, it is to find a certain point at which \( CV \) does not change while increasing the number of replicates [33].

### 3.3.3. Incorporating Successive Coefficient of Variance

To determine the number of replicates, \( CV \) of the patterns with a certain number of replicates would not be significantly different from that of a greater number of replicates.

Therefore, we developed two indicators (i.e., \( d_1(p,t) \) and \( d_2(p,t) \)), as follows:

\[ d_1(p,t) = \frac{\text{abs}[CV_{p,t-1} - CV_{p,t}] + \text{abs}[CV_{p,t+1} - CV_{p,t}]}{2} \]

\[ d_2(p,t) = \frac{\text{abs}[CV_{p,t} - CV_{p,t+1}] + \text{abs}[CV_{p,t} - CV_{p,t+2}]}{2} \]

where \( p \) denotes a space-time pattern and \( t \) denotes the number of replicates. To lower the computational costs, the number of replicates was determined with an increase in increments of 25. The number of replicates is \([25, 50, 75, \ldots, 950, 975, 1000]\). \( d_1(p,t) \) shows whether \( CV \) of a pattern with a certain number of replicates would be similar to those of both a smaller and larger number of replicates, while \( d_2(p,t) \) indicates whether \( CV \) of a pattern with a certain number of replicates is similar to larger number of replicates. In other words, a smaller value of \( d_1(p,t) \) means the \( CV \) of a pattern, \( p \), with the number of replicates, \( t \) has a smaller difference to the values of \( CV \) with the numbers of replicates, \( t-1 \), and \( t+1 \). A smaller \( d_2(p,t) \) means the \( CV \) of a pattern, \( p \), with the number of replicates, \( t \) has a smaller difference compared to the values of \( CV \) with the numbers of replicates, \( t+1 \), and \( t+2 \).

Following pattern-oriented modeling [29,50], the modeling outputs need to well reproduce multiple patterns at multiple space-time scales [30]. Thus, \( d_1 \) and \( d_2 \) of each pattern are normalized and averaged in the following:

\[ D_1 = \sum_{p} \text{normal}_d d_1(p,t) \]

\[ D_2 = \sum_{p} \text{normal}_d d_2(p,t) \]
\[ D = \frac{(D_1 + D_2)}{2} \quad (11) \]

\( D \) is the average of \( D_1 \) and \( D_2 \). The minimum value of \( D \) indicates an optimal (or near-optimal) number of replicates, which does not have significant differences of CV of multiple space-time patterns.

To determine the burn-in period of the simulation, we also used the same measurements \((d_1(p,t) \text{ and } d_2(p,t))\). In the measurements, \( t \) denotes simulation lengths, which is \([1 \text{st}, 2 \text{nd}, 3 \text{rd}, 4 \text{th}, \ldots, 37 \text{th}, 38 \text{th}, 39 \text{th}, 40 \text{th}]\). The patterns for CV are the results of the number of replicates that would be determined by the above measurements.

4. Results

4.1. Determining the Number of Replicates

As we described in Section 3, we measured the \( D \) to determine the number of replicates necessary for hypothesis testing. For this, the simulated outcomes of the first simulation year were used and measured at multiple space-time scales, including spatially-macro-temporally-macro pattern (annual infection rates of school population), spatially-macro-temporally-micro pattern (serotype-specific dominance of successive cases), spatially-micro-temporally-macro pattern (spatially structured immunity status) and spatially-micro-temporally-micro pattern (cluster investigation). We also used the normalized CV as a benchmark to compare the results from using \( D \).

The normalized CV indicates how stable simulated outcomes are for a number of simulation runs. The lowest normalized CV indicates that simulated outcomes with a specific number of replicates have the least variability in simulated outcomes. Given that many simulation runs may avoid sampling bias of simulation results, simulated outcomes having less variability help to properly interpret simulated outcomes.

Figure 6 provides the change in the normalized CV over the number of replicates. X- and Y-axis refer to the number of replicates and the value of normalized CV for each pattern. The results can be explained in the following. First, the outputs of spatially-micro-temporally-macro pattern were not stable while increasing the number of replicates. Second, after about 200 replicates, the outputs of spatially-macro-temporally-macro pattern became less variable. Third, the variability in outputs of spatially-micro-temporally-micro pattern became smaller as the number of replicates increased. Last, the variability in outputs of spatially-macro-temporally-micro pattern became more larger with more replicates.

Figure 6. Normalized coefficient of variance of the simulated outputs over the number of replicates.
Since the normalized CV at four spatio-temporal scales became the least at the different number of replicates, it is challenging to determine how many simulation runs are needed to well capture the reference patterns of real-world phenomena. In addition, we also found that the averaged value over CVs may not be helpful for this purpose. As shown in Figure 7, the average of normalized CVs was the least variable at 75 replicates. However, 75 replicates may not be good choices as the number of replicates. Simulated outcomes were more stable after 575 replicates, and then they became less variable and stable. Therefore, other measurement to determine the number of replicates is needed. This result is also consistent to that Lee, Filatova [15] that CV may not be stable while increasing the number of replicates.

![Multiple Space-time Scale](image)

**Figure 7.** The change of the average of CVs over the number of replicates.

Instead of using CV, we calculated $D$ to determine the minimum number of replicates. For this, the modeling outputs of the first simulation year were used and measured at multiple space-time scales, including spatially-macro-temporally-macro pattern (annual infection rates of school population), spatially-macro-temporally-micro pattern (serotype-specific dominance of successive cases), spatially-micro-temporally-macro pattern (spatially structured immunity status) and spatially-micro-temporally-micro pattern (cluster investigation). Figure 8 illustrates $d_1(p,t)$ and $d_2(p,t)$ at each scale. Given that $d_1$ and $d_2$ are measured based on the successive values of CV, they have some variability with the small number of replicates. Particularly, the normalized CV of spatially-macro-temporally-macro pattern and spatially-macro-temporally-micro pattern are larger at beginning (Figure 6). In each panel in Figure 8, vertical lines represent the number of replicates that have the minimum value of averages of $d_1(p,t)$ and $d_2(p,t)$.

Based on $D$, the number of replicates can be determined. $D$ is an average of $D_1$ (average of $d_1$ of all patterns) and $D_2$ (average of $d_2$ of all patterns). Since $D$ values take into consideration the successive values of CV, it helps to avoid the ambiguity that occurred when using only CV. Compared to the CVs (Figure 6), it is found that the $D_1$ and $D_2$ become noticeably stable as the number of replicates increases.
Figure 8. Changes of $d_1(p,t)$ and $d_2(p,t)$ over the number of replicates.

Figure 9 illustrates the changes of $D_1$, $D_2$, and $D$ over the number of replicates. Since $D_1$ and $D_2$ of each pattern oscillate with the small number of replicates, $D$ has some variability with the small number of replicates. Based on $D$, 825 simulation runs are the proper number of replicates that are able to robustly represent the multiple space-time patterns. As Figure 8, the required number of replicates would vary depending on the spatiotemporal patterns chosen in measurements. It is noted that value $D$ could adjust a certain pattern that the variability of output may not reach to the stability.

4.2. Determining Burn-in Period

To determine burn-in period, we measured the normalized CVs of each pattern with 250 replicates as chosen through the average of the normalized CVs. Generally, over simulation year, spatially-macro-temporally-macro and spatially-macro-temporally-micro patterns became less variable, spatially-micro-temporally-macro pattern remained at the
same level of variability, and spatially-micro-temporally-micro patterns were more variable as simulation years increased (Figure 10).

![Figure 10. Normalized CV of each pattern over simulation year.](image1)

Simply using the average of normalized CVs indicates that simulated outcomes after 9th simulation year became relatively stable. However, it may also be problematic. After 32th simulation year, the simulated outcomes became flexible again (Figure 11).

![Figure 11. The average of the normalized CVs over simulation year.](image2)

To avoid such issues, $D$ at multiple space-time scales was also measured to determine the burn-in periods (Figure 12). As the required number of replicates was determined as 825, simulated outputs with 825 replicates were used. In each panel in Figure 12, vertical lines represent the burn-in period that have the minimum value of averages of $d_1(p,t)$ and $d_2(p,t)$.
Figure 12. Changes of $d_1(p,t)$ and $d_2(p,t)$ over simulation year.

Figure 13 shows the changes of $D_1$, $D_2$, and $D$ by simulation year. Although the values of the normalized CV of each pattern were much fluctuating as shown in Figure 10, $d_1$ and $d_2$ of each pattern became less variable over year. This is because, such variabilities of the normalized CV were mitigated in $d_1$ and $d_2$ while considering successive CV. Based on $D$, the burn-in period of this spatially explicit ABM [30] should be at least 35 simulation years. In other words, the modeling outputs after the 35th year will robustly represent the multiple scale space-time patterns.

Figure 13. $D$, $D_1$, and $D_2$ over simulation year.

5. Conclusions

ABMs have inevitable issues associated with their stochastic nature and initialization bias. Due to the stochastic nature of ABMs, multiple simulation runs need to be performed. Also, the simulation outputs from early-stages of non-terminating ABMs may not properly
represent the phenomena being modeled. These issues may be resolved by running a large number of replicates for a long duration, but this may result in unnecessary computational effort. In addition, the simulated outputs are often represented at multiple space-time patterns. For the purposes of hypothesis testing, evaluation, and validation, multiple scale space-time patterns need to be measured. In this regard, it is of importance to incorporate the multiple scale space-time patterns to determine the number of replicates and the burn-in periods in spatially explicit ABMs. Therefore, this paper proposes an indicator \( (D) \) to determine the number of replicates and the burn-in periods for the ABMs, through an experimental approach.

To fully consider the tendency of simulation outputs, we used CV (standard deviation divided by the mean), and compared the simulation runs and burn-in period determined by simply using CV. As we found, the CVs would not be a good choice to determine the simulation runs and burn-in periods. This result can support the argument from [15], which is the CV may have a variability due to a small mean value. As an alternative, our proposed indicator, \( D(p,t) \) can be used to determine the proper number of replicates and the burn-in periods. We found the usefulness of multiple scale space-time patterns in determining the number of replicates as well as the burn-in periods. When taking a particular space-time pattern into account, the results vary according to the pattern chosen in measurements.

Compared to the typical methods that qualitatively determine the number of replicates and the burn-in periods, the method proposed in this study would be helpful to quantitively determine them. We do not argue that our findings (i.e., 825 replicates and 35 years of burn-in period) are correct to other models. The number of replicates and the burn-in period may be different from our findings, according to the model’s components (e.g., parameter, agent’s behaviors). Rather, we highlight the usefulness of multiple scale space-time patterns for these purposes. Then, the modeling outputs after the burn-in periods with a proper number of replicates, determined by the methods proposed in this study, would reproduce reasonable patterns at multiple space-time scales. Model replication can play a vital role in validation and verification, and determining the number of replicates necessary for valid comparisons is an important step in this process [14].

An approach we proposed here can be applied into other ABMs. For example, simulated outcomes from ABMs for crime [6] are summarized at three spatial scales (e.g., city-wide, household, and individual level). Another example is ABMs for animal movement. Animal movement patterns can be characterized with quantitative metrics at multiple scales (individual-level, location-based, etc.) [51]. Given that the spatiotemporal patterns for infectious disease spreads are often captured though an ABM approach, our indicator can be useful for this example as well. However, it is noted that our proposed indicator would not be applicable to the ABMs whose simulated outcome may not reach to equilibrium [52]. Given that determining the proper number of simulation runs is not a simple task in the field of agent-based modeling [15], our work provides a useful way to choose the number of simulation runs.

Using multiple scale space-time patterns in model calibration would be an apparent next step. To date, the only available observations for our study area are annual infection rates for the school population [39] as the spatially-macro-temporally-macro pattern and the cluster investigations of [41] as the spatially-micro-temporally-micro pattern. Thus, comparing modeling outputs to the observed data to determine the number of replicates and the burn-in periods would be helpful for model tuning. An associated research avenue will be measuring and quantifying the relative value of patterns measured at different spatiotemporal scales for discerning useful models. Then, it is possible to adjust the current indicator (i.e., simply averaging all values from each spatiotemporal patterns), taking into account the relative importance of each pattern on replicating the real-world of being modeled.
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