First principle thermodynamic study of oxygen vacancy at metal/oxide interface
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The oxygen vacancy is a crucial intrinsic defect in metal-ultrathin oxide semiconductor heterostructures, and its formation at an interface is of great importance in determining the device performance and degradation. This paper presents an ab initio thermodynamic study of oxygen vacancies at metal/oxide interfaces. Electronic energies and entropies are calculated for defective interface systems, as a function of interface-vacancy distance. The study indicates that oxygen vacancies near the interface modify its bonding structure, and significantly change the thermodynamic properties of the system (i.e., electronic energy and entropy) compared to bulk-like oxygen vacancies. We illustrate that different factors, including the vacancy location dependence on the energy and entropy, the temperature dependence on the entropy, and the temperature and partial pressure dependence on the oxygen chemical potential, are all important in determining the Gibbs free energy of formation of oxygen vacancy.

I. INTRODUCTION

The design of many advanced functional materials relies on the precise control of point defects since they determine the material properties, and in some cases, the material failure [1–3]. Understanding and modeling such materials require a comprehensive knowledge of point defect characteristics, in particular, their thermodynamic properties (e.g., energy and entropy). Ab initio calculations based on Density Functional Theory (DFT) have become a very important tool to support the modeling of these defective materials [4] and have succeeded in addressing various experimental questions relative to diffusion processes [5, 6], phase transformations [7], and the recovery of irradiated metals [8–10].

The interface between materials is also of great interest, since heterostructures are widely used in energy conversion and electronic devices such as fuel cells [1], solar cells [11], capacitors [12], or metal-oxide-semiconductor devices [12, 13]. In these multi-layer structures, the interfaces between each components play a major role in determining various properties (e.g., electrical or thermal resistance), while the separate bulk contributions decrease. An interface breaks the translational symmetry of the bulk material in the direction perpendicular to the interface and results in a transition region that offers different stress conditions and different chemical environments to the atoms near the interface. Defect creation and accumulation at interface is likely to occur and can lead to device failure. For example, the dielectric breakdown, which is an old but still open problem, is believed to be related to the accumulation of defects at the metal-oxide interface [14–16]. Consequently, understanding how defects behave in presence of an interface, and their effect on the interface itself, is of great significance in predicting material performance.

Studies on defective interfaces are mainly conducted at the atomic level, such as the calculations of Schottky barrier height, effective work function [17, 18], and other material properties including formation and migration energy calculated at zero temperature [19, 20]. Indeed, temperature dependent properties (e.g., entropy, Gibbs free energy of formation) are rarely studied in a defective interface system at the atomic level using ab initio calculations. In this paper, we demonstrate the importance of both the temperature dependence, and the proximity of an interface, on oxygen vacancy properties in a metal/oxide interface system. The study carried on a typical metal/oxide interface, namely the Al/SiO₂ interface. At the atomic level, research on defect formation energy at an Al/SiO₂ interface is more complicated than at Si/SiO₂ interface [20], due to the presence of Al atoms. Oxygen atoms at the interface form two different types of bonds with Al and Si atoms. In a defective interface, both types of bonds can influence the thermodynamics of defects (i.e., vacancies or impurities) and determine the thermodynamic properties of the material (e.g., energy, entropy, and Gibbs free energy of formation). Taking advantage of ab initio calculations, comprehensive information on defective Al/SiO₂ interfaces will give an atomistic level picture on the oxygen vacancy behavior in the presence of metal/oxide interfaces.

The paper is organized as follows. In Section 2, we present the Density Functional Theory (DFT) calculation setup and then we introduce the thermodynamic framework for defect studies using Gibbs free energy. The Electron Localization Function (ELF) is used to show the bonds between the interface atoms. The band structure analysis offers information on the system density of states
(DOS), enabling the identification of localized interface and defect states. In Section 3, we present the results on the formation energy (Section 3.1), electronic entropy (Section 3.2), and the correction to the formation energy from the electronic entropy (Section 3.3). In Section 4, we discuss the results. The paper is finished by the conclusion in Section 5.

II. METHODOLOGY

A. System supercell and DFT calculations

An Al/SiO\textsubscript{2} metal/oxide interface connecting Al (111) and SiO\textsubscript{2} (001) slabs is studied using supercell calculations (Fig. 1). The resulting lattice mismatch at the interface is less than 1\% so that stress effects can be neglected. The supercell contains 7 Al layers, 10 SiO\textsubscript{2} layers and a ∼ 15 Å wide vacuum region separating periodic images. The interface plane contains 2x2 unit cells of SiO\textsubscript{2}. The dangling bonds at the SiO\textsubscript{2} and Al open surfaces are passivated using hydrogen atoms and 0.75 fractional hydrogen atoms to lock the charges in their bulk-like configuration away from the metal-oxide interface. The defect-free interface system contains 224 atoms in total (including 40 Si, 80 O, 84 Al, 12 H and 8 0.75H) and has been shown to be large enough to keep the interaction between the oxygen vacancy and its periodic image negligible [17]. In order to catch the different thermodynamic features of the oxygen vacancy as a function of the distance from the interface, 10 different supercells are used. In each supercell, one oxygen atom is removed. The 10 supercells map 10 different oxygen vacancy locations (in the first 6 oxygen layers) starting from the interface as shown in Fig. 1. For the same oxygen layer, the locations labelled with odd and even indices are not equivalent, due to the fact that the interfacial oxygen linked to Al are always on the right side of a silicon atom. In order to make a comparison between the density of states (DOS) calculated for all defective supercells, one helium atom is placed in the middle of the vacuum region to provide a common energy eigenlevel reference.

Ab initio calculations are performed in the framework of DFT. The Projector Augmented Wave method [21] is used as implemented in the Vienna Ab-initio Simulation Package [22, 23]. The Local Density Approximation (LDA) has been used for the exchange and correlation functional [24]. The plane wave cutoff energy is set to 400 eV, and total energy convergence criteria to 10\textsuperscript{−7} eV. A 3x3x1 k-point mesh has been used. The Quasi-Newton algorithm has been employed to relax the atomic positions until forces on atoms are smaller than 5 meV-Å\textsuperscript{−1}. This computational setup provides good convergence of the structures and total energies. Atomic structures and charge densities are visualized with VESTA [25].

B. Defect thermodynamics

1. Gibbs free energy

To model the thermodynamics of defective interfaces, especially their temperature dependent behavior, it is important to calculate the Gibbs free energy of formation, which is derived from the formation energy. The formation energy of a defect X in charge state q takes the form [26, 27]:

$$E_f^{[X^q]} = E[X^q] - E[\text{perfect}] - \sum_i n_i \mu_i^0 - q E_f$$ (1)

where the first two terms on the right hand side are the total energies of a defective and a defect-free system. The positive (or negative) integer \( n_i \) presents the number of atoms added (or removed) to form the defect, and \( \mu_i^0 \) is the corresponding chemical potential at zero temperature. In the calculation of formation energies, \( \mu_i^0 \) usually uses the energy of an isolated molecule at zero temperature. \( E_f \) is the Fermi energy of electrons. The formation energy only contains the zero-temperature
material properties, i.e., \( E[X^q] \) and \( E[\text{perfect}] \), which are calculated using DFT.

To take the non-zero temperature material properties into account, the Gibbs free energy of formation is used and is expressed as:

\[
G^f[X^q] = F[X^q] - F[\text{perfect}] - \sum_i n_i \mu_i - qE_F
\]  \( \text{(2)} \)

where \( F = E - TS(V, T) \) is the free energy, and \( \mu_i \) is the chemical potential. In our calculations, the volumes of defective and defect-free systems are assumed to be the same. Particularly, for the system with a neutral oxygen vacancy, the Gibbs free energy of formation takes the following form:

\[
G^f[V_O](P_{O_2}, T) = F[V_O](T) - F[\text{perfect}](T) + \mu_O(P_{O_2}, T)
\]

where \( \mu_O \) is the chemical potential of an oxygen atom, and \( P_{O_2} \) is the oxygen partial pressure. The Gibbs free energy of formation is deduced from the free energies of defective and defect-free systems.

Electron and phonon both contribute to the free energy of a system. In this paper, we only focus on the electronic part of the free energy, which can be written as the sum of the electronic free energy at zero temperature \( F_{el}^0 \) and a temperature dependent term \( F_{el}(T) \) [28, 29]:

\[
F(T) = F_{el}^0 + F_{el}(T)
\]  \( \text{(4)} \)

\( F_{el}^0 \) is the total energy of the system at zero temperature. The temperature dependent term \( F_{el}(T) \) is given by [22, 30]:

\[
F_{el}(T) = -\frac{1}{2} TS_{el} + O(T^3)
\]  \( \text{(5)} \)

Using Eq. (5), the temperature dependence can be taken into account by using the electron entropy \( S_{el} \) calculated according to [31, 32]:

\[
S_{el}(T) = -k_B \int_{-\infty}^{+\infty} n(\epsilon, T = 0) \{ f(\epsilon, T) \ln f(\epsilon, T) \}
+ [1 - f(\epsilon, T)] \ln [1 - f(\epsilon, T)] d\epsilon
\]  \( \text{(6)} \)

where \( \epsilon \) is the energy, \( f(\epsilon, T) \) is the Fermi distribution at temperature \( T \), and \( n(\epsilon, T = 0) \) is the density of states at \( T = 0 \).

The chemical potential of oxygen atoms \( \mu_O \) brings in a temperature and a partial pressure dependence to the Gibbs free energy of formation. Unlike \( F(T) \), \( \mu_O \) is related to the chemical composition of defect, but is not material dependent. We calculate \( \mu_O \) using [28]:

\[
2\mu_O(P_{O_2}, T) = E_{O_2} + k_B T \left( \ln \frac{P_{O_2} V_Q}{k_B T} + \ln \frac{\sigma B_0}{k_B T} \right)
\]  \( \text{(7)} \)

where \( E_{O_2} \) is the energy of an isolated oxygen molecule at zero temperature, \( P_{O_2} \) is the partial pressure for \( O_2 \), \( V_Q = (2\pi h^2/m k_B T)^{3/2} \) is the quantum volume, \( B_0 \) is the rotational constant, and \( \sigma \) is the associated symmetry factor (2 in the case of homonuclear diatomic molecules).

FIG. 2. (Top) Sketch of a large system composed by \( N \) supercells and \( n \) defects. (Bottom left) Side view of a supercell. (Bottom right) Top view of a supercell. In each supercell, the equivalent accessible sites for oxygen vacancies at location 1, i.e., in the first oxygen layer, are indicated by circles. The four sites per supercell in the first layer are equivalent, so \( g = 4 \) for a defect at location 1.

2. Configurational entropy and defect areal concentration: interface supercell

The equilibrium concentration of defects can be calculated by adding the configurational entropy [33] to the Gibbs free energy of formation. In particular, the configurational entropy here is derived from the atomic microstructure of the interface. As shown in Figure 2, one supercell contains \( n_{SC} \) atoms and \( g \) accessible defect sites. A large system composed of \( N \) supercells have therefore \( gN \) accessible defect sites. If the total number of defects in the large system is \( n \), the number of microstates \( W \) to arrange those defects is:

\[
W = C_n^g N = \frac{(gN)!}{(gN - n)!n!} \approx \frac{(gN)^n}{n!}
\]  \( \text{(8)} \)

Then, the defect configuration entropy in the large system is given by:

\[
S_{\text{conf}}(n, N) = -k_B \ln W = k_B[n - n \ln(n/N) + n \ln(g)]
\]  \( \text{(9)} \)

and the corresponding total Gibbs free energy of the large system is:

\[
G(n, N) = NG[\text{perfect}] + nG^f - k_B T[c - c \ln c + c \ln g]
\]  \( \text{(10)} \)

where \( c = n/N \) is the average number of defects per supercell, \( G[\text{perfect}] \) is the Gibbs free energy of the
defect-free supercell. By minimizing the average Gibbs free energy, the equilibrium value \( c^q \) equals to:

\[
c^q = g \exp[-G^f/k_BT] \tag{11}
\]

The areal concentration of defects is now given by \( c^q/A \) [unit: particle/m^2], where \( A \) is the interface area of one supercell. Using Eq. (3)-(5), we can transform Eq. (11) to:

\[
-T \ln c^q \propto G^f = (F_{el}^f - F_0^{el}[\text{perfect}]) - S^{el}[\text{perfect}](T) + \mu(O,O_2, T) \tag{12}
\]

We define the zero-temperature vacancy formation energy using Eq. (1):

\[
E^f = F_{el}^{\text{vac}}[V_O] - F_0^{el}[\text{perfect}] + \mu_0 \tag{13}
\]

where \( \mu_0 = 0.5E_{O_2} \) is the oxygen atom chemical potential at zero temperature. To account for the temperature dependence, a correction to the free energy calculated from electronic entropy is defined by:

\[
\Delta F^e(T) = -\frac{1}{2}T(S^{el}[V_O](T) - S^{el}[\text{perfect}](T)) \tag{14}
\]

Thus, equation (12) takes the form:

\[
-T \ln c^q \propto G^f = E^f + \Delta F^e(T) + [\mu(O,O_2, T) - \mu_0] \tag{15}
\]

In the result section, the three parts of the right hand side of Eq. (15) will be studied consecutively.

C. Chemical bonds and band structure analysis

To support our study on the vacancy formation energy, the electron localization function (ELF) [34] has been used to provide detailed information about the chemical bonds at the interface. Moreover, the density of states (DOS) of defective interface systems for different interface-vacancy distances are compared to track the changes in interface and defect states. Special attention has been given to the bands near the Fermi level, which contribute the most to the electronic entropy. In addition to the DOS, the nature of the localized states (interface and/or defect) is of great interest as well, to elucidate the vacancy-interface distance dependence of the thermal properties. The projection of the wavefunctions on each atom evaluated at the \( \Gamma \) point in reciprocal space is used as a basis for the determination of the localized nature of states. States localized on interface atoms are labeled as interface states, while those localized on the oxygen vacancy’s neighboring Si atoms are labeled as defect states. As an exception, no defect state is labeled when the vacancy is at the first oxygen layer, since the interface and defect states are mixed together. By tracking the localized states, we acquire information on the coupling between the interface and defect states.

III. RESULT

In this section, calculation results for Al/SiO\(_2\) supercells with different interface-vacancy distances are compared. To facilitate the discussion of the results, we introduce a notation; \( V_O(x) \) stands for an oxygen vacancy at the location \( x \) varying from 1 to 10 as shown in Fig. 1. In Section 3.1, the oxygen vacancy formation energy, a zero-temperature material property, is studied. In Section 3.2, the electronic entropy, a non-zero temperature material property, is evaluated. In Section 3.3, we present the correction to formation energies brought by the inclusion of entropies.

A. Electronic energy

In this section, we study the formation energies of oxygen vacancies \( E^f[V_O(x)] \) as a function of their location. We use \( \mu_0 = 0.5E_{O_2} \) as the oxygen chemical potential. The formation energies are shown in Fig. 3. In the bulk-like region far from the interface (sites 6 to 10), the vacancy formation energy is about 5.76 ± 0.02 eV in good agreement with the previous LDA calculations in bulk \( \alpha\)-quartz (5.90 eV[35], 5.4 eV[36], and 5.80 eV[37]). Ref. [38] compiled formation energies varying between 6.5 and 9.5 eV, depending on the exchange and correlation functional and oxygen chemical potential used. However, the oxygen chemical potential is only an offset to the formation energy (see Eq. (1)). Since the present paper focuses on the relative formation energy, i.e. the difference between formation energies for vacancies at different locations, the chemical potential is not required.

In the first two layers of oxygen atoms from the interface (location 1, 2 and 3), the vacancy formation energies drop significantly. \( E^f[V_O(3)], E^f[V_O(2)], \) and
$E^f/V_O(1)$] are 0.35 eV, 0.1 eV, and 1.06 eV lower than the bulk-like value $E^f/V_O(10)]$. While $V_O(2)$ and $V_O(3)$ belong to the same oxygen layer and have similar distances to the interface (see Fig. 1), $E^f/V_O(2)$] is considerably higher than $E^f/V_O(3)]$ (higher by $\sim 0.25$ eV). However, $V_O(2)$ and $V_O(3)$ are not equivalent with regard to the Al/SiO$_2$ interface system. As shown in Figure 1, the Al-O bonds always sit on the right side of the Si atom and make the oxygen atom at location 3 a little farther from the Al/SiO$_2$ interface after relaxation of the atomic positions. In order to elucidate this behavior, we plot in Figure 4 the ELFs near the interface to identify the interfacial bonding structures.

The ELFs provide information about charge localization and the bonding environment between atoms for different supercell configurations. In Fig. 4a, the ELF reveals the existence of an Al-O-Al structure at the defect-free interface and is used as a reference. For $V_O(1)$ (Fig. 4b), the Al-O-Al structure at the interface does not exist anymore, and the electrons are localized on the vacancy site (the red spot in the circle). For $V_O(2)$ (Fig. 4c), the Al-O-Al structure at the interface is preserved and retains an interface structure similar to the defect-free case one. For $V_O(3)$ (Fig. 4d), the vacancy is on the left side of the Si atom. We can observe that an Al-O bond is broken. The broken Al-O bond at the interface is responsible for the low vacancy formation energies for $V_O(1)$ and $V_O(3)$. The ELFs linked the bonding structure at the interface to the vacancy formation energy plotted on Figure 3.

### B. Electronic entropy: nonzero-temperature property

The electronic entropy is a nonzero-temperature property of the system and another important contribution to the Gibbs free energy. According to Eq. (6), the DOSs of the defective supercells are used to derive the temperature dependence on the electronic entropy. In Fig. 5, the DOS of the defect-free case is used as a reference and is shown on the top panel. For $V_O(1)$, $V_O(2)$, $V_O(3)$ and $V_O(10)$, only the difference between the defect-free and defective DOS is plotted.

In the system with a bulk-like vacancy ($V_O(10)$), no
significant change in the DOS compared to the defect free case is noticeable. Interface and defect states are clearly identified, which means that those two types of localized states do not mix with other states. In contrast, although $V_O(2)$ shows very little change in the DOS with respect to the defect free case as well, no defect states is observed and its interface states exhibit different energies. As an explanation, the interface configuration of $V_O(2)$ is very similar to the defect free interface, so the stress distribution in the material, the interfacial bonding structure, as well as the DOS, do not drastically change. However, due to the presence of vacancy in $V_O(2)$, the defect states are mixed with the interface states, so they cannot be clearly identified.

The DOSs of $V_O(1)$ and $V_O(3)$ exhibit considerable differences compared to the defect-free DOS. For these two cases, the broken Al-O bonds alters the atomic configuration at the interface and distort the stress distribution in the material. Particularly, $V_O(3)$ shows the largest difference in the DOS with respect to the defect-free case, which may substantially increase the entropy. Besides, less interface states compared to the bulk-like case are observed, and no defect state is found (right dashed black box in Fig. 5). Such a phenomenon implies that the wavefunctions localized at the interface mix with the localized states of the vacancy. More specifically, the localized interface states in the low energy region are relocated or split (left black boxes in Fig. 5). This can be explained by the atomistic reconfiguration of the interface as shown by the ELFs (Fig. 4).

In Fig. 6, the electronic entropies of defective supercells for different vacancy locations $S^{el}[V_O(x)]$ are plotted in the temperature range from 300 K to 500 K. At 500 K, the vacancy location has nearly no influence on the electronic entropy. As the temperature decreases, according to the Fermi-Dirac electron distribution, less and less bands contribute to the entropy and a difference in entropy arises, especially when the vacancy is located at site 3. As expected from the DOS, $S^{el}[V_O(3)]$ shows significantly higher value compared to other vacancy locations. At 300 K, $S^{el}[V_O(3)]$ is $3 \times 10^{-4}$ eV/K, which almost equals the average entropy value at 350 K. This result strongly impacts the Gibbs free energy of formation (see Section 3.3) and would consequently increases the vacancy concentration at location 3.

To provide a deeper understanding of the electronic entropy behavior, a close inspection of the energy levels near the Fermi levels is performed in Fig. 7. The Fermi levels of different systems are aligned at 0 eV. The bands contributing the most to the entropy at 300 K are drawn using blue lines, and red lines for 500 K. The bands far away from the Fermi level are not shown, because their occupation probability takes either 1 or 0; so their contribution to the electronic entropy is negligible. The energy levels for $V_O(2)$ and $V_O(10)$ are comparable due to the similar Al-O-Al interface structures observed in both cases (see Fig. 4a and 4c). In contrast, the band structures for $V_O(1)$ and $V_O(3)$ exhibit many differences compared to $V_O(10)$, due to the changes in bonding at interface (see Fig. 4b and 4d). As the temperature increases from 300 K to 500 K, a broader range of eigenlevels around the Fermi level contribute significantly to the entropy. The differences (with respect to $V_O(10)$) in the entropy contributions from the blue region are balanced by those from the red region, which smears the entropy differences between different configurations of the systems at high temperature.

To summarize, the results extracted from the DOSs and energy levels near the Fermi levels clarify the influence of the band structures on the electronic entropies of the defective interface systems. More specifically, the DOS for $V_O(3)$ shows the largest
difference compared to the defect-free interface case. The energy levels for $V_O(3)$ near the interface are also very different compared to those of the system with bulk-like vacancies ($V_O(10)$). As a result, $S^{el}[V_O(3)]$ has the largest value (see Fig. 6).

### C. Correction to formation energy using electronic entropies

To get a proper estimation of the vacancy concentration for non-zero temperature, a correction $\Delta \tilde{F}^{el}$ (defined by Eq. (14)) to the zero-temperature formation energy is necessary to account for the temperature dependent behavior of the material energy and entropy. In Fig. 8, the correction $\Delta \tilde{F}^{el}$ is shown. The correction $\Delta \tilde{F}^{el}[V_O(3)]$ is negative, while it is positive for other locations. As a result, the correction makes $V_O(3)$ thermodynamically more favorable. At 300 K, $\Delta \tilde{F}^{el}[V_O(3)]$ is about 0.02 eV lower than $\Delta \tilde{F}^{el}[V_O(10)]$. This difference can double the vacancy concentration ratio between $V_O(3)$ and $V_O(10)$. As the temperature increases, the absolute values of $\Delta \tilde{F}^{el}$ decrease and become negligible ($\sim 0.001$ eV) above 500 K for all vacancy locations.

In Fig. 9, we highlight the environmental parameters that impact the most the vacancy concentration. More precisely, we aim at comparing the temperature and partial pressure dependence of $\mu_O$, along with the temperature dependence on $\Delta \tilde{F}^{el}$. We present the case where the vacancy is located on site 2, since Fig. 8 shows that $\Delta \tilde{F}^{el}[V_O(2)]$ has the largest absolute value and would change the concentration the most from the zero temperature value. As the temperature increases from 300 K to 500 K, $\mu_O$ decreases by about 0.170 eV, and the resulting vacancy concentration increases by a factor of 100. For the same temperature range, the change
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mechanical rupture of the device, using the results of vacancy formation energy as a function of vacancy locations (section 3.1). Then, in section 4.2, we clarify the importance of entropies in devices under operating conditions on device conception/design, using the results of section 3.2 and 3.3.

A. Vacancies near the interface

In the first two oxygen layers, the vacancy formation energies drop significantly, compared to the bulk value. Consequently, oxygen vacancies are more likely to form in these two layers. Quantitatively speaking, the formation energies at locations 1 to 3 are 1.06 eV, 0.1 eV and 0.35 eV lower than the bulk value $E^f[V_O(10)]$. At 300 K, the corresponding equilibrium vacancy concentrations are about $6.4 \times 10^{17}$, 48 and $7.6 \times 10^5$ times larger than the bulk value. Our calculations predict a non-uniform distribution of oxygen vacancies close to the interface. Ultra-thin oxides (2.5 ~ 6 nm), having a very narrow bulk like region, will be particularly impacted since 4 oxygen layers (~ 0.5 nm) can constitute a significant part of the total oxide thickness (~ 20% for 2.5 nm oxides). As the oxide thickness decreases in electronic devices, the leakage current will increase due to the tunnel effect. This effect can be amplified by the presence of interfacial oxygen vacancies which lower the tunneling barrier height [17], further increase the tunneling current, and ultimately triggering dielectric breakdown.

The percolation path model for dielectric breakdown qualitatively explained the lower density of defects required to trigger the breakdown in thin oxides, compared to thick oxides. The present study can advance the statistical approach in the percolation path model by accounting for spatially dependent vacancy formation energy instead of using an usual random defect generation scheme. The varying formation energy leads to a non-uniform distribution of the oxygen vacancies near the interface. Such a distribution will affect the prediction of conductive path formation compared to a uniform distribution. This more accurate picture of oxygen vacancy generation close to interfaces can provide more detailed information about dielectric breakdown especially in thin oxides where interfaces become prominent.

Besides their impact on electrical properties, the oxygen vacancies in the first two oxygen layers also affect the system mechanical properties. The lower oxygen vacancy formation energies in the first two oxygen layers have been explained by the breakage of Al-O interfacial bonds. The broken Al-O bonds lead to a decrease of adhesion energy and distort the stress distribution near the interface. Both effects can create mechanical weak points at the interface, which could ultimately lead to rupture.

B. The importance of the entropy

Our results suggest that more attention should be given to the entropy, which is usually neglected in first-principles studies for defect formation energies. The entropy, which is temperature dependent can strongly contribute to the point defect energetics. For a system operating under isothermal condition, a correction to the formation energy using the electronic entropy can give a better estimation of the vacancy concentration and subsequently a better prediction of material properties (e.g., electrical conductivity). At the Al/SiO$_2$ interface, the correction is considerable even at moderate temperatures (< 500K). At 300 K the correction is ~ 0.01 eV, which affects the prediction of the vacancy concentration by 50%. The magnitude of the correction is comparable to the change in $\mu_O$ caused by reducing the oxygen partial pressure by 1 order of magnitude. As the temperature increases beyond 500 K, the correction decreases and becomes negligible (< 0.001 eV).

In our calculations, only the electronic entropy has been accounted for. Besides the electronic entropy, the phonon entropy usually constitutes a very important contribution to the Gibbs free energy of the system. The configurational entropy of defects is also an important factor, although the configurational entropy of oxygen vacancies at different distance from the interface is the same in the present study. However, in other microstructures such as amorphous oxides, the different local environments around the vacancies can significantly change the configurational entropy and ultimately impact the Gibbs free energy of formation. This further stresses the importance of entropic contributions in point defect energetics.

Finally, it will be even more important in device conception and design to account for entropy. Under operating conditions, the devices are not working under isothermal conditions even in the presence of a cooling system. The local heat release during operation can result in hot spots and a non-uniform temperature distribution in the device. From the thermodynamic viewpoint, the prediction of vacancy concentrations under isothermal conditions is only valid when the system keeps in a mutual equilibrium with an external reservoir and has very slow temperature change rate. However, if the cooling speed is much slower than the heat release in a specific region, that region will undergo an adiabatic process rather than an isothermal one. In this case, the maximum entropy principle gives the equilibrium state, and the role of the Gibbs free energy in determining the vacancy concentration is less important. In the present study, the vacancies at the location 3 will become even more thermodynamically favorable under adiabatic conditions due to their higher entropy. Thus, when interface regions in a device cannot be cooled down fast enough, the heat release (due to Joule heating or reaction heat of the vacancy generation) can enhance the
generation of vacancies close to the interface, which could ultimately lead to the dielectric breakdown or mechanical failure of the devices.

V. CONCLUSION

This paper provides a thermodynamic analysis of a defective interface system (neutral oxygen vacancy at Al/SiO$_2$ interface) using ab initio DFT calculations and a thermodynamic framework. We found that the vacancy location impacts the atomistic structure of the interface, and consequently the electronic and thermodynamic properties (i.e., electronic energy and entropy). More specifically, the vacancy creation near the interface can break interfacial Al-O bonds, change the DOS and electronic entropy, and finally lead to an increase in the Gibbs free energy of formation. Another important result is the temperature and partial pressure dependence of the Gibbs free energy of formation. Our study helped linking the existing zero-temperature ab initio study of defective interfaces to non-zero temperature experiments under certain temperature and partial pressure conditions. The vacancy concentration can vary by 1-2 orders of magnitude within the 300-500 K temperature range and 10$^5$-10$^7$ Pa partial pressure range. These joint calculations can also enhance our understanding of phenomena happening at defective interface. Taking into account both the inhomogeneous vacancy concentration and the entropy in more advanced transport models will support the research on the failure of thin layer devices, especially when the heat release is significant.
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