Finite-Size scaling analysis of many-body localization transition in quasi-periodic spin chains
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We analyze the finite-size scaling of the average gap-ratio and the entanglement entropy across the many-body localization (MBL) transition in one dimensional Heisenberg spin-chain with quasi-periodic (QP) potential. By using the recently introduced cost-function approach, we compare different scenarios for the transition using exact diagonalization of systems up to 22 lattice sites. Our findings suggest that the MBL transition in the QP Heisenberg chain belongs to the class of Berezinskii–Kosterlitz–Thouless (BKT) transition, the same as in the case of uniformly disordered systems as advocated in recent studies. Moreover, we observe that the critical disorder strength shows a clear sub-linear drift with the system-size as compared to the linear drift seen in random disordered models, suggesting that the finite-size effects in the MBL transition for the QP systems are less severe than that in the random disordered scenario. Moreover, deep in the ergodic regime, we find an unexpected double-peak structure of distribution of on-site magnetizations that can be traced back to the strong correlations present in the QP potential.

I. INTRODUCTION

Generic isolated quantum many-body systems are expected, according to the eigenstate thermalization hypothesis [1–3], to approach equilibrium described by an appropriate statistical ensemble determined by a few global integrals of motion such as energy or total momentum – see [4, 5]. One exception to this hypothesis is provided by the phenomenon of many-body localization (MBL) [6, 7] which occurs in presence of strong disorder and interactions. In this dynamical phase the approach to equilibrium is inhibited and the system indefinitely preserves detailed information about its initial state due to presence of local integrals of motion [8–11]. In consequence, the transport is slowed down and eventually suppressed [12–15], and the entanglement spreads slowly [16–18].

The combination of strong disorder and interactions makes the phenomenon of MBL tractable only in exact numerical calculations for relatively small lattice systems [19, 20]. This makes understanding of ergodic to MBL transition a formidable undertaking, especially in conjunction with non-perturbative mechanisms of delocalization of MBL phase [21–23]. Despite intensive research [20, 24–36] the status of the MBL phase is not fully understood as shown by the recent debate about the stability of MBL [37–45]. On the other hand, the existence of MBL is essentially certified in sufficiently strongly disordered spin chains as shown in [46, 47].

Two primary hypotheses proposed to describe the MBL transition assume that the correlation length ξ in the system:

(A) diverges at the transition in a power-law fashion

\[ ξ_0 = \frac{1}{|W - W^*|^ν}, \]

where ν is a critical exponent and \( W^* \) is the critical disorder strength

(B) assumes a Berezinskii–Kosterlitz–Thouless (BKT) scaling:

\[ ξ_{BKT} = \exp\left(\frac{b_±}{\sqrt{|W - W^*|}}\right), \]

where \( b_± \) are non-universal parameters on the two sides of the transition.

The hypothesis (A) of power-law divergence of ξ was supported by the early real-space renormalization group approaches [48, 49]. However, the majority of numerical studies typically found the critical exponent ν ∼ 1 [27, 50] violating the Harris bound ν > 2 [51–53]. An exception is provided by the system size scaling of the Schmidt gap [54]. The hypothesis of BKT scaling (B) is supported by real-space renormalization group approaches [55–58] based on the avalanche scenario of delocalization of MBL phase [22, 59] and advocated by the recent numerical studies [60–62].

The phenomenon of MBL may also occur when the random disorder (RD) in the system is replaced by a quasi-periodic (QP) potential [63–71]. MBL in QP systems was studied in a number of experimental settings [72–75] (we note that the RD could, in principle, be introduced in such systems via a speckle potential [76]). QP potential has a period incommensurate with the lattice constant, hence it breaks the translational invariance effectively acting as a disorder. However, the strong long-range correlations present in the QP potential may severely affect the properties of the MBL transition [77, 78], and lead to significantly smaller variations in system proper-
ties from one disorder realization to another one as compared to the RD scenario [77, 79]. Furthermore, due to lack of local fluctuations in the QP potential, a mechanism giving rise to the ergodic seeds that could initialize the avalanches delocalizing the MBL phase remains to be identified [80]. So far, studies of MBL in QP systems concentrated mainly on the scenario (A) for the MBL transition, finding a critical exponent $\nu \sim 1$ [77, 81, 82] apparently satisfying the Harris-Luck criterion ($\nu > 1$) [83]. This value of the critical exponent was not confirmed by the real-space renormalization group calculation of [78] which finds $\nu \sim 2.4$. Moreover, the recent examination of local integrals of motion in the QP systems [84] suggest that $\nu \gtrsim 2$ and that the critical disorder strength for the transition to MBL is much larger than previously expected.

Motivated by these results we decided to perform a quantitative comparison of the scalings (A) and (B) in QP systems. To that end we follow the cost-function approach proposed in [60] which allows also for a direct comparison with the RD case. Contrary to the expectations [80], we find that the BKT scaling leads to better finite-size collapses of the data for QP model than the hypothesis of power-law divergence of correlation length. In either of the cases we find that the drift of the critical disorder strength with system size $L$ is weaker than in systems with RD and slows down with increase of $L$. Moreover, we find an unexpected behavior of spin correlation functions in the ergodic phase of the model that we trace back to strong correlations in the QP potential.

The rest of this work is structured as follows. In Sec. II, we give brief introduction to the QP system considered in this work and to the corresponding physical quantities used for the analysis of the ergodic-MBL transition. We discuss the appearance of an exotic double-peak structure in the distribution of on-site spin expectation values deep in the ergodic phase in Sec. III. Section IV is devoted for the core of our results, where we present the detailed analysis of the finite-size scaling across the MBL transition in the QP system. Finally, we draw our conclusions in Sec. V.

## II. MODEL AND OBSERVABLES

We consider the paradigmatic model for MBL studies, namely the 1D Heisenberg spin-1/2 chain of length $L$ with the following Hamiltonian

$$\hat{H} = \sum_{l=1}^{L-1} \left[ \hat{S}_l^x \hat{S}_{l+1}^x + \hat{S}_l^y \hat{S}_{l+1}^y + \hat{S}_l^z \hat{S}_{l+1}^z \right] + \sum_{l=1}^{L} h_l \hat{S}_l^z, \quad (1)$$

where $\hat{S}_l^{\alpha} \ (\alpha = x, y, z)$ are the spin-1/2 operators and $h_l$ denote the on-site potentials. In this work, we consider the QP Heisenberg chain where the on-site potentials $h_l$ are given as

$$h_l = (W/2) \cos(2\pi kl + \phi). \quad (2)$$

We fix $k$ as the inverse golden ratio $k = (\sqrt{5} - 1)/2$ and $\phi$ is a random phase taken from the uniform distribution between $[0,2\pi]$. The amplitude $W$ of the QP field plays a role of the ‘disorder strength’ in the considered system. Hence, we sometimes refer to the QP potential (2) for a given value of $\phi$ as a ‘disorder realization’, and refer to the average over $\phi$ as the ‘disorder average’. We note that the QP disorder calls for the enforcement of open boundary condition.

To investigate a crossover between the ergodic and the MBL regimes, we consider two widely used observables, namely the half-chain entanglement entropy (EE) $S$ of the eigenstates [27, 85] and the average gap-ratio $\bar{r}$ [24, 86]. For a given disorder realization, the energy-level gap-ratios are defined as

$$r_n = \min\{\Delta_n, \Delta_{n+1}\}, \quad (3)$$

where $\Delta_n = E_n - E_{n+1}$ are the spacings between subsequent eigenenergies. The average gap-ratio $\bar{r}$ is then obtained by first averaging $r_n$ within a given disorder realization and, subsequently, over different disorder realizations. The average gap-ratio is equal to the random matrix theory (RMT) prediction $\bar{r} \approx 0.531$ in the fully delocalized regime of models preserving the generalized time reversal symmetry (the case we consider here), while for fully localized systems it takes the value characteristic for Poisson distribution $\bar{r} \approx 0.386$ [86].

The half-chain EE is defined as the von Neumann entropy of the reduced density matrix $\rho_{L/2}$ as follows

$$S_{L/2} = -\text{Tr}[\rho_{L/2} \ln \rho_{L/2}], \quad (4)$$

where $\rho_{L/2} = \text{Tr}_{1,2,...,L/2}[\hat{\psi}] \langle \hat{\psi} \rangle$ is obtained by tracing out half of the system. To minimize the system-size dependence of the EE, we rescale it by the corresponding RMT value $S_{RMT} = (L/2) \ln(2) + (1/2 + \ln(1/2))/2 - 1/2$ as $S = \tilde{S}_{L/2}/S_{RMT}$ [87–89]. Finally, as in the case for $\bar{r}$, we average the rescaled EE over eigenstates corresponding to a particular disorder realization, and then over different disorder realizations.

| $L$  | No. of eigenstates | No. of realizations |
|------|-------------------|---------------------|
| 10   | 252               | 30000               |
| 12   | 300               | 2000                |
| 14   | 340               | 5000                |
| 16   | 720               | 2000                |
| 18   | 900               | 2000                |
| 20   | 1000              | 1000                |
| 22   | 1000              | 1000                |

In this work, we consider the system (1) of size $L \in [10,22]$, and vary the disorder strength $W$ within the range $[0.4, 6]$. The variations of the average gap-ratio and the half-chain EE with increasing $W$, as the system
undergoes a crossover between the ergodic to the MBL regimes, are shown in Fig. 1 for \( L \in [12, 22] \). At each particular \( W \) and system size \( L \), the observables are calculated by averaging over eigenstates near the rescaled energy

\[
\epsilon = \frac{E - E_{\text{min}}}{E_{\text{max}} - E_{\text{min}}} = 0.5
\]

for a given disorder realization, and subsequently over different realizations demarcated by different random phases \( \phi \). The numbers of eigenvalues and disorder realizations used in this study for each length \( L \) are enumerated in Table I. For system size \( L \leq 14 \) we use standard exact diagonalization (ED) method for dense matrices, while for \( L \geq 16 \) recently developed *polynomially filtered exact diagonalization* (POLFED) method [20] is used. The results of both algorithms were compared between each other for \( L = 16 \) and also verified with the standard “shift-and-invert” diagonalization scheme [19]. No difference up to machine precision has been detected.

### III. NON-GAUSSIAN BEHAVIOR OF \((\tilde{S}^z_l)\) IN THE ERGODIC REGIME

In the QP system considered here, the site dependent potential \( h_l \) is fully correlated and its values on all lattice sites are determined by the value of the phase \( \phi \). In this section we demonstrate that this property of the QP potential affects the system properties profoundly even deep in the ergodic regime.

For the standard Heisenberg model with RD, the probability distribution \( P(s^z) \) for site-resolved spin expectation values \( s^z \) with field strength \( W = 1 \) has a U-shape with peaks at \( s^z \approx \pm 0.5 \) in the MBL phase due to the presence of local integrals of motion that have substantial overlaps with \( \tilde{S}^z_l \) operators [61, 90–93]. According to the eigenstate thermalization hypothesis, \( P(s^z) \) has a Gaussian distribution with a peak at \( s^z = 0 \) and variance that quickly decreases with \( L \) deep in the ergodic regime. In the intermediate regime between ergodic and MBL phases, the distribution of \( s^z \) acquires long tails, with bulk of the distribution concentrated in the peak at \( s^z = 0 \). Both types of behavior were observed for Heisenberg model in e.g., [35, 61, 94, 95].

Fig. 2 shows the probability distribution \( P(s^z) \) of \( s^z \) for system sizes \( L \in [10, 20] \) and disorder strength \( W = 1 \) that lies deep inside the ergodic regime (for \( W = 1 \) the average gap ratio is \( \tau \approx 0.531 \) and \( \delta \approx 1 \), see Fig. 1). Strikingly, for larger system sizes, \( P(s^z) \) is not Gaussian anymore. Rather, \( P(s^z) \) develops characteristic peaks that appear at non-zero \( s^z \) (e.g., \( s^z \approx \pm 0.05 \) for \( L = 20 \)).

On closer inspection, the double-peak structure in \( P(s^z) \) appears deep in the ergodic regime for sufficiently large system size – it is apparent already for \( W = 0.4 \) for \( L = 18 \), as shown in Fig. 3(a). With increase of the QP potential amplitude \( W \), the distance between peaks increases. At the same time, the central minimum gets shallower and, upon further increase of \( W \), the double peak structure slowly vanishes while the system is still in the ergodic regime. For example, for \( L = 18 \), the double-peak disappears at around \( W \approx 2 \) (while the gap ratio is still approximately given by RMT value \( \tau \approx 0.531 \), see Fig. 3(a)). For larger \( W \), the probability distribution \( P(s^z) \) starts to resemble the expected Gaussian curve (e.g., at \( W = 2.1 \) and 2.3). The \( P(s^z) \) distribution starts to admit the U-shape characteristic for the MBL regime only at much larger amplitudes of the QP potential, for instance \( W \approx 3.6 \) for the system-size \( L = 18 \).

Moreover, the probability distribution \( P(|s^z_l - s^z_{l+1}|) \)
for the nearest-neighbor spin-differences $|s^z_l - s^z_{l+1}|$ also shows a peak at non-zero $|s^z_l - s^z_{l+1}|$ deep in the ergodic regime where $P(s^z)$ shows the characteristic double-peaked structure (compare Fig. 3(b)). This shows that the nearest-neighbor spins are more likely to be in opposite orientations even in the ergodic phase of Heisenberg model with QP potential. This behavior is particularly exotic since the ordering of adjacent spins arises for states in the middle of the spectrum of a system with average gap ratio $r$ in agreement with RMT.

The distribution of $P(s^z)$ is qualitatively similar to a distribution of field differences $h_l - h_{l+1} \equiv \varepsilon$ at neighboring sites, which for the QP potential (2) is given by $P(\varepsilon) = (2\pi \sin(\pi k))^{-1}(1 - \varepsilon/2\pi \sin(\pi k)^2)^{-1/2}$. The distribution $P(\varepsilon)$ has characteristic peaks at $\varepsilon = \pm 2\pi \sin(\pi k)$. The value of $\varepsilon$ determines how resonant the local tunneling is, strongly affecting system properties both for non-interacting models [96] as well as for the MBL transition [69]. It seems reasonable to us that the characteristic shape of $P(\varepsilon)$ for the QP potential determines the double peak structure of $P(s^z)$. However, we are not able to pin-point a precise mechanism leading to the characteristic shape of $P(s^z)$ deep in the ergodic regime of the QP system.

The conclusions relevant for the finite-size scaling analysis in the rest of this work are: (i) the behavior of $P(s^z)$ in QP system is much different than in the random case preventing us from analyzing the ergodic-MBL transition with the chain breaking mechanism of [61]; (ii) the characteristic for the QP potential structure of $P(s^z)$ appears only if the system is sufficiently large, hence we consider mostly $L \geq 16$ in our finite size scaling analysis. This choice is also motivated by the fact that the average gap-ratio $r$ does not vary smoothly with $W$ for $L \leq 14$.

**IV. FINITE-SIZE SCALING ANALYSIS**

We now present the results of the finite-size scaling of the average gap-ratio and the half-chain EE in the QP Heisenberg chain. First, we analyze the system by considering a fixed critical point $W^*$ independent of the system size. Then, we consider more general scenarios with different size-dependent functional forms of the critical disorder strength.

The basic principle for finite-size scaling is that near the critical point $W^*$ the correlation length $\xi$ diverges [97] either according to (A) for a standard second-order phase transition or according to (B) for a BKT transition. As a result, the normalized observable, $X$, takes a functional form

$$X = \mathcal{G}(L/\xi),$$

where $\mathcal{G}(\cdot)$ is a continuous function.

For the finite-size scaling analysis, we follow the recently proposed method of minimizing a cost-function introduced by Suntajs et. al. [60]. Unlike other scaling methods it does not assume the observables to take a particular functional form of $L/\xi$ but rather that the observables are simply monotonic functions of $L/\xi$. The cost-function for a quantity $X = \{X_j\}$ that consists of $N$ values at different $W$ and $L$ is defined as

$$C_X = \frac{\sum_{j=1}^{N-1} |X_{j+1} - X_j|}{\max\{X_j\} - \min\{X_j\}} - 1,$$

where $X_j$’s are sorted according to non-decreasing values of $sgn[W - W^*]L/\xi$. For an ideal collapse with $X$ being a monotonic function of $sgn[W - W^*]L/\xi$, we must have $\sum_j |X_{j+1} - X_j| = \max\{X_j\} - \min\{X_j\}$, and thus $C_X = 0$. However, in our case it will suffice that the best collapse corresponds to the global minima of $C_X$ for different correlation lengths and functional forms of $W^*(L)$. In Appendix A, we provide details about the numerical optimization of the cost-function performed in this work.
A. Comparisons of finite-size scaling for system-size independent critical disorder strength

Let us first consider the scenario, when the critical disorder strength $W^*$ is independent of the system-size $L$. We make a comparison between different types of finite-size scaling where the correlation lengths are given by power-law ($\xi_0$) and that of a BKT transition ($\xi_{\text{BKT}}$). For the BKT scaling, we consider both the constrained symmetric condition $b_+ = b_-$ and the free asymmetric condition $b_+ \neq b_-$. For a visualization of the cost-function for the rescaled EE, $S$, we plot $C_S$ in both cases of the power-law correlation and the BKT one with $b_+ = b_-$ in Fig. 4. In this scenario, definite minima of the cost function in the landscapes of the minimizing parameters can be seen. The resulting residual values of the cost-function $C_\nu$ ($C_S$) obtained in the minimization procedure for the considered scenarios of the transition and for the average gap-ratio (half-chain EE) are shown in Table II. The finite-size scaling with power-law correlation length $\xi_0$ provides better data collapse in comparison to that with $\xi_{\text{BKT}}$ as seen by the values of the cost-function.

![FIG. 4. The pattern of the cost-function $C_S$ for the rescaled EE $S$ as a function of the minimizing parameters $W^*$ and $\nu$ for the correlation length $\xi_0$ or (b) $b_+ = b_-$ for the correlation length $\xi_{\text{BKT}}$.](image)

![FIG. 5. The finite-size scaling for fixed critical disorder strength $W^*$ assuming the power-law divergence of the correlation length $\xi_0$ for (a) the average gap-ratio $\bar{r}$ and (b) the half-chain EE $S$. For $\bar{r}$ we find $W^* = 3.97$ and $\nu = 0.54$ and for $S$ we get $W^* = 4.27$ and $\nu = 0.87$.](image)

For second-order phase transitions the finite size scalings are usually best represented by a fixed critical disorder strength, while for BKT scaling even for system sizes of $O(1000)$ we expect a drift of the form $\sim 1/\ln(L)^2$ [88]. The phenomenological renormalization group studies find more exotic finite-size scaling for MBL in RD systems [55–58], and the proper mechanism for MBL transition in QP systems are yet to be put forth. Thus, we assume $W^*$ to take different functional forms with the system-size $L$, and continue our analysis on the finite-size scaling assuming $W^*$ now to be dependent on the system-size $L$ in the following subsection. This is also motivated by similar studies on quenched disordered systems that found a linear drift in critical disorder strength with increasing length [20, 37, 60]. While few previous studies have commented on this behavior being relatively weak for QP systems (thus emphasizing that QP systems are relatively stable) [69, 77, 81], to the best of our knowledge these have not been based on substantial quantitative arguments.

B. Finite-size scaling for system-size dependent critical disorder strength

We now move to the finite-size scaling analysis of the relevant quantities where we assume that the critical disorder strength has drifts with the system-size $L$. Specifically, we consider the following functional forms for the critical point $W^*$ (we refer to the Appendix B for a comparison with alternative system-size dependencies that asymptotically lead to fixed critical points in the thermodynamic limit):

1. a linear drift with respect to $L$, $W^* = W^0 + W^1 L$, as in for uniformly distributed random Heisenberg chain considered in [37, 60],
2. a logarithmic drift $W^* = W^0 + W^1 \ln L$,
3. and the most generic $W^* = W^*(L)$ where $W^*(L)$ are chosen individually for each $L$.
As before, we consider both power-law (A) and (both symmetric and asymmetric) BKT (B) scenarios for the ergodic-MBL transition.

For the finite-size scaling only from the localized side, we find $W^0 = -6.05$, $W^1 = 2.77$ and $b_\pm = 1.79$ while for $S$ we get $W^0 = -8.19$, $W^1 = 3.17$ and $b_\pm = 3.17$.

The corresponding values for the cost-function for the mentioned scenarios are presented in Table III for comparison. Importantly, by comparing the values of the cost-function with those presented in Table II, we find that the finite-size scaling with system-size dependent critical disorder strength produces much better result than that with fixed critical point. We note that the scaling with power-law type correlation length still works better for the linear drift in critical point ($W^* = |W^0 + W^1 \ln L|$) compared to the BKT ones. Interestingly, the performance of scaling with the linear drift is significantly worse than the scalings with the logarithmic drift ($W^* = (W^0 + W^1 \ln L)$ and for generic system-size dependence $W^* = W^*(L)$. This is especially relevant for the BKT scenario of the transition (compare the data in Table III). These observations unravel significant differences between the ergodic-MBL transitions in the Heisenberg model with QP potential and in the model with RD where the scaling with a linear drift having BKT type divergence in correlation length performs the best [60].

In Fig. 6, we show the finite-size scaling with the correlation length $\xi_{BKT}(b_\pm = b_\pm)$ with the logarithmic drift for $\tilde{r}$ and $S$. However, for symmetric BKT scaling ($b_\pm = b_\pm$), we find that the values of $(W^0, W^1)$, as presented in the caption of Fig. 6, are not similar for $\tilde{r}$ and $S$. On the other hand, while the condition $b_- \neq b_+$ only results in marginal improvements in the cost-function (see Table III), the extracted values of $(W^0, W^1)$ are similar for $\tilde{r} \rightarrow (-6.57, 2.92)$ and for $S \rightarrow (-6.28, 2.70)$. The non-universal constants $(b_-, b_+)$ obtained with the logarithmic drift are found to be $(23.72, 1.82)_{\tilde{r}}$ and $(0.14, 2.75)_S$ respectively for $\tilde{r}$ and $S$ (similar values are also obtained for generic $W^* = W^*(L)$). Note here that while the values of $b_+$, for both $\tilde{r}$ and $S$, are quite similar to those of the constant $b_-$ extracted for the symmetric BKT scaling, the values of $b_-$ are markedly different which seems to be unusual. Nevertheless, these observations suggests that the finite-size scaling in two sides of the critical point is very much asymmetrical. Such an asymmetric scaling at the ergodic-MBL transition has also been hinted for the Heisenberg system with RD [61] (see also [99]).

However, the minimization of the cost-function for the BKT scaling with the asymmetric free condition $b_- \neq b_+$ relies on a number of technical subtleties, and the corresponding results must be taken with caution. Specifically, we find that there are multitudes of degeneracies in the values of the minimized cost-function that appear for different sets of the values of the parameters $(W^0, W^1, b_-, b_+)$. The numbers quoted for the BKT scaling with the free condition $(b_- \neq b_+)$ in the preceding paragraph are just one example of $(W^0, W^1, b_-, b_+)$ that minimize $C_X[\xi_{BKT}(b_- \neq b_+)]$. However, we also notice that $(W^0, W^1, b_+)$ remains similar in values between different minimizing sets, but $b_-$ fluctuates a lot in values between these sets. For these reasons, we now continue the finite-size scaling having BKT correlation length $\xi_{BKT}$ with the data taken only from the localized side, i.e., only with the constant $b_+$. Such analysis is also motivated by the results of [61] that shows the BKT type finite-size scaling performs best when looking from the localized side in random disordered Heisenberg chain, while a volumic scaling is revealed in the ergodic side where the scaling variable is a ratio between the corresponding Hilbert space dimension and a disorder-dependent non-ergodicity volume that diverges exponentially at the critical point.
the scaling with the linear drift. Figure 7 shows the data collapse for the finite-size scaling with the logarithmic drift for both \( \bar{r} \) and \( \mathcal{S} \). Corresponding minimizing parameters \((W_0^0, W_1^1, b_i)\) are given in the figure caption. In Fig. 8 we show the different \( W^* \) values obtained by minimizing the cost-function for generic \( W^* = W^*(L) \) for finite-size scaling on the localized side with BKT correlation length. Moreover, we find that these values fit perfectly with a logarithmic functional form, again indicating a logarithmic drift in the given system-sizes. The fit parameters obtained are also very similar to the ones obtained by minimizing with the logarithmic drift, especially for \( \bar{r} \) where both are effectively identical. To understand better the drift of the critical point with the system size, we perform the same analysis with the inclusion of the data for \( L = 12 \) and \( 14 \) for the half-chain EE \( \mathcal{S} \) (see Fig. 8(b)). In this case also, we find that the scaling is best described by the critical point having a logarithmic drift or the generic \( W^* = W^*(L) \) (see Table IV). In fact, both scenarios perfectly fit to the functional form \( W^0 + W^1 \ln L \) as shown by the bold lines in Fig. 8. For \( \bar{r} \) we find \( W^0 = -5.58 \) and \( W^1 = 2.66 \), while for \( \mathcal{S} \) we get \( W^0 = -6.86 \) and \( W^1 = 2.84 \) from the fit. In (b), we also perform the same analysis including the data for \( L = 12 \) and \( 14 \), and the extracted values of \( W^*(L) \) are presented by the yellow crosses. In this also, \( W^*(L) \) fits to logarithmic functional form with \( W^0 = -6.78 \) and \( W^1 = 2.8 \) which are very close in values to the previous case.

To further illustrate the system size behavior of the critical point we compare, in Fig. 9, the critical disorder strengths for the BKT type scaling of \( \bar{r} \) in the localized regime considering different functional forms of the critical point. Interestingly, we get that for the logarithmic drift and for the generic \( W^* = W^*(L) \) the critical points are located at values for which the average gap-ratio \( \bar{r} \) just starts to deviate from the RMT value (~0.531).

C. Summary of the finite-size scaling analysis

Our analysis shows that when the critical disorder strength is considered to be system-size independent, the power-law scaling provides better results compared to the BKT scaling. However, the critical exponents that we obtain from the scaling of the average gap-ratio \( \bar{r} \) and half-chain entanglement entropy \( \mathcal{S} \) are found to be
\( \nu_r \sim 0.5 \) and \( \nu_S \sim 1 \) respectively. While the latter is roughly consistent with the Harris-Luck criterion for the QP systems [83], the former clearly breaks the criterion. This suggests that the transition in this QP system is not stable within the system-sizes considered here, in contradiction with the predictions of [77, 81].

On the other hand, by assuming that the critical point drifts with increasing system-size, we find that the finite-size scaling performs best for the BKT scenario with a logarithmic drift (within available system sizes) of the critical disorder strength. The system-size dependent critical disorder strengths that we extract from the scaling of \( r \) and \( S \) are respectively \( W^*_r = -5.58 + 2.66 \ln L \) and \( W^*_S = -6.86 + 2.84 \ln L \) (see Fig. 8 and the corresponding discussions in the text), that results into \( W^*_r \simeq 2.64 \) and \( W^*_S \simeq 1.97 \) for a system of size \( L = 22 \), both being very close to the ergodic regime. On the other hand, since our study is performed for a very narrow window in the system-sizes (specifically, \( L \in [16, 22] \)), we cannot be sure that the drift is indeed logarithmic. By analyzing the data of the entanglement entropy in the range \( L \in [12, 22] \), we see that the logarithmic drift still persists in this wider range. This shows clearly that the critical disorder strength is certainly sub-linear with respect to the system-size in contrast to the situation for the Heisenberg chain with RD. Interestingly, a previous study done on the same model has predicted \( W^* \simeq 4.8 \pm 0.5 \) using time-evolution of large systems \( (L = 50) \) [69] that closely matches our prediction \( (W^*_r \simeq 4.83 \) and \( W^*_S \simeq 4.25 \) for \( L = 50 \)) when the logarithmic drift of \( W^* \) is extrapolated to \( L = 50 \). This is also consistent with the value of critical disorder strength reported recently in [84].

V. CONCLUDING REMARKS

In this work, we have performed a detailed analysis of the ergodic-MBL transition in finite-size quasi-periodic Heisenberg model. In the ergodic regime, instead of the expected Gaussian probability distribution of on-site magnetization \( P(s) \), we found an exotic double-peak structure of \( P(s) \). This highlight the importance of correlations in the QP potential showing differences between QP and RD models even in the ergodic regime.

A detailed analysis of the power-law (A) and the BKT (B) scenarios suggests that the latter is better suited to describe the system size scaling at the transition to MBL phase. The similar approach points towards the BKT scaling at the transition in RD systems [60]. Taken literally, this suggests that MBL transitions belong to the same BKT universality class, in contradiction with [77]. However, this result must be interpreted with caution due to the narrow interval of system sizes available both for QP and RD systems.

Our analysis of system size drifts of the critical disorder strength \( W^* \) in the QP model shows that \( W^* \) increases sub-linearly with \( L \) and that the finite size effects are less severe than in the RD case. The increased stability of MBL regime of QP systems in comparison to RD case is further supported by results for time-evolution [100]. This suggests that QP systems may be better suited to understand the asymptotic behavior of the MBL phase [44].
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Appendix A: Minimization of the cost-function

For minimizing the cost-function, we employ a combination of the differential evolution method and the Nelder-Mead simplex algorithm implemented in SciPy [101] respectively for global and local optimizations. For each minimization procedure, we run a series of independent differential evolution algorithms each having different random seed followed by a Nelder-Mead simplex method. We employ \( \sim 100 \) such independent realizations to find the optimal solution. At each differential evolution method we allow up to \( 10^5 \) iterations with a relative tolerance of convergence \( 10^{-4} \) and with a population size of \( 10^3 \).

However, one crucial point in our analysis is about the stability of results obtained in the minimization of the cost-function keeping in mind that the data \( X_i \) used (either \( r(L, W) \) or the rescaled entropies) are obtained with some statistical error due to disorder averaging. To test that we consider the rescaled EE example and assume that \( S \) values for each \( L \) and \( W \) are Gaussian distributed with centers at the obtained mean values and the standard deviations given by errors of these means. Probing the data over 1000 such Gaussian distributed realizations and performing the cost-function analysis, we obtain for the symmetric BKT case, i.e., the one depicted in Fig. 6(b), the value \( C_S[\xi_{BKT}(b_+ = b_-)] = 0.040 \pm 0.004 \) which matches 0.039 value in Table III. Similarly, taking localized regime only, i.e., corresponding to Fig. 7(b), we obtain \( C_S[\xi_{BKT}] = 0.034 \pm 0.003 \) as compared to the corresponding value in Table IV of 0.033. Moreover, in these case, the minimizing parameters remains virtually unchanged up to two decimal places. These agreements in values as well as such small errors in the cost-function that occur in the third decimal place confirms that the
TABLE V. Cost function $C_X$ comparison for finite-size scaling with asymptotic functional forms of critical disorder strength.

| $C_r$: $W_0$ | $\xi_0$ | $\xi_{BKT}$ |
|-------------|---------|-------------|
| $C_r$: $W_0 + W_1/L$ | 0.633 | 0.788 |
| $C_r$: $W_0 + W_1/(\ln(L))$ | 0.554 | 0.737 |
| $C_S$: $W_0$ | 0.326 | 0.419 |
| $C_S$: $W_0 + W_1/L$ | 0.307 | 0.402 |
| $C_S$: $W_0 + W_1/(\ln(L))$ | 0.286 | 0.419 |

The cost-function analysis is very stable with respect to the statistical errors that come with disorder averaging.

**Appendix B: Asymptotic functional forms for critical disorder strength**

On making a cost-function analysis with functional forms that asymptotically leads to a finite value, we find the cost-function improvements over the fixed critical point to be marginal in comparison with linear or logarithmic drift. This is shown in TABLE V.
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