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As a critical computing resource in multiuser systems such as supercomputers, data centers, and cloud services, a GPU contains multiple compute units (CUs). GPU Multitasking is an intuitive solution to underutilization in GPGPU computing. Recently proposed solutions of multitasking GPUs can be classified into two categories: (1) spatially partitioned sharing (SPS), which coexecutes different kernels on disjointed sets of compute units (CU), and (2) simultaneous multikernel (SMK), which runs multiple kernels simultaneously within a CU. Compared to SPS, SMK can improve resource utilization even further due to the interleaving of instructions from kernels with low dynamic resource contentions.

However, it is hard to implement SMK on current GPU architecture, because (1) techniques for applying SMK on top of GPU hardware scheduling policy are scarce and (2) finding an efficient SMK scheme is difficult due to the complex interferences of concurrently executed kernels. In this article, we propose a lightweight and effective performance model to evaluate the complex interferences of SMK. Based on the probability of independent events, our performance model is built from a totally new angle and contains limited parameters. Then, we propose a metric, symbiotic factor, which can evaluate an SMK scheme so that kernels with complementary resource utilization can corun within a CU. Also, we analyze the advantages and disadvantages of kernel slicing and kernel stretching techniques and integrate them to apply SMK on GPUs instead of simulators. We validate our model on 18 benchmarks. Compared to the optimized hardware-based concurrent kernel execution whose kernel launching order brings fast execution time, the results of corunning kernel pairs show 11%, 18%, and 12% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average. Compared to the Warped-Slicer, the results show 29%, 18%, and 51% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average.
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1 INTRODUCTION

Graphic compute units (GPUs) are widely adopted in computers due to their remarkable computing capabilities and energy efficiency. Applications accelerated with GPUs cover various domains, such as data-intensive scientific applications [3], file systems [24], network systems [27], database
applications [30], and cloud applications [26]. Furthermore, with increasing computing power and new architecture features, new-generation GPUs can support larger and more complex computing tasks. Observation [21, 29] has shown the on-chip resource underutilization of single-kernel execution. Therefore, while GPUs become more general, the underutilization of GPUs is becoming a more critical issue in modern systems. Efficiently sharing GPUs for general-purpose computing on GPU (GPGPU) applications is of great importance. Programmers write a GPGPU program using CUDA [19] or OpenCL [8] programming models and offload computing to GPU as kernels.

Corunning kernels have drawn extensive attention both in industry and academia [1, 6, 10, 13, 14, 16, 17, 20–22, 28, 29, 31, 33]. The resources used by a kernel include both static resources (threads, registers, and shared memory) and dynamic resources (computing cores, memory load/store units, bandwidth, and memory interconnection). Modern GPU architectures, like NVIDIA Kepler [20] and AMD GCN [16], support concurrent kernel execution to solve such a multiresource allocation problem. However, their LEFTOVER scheduling policy of GPU hardware schedulers [1, 21] decreases the concurrency, because the first launched kernel may use up one of the static resources of a GPU and make other kernels unable to be dispatched. Solutions proposed in recent research to improve the concurrency of GPU kernels can be classified into two categories: (1) spatially partitioned sharing (SPS), which coexecutes different kernels on disjointed sets of compute units (CUs) [1, 10, 13, 17], and (2) simultaneous multikernel (SMK), which runs multiple kernels simultaneously within a CU [14, 21, 22, 29, 31, 33]. In general, SMK can improve the resource utilization even more than SPS, because SMK can launch more threads on a CU by corunning kernels with both complementary static resource requirements and interleaving instructions from kernels with low dynamic resource contentions, while SPS only allows different kernels to corun on disjointed sets of CUs [22].

However, there is a lack of software solutions for applying SMK to GPUs. To implement SMK on GPUs, we need to answer two questions: (1) how to schedule a specified number of workgroups for each kernel to a CU and (2) how to get the most efficient intra-CU sharing. A GPU consists of several CUs or streaming multiprocessors (SMs). Threads of a kernel are organized in a hierarchy: 32 (in NVIDIA GPUs) or 64 (in AMD GPUs) threads are grouped into a warp or a wavefront, and several warps or wavefronts compose a workgroup (in OpenCL). In general, a GPU executes a kernel with a two-level scheduling policy. The first level is allocating workgroups to a specific CU when there are enough free static resources for these workgroups. To support fast context switching between wavefronts or warps, the static resources of a workgroup cannot be preempted by other workgroups until the workgroup finishes its execution. A workgroup can be dispatched to a CU only if its required static resources are available. If one kernel cannot use up all static resources of a CU, other kernels have the opportunity to dispatch workgroups to the CU. That is to say, in order to schedule different kernels to a CU, we can reduce the number of workgroups of a kernel. If a kernel with a few workgroups has been dispatched to a GPU, the remaining static resources of the GPU can satisfy new workgroups from another kernel.

An SMK scheme shows how corunning kernels are mixed within a CU, i.e., the corresponding number of active wavefronts for each kernel in a CU. The second question is to find the best SMK scheme. However, no performance model for SMK is proposed to ensure that a GPU is shared efficiently. Recently proposed performance models on GPUs always focus on the single-kernel executions on GPUs. The slowdown estimation model for SPS proposed by Hu et. al. [10] shows the interference of the memory system for corunning kernels on a GPU. Their performance model cannot be directly applied to SMK. Also, their work is done on simulators, so that it is difficult to collect some parameters of their model on GPUs, e.g., the average number of banks of a memory request and the number of the extra last-level cache hit ratio of a memory request. The interferences of concurrent kernels within a CU are complicated to evaluate. The Wrap-Slicer [31] uses...
performance vs. increasing CTA occupancy curves of each individual kernel to determine the best SMK scheme, while it fails to address the interferences between corunning kernels. Maestro [22] points out that the trace of instruction per cycle (IPC) is substantially different for corunning kernels from the case of running alone. A computing instruction will be postponed because the computing resource is being used by another kernel. The competition for dynamic resources among concurrent kernels within a CU has a great influence on performance. Work [14] shows that the bandwidth contentions of corunning kernels, including DRAM bandwidth and L2-to-L1 Network-on-Chip (NoC) bandwidth, play an important role in GPU multitasking. However, Maestro [22] and other work [14] both utilize architecture techniques to support dynamic resource management, which are impossible or generate great overheads by software solutions.

In this article, we propose a software solution for SMK on GPUs. With a probability model based on the multiplication rule of independent events, our performance model for SMK offers a new angle to understanding the interferences of an SMK scheme. The input of our model is the utilization of functional units and the bandwidth utilization. These parameters reflect how a kernel uses these dynamic resources and the memory system. We then propose a metric, symbiotic factor, to evaluate an SMK scheme. Also, to reduce the number of workgroups of a kernel, we apply two techniques: kernel slicing [33] and kernel stretching [21]. In this work, we analyze the advantages and disadvantages of these two techniques and integrate them to apply SMK on GPUs. We validate our model on 18 benchmarks from PolyBench [7] and Rodinia [5]. Compared to the optimized hardware-based concurrent kernel execution, whose kernel launching order brings fast execution time, the results of corunning kernel pairs show 11%, 18%, and 12% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average. Compared to the Warped-Slicer [31], the results show 29%, 18%, and 51% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average. Our contributions are:

- A lightweight performance model for SMK. Building on a probability model of independent events, our model estimates the effects of the resource contentions and only uses a few parameters that can be collected by profiling tools on GPUs.
- We propose a metric, symbiotic factor (SF), to evaluate the performance of an SMK scheme. This metric can guide the scheduler to choose the best SMK scheme and exploit effective resource sharing. We also show how to extend the SF to $SF_{HS}$ and $SF_{WS}$ according to the harmonic speedup and weighted speedup.
- We investigate the overhead of kernel slicing and kernel stretching. We observe that only using one of these two techniques will entail huge overhead for SMK schemes. Then, we propose a solution to implement SMK schemes on GPUs by adopting a hybrid technique.

The remainder of the article is organized as follows. Section 2 introduces the background of the concurrent kernel execution and our motivation and challenges. In Section 3, we present the details of our performance model. Section 4 elaborates our implementation of SMK schemes on GPUs. Section 5 reports the results of the experiments. Section 6 reviews related work. Section 7 concludes the article.

2 BACKGROUND AND MOTIVATION

2.1 Concurrent Execution of Multiple GPGPU Kernels

In general, a GPU executes a kernel with a two-level scheduling policy. The first level is allocating workgroups to a specific CU when there are enough free static resources for these workgroups. To support fast context switching between wavefronts or warps, the static resources of a workgroup cannot be preempted by other workgroups. A workgroup can be dispatched to a CU only if its
required static resources are available. A workgroup is active when it has been dispatched to a CU and does not complete its execution. The second level is dispatching wavefronts within a CU to execute. Threads within the same wavefront must execute the same instruction on different data (SIMD) at a time. A CU always contains multiple SIMD units, and these units can execute different instructions from different wavefronts. A fast context switching is a fundamental execution feature of GPUs to hide memory latency. For example, when a wavefront is stalled by memory load/store operations, other wavefronts on that CU can do computing.

Modern GPUs provide basic multitasking mechanisms to run multiple kernels concurrently. For Nvidia GPUs, the GigaThread Engine, a global work distribution engine at the chip level, schedules workgroups to various CUs with a round-robin and LEFTOVER policy [21]. For AMD GPUs, according to the official documents [16], we assume that the scheduler engines, eight independent ACEs (Asynchronous Compute Engines), can dispatch independent kernels with the same priority in an equivalent way, which means workgroups from independent kernels are dispatched simultaneously.

Due to the inefficient resource sharing of the hardware-based scheduling policy, recent works [1, 10, 13, 17] propose spatially partitioned sharing (SPS) to solve the problem. It coexecutes different kernels on disjointed sets of CUs. However, SPS fails to coexecute heterogeneous workloads within a CU, so that we cannot benefit from kernels with low static and dynamic resource contentions. Prior works [21, 22, 29, 33] give us another opportunity to share a GPU with SMK and point out that SMK can improve the resource utilization more than SPS. However, none of them has proposed a performance model to evaluate the interferences for concurrent kernels on a CU level.

2.2 The Underutilization of GPU Resources

The issue of GPU underutilization is well known. Figure 1 shows the utilization of four static resources for running the single kernel on two generations of AMD GPUs. The utilization of static resources changes slightly on three generations of AMD GPUs, so we just show two GPUs here. Table 1 shows the basic information of our benchmarks. We describe the details of these benchmarks in Section 5. None of the benchmarks can fully utilize all three different dynamic resources. Each CU contains a fixed amount of static resources, such as threads, registers, and local memory. It is evident that while one of the static resources gets saturated, the others are underutilized. The utilization of threads is nearly 100% for most benchmarks, except HYB, LMD, LEG, and NNE, while the utilization of the other resources is low. HYB is limited by local memory, while LMD and LEG are limited by VGPRs. For NNE, because of its small workgroup size, though all four resources are underutilized, its active workgroup number is limited by the maximum workgroup number supported within a CU. Since the static resources within a CU are not changed much for three generations (see Table 7), the utilization of static resources is almost the same. Also, the static
| Abbr. | Benchmark | Kernel | \( N_W \) | \( WG_{size} \) | \( WG_{active} \) |
|-------|-----------|---------|-----------|-------------|--------------|
| FD1   | FDTD [7]  | fdtd_kernel1 | 16384=(64,256) | (32,8) | RX 480: 10 | Vega: 10 |
| FD3   | FDTD [7]  | fdtd_kernel3 | 16384=(64,256) | (32,8) | RX 480: 10 | Vega: 10 |
| SYR   | SYR2K [7] | syr2k_kernel | 16384=(64,256) | (32,8) | RX 480: 10 | Vega: 10 |
| CDI   | cfd [5]   | initialize_variables | 1212=(1212,1) | (256) | RX 480: 10 | Vega: 10 |
| CDT   | cfd [5]   | time_step | 1212=(1212,1) | (256) | RX 480: 10 | Vega: 10 |
| GAU   | gaussian [5] | Fan2 | 495616=(704,704) | (16,16) | RX 480: 10 | Vega: 10 |
| HOT   | hotspot [5] | hotspot | 1849=(43,43) | (16,16) | RX 480: 10 | Vega: 10 |
| HYB   | hybridsort [5] | bucketsort | 24415=(24415) | (32,1,1) | RX 480: 16 | Vega: 16 |
| KMS   | kmeans [5] | kmeans_swap | 1930=(1930) | (256) | RX 480: 10 | Vega: 10 |
| KMC   | kmeans [5] | kmeans_kernel_c | 1930=(1930) | (256) | RX 480: 10 | Vega: 10 |
| LMD   | lavaMD [5] | kernel_gpu_opencl | 1000=(1000) | (128) | RX 480: 8 | Vega: 8 |
| LEG   | leukocyte [5] | GICOV_kernel | 408=(408) | (256) | RX 480: 8 | Vega: 4 |
| LED   | leukocyte [5] | dilate_kernel | 548=(548) | (256) | RX 480: 10 | Vega: 10 |
| NNE   | nn [5] | NearestNeighbor | 16384=(16384) | (64) | RX 480: 16 | Vega: 16 |
| PFK   | partialfilter [5] | particle_single.cl/likelihood_kernel | 1563=(1563) | (256) | RX 480: 10 | Vega: 10 |
| PFF   | partialfilter [5] | particle_single.cl/find_index_kernel | 1563=(1563) | (256) | RX 480: 10 | Vega: 10 |
| PAT   | pathfinder [5] | dynproc_kernel | 256000=(256000) | (256) | RX 480: 10 | Vega: 10 |
| SRS   | srad [5] | srad_kernel | 899=(899) | (256) | RX 480: 10 | Vega: 10 |

\( N_W \): the number of workgroups. \( WG_{size} \): the size of workgroup. \( WG_{active} \): the maximum number of workgroups of a CU that can be active.

resources required by kernels are heterogeneous. Papers and articles [1, 10, 13, 17] propose SPS to improve the static resource utilization and ensure fairness among concurrently executed kernels. The main disadvantage of SPS is that it only allows different kernels to execute concurrently on disjointed sets of CUs, so that although it can lessen the underutilization of static resources on the whole GPU, for each set of CUs, such underutilization persists.

The underutilization of GPUs is reflected not only in static resources but also in dynamic resources such as SALUs (scalar units), VALUs (vector units), and memory units (Figure 2). The y-axis of Figure 2 shows the percentage of the corresponding dynamic resource that is busy during the execution time of a kernel on AMD GPUs. The MEMS bar is the ratio of the stall time to the busy time on memory units. The higher value on the MEMS bar means that the interconnection of the GPU memory system is busy so that many memory operations are stalled. All data are collected by CodeXL [2]. Because the active workgroup number is limited by the maximum workgroup number supported within a CU, NNE shows underutilization of all dynamic resources. For some benchmarks (HOT, LED, PFF, and PAT), the utilization of SALUs exceeds 100%. Because the SALUs are shared by all SIMD units on a CU, the profiling tool counts some reused calculations twice or more. Even as one of the dynamic resources gets saturated, the others remain highly underutilized. The SALUs and VALUs are used less than 2% of the time for benchmark SYR, while the memory units are busy nearly all the time. The SALUs are used less than 11% of the time for benchmark LMD, whereas the VALUs are used more than 82% of the time. In addition, we can see that the differences in dynamic resource utilization among three GPUs are larger than those of static resource utilization. For example, the utilization of memory units for benchmark LMD is lower than 7% on
Fig. 2. Utilization of dynamic resources on three generations of AMD GPUs. SALU: scalar unit; VALU: vector unit; MEM: memory unit; MEMS: ratio of the stall time to the busy time on the memory unit; Bandwidth: utilization of memory bandwidth (compared to the theoretical bandwidth).

R9 290x and RX 480, while it is over 95% on Vega. Therefore, one fails to explore the differences between GPU architectures if only optimizing the sharing of static resources.

Recently, researchers have proposed SMK to improve the utilization through the modification of GPU architectures [22]. Because of the heterogeneity of the runtime behaviors of kernels, corunning kernels with low resource contentions can launch more threads on a CU and interleave instructions with different types. Additionally, the performance of SMK schemes is various, especially when the number of corunning kernels is large. In Section 5.2.2, our result shows that the average number of SMK schemes is about 36 for each kernel pair. Even after removing the SMK schemes whose static resources are underutilized, the number is over 6.5. In that experiment, the maximum variation of performance of each pair with different SMK schemes is 74%, 193%, and 92% on AMD R9 290x, RX 480, and Vega respectively (see Figure 12). The average is over 14% on three GPUs. The average variation in terms of harmonic speedup or weighted speedup reaches about 30% on all three GPUs. Therefore, it is necessary and significant to evaluate the interferences of SMK and guide the scheduler, to improve resource utilization. However, because of the extreme complexity of kernel runtime behaviors, there is a lack of performance models to extrapolate interferences of corunning kernels within a CU, and no software SMK solution is proposed.

2.3 Challenges

Our goal is to propose a software solution of SMK to explore the maximum efficiency of GPU sharing. This involves tackling at least three challenges.

- Efficiently scheduling a specified number of workgroups to a CU on top of the hardware scheduler is not easy. We should minimize the overhead of kernel slicing and kernel stretching techniques we adopted in order to get the benefit from an SMK scheme.
- Interferences of SMK are too complicated to quantify, and their impact on performance is hard to evaluate accurately for GPUs. Interference of a dynamic resource may delay the instruction execution using other dynamic resources because of the instruction dependency, while the delay can also be hidden because of the fast context-switching feature of the GPU.
Table 2. The Notions of a Kernel and SMK Schemes

| Symbol             | Definition                                                                 |
|--------------------|---------------------------------------------------------------------------|
| $N_{wg}(k)$        | The number of workgroups of kernel $K$                                     |
| $N_{wf\_per\_wg}(k)$ | The number of wavefronts in a workgroup for kernel $k$                     |
| $N_{simd}$         | The number of SIMD units in a GPU                                         |
| $(k,s)$            | A kernel whose number of wavefronts is $s \times N_{simd}$, i.e., the number of dispatched wavefronts to a SIMD unit is $s$ |
| $S$                | The SALU function unit                                                    |
| $V$                | The VALU function unit                                                    |
| $M$                | The memory function unit                                                 |
| $M_{std}$          | The memory function unit is active but stalled                            |

- Our performance model of SMK should be lightweight, which can help schedulers co-schedule kernels with complementary resource utilization to a CU. We need to reveal the relationships among tens of available performance counters and select a few of them.

3 PERFORMANCE MODELING FOR SMK SCHEME

From the previous section, we know that a CU contains multiple SIMD units (four for AMD GPUs) and that each wavefront can only run on a specified SIMD unit once dispatched. Therefore, our SMK scheme is represented as a mixture of wavefronts of kernels on a SIMD unit. To clarify our model, we define some symbols for a kernel and an SMK scheme in Table 2.

**Kernel**: A kernel $k$ contains $N_{wg}$ workgroups, and the number of wavefronts of a workgroup of kernel $k$ is $N_{wf\_per\_wg}(k)$.

$(k,s)$: Let $N_{simd}$ be the number of SIMD units in a GPU. Then, kernel $k$ contains $s \times N_{simd}$ wavefronts. The GPU scheduler dispatches $s$ wavefronts to a SIMD unit for kernel $k$.

**An SMK Scheme**: Given a set of $n$ kernels $\{k_1, k_2, \ldots, k_n\}$, an SMK scheme $SS = \{(k_i, s_i) | i \in [1, n]\}$ represents the number of active wavefronts on each SIMD unit and is $s_i$ for kernel $k_i$.

In this section, we first introduce how we evaluate conflicts for concurrently running kernels. Then, we get the delay time caused by these conflicts for each dynamic resource and investigate how these delay times affects the overall execution time. We find the boundary of the execution time by considering the latency hiding feature of the GPU architecture and then let the mean value to be the execution time. Finally, we propose a metric, *symbiotic factor*, to evaluate an SMK scheme.

3.1 Conflicts Evaluated Based on the Probability of Independent Events

We use two concurrently executed kernels as an example to illustrate our idea, and it can apply to multikernels easily. For two concurrent kernels, we first assume that these two kernels are ideally overlapped and then model the slowdown caused by conflicts of each dynamic resource. Within a CU, if two wavefronts from different independent kernels require the same dynamic resource, a conflict happens. If they use different dynamic resources, their execution is in parallel. Our performance model is based on the probability of independent events. Assume that for a period $T_{overlap}$, $k_1$ and $k_2$ co-run in a CU and they overlap with each other ideally (no conflicts happen). The key idea of our performance model is that we first calculate the slowdown caused by contentions of each dynamic resource and then discuss how they affect the execution time based on the latency hiding characteristic of GPU architectures. Wavefronts from different co-running kernels are independent. Taking wavefronts from the same kernel as a whole, we assume that a kernel $k$ occupying a dynamic resource $R$ is an independent event and denote $p(k,R)$ to be the probability of this event.
Table 3. Conflicts on Memory System with Two Concurrent Kernels

|   | Occupying | Stalled | Idle |
|---|-----------|---------|------|
| $k_1$ | Occupying | Bandwidth sharing | Conflicts | No conflicts |
| $k_2$ | Stalled | Conflicts | Conflicts | No conflicts |
| Idle | No conflicts | No conflicts | No conflicts |

Then, the probability that a conflict happens on the dynamic resource $R$ between these two kernels is calculated by Equation (1), denoted as $p(R)$. How to get the slowdown caused by conflicts of each dynamic resource and how these slowdowns affect the parallel execution time are introduced in the next subsection.

$$p(R) = p(k_1, R) \cdot p(k_2, R), \quad R \in \{S, V, M\}. \quad (1)$$

### 3.2 Slowdown Caused by Conflicts

When conflicts happen, the GPU will delay the execution of the blocked instruction. Since the execution time of the blocked instruction changes little, we can simply add the busy time of each functional unit as the busy time of the functional unit for corunning kernels (see Equation (2)).

$$T(R) = T(k_1, R) + T(k_2, R), \quad R \in \{S, V, M\}. \quad (2)$$

Here, $T(k, R)$ is the time that kernel $k$ uses the dynamic resource $R$ and $T(R)$ is the time that the dynamic resource $R$ is busy.

For computing units SALU and VALU, when conflicts happen, a newly issued instruction has to wait for the previous one to finish execution. Then, the slowdown $T_{\text{slowdown}}$ of computing units during the overlap period $T_{\text{overlap}}$ is calculated by Equation (3).

$$T_{\text{slowdown}}(R) = p(R) \cdot T_{\text{overlap}}, \quad R \in \{S, V\}. \quad (3)$$

The states of memory units can be idle, occupying (active but not stalled), and stalled. Table 3 illustrates what happens on the memory system when two kernels execute simultaneously. We first consider when a kernel is in the stalled state, and $p(k, M_{\text{std}})$ is the probability that a kernel is stalled. In this case, the interconnection of a GPU memory system is busy in fetching or storing data, and the memory pipeline may be stalled by cache-miss-related resource saturation [6, 23]. This will impose the memory operations of all other delayed corunning kernels. The probability of such conflicts $p(M_{\text{std}})$ is calculated by Equation (4).

$$p(M_{\text{std}}) = p(k_1, M_{\text{std}}) \cdot p(k_2, M) + p(k_2, M_{\text{std}}) \cdot p(k_1, M) - p(k_1, M_{\text{std}}) \cdot p(k_2, M_{\text{std}}). \quad (4)$$

If the states of memory units for both kernels are occupying, two memory operations may share the memory bandwidth, and no conflict happens. The experiments of Lin et al. [15] show that as the fetch and write size increases, the utilization of bandwidth saturates around 60% of the peak bandwidth. We estimate the bandwidth efficiency by following the experiments in Mei et al. [18], and the results are shown in Figure 3. We denote the practical peak bandwidth as $B_{\text{peak}}$. Therefore, if the sum of the bandwidth of these two kernels is higher than $B_{\text{peak}}$, the bandwidth used by corunning kernels does not exceed $B_{\text{peak}}$, and the slowdown is calculated by Equation (5).

$$T_{\text{slowdown}}(B) = \frac{(B(k_1) + B(k_2) - B_{\text{peak}}) \cdot T_{\text{overlap}}}{B_{\text{peak}}}, \quad (5)$$

where $B(k)$ is the bandwidth of kernel $k$, and $B_{\text{peak}}$ is the practical peak bandwidth of the GPU. In conclusion, the slowdown of memory units during the overlap period $T_{\text{overlap}}$ is calculated
by Equation (6). When the total bandwidth does not exceed $B_{\text{peak}}$, the slowdown caused on the memory system is $p(M_{\text{std}}) \cdot T_{\text{overlap}}$; otherwise, it is the maximum slowdown between $p(M_{\text{std}}) \cdot T_{\text{overlap}}$ and $T_{\text{slowdown}}(B)$.

$$T_{\text{slowdown}}(M) = \begin{cases} p(M_{\text{std}}) \cdot T_{\text{overlap}} & \text{if } B(k_{1}) + B(k_{2}) \leq B_{\text{peak}}, \\ \max(T_{\text{slowdown}}(B), p(M_{\text{std}}) \cdot T_{\text{overlap}}) & \text{others}. \end{cases}$$ (6)

How these slowdowns affect the execution time of concurrent kernels is complicated. First, a stall can delay the execution of other instructions on other dynamic resources because of the data dependency between them. A memory operation may be dependent on a scalar instruction to calculate the basic address. Second, a stall can be hidden because of the fast context switching of a GPU. For example, for a memory-intensive kernel, stalls on computing resources can be totally hidden by memory operations. Therefore, by assuming that all conflicts cannot be hidden and cause slowdowns of the execution time, we get the upper boundary of execution time during the overlap period $T_{\text{overlap}}$, which is the sum of slowdowns of SALU, VALU, and the memory system (Equation (7)).

$$T_{\text{co}} \leq T_{\text{comax}} = \sum_{R \in \{S, V, M\}} T_{\text{slowdown}}(R) + T_{\text{overlap}}.$$ (7)

It is obvious that the execution time cannot be smaller than the busy time of each functional unit. Additionally, a stall on a resource $R$ causes delay of the finished execution time of $R$ for each corunning kernel. Then, we can get the kernel $k_{\text{max}}$ whose delay leads to the maximum delay of the finished execution time on resource $R_{\text{max}}$ by Equation (8). Such a delay can hardly be hidden.

$$(k_{\text{max}}, R_{\text{max}}) = \arg\max\{T(k_{i}, R) + T_{\text{slowdown}}(R), \quad R \in \{S, V, M\}, i \in \{1, 2\}. \}$$ (8)

Therefore, we have the lower boundary by Equation (9).

$$T_{\text{co}} \geq T_{\text{comin}} = \max(T(S), T(V), T(M), T_{\text{overlap}} + T_{\text{slowdown}}(R_{\text{max}})),$$ (9)

where $T(S)$, $T(V)$, and $T(M)$ is the busy time by Equation (2). Here, to simplify the calculation, we use the mean value of these two boundaries as the execution time of the overlap period, denoted as $T_{\text{co}}$ in Equation (10).

$$T_{\text{co}} = \frac{1}{2} \cdot (T_{\text{comin}} + T_{\text{comax}}).$$ (10)
Table 4. Symbols of Our Performance Model for AMD GPUs

| Symbol       | Relationship of PCs | Definition                                                                 |
|--------------|---------------------|--------------------------------------------------------------------------|
| T(k)         | GPUTime             | The execution time of kernel k                                           |
| p(k, S)      | SALUBusy(%)/100     | The percentage SALU is occupied by kernel k                              |
| p(k, V)      | VALUBusy(%)/100     | The percentage VALU is occupied by kernel k                              |
| p(k, M)      | MemoryUnitBusy(%)/100 | The percentage the memory unit is occupied by kernel k, including the stall time |
| p(k, Mstd)   | MemUnitStalled(%)/100 | The percentage the memory unit is stalled by kernel k                    |
| D(k, F)      | FetchSize           | The total kilobytes fetched from DRAM by kernel k                        |
| D(k, W)      | WriteSize           | The total kilobytes written to DRAM by kernel k                          |
| T(k, R)      | T(k, R) = p(k, R)·T(k) | The time dynamic resource R is occupied by kernel k                     |

Symbol | Definition
---|---
T\text{\text{\scriptsize overlap}} & The overlap period by assuming no conflicts happen among concurrent kernels
T\text{\text{\scriptsize slowdown}(R)} & The slowdown caused by conflicts on a dynamic resource R
T\text{\text{\scriptsize co}} & The estimated execution time of T\text{\text{\scriptsize overlap}} by our model
T\text{\text{\scriptsize alone}(k)} & The execution time when kernel k runs alone on the GPU
sl & The slicing factor that shows the number of kernels by kernel slicing
st & The stretching factor that shows how many workgroups are stretched together by kernel stretching

Note: PC means “performance counter.” For a transformed kernel \((k, s)\), \(k\) in all the above notions are expressed as \((k, s)\).

Finally, we get the execution time of these two corunning kernels \(T\) by Equation (11).

\[
T = T\text{\text{\scriptsize alone}(k_1)} + T\text{\text{\scriptsize alone}(k_2)} - 2 \cdot T\text{\text{\scriptsize overlap}} + T\text{\text{\scriptsize co}},
\]

where \(T\text{\text{\scriptsize alone}(k_i)}\) is the execution time when running \(k_i\) alone.

3.3 Characterizing Runtime Features of a Kernel

It is hard to characterize the runtime behaviors of kernels. We define the probability that a kernel \(k\) occupies a functional unit (a dynamic resource) as the average percentage of kernel execution time that the functional unit is active. Therefore, from the idea of our model, the execution time and the probabilities that dynamic resources are occupied (e.g., VALUBusy for AMD GPUs and \_*utilization* for Nvidia GPUs) are used in our model (listed in the first four rows in Table 4). Table 4 shows all parameters we selected from tens of performance counters extracted by a profiling tool, CodeXL [2] for AMD GPUs, and how they are used in our model. For an AMD GPU, there are three primary dynamic resources: VALU, SALU, and memory unit. VALUBusy, SALUBusy, and MemoryUnitBusy are the probabilities that a kernel \(k\) occupies these three dynamic resources, respectively. MemUnitStalled is the probability that the memory unit is stalled for a kernel \(k\). To calculate the bandwidth, we also get the data size fetched from and stored to the DRAM of GPU (FetchSize and WriteSize). Other performance counters are not selected, primarily because, first, some of them (e.g., the efficiency of the SIMD unit) change slightly when kernels are executed simultaneously, and, second, some (e.g., cache hit rate) are correlated with others, which is too complicated to model.
### 3.4 Selecting the Best SMK Scheme

For an SMK scheme $SS = \{(k_i, s_i)\}$, the execution time of a kernel $k_i$, $T_{k_i}$, is approximated by Equation (12).

$$T_{k_i} = T(k_i, s_i) \cdot \frac{N_{wf}(k_i)}{N_{simd} \cdot s_i},$$

(12)

where $N_{wf}(k_i)$ is the number of wavefronts of $k_i$, and $N_{simd} \cdot s_i$ is the number of wavefronts of $(k_i, s_i)$. If a kernel $k_i$ runs on a GPU alone, its SMK scheme is $SS = \{(k_i, s_{up_i})\}$, where $s_{up_i}$ is the maximum number of wavefronts that can be active on a SIMD unit for kernel $k_i$.

We use symbiotic factor (SF) to express the extent of performance gain of an SMK scheme. For an SMK scheme $SS = \{(k_1, s_1), (k_2, s_2)\}$, the overlap period $T_{overlap}$ is calculated as follows according to Equation (12).

$$T_{overlap} = \min \left\{ T(k_i, s_i) \cdot \frac{N_{wf}(k_i)}{N_{simd} \cdot s_i} \right\}, \ i = 1, 2.$$

(13)

Then, applying our performance model, we can get the execution time $T_{co}$ for the overlap period by Equation (10).

Assume $T_{k_1} \geq T_{k_2}$. After the concurrent execution, the number of wavefronts remaining for $k_1$ is denoted as $N_{wf\_remained}(k_1)$, as shown in Equation (14).

$$N_{wf\_remained}(k_1) = N_{wf}(k_1) - s_1 \cdot N_{simd} \cdot T_{overlap} / T(k_1, s_1).$$

(14)

Then, $k_1$ can use the entire GPU with $SS = \{(k_1, s_{up_i})\}$. Therefore, according to Equation (12), the execution time of remained wavefronts $T_{k_1\_remained}$ is approximated as follows:

$$T_{k_1\_remained} = T(k_1, s_{up_i}) \cdot \frac{N_{wf\_remained}(k_1)}{N_{simd} \cdot s_{up_i}}.$$

(15)

Our symbiotic factor (SF) is defined by the speedup of our predicting execution time over the sum of execution time alone.

$$SF = \frac{T_{alone}(k_1) + T_{alone}(k_2)}{T_{co} + T_{k_1\_remained}}$$

(16)

$$T_{alone}(k_i) = T(k_i, s_{up_i}) \cdot \frac{N_{wf}(k_i)}{N_{simd} \cdot s_{up_i}}.$$

(17)

We can find the best SMK scheme by estimating the highest SF among all possible SMK schemes.

### 4 IMPLEMENTATION OF SMK SCHEMES ON REAL GPUs

The SMK scheme can be implemented on GPUs by reducing the number of workgroups of a kernel according to the SMK scheme. As we know, if the total usage of static resources by multiple kernels is under hardware constraints, these kernels can run within a CU/SM concurrently. Luckily, we can reduce the number of workgroups of a kernel, because the execution order of workgroups does not affect the correctness of GPGPU programs and can preserve OpenCL or CUDA semantics: (1) threads in different workgroups cannot be synchronized and the programming model of GPGPU computing, like OpenCL and CUDA, only provides for synchronization of threads in the same work-group, and (2) the execution order of workgroups is random. In this article, we adopt two techniques, kernel slicing and kernel stretching, inspired by [21, 33] to reduce the number of workgroups of a kernel. Although these two techniques have been proposed for years, according to our survey, neither of them has been used so far to implement an SMK scheme. In this section,
Fig. 4. An example of kernel slicing and kernel stretching with slicing factor \( sl = 2 \) and stretching factor \( st = 4 \).

we first investigate the advantages and disadvantages of adopting these two techniques to implement SMK schemes and then introduce how to extend our performance model to facilitate both techniques.

4.1 Implementation of Kernel Slicing and Kernel Stretching

First proposed by Zhong and He [33], kernel slicing cuts a kernel into small kernels at the granularity of workgroup. We define slicing factor \( sl \) as the number of small kernels after kernel slicing. For small kernels, we need to specify an offset of workgroup ID to ensure the correctness of the kernel and to preserve OpenCL or CUDA semantics. Different from the ptx level they have done, we implement kernel slicing at the source-code level.

Pai et al. propose kernel stretching and call the changed kernel an elastic kernel [21]. In this article, we use the term kernel stretching to express our implementation of this technique. We implement kernel stretching by adding a loop to the body of a kernel code. Thus, we can merge workgroups from the same kernel into one big workgroup. For each iteration, we assign a new workgroup index to the workgroup. By stretching \( st \) workgroups into a workgroup of kernel \( k \), we get a new kernel with a reduced number of workgroups, and we denote \( st \) as stretching factor. We reshape kernels using both of these techniques. Figure 4 shows an example that transforms a kernel with 24 workgroups into two kernels with 3 workgroups with kernel slicing factor \( sl = 2 \) and kernel stretching factor \( st = 4 \). We do not change the structure of a workgroup, to preserve program semantics. First, we flatten all workgroups to x dimension so that the workgroup number in y-dim and z-dim is 1. Then, we slice the kernel into small kernels by setting the `global_work_offset` in `clEnqueueNDRangeKernel()` OpenCL function (this function submits a kernel to execute on the GPU). Finally, we add a loop in the kernel body to group workloads of several threads to a thread (line 3 in Listings 1, 2, and 3). To ensure the program correctness, we add a synchronization at the end of each iteration (line 1 in Listing 4), so that the new workload will only execute when the original workgroup finishes its execution.

In the kernel code, we need to calculate the original work-item index. Table 5 lists all built-in work-item functions that need to be replaced and Table 6 shows all parameters added to the kernel function. Variable \( _id0 \) records the global id in x-dim for the flattened kernel (line 2 in Listings 1, 2, and 3 and line 2 in Listing 4). The global id for each dimension is calculated at the beginning of each iteration (lines 4–7 in Listing 1, lines 4 and 5 in Listing 2, and line 4 in Listing 3).
Table 5. Replacing the Built-in Work-Item Functions

| Built-in Work-Item Function | Replaced Notion |
|-----------------------------|-----------------|
| get_global_id(#)            | _id#            |
| get_group_id(#)             | _id#/get_local_size(#) |
| get_num_groups(0)           | _gs0/get_local_size(0) |
| get_num_groups(1)           | _num1           |
| get_num_groups(2)           | _num2           |
| get_global_size(0)          | _gs0            |
| get_global_size(1)          | _num1*get_local_size(1) |
| get_global_size(2)          | _num2*get_local_size(2) |

"#" represents the dimension of a kernel. It can be 0, 1, or 2.

Table 6. Parameters Added to a Kernel Function

| Parameters | Description                                    | Kernel Dims |
|------------|-----------------------------------------------|-------------|
| _gs0       | the global_work_size in x dimension before transformation | 0, 1, 2     |
| _num1      | the workgroup number in y dimension before transformation | 0, 1        |
| _num2      | the workgroup number in z dimension before transformation | 0           |
| _strNum    | the iteration number for each thread before transformation | 0, 1, 2     |

Listings 1, 2, and 3 are added to the front of a kernel body for 3D, 2D, and 1D kernels, respectively. Listing 4 is added to the end of a kernel body.

Because the number of workgroups of each dimension is changed after kernel slicing and kernel stretching, we add three parameters, _gs0, _num1, and _num2, to get the original numbers of workgroups of all dimensions. _strNum is passed to record the stretching factor sl of a kernel (line 3 in Listings 1, 2, and 3).

```
1 int _id0, _id1, _id2;
2 _id0 = get_global_id(0);
3 for(int _index = 0; _index < _strNum; _index++){
4   _id2 = _id0 / (_gs0 * _num2);
5   _id1 = (_id0 - _id2 * _gs0 * _num1) / _gs0 * get_local_size(1) + get_local_id(1);
6   _id0 = _id2 * get_local_size(2) + get_local_id(2);
7 }
```

Listing 1. Code added in front of kernel body for kernel with three dimensions.

```
1 int _id0, _id1;
2 _id0 = get_global_id(0);
3 for(int _index = 0; _index < _strNum; _index++){
4   _id1 = _id0 / _gs0 * get_local_size(1) + get_local_id(1);
5   _id0 = _id0 % _gs0;
```

Listing 2. Code added in front of kernel body for kernel with two dimensions.

4.2 Performance Analysis of Kernel Slicing and Kernel Stretching

The utilization of registers changes slightly after applying kernel slicing and kernel stretching, as shown in Figure 5. The usage of SGPRs grows the most drastically, because it needs more SGPRs to deal with the added loop, such as the basic address calculation. The main disadvantage of kernel...
Fig. 5. The change of static resources by enabling kernel slicing and kernel stretching on AMD GPUs. Positive number represents that the requirement of the resource is increased, while negative number represents that the requirement is decreased.

slicing is the overhead of kernel launching for small slices. The time gaps $T_{gap}$ between two successive slices can accumulate to a considerable level as the number of slices increases. Since we need to reduce the number of workgroups to be small enough to implement the SMK scheme, the sum of $T_{gap}$ cannot be ignored. Another effect of kernel slicing is that it may change the memory access patterns of a kernel. It is hard and complicated to precisely evaluate and model this. Although kernel stretching does not involve kernel launching overhead $T_{gap}$, it still involves other types of overhead. As the execution time of a wavefront grows too large, the imbalance of the finish time between CUs gets worse. As a result, the response time of a kernel is stretched.

Given an optimized SMK scheme $SS = \{(k_i, s_i) | i = 1, 2, \ldots, n\}$, we need to decide the proper slicing factor $s_i$ and stretching factor $s_t$ for kernel $k_i$. In order to maximize the benefits of concurrent execution, we try to maximize the $T_{overlap}$ and launch kernel with a decreasing order, which is sorted by the kernel execution time of Equation (12). Then, we get the overlap period $T_{overlap}$ as follows:

$$T_{overlap} = \min\{T_{k_i} + (i - 1) \cdot T_{head}\}, \quad T_{k_i} > T_{k_{i+1}}. \quad (18)$$

The stretching factor $s_t$ for kernel $k_i$ is calculated by Equation (19). If there are remaining wavefronts, where $s_i \cdot s_t \cdot N_{simd} < N_{wf}(k_i)$, the slicing factor $s_i$ is set to 2; otherwise, $s_i = 1$.

$$s_t = \max\{((T_{overlap} - (i - 1) \cdot T_{head})/T(k_i, s_i)), 1\}. \quad (19)$$

5 EXPERIMENTAL EVALUATION

5.1 Experiment Setup and Benchmark Selection

We carry out our experiments on Windows 10 with AMD R9 290x, RX 480, and Vega 64 (see Table 7). We studied a total of 83 GPU kernels from the PolyBench [7] and Rodinia [5] benchmark.

---

Listing 3. Code added in front of kernel body for kernel with one dimension.

```c
int _idb, _idt;
_idb = get_global_id(0);
for(int index = 0; index < _strNum; index++){
    _idt = _idb % _gs0;
}
```

Listing 4. Code added at the end of kernel body.

```c
barrier(CLK_LOCAL_MEM_FENCE|CLK_GLOBAL_MEM_FENCE);
_idb += get_global_size(0);
```
Table 7. Hardware Characteristics of AMD GPUs

| Specification Items          | R9 290x | RX 480 | Vega 64 |
|------------------------------|---------|--------|---------|
| No. of compute units         | 44      | 36     | 64      |
| Local memory (KB)            | 64      | 64     | 64      |
| SIMDs per CU                 | 4xSIMD-16 | 4xSIMD-16 | 4xSIMD-32 |
| Vector GPR/CU (KB)           | 4x64    | 4x64   | 4x64    |
| Scalar GPR/CU (KB)           | 4       | 8      | 4       |
| Max workgroup size           | 256     | 256    | 256     |
| Theoretical bandwidth (GB/s) | 320     | 256    | 483.8   |
| Practical bandwidth (GB/s)   | 280.69  | 181.49 | 371.38  |

suites. We rank all these kernels with the utilization of each dynamic resource on AMD RX 480 and select the top four kernels, as shown in Figure 2. Finally, we get 18 benchmarks, and Table 1 provides the information of our benchmarks. We use the same input data to generate profiling data and carry out our experiments.

**Metrics.** We use three metrics in this article: speedup, harmonic speedup, and weighted speedup. The speedup, \( speedup \), shows the performance improvement (Equation (20)). Harmonic speedup \( HS \) is a balanced metric for both system throughput and fairness (Equation (21)), and weighted speedup \( WS \) is a metric for system throughput (Equation (22)). For these three metrics, the higher one is the better one.

\[
speedup = \frac{\sum_i T_{alone}(k_i)}{T_{cur}},
\]

\[
HS = \frac{N}{\sum_i T_{share}(k_i)},
\]

\[
WS = \sum_i \frac{T_{alone}(k_i)}{T_{share}(k_i)},
\]

where \( T_{alone}(k_i) \) is the execution time when \( k_i \) runs alone, \( T_{cur} \) is the total execution time that all kernels corun together, and \( T_{share}(k_i) \) is the execution time of \( k_i \) when corunning with other kernels.

### 5.2 Performance Model Validation

For OpenCL kernels, it is impossible to validate our performance model by collecting hardware performance counters for concurrently executed kernels on GPUs, because there is no profiling tool that supports this. OpenCL kernels run serialized when enabling hardware performance counterprofiling on current GPUs. Therefore, we validate our performance model using two methods: (1) collecting hardware performance counters of two sliced kernels and their merged kernel (from the same kernel) and (2) estimating the execution times of two reshaped kernels (from two different kernels).

#### 5.2.1 Model Validation on Hardware Performance Counters

We carry out model validation experiments on AMD RX 480x. According to their most utilized functional unit (Table 8), the runtime characteristics of the benchmark are diverse. Three benchmarks are purely memory intensive, including SYR, KMS, and PFK. Benchmarks HOT and PAT are purely SALU intensive, while LMD and SRS are purely VALU intensive. The MEMS row represents the ratio of the stall time
to the busy time on the memory unit. Benchmarks CDI and GAU are purely MEMS intensive. Benchmarks KMC and NNE are purely bandwidth intensive. Others show more than one runtime characteristic.

We design experiments on two sliced kernels with a homogeneous workload (sliced from the same kernel) mainly for two reasons. First, we can only get hardware performance counters of OpenCL kernels for single-kernel execution. Second, by running the merged kernel of two sliced kernels, we can ensure that the two sliced kernels are executed on the GPU concurrently and exclude the kernel launching overhead. To make these two sliced kernels actually corun on the CU level, the workgroups of one of them should be smaller than the maximum active workgroups (column $WG_{active}$ in Table 1). Let one sliced kernel be $[0.5WG_{active}]$, denoted by $(k, [0.5s_{up}])$. Table 9 shows its size for each benchmark. Then, we vary the size of the other sliced kernel $(k, s_i)$ where $s_i = 1, 2, \ldots, (30 - 0.5s_{up})$. The merged kernel of these two kernels is $(k, [0.5s_{up} + s_i])$. According to our performance model, we can get the runtime characteristics of the merged kernel. The accuracy of our model is measured by the error between the estimated data and the actual data collected by CodeXL [2] for the merged kernel (Equation (23)).

$$\text{Error} = \frac{|\text{Estimated} - \text{Actual}|}{\text{Actual}}. \quad (23)$$

Evaluation results of the busy time of computing units (SALUs and VALUs) and memory units are shown in Figure 6, which is calculated by Equation (2). We estimated the time by Equation (2). The left x-axis of Figure 6 shows the $s_i$ of the other slice. The y-axis shows the error of the estimated busy time for each functional unit. The right of Figure 6 shows the box plot of each benchmark. We can see a decrease in the error as the increase of $s_i$, especially when $s_i$ is larger than $s_{up}$. That is mainly because the variation of the execution time of these two kernels is getting larger so that the concurrent kernel execution has fewer effects on the overall performance. Another reason is

Table 8. Runtime Characteristics of Benchmarks on AMD RX 480

| kernel | FD1 | FD3 | SYR | CDI | CDT | GAU | HOT | HYB | KMS |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SALU   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| VALU   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| MEM    | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| MEMS   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Bandwidth | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Table 9. Size of Fixed Sliced Kernel

| $[s_{up}/2]$ | kernel |
|--------------|--------|
| 2            | HYB, LMD, NNE |
| 4            | LEG    |
| 5            | FD1, FD3, SYR, CDI, CDT, GAU, HOT, KMS, KMC, LED, PFK, PFF, PAT, SRS |
that when \( s \) is small, it does not have enough wavefronts to support the latency hiding feature of the GPU architecture. Therefore, the mean value we used to calculate the execution time of the overlap period is not accurate. The average error of \( s \) in range \((2, 3)\) degrades slightly the SALU busy time and VALU busy time, about 3%, while the error averages 16% for the memory unit busy time. The average error of all tests is 6.6%, 6.3%, and 8.9% for SALU busy time, VALU busy time, and memory unit busy time, respectively. The 95% confidence intervals for most benchmarks are below 20%, except CDI. From the figure, CDI performs the worst for all types of dynamic resources. It is because CDI is an array-initializing kernel whose data access operations are mostly memory store operations, while we use data-fetching operations to estimate the bandwidth of GPU memory.

The results of the estimated execution time are shown in Figure 7. The average error is 11.4%. The 95% confidence intervals for most benchmarks are below 20%, except CDI, HYB, KMC, and LED. The reason for CDI and HYB has been described above. The average error of \( s \) in range \((2, 3)\) degrades to 16%. We also calculate our estimated probability of each functional unit for merged kernels by definitions in Table 4. Figure 8 shows the accuracy. From Figure 8, we can see that the error for CDI and HYB has decreased, while it has increased for KMC and LED, especially KMC. That means for these two benchmarks, the error of the estimated busy time of each functional units is not the major factor producing the larger error of estimated execution time. The reason is
Fig. 7. The accuracy of estimated execution time.

Fig. 8. The error of probability of functional units.
that we use the mean value of the boundary as the execution time of the corunning period. The latency hiding method for these two benchmarks is not accurate enough.

5.2.2 Model Validation on Execution Time Estimation for Concurrent Kernels. We can get the timeline of each kernel for corunning OpenCL kernels. Therefore, the accuracy of our performance model on a heterogeneous workload is validated using the error of the estimated execution time and actual execution time. Figure 9 shows the procedure to get the SMK schemes we test. For each kernel pair \( k_1 \) and \( k_2 \), we first generate all possible SMK schemes by the requirements of static resources (threads, registers, and local memory). Then, we prune the schemes so that the static resources required by a new workgroup are smaller than the remaining static resources on the GPU. This is to narrow the searching space and gain more performance benefits, which can be obtained by having more active wavefronts within a CU, because of the context-switching feature of a GPU architecture. For all 153 pairs, the total number of SMK schemes is 5,447, 5,601, and 5,477 on AMD R9 290x, RX 480, and Vega respectively. After pruning, the number of SMK schemes is 1,052, 1,009, and 996 on AMD R9 290x, RX 480, and Vega, respectively. To run an SMK scheme \( SS = \{(k_1, s_1), (k_2, s_2)\} \) on a GPU, we need to transform the size of kernel \( k_1 \) and kernel \( k_2 \) to \( s_1 \) and \( s_2 \), respectively. We collect the execution time of \((k_1, s_1)\) and \((k_2, s_2)\) when they are executed alone on the GPU, denoted as \( T_{\text{alone}}(k_1, s_1) \) and \( T_{\text{alone}}(k_2, s_2) \).

When we concurrently execute multiple kernels on a GPU, the start time of kernels is different. Figure 10 shows all the cases of the execution timeline when \((k_1, s_1)\) and \((k_2, s_2)\) corun on a GPU. We denote the start time of a kernel as \( T_{\text{start}} \) and the end time of a kernel as \( T_{\text{end}} \). To eliminate the differences, we subtract the \( T_{\text{head}} \) (in Figure 10) from the execution time of the kernel, which starts first as Equation (24) and Equation (25). The overlap period is calculated by Equation (26).

\[
T'_{\text{alone}}(k_1, s_1) = T_{\text{alone}}(k_1, s_1) - T_{\text{head}} \quad \text{for } 1 \circ 2, \tag{24}
\]
\[
T'_{\text{alone}}(k_2, s_2) = T_{\text{alone}}(k_2, s_2) - T_{\text{head}} \quad \text{for } 3 \circ 4, \tag{25}
\]
\[
T_{\text{overlap}} = \min\{T'_{\text{alone}}(k_1, s_1), T'_{\text{alone}}(k_2, s_2)\}. \tag{26}
\]

By applying our performance model, we then get our estimated execution time \( T_{\text{est}} \) by Equation (11). We also adjust the actual execution time \( T_{\text{act}} \) for corunning these two kernels by Equation (27).

\[
T_{\text{act}} = \max(T_{\text{end}}(k_1), T_{\text{end}}(k_2)) - \min(T_{\text{start}}(k_1), T_{\text{start}}(k_2)). \tag{27}
\]
Figure 11 shows the histogram and probability of the error of the execution time estimated on three AMD GPUs. Some tests that cannot actually overlap together are removed, and the number is 51,124, and 233 on AMD R9 290x, RX 480, and Vega, respectively. In about 90% of tests, the error is smaller than 20%.

We also collect the speedup by Equation (20), the harmonic speedup by Equation (21), and the weighted speedup by Equation (22). Then, we calculate the range of all schemes of each kernel pair by subtracting the lowest value from the highest value. Figure 12 shows the average and maximum of the range in terms of these metrics on three GPUs. The maximum value of the speedup range is 74%, 193%, and 92% on AMD R9 290x, RX 480, and Vega, respectively. The average of the speedup range is about 14% on the three GPUs. The average range in terms of harmonic speedup and weighted speedup is about 30% on all three GPUs.

5.3 SMK Scheduling Validation

5.3.1 SMK Scheduling Evaluation for Kernel Pairs. We evaluate our SF for all 153 pairs of benchmarks in Table 1. We compare our selected scheme with the original scheme of the hardware scheduler and the scheme proposed by the Warped-Slicer [31]. Since the kernel launching order can affect the execution time, we choose the execution time of optimized order for the hardware scheduler, and the speedup is shown as ORI points in Figure 13. In Figure 13, the WAS points show the speedup of the execution time with an SMK scheme by the Warped-Slicer (WAS) [31]; the MDL points show the speedup of the execution time with an optimized SMK scheme by our performance model. Here, if the SMK scheme proposed by MDL or WAS is the same as ORI, we use the default hardware scheduler, because ORI does not involve the overhead of kernel slicing and kernel stretching. Compared to the optimized hardware-based concurrent kernel execution (ORI), our model-based solution shows 11%, 18%, and 12% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average. The results show that our method outperforms the
Warped-Slicer [31] (WAS) by 29%, 18%, and 51% in performance on AMD R9 290X, RX 480, and Vega 64, respectively, on average. By applying the optimized SMK scheme, our software solution can approximately overcome the overhead incurred by kernel slicing and kernel stretching. We compare $SF$ with the scheme proposed by our method and the WAS. There are 15, 14, and 3 pairs
where our method loses to WAS on AMD R9 290X, RX 480, and Vega 64, respectively. The main reason our method outperforms WAS is that WAS fails to investigate the conflicts between concurrent kernels, especially the contentions of the GPU memory system. The performance vs. increasing CTA occupancy curves, which WAS uses to select an optimized SMK scheme, change dramatically when kernels corun together [22].

5.3.2 System Throughput and Fairness. Since our model can predict the execution time for each corunning kernel, we can change SF according to other metrics, such as harmonic speedup and weighted speedup. We denote $SF_{HS}$ as the metric to select the SMK scheme of the highest estimated harmonic speedup, and $SF_{WS}$ as the metric to select the SMK scheme with the highest estimated weighted speedup. Then, Equation (16) can be replaced by $SF_{HS}$ and $SF_{WS}$ according to Equation (21) and Equation (22), respectively.

$$SF_{HS} = \frac{2}{(T_{co} + T_{k1\_remained})} + \frac{T_{co}}{T_{alone}(k1)}$$

$$SF_{WS} = \frac{T_{alone}(k1)}{(T_{co} + T_{k1\_remained})} + \frac{T_{alone}(k2)}{T_{co}}$$

Figure 14 shows the WS and HS compared to the hardware scheduler and the Warped-Slicer on AMD RX 480. On average, our method with $SF_{WS}$ improves weighted speedup by 50% and 21.2% compared to the hardware scheduler (ORI) and the Warped-Slicer (WAS), respectively. Our method with $SF_{WS}$ outperforms the hardware scheduler and the Warped-Slicer by 120% and 44%, respectively, in terms of harmonic speedup.

5.3.3 Evaluation on Corunning Three Kernels. Figure 15 shows our evaluation on corunning three kernels. The symbiotic factor (SF) is extended by Equation (16). Because the kernel combinations are too large, we select at least one VALU intensive benchmark (see Table 8) for each combination, 408 tests in total. Our method improves performance by 12% and 28% compared to the hardware scheduler (ORI) and the Warped-Slicer (WAS), respectively. The result also shows improvements in harmonic speedup and weighted speedup. Our method outperforms ORI and WAS by 26% and 79% in terms of harmonic speedup and 17% and 194% in terms of weighted speedup, respectively.

6 RELATED WORK

Performance Models for Single-Kernel Execution on a GPU. The MWP-CWP (memory warp parallelism and computation warp parallelism) model [9] is an analytical performance model to estimate the execution time of a GPGPU application. Later, GPU Perf [25], an enhanced version of the MWP-CWP model, is proposed to identify potential bottlenecks of GPGPU applications. Baghsorkhi et al. [4] have developed a compiler-based analytical model to predict the performance of GPU kernels. They predict execution time by building a workflow graph to abstractly interpret GPU kernels and use symbolic evaluation to analyze memory access. Kerr et al. [11] use a statistical data analysis methodology on over 20 metrics of CUDA applications to extract the performance metrics. Zhang and Owens [32] developed a throughput model to help programmers identify low-level bottlenecks, e.g., the instruction pipeline, for Nvidia GPUs. However, these models cannot be directly applied to estimate the performance of concurrent kernel execution. Most of them [4, 9, 11, 25] are a heavy burden for users, because they take a lot of low-level parameters from source code analysis (e.g., the total number of coalesced/uncoalesced memory access operations [9, 25]) or complex
Fig. 14. The weight speedup and harmonic speedup on RX 480. ORI_WS and ORI_HS: the weighted speedup and the harmonic speedup from the hardware scheduler; MDL_WS and MDL_HS: the weighted speedup and the harmonic speedup from our method; WAS_WS and WAS_HS: the weighted speedup and the harmonic speedup from the Warped-Slicer [31].

evaluation methods (e.g., the construction of a workflow graph [4] and the principal component analysis [11] on over 20 parameters).

Performance Models for Concurrently Executed Kernels. Li et al. [12] propose an analysis model to schedule a combination of kernels that can fit into a GPU within an execution round and have complementary memory bandwidth usage together. However, their model only suits small kernels. Zhong and He [33] propose a performance model based on the Markov model for concurrent kernel
execution. However, to reach the steady state, the time complexity of their model is intolerably high for a real-time scheduler. Furthermore, these two models [12, 33] cannot be applied to SPS and SMK. Hu et al. [10] developed an accurate slowdown estimation model for SPS, while we aim to build a model for SMK, because in general SMK is better than SPS for efficient GPU sharing. Furthermore, their model [10] needs a simulator to collect parameters, which cannot be applied to real GPU cards.

**GPU Intra-SM Sharing on Hardware Approaches.** The Simultaneous Multikernel [29] proposes a “Dominant Resource Fairness” metric to fairly partition the static resources for SMK. SMK also proposes a fairly dynamic resource allocation method via warp scheduling, which periodically assigns each kernel a time quota in the warp scheduler. The quota is based on profiling of the standalone execution of each individual kernel. The Warped-Slicer [31] utilizes performance vs. increasing CTA occupancy curves to select an optimized SMK scheme, which failed to address the interference between kernels. GPU Maestro [22] is a dynamic resource management framework that uses history performance counters to repartition resources among kernels by preempting techniques. Recently, contentions from the GPU memory system drew extensive attention. Work [6] shows performance improvements by reducing memory pipeline stalls. They balance the memory accesses of concurrent kernels and limit the number of in-flight memory instructions issued by each kernel. Work [28] proposes an efficient bandwidth management for concurrent kernels, which is based on the patterns of an application’s effective bandwidth changes with different thread-level parallelism. Lin et al. [14] address the interferences of DRAM bandwidth and L2-to-L1 Network-on-Chip (NoC) bandwidth for corunning kernels and propose a coordinated approach to find an optimized SMK scheme and bandwidth partition for simultaneously running kernels.

### 7 CONCLUSION

In this article, we focus on building a performance model for SMK and evaluate the interferences of kernels within a CU. Our performance model is based on the probability of independent events and uses the percentage of time that a kernel occupies the dynamic resource as the probability that the kernel requests the dynamic resource at runtime. Additionally, we define a metric, *symbiotic factor*, to evaluate the performance gain of an SMK scheme and which can guide a scheduler to choose the best SMK scheme. Finally, we present a software solution to apply an SMK scheme to real GPUs by using kernel slicing and kernel stretching. We estimate our model and our software implementation of SMK on 18 benchmarks from PolyBench [7] and Rodinia [5]. The result shows that the average error of our model is about 9% for functional unit busy time and 11% for execution time. Compared to the optimized hardware-based concurrent kernel execution (ORI) whose kernel launching order brings fast execution time, the results of corunning kernel pairs show 11%, 18%, and 12% speedup on AMD R9 290X, RX 480, and Vega 64, respectively, on average.
Compared to the Warped-Slicer [31] (WAS), the results show 29%, 18%, and 51% speedup on AMD R9 290X, RX 480 and Vega 64, respectively, on average. Experiments with our extended metric $S_fH_S$ show improvements of 50% and 21.2% in terms of harmonic speedup compared to ORI and WAS, respectively. Results by using the $S_fW_S$ metric outperform ORI and WAS by 120% and 44%, respectively, in terms of weighted speedup. We also show results on corunning three kernels with $SF$. Our method improves performance by 12% and 28% compared to ORI and WAS, respectively. In terms of harmonic speedup and weighted speedup, our method also has improvements of over 15% compared to ORI and WAS.
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