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Abstract

One-dimensional edges of classical systems in two dimension sometimes show surprisingly rich phase transitions and critical phenomena, particularly when the bulk is at criticality. As such a model, we study the surface critical behavior of the 3-state dilute Potts model whose bulk is tuned at the tricritical point. To investigate it more precisely than in the previous works (Deng and Blöte, Phys Rev E 70:035107, 2004; Phys Rev E 71:026109, 2005), we analyze it from the viewpoint of the boundary conformal field theory (BCFT). The complete classification of the conformal boundary conditions for the minimal BCFTs discussed in Behrend et al. (Nucl Phys B 579:707, 2000) allows us to collect the twelve boundary fixed points in the tricritical 3-state Potts BCFT. Employing the tensor network renormalization method, we numerically study the surface phase diagram of the tricritical 3-state Potts model in detail, and reveal that the eleven boundary fixed points among the twelve can be realized on the lattice by controlling the external field and coupling strength at the boundary. The last unfound fixed point would be out of the physically sound region in the parameter space, similarly to the ‘new’ boundary condition in the 3-state Potts BCFT.
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1 Introduction

Surface critical behaviors are the critical phenomena that boundaries of the system exhibit, where the various physical quantities at the boundaries show singular behaviors with the critical exponents different from the bulk ones [1]. Interestingly the universality classes of surface critical behaviors are much richer than for the ordinary bulk critical phenomena, since the critical behavior of the surfaces changes in general depending on the various boundary conditions (b.c.’s) imposed. For instance, suppose the three-dimensional classical Ising model with the ferromagnetic nearest-neighbouring interactions in the presence of open boundaries.
The surface critical behavior with the disordered (or free) b.c. imposed is different from that with the ordered b.c. with the non-zero magnetization.

In this paper, we focus on the surface critical phenomena of the two-dimensional classical systems, which indicates the surfaces of the systems are one-dimensional classical edges. While no phase transition at the finite temperature occurs in the classical one-dimensional systems, nontrivial edge phenomena may happen in the presence of strong correlation in the two-dimensional bulk. An example is the edge phase transition of the Blume-Capel model with spin 1 at the tricritical point \([2,3]\), whose Hamiltonian is

\[
\beta H = -K_c^{\text{bulk}} \sum_{\langle ij \rangle \in \text{bulk}} \sigma_i \sigma_j + D_c^{\text{bulk}} \sum_i \sigma_i^2 - K_s \sum_{\langle ij \rangle \in \text{edge}} \sigma_i \sigma_j - h_s \sum_i \sigma_i, \tag{1}
\]

with the inverse temperature \(\beta\) and the Ising spin \(\sigma_i = \pm 1\) or 0 living in the \(i\)-th site. The coupling constant \(K_c^{\text{bulk}}\) and the chemical potential \(D_c^{\text{bulk}}\) in the bulk are tuned at the tricritical point, whose universality class is the tricritical Ising one. By controlling the surface coupling strength \(K_s\) and the surface external field \(h_s\), various surface phase transitions can be observed \([4–6]\). One remarkable feature of the surface critical behaviors in Eq. (1) is that the edge can be ordered with finite surface coupling \(K_s\) even under \(h_s = 0\), which surprisingly implies the existence of ‘the finite temperature transition of the one-dimensional edge.’ Notice that such a phenomenon can be physically allowed since the edge in this system is not the isolated one-dimensional system but the one connected to the strongly correlated two-dimensional bulk at the tricriticality. Similar surface transitions can be observed in higher dimensions such as the three-dimensional classical \(O(3)\) and \(O(4)\) models \([7–9]\) and the two-dimensional quantum Heisenberg antiferromagnet \([10–12]\).

The surface phase transitions with a critical bulk can be described by the boundary conformal field theory (boundary CFT; BCFT), which provides much information on the surface critical phenomena especially in two dimension, such as the possible boundary states invariant under the conformal transformations and the critical exponents of the surface transitions \([13–16]\). The permissible boundary states in BCFT must satisfy the condition \(T = \bar{T}\) at the boundary, where \(T\) is the energy-momentum operator and \(\bar{T}\) is the antiholomorphic counterpart. This restriction can be intuitively interpreted as absence of the energy flow across the boundaries. Although it has been demonstrated that the boundary states satisfying this restriction can be constructed for some specific cases \([17–21]\), the complete classification of the conformal b.c.‘s for the general BCFT is still an open problem.

The surface critical behavior of the tricritical Ising model referred to above is well studied in terms of both BCFT and the lattice model. Chim had constructed the conformal boundary states of the tricritical Ising BCFT \([22]\), and the surface phase diagram of this model was conjectured by Affleck by means of the BCFT arguments \([4]\). Then, the consistency of the conjectured critical exponents with the lattice model Eq. (1) was demonstrated by Deng and Blöte, where they made use of the Monte Carlo (MC) simulation \([5,6]\).

In Deng and Blöte’s papers, besides the ordinary Blume-Capel model Eq. (1), they also investigated the surface phase diagram of the 3-state dilute Potts model, the generalized Blume-Capel model with the higher symmetry \(S_3\) rather than \(Z_2\):

\[
\beta H = -K_c^{\text{bulk}} \sum_{\langle ij \rangle \in \text{bulk}} \delta_{\sigma_i \sigma_j} (1 - \delta_{\sigma_i 0}) - D_c^{\text{bulk}} \sum_i \delta_{\sigma_i 0} - K_s \sum_{\langle ij \rangle \in \text{edge}} \delta_{\sigma_i \sigma_j} (1 - \delta_{\sigma_i 0}) - h_s \sum_i \delta_{\sigma_i A}, \tag{2}
\]
where $\delta$ is the Kronecker’s delta, and each spin can take four different values, $\sigma = A, B, C,$ or 0 (0 represents the vacancy). Notice that in the absence of the external field $h_s = 0$ the Hamiltonian Eq. (2) is invariant under the arbitrary permutation within the three spins $A$, $B$, and $C$, and this model exhibits the tricritical 3-state Potts (TC3P) point when the bulk parameters are fine-tuned. Their MC simulation demonstrated that, similarly to the tricritical Ising case, the surface phase transition occurs at the finite surface coupling with $h_s = 0$, and also at the finite surface magnetic field with $K_s = 0$.

However, the detailed analysis of the TC3P model from the viewpoint of the BCFT is still missing. The critical exponents and the phase diagram obtained by the MC simulation have not been checked precisely in terms of BCFT. Therefore the purpose of this paper is to make a list of the possible boundary fixed points in the TC3P BCFT and compare them with the numerically studied surface phase diagram of the Hamiltonian Eq. (2). Fortunately, the conformal boundary states in the minimal CFTs are completely classified by Behrend, Pearce, Petkova, and Zuber [17,23,24]. Applying their formula to the TC3P BCFT allows us to collect the twelve conformal boundary fixed points together with some of their properties such as the operator contents and the Affleck and Ludwig’s $g$-values [25].

For the obtained conformal boundary fixed points, we identify them in the surface phase diagram of the lattice TC3P model with the help of the conformal spectrum numerically extracted from the Hamiltonian Eq. (2). To compute the conformal spectrum from the lattice Hamiltonian, we perform the numerical simulation with the tensor network renormalization (TNR) method, by which we can obtain accurate scaling dimensions through the diagonalization of the transfer matrix [26].

The remaining parts of this paper are devoted as follows. In Sect. 2, we review the known results of the TC3P BCFT, where the minimally brief introduction to the BCFT is also presented. For the TC3P model, all the possible conformal boundary states are gathered using the $A$–$D$–$E$ classification of the minimal-series CFTs, for each of which the operator content of the corresponding boundary fixed point and the $g$-value are calculated analytically. Next, we turn to the numerical approach to the lattice model in Sect. 3, where it is briefly explained how to compute the conformal spectrum from the lattice. We not only determine the accurate bulk tricritical point of Eq. (2), but also describe the surface phase diagram and discuss the correspondence to the boundary states obtained in Sect. 2. Finally, we conclude our results in Sect. 4.

## 2 Boundary Fixed Points in the TC3P BCFT

In this section, we review what is known about the BCFT of the TC3P model. First we present a minimal introduction to the two-dimensional BCFT, which can be skipped if the reader is familiar with it. After a review on the modular invariant torus partition function of the TC3P model, we apply the formulae of the $A$–$D$–$E$ classification provided in Ref. [17] to this model for the purpose of obtaining the full set of the conformal boundary states. This $A$–$D$–$E$ classification also allows us to calculate the $g$-values and the operator contents of the corresponding boundary fixed points, which are useful to study the surface phase diagram of the lattice model later.
2.1 A Minimal Review of CFT and BCFT in Two Dimension

For readers who are not familiar with CFT or BCFT, we briefly introduce some concepts necessary to understand the discussion in this paper. As for more detailed introduction, see textbooks such as Ref. [27–29].

Every CFT in two dimension, in general, can be characterized by a set of quantities called conformal data: conformal weights of the primary operators, coefficients of the operator product expansions (OPEs) between those operators, and a scalar value \( c \) called central charge [13]. In the language of the representation theory of the Lie algebra, each primary operator corresponds to a highest weight state in an irreducible module whose highest weight is the conformal weight. The conformal algebra for the CFT defined on an infinite plane is the direct product of the two copies of the Virasoro algebra (or its extension) [30], whose structure constants between the infinite number of generators \( L_n \) and \( \bar{L}_n \) are given as

\[
\begin{align*}
[L_m, L_n] &= (m - n)L_{m+n} + \frac{c}{12}m(m^2 - 1)\delta_{m+n,0} \\
[\bar{L}_m, \bar{L}_n] &= (m - n)\bar{L}_{m+n} + \frac{c}{12}m(m^2 - 1)\delta_{m+n,0} \\
[L_m, \bar{L}_n] &= 0,
\end{align*}
\]

with integers \( m \) and \( n \). In fact, Eq. (3) suggests that the algebra can be separable into the direct product of the holomorphic and the antiholomorphic part as \( \{ L_m \} \otimes \{ \bar{L}_n \} \). Therefore, in a given CFT, when one describes the set of the primary operators of the holomorphic part as \( \{ \phi_i \} \), the direct products of two copies of the primary operators \( \{ \phi_i \} \otimes \{ \bar{\phi}_j \} \) can occur in the theory.

For statistical systems defined on a torus, however, these decoupled degrees of freedom are often restricted, due to the modular invariance [31]. Suppose the CFT on a torus geometry with the modular parameter \( \tau \). In general, the partition function can be described as

\[
Z(\tau) = \sum_{i,j} \chi_i(q)N_{ij}\bar{\chi}_j(\bar{q}),
\]

where \( q = \exp(2\pi i \tau) \) and \( \chi_i(q) \) is the character of the irreducible module \( i \) with \( \bar{\chi}_j(\bar{q}) \) being the antiholomorphic counterpart. The indices \( i \) and \( j \) run within all the possible irreducible modules respectively, and \( N_{ij} \) is a non-negative integer which determines how many times the primary operators \( \phi_i \otimes \bar{\phi}_j \) occur in the theory. In many cases one encounters in statistical mechanics including the TC3P model, the partition functions possess the modular invariance, which results in a strong restriction on \( N_{ij} \).

The unitary minimal model is a special series of the two-dimensional CFTs, whose properties are well studied [13]. Each of them can be characterized by two successive integers as \( \mathcal{M}_{m+1,m} \), whose conformal data are completely determined. The modular invariant partition functions of this series can be characterized by a pair of the simply-laced simple Lie algebra, which is called \( A-D-E \) classification [32]. In fact, the partition functions of many critical systems with discrete symmetries, such as Ising model and its multicritical versions, can be described by the modular invariants of the unitary minimal models [33].

Next, we turn to the two-dimensional CFT in the presence of open boundaries, which is often called BCFT [14]. In this paper, we focus on the BCFT defined on a finite cylinder, where the b.c.’s labeled as \( \alpha \) and \( \beta \) are imposed on either side, respectively. These b.c.’s, as is referred to in Sect. 1, must satisfy some restriction so that there should be neither inflow nor outflow of the energy across the boundaries. Cardy first proposed a general way of constructing the solution to this restriction as the linear superposition of a certain basis
called Ishibashi states [34,35]:

\[ |\alpha\rangle = \sum_j \frac{S_{\alpha j}}{\sqrt{S_{1 j}}} |j\rangle, \]  

(5)

where \( |\alpha\rangle \) is the conformal boundary state corresponding to the b.c. \( \alpha \), \( |j\rangle \) is the Ishibashi state labeled by the irreducible module \( j \), and the summation is taken for all the irreducible modules in the theory. \( S \) is the so-called modular-\( S \) matrix determining how the characters transform under the modular transformation \( \tau \to -1/\tau \), whose explicit form is discussed later in this section. Notice that the index 1 corresponds to the identity operator, and the overlap between two Ishibashi states are given as

\[ \langle i | q^{\frac{1}{2}(L_0+\bar{L}_0-\frac{c}{2})} |j\rangle = \delta_{ij} \chi_i(q). \]  

(6)

The conformal boundary states for the minimal models can also be completely classified in the similar form to Eq. (5) [17].

Similarly to the case of the torus geometry, the partition function on the finite cylinder can be given as

\[ Z_{\alpha|\beta} = \sum_i n_{\alpha\beta}^i \chi_i, \]  

(7)

where the coefficient \( n_{\alpha\beta}^i \) is a non-negative integer, and \( \chi_i \) is again the character of the irreducible module \( i \) [36]. Therefore, \( n_{\alpha\alpha}^i \) determines the operator content of the boundary fixed point labeled by \( \alpha \). Notice that since there is only a single copy of the Virasoro algebra acting on the space of states, the BCFT partition function Eq. (7) is a linear combination of characters, not a bilinear combination. As is discussed later, for the minimal series of the BCFT, the non-negative integer \( n_{\alpha\beta}^i \) can be calculated explicitly based on the \( A-D-E \) classification.

2.2 The Modular Invariant Partition Function

While the ordinary unitary minimal CFT \( \mathcal{M}_{7,6} \) with \( c = 6/7 \) describes the critical phenomena of the pentacritical Ising model, the criticality of the TC3P model corresponds to the \( c = 6/7 \) CFT with the extended symmetry of the conserved ‘parafermion currents’ [37,38]. There are fifteen primary fields in \( \mathcal{M}_{7,6} \) specified by a pair of integers \( (r, s) \) as shown in Table 1, only the nine of which appear in the TC3P CFT (the ones with \( r = 1, 3, \text{ and } 5 \) in Tab. 1) [33,39,40]. The torus partition function of the TC3P model is given by the nondiagonal \((D_4, A_6)\) modular invariant in terms of the \( A-D-E \) classification, as

\[ Z_{D_4,A_6} = \sum_{s=1,2,3} \left[ |\chi_{1,s} + \chi_{5,s}|^2 + 2 |\chi_{3,s}|^2 \right], \]  

(8)

where \( \chi_{r,s} \) is the character for the irreducible module labeled by \( (r, s) \) in the Virasoro algebra [32,41].

Notice that defining the character for the extended algebra makes the partition function diagonal:

\[ Z_{D_4,A_6} = |C_0|^2 + |C_{\frac{1}{2}}|^2 + |C_{\frac{3}{2}}|^2 + |C_{\frac{5}{2}}|^2 + |C_{\frac{7}{2}}|^2 + \left[ C_{\frac{1}{4}} \right]^2 + \left[ C_{\frac{5}{4}} \right]^2 + \left[ C_{\frac{9}{4}} \right]^2 + \left[ C_{\frac{13}{4}} \right]^2, \]  

(9)
Table 1  The primary fields of the $c = 6/7$ unitary minimal CFT.

Note that the element at $(r, s)$ is identical to that at $(6 - r, 7 - s)$

| $r$ | 1 | 2 | 3 | 4 | 5 | 6 |
|-----|---|---|---|---|---|---|
| $s$ | 1 | 2 | 3 | 4 | 5 | 6 |

| 5 | 5 | 22/7 | 12/7 | 5/7 | 1/7 |
| 4 | 23/8 | 85/56 | 33/56 | 5/56 |
| 3 | 4/3 | 10/21 | 1/21 |
| 2 | 3/8 | 1/56 |
| 1 | 0 |

where the new characters in the extended algebra are defined as

$$C_0 = \chi_{1,1} + \chi_{5,1}$$

$$C_1 = \chi_{1,2} + \chi_{5,2}$$

$$C_5 = \chi_{1,3} + \chi_{5,3}.$$  

(10)

$$C_3^+ = C_3^- = \chi_{3,1}$$

$$C_{10}^+ = C_{10}^- = \chi_{3,2}$$

$$C_{11}^+ = C_{11}^- = \chi_{3,3}.$$  

(11)

As Eqs. (9), (10), and (11) suggest, it is useful to reorganize the nine primary operators in the extended chiral algebra. While the three of them are invariant under the $Z_3$ transformations, $\phi_0, \phi_7^1, \text{ and } \phi_7^5$, the others have the nontrivial $Z_3$ charge: let us define the operators with the positive $Z_3$ charge as $\phi_3^+, \phi_{10}^+ \text{ and } \phi_{21}^+$, and for the negative charge $\phi_3^-, \phi_{10}^- \text{ and } \phi_{21}^-$. 

2.3 Conformal Boundary States in the TC3P BCFT

For the minimal CFTs characterized by a pair of the Dynkin diagrams of the simply-laced simple Lie algebra as $(G, A_{h-1})$ with $h$ being the Coxeter number, the permissible conformal boundary states in the corresponding BCFT are completely classified [17]. In particular as for the $D$-type theories, in which the TC3P model is included, more detailed study on the OPE coefficients for the bulk and boundary fields can be found in Ref. [42]. In this section, we calculate the conformal boundary states in the TC3P model employing the complete classification presented in Ref. [17].

According to the complete classification, the conformal boundary states can be characterized by a pair of labels as $|(s, a)\rangle$, where $s$ is an integer satisfying $1 \leq s \leq h - 1$ and $a$ specifies the nodes of the Dynkin diagram $G$. Notice that the notation of $r$ and $s$ in this paper is opposite in Ref. [17]. Since the primary operator labeled by $(r, s)$ is identical to the one by $(g - r, h - s)$ with $g$ being the Coxeter number of $G$, the number of the conformal boundary states is $n(h - 1)/2$, where $n$ is the number of nodes in $G$. In the case of the TC3P CFT with $g = 6, h = 7, \text{ and } G = D_4$, there are $4 \times (7 - 1)/2 = 12$ independent conformal boundary states.

The explicit forms of the conformal boundary states can be given as the linear combination of the Ishibashi states like Eq. (5):

$$|s, a\rangle = \frac{\sqrt{2}}{2} \sum_{r' \in \text{Exp}(G)} \frac{\psi_{\Delta}^{s'}}{\sqrt{S^{(s')}_{1r'} S^{(s)}_{1s'}}} |r', s\rangle,$$  

(12)
where \( \psi \) is the eigenvectors of the adjacency matrix for the Dynkin diagram \( G \) and \( \text{Exp}(G) \) is the set of the Coxeter exponents of \( G \), the number of whose elements is equal to \( n \). \(|r', s'\rangle\) is the Ishibashi state labeled by the primary operators, i.e., a pair of integers, as in Table 1. Note that \(|r', s'\rangle\) is identical to \(|g - r', h - s'\rangle\) just as the primary operators, which results in the prefactor \( 1/2 \) in Eq. (12). \( S^{(h)} \) is also the eigenvectors of the adjacency matrix of \( A_{h-1} \), whose explicit form is

\[
S_{ij}^{(h)} = \sqrt{\frac{2}{h}} \sin \frac{ij\pi}{h},
\]

with \( 1 \leq i, j \leq h - 1 \).

Let us apply the formula Eq. (12) to our interest, the TC3P BCFT. The way of calculating the matrix \( \psi \) is explained in Appendix B of Ref. [17]. First, we begin with naming the nodes of the Dynkin diagram \( D_4 \) as

\[
(3, -) \quad (3, +)
\]

although the Coxeter exponents of \( D_4 \) are \( \{1, 3, 3, 5\} \), we here discriminate the degenerated 3’s as \((3, -)\) and \((3, +)\) similarly to the nodes of \( D_4 \) in Eq. (14), which leads to \( \text{Exp}(D_4) = \{1, (3, -), (3, +), 5\} \). Now the explicit form of the matrix \( \psi \) can be given as follows:

\[
\psi_a^{(3, \pm)} = \frac{1}{\sqrt{2}} S_{33}^{(g)} = \frac{1}{\sqrt{6}} \quad r = 1, 5
\]

\[
\psi_a^{(3, \epsilon \epsilon')} = \frac{1}{2} \left( S_{33}^{(g)} + i\epsilon\epsilon' \right) = \frac{\omega^{\epsilon\epsilon'}}{\sqrt{3}} \quad \epsilon, \epsilon' = \pm 1,
\]

where \( \omega = \exp \left( \frac{2\pi i}{3} \right) \), \( r \in \text{Exp}(D_4) \), and \( a \) runs within the nodes of \( D_4 \) shown in Eq. (14).

Using the above results, we can calculate the explicit forms of the conformal boundary states spanned by the Ishibashi states as follows:

\[
|s, 1\rangle = |7 - s, 1\rangle = \sum_{s'=1}^{3} P_{ss'} \left( |1, s'\rangle + |5, s'\rangle + |3-, s'\rangle + |3+, s'\rangle \right)
\]

\[
|s, 3\pm\rangle = |7 - s, 3\pm\rangle = \sum_{s'=1}^{3} P_{ss'} \left( |1, s'\rangle + |5, s'\rangle + \omega^{\mp} |3-, s'\rangle + \omega^{\pm} |3+, s'\rangle \right),
\]

where \( s = 1, 2, 3 \) and

\[
P_{ss'} = \begin{pmatrix}
  x & y & z \\
  y & -z & x \\
  z & x & -y \\
  x & y & z \\
  y & -z & x \\
  z & x & -y
\end{pmatrix}
\]
with \( x = \sqrt{2 \sin \frac{\pi}{7} / \sqrt{21}}, y = \sqrt{2 \sin \frac{2\pi}{7} / \sqrt{21}}, \) and \( z = \sqrt{2 \sin \frac{3\pi}{7} / \sqrt{21}}. \) For simplicity, we denote \((3, \pm)\) as \(3\pm\). Besides the above nine, there are three more boundary states:

\[
|s, 2\rangle = |(7 - s, 2)\rangle = \sum_{s' = 1}^{3} Q_{ss'} \left(|1, s'\rangle - |5, s'\rangle\right)
\]  
(22)

where \( s = 1, 2, 3 \) and

\[
Q_{ss'} = \sqrt{3} \begin{pmatrix}
\frac{x}{y} & \frac{-y}{z} & \frac{z}{x} \\
\frac{y}{z} & \frac{x}{z} & \frac{-z}{x} \\
\frac{z}{x} & \frac{-z}{y} & \frac{x}{y}
\end{pmatrix}
\]  
(23)

One observation about Eqs. (19) and (20) is that the three conformal boundary states \( |s, 1\rangle, |(s, 3-)\rangle, \) and \( |(s, 3+)\rangle \) can be related to each other by the Z\(_3\) transformation, which suggests they represent the Z\(_3\) symmetry breaking b.c.’s on the lattice, such as the ordered b.c. with a specific spin. This is because the Ishibashi states \( |3\pm, s'\rangle \) correspond to the primary operators with the non-zero Z\(_3\) charge discussed in Sect. 2.2: \( \phi^{±}_{\frac{2}{3}} (s' = 1), \phi^{±}_{\frac{4}{3}} (s' = 2), \) and \( \phi^{±}_{\frac{1}{3}} (s' = 3), \) respectively. Under the Z\(_3\) transformation, the Ishibashi states corresponding to those primary operators transform as

\[
|3\pm, s'\rangle \rightarrow \omega^{\pm}|3\pm, s'\rangle,
\]  
(24)

which relates the conformal boundary states \( |s, 1\rangle \) and \( |(s, 3\pm)\rangle \) to one another. In fact, the triality, or the invariance of the Dynkin diagram \( D_4 \) under the Z\(_3\) permutation within the three nodes 1, (3, -), and (3, +), also suggests this relation [43].

While the nine boundary states in Eq. (19) and Eq. (20) is not invariant under the Z\(_3\) transformation, the other three states in Eq. (22) preserves the Z\(_3\) symmetry, since they include no Ishibashi state with non-zero Z\(_3\) charge (i.e., \( |3\pm, s'\rangle \)). Therefore, it is expected that they correspond to the Z\(_3\) symmetric b.c.’s on the lattice such as the free b.c.

### 2.4 Property of the Boundary Fixed Points

Now that we have the twelve conformal boundary states of the TC3P model, let us calculate the operator contents for each boundary fixed point and the g-values, which help us to grasp the boundary renormalization group (RG) picture [25].

For the boundary states obtained in Sect. 2.3, calculating the operator contents is a simple task as explained in Ref. [17,24]. Consider the finite cylinder where the given two conformal boundary states, \((|s_1, a_1\rangle)\) and \((|s_2, a_2\rangle)\), are assigned to either edge, respectively. For the general minimal models classified as \((G, A_{h-1})\), the partition function \(Z_{(s_1, a_1)(s_2, a_2)}\) placed on such a geometry can be calculated as

\[
Z_{(s_1, a_1)(s_2, a_2)} = \sum_{1 \leq r \leq g-1} \sum_{1 \leq s \leq h-1} N_{ss_1} s_2 V_{r a_1 a_2} \chi_{r,s},
\]  
(25)

where \(N_s\) is the fusion matrix given by the Verlinde formula [44] with the modular matrix \(S^{(h)}\):

\[
N_{ss_1} s_2 = \sum_{1 \leq \sigma \leq h-1} \frac{\delta_{s\sigma} S^{(h)}_{ss_1} S^{(h)*}_{s_2\sigma}}{\delta_{1\sigma}}.
\]  
(26)
The $n \times n$ matrices $V_r$ are so-called fused adjacency matrix of the Dynkin diagram $G$ defined recursively as

$$V_1 = I, \quad V_2 = G, \quad V_{i+1} = V_i V_i - V_{i-1},$$

(27)

where $I$ represents an identity matrix and there is an abuse of notation: $G$ also represents the adjacency matrix of the Dynkin diagram $G$.

Let us apply Eq. (25) to the TC3P BCFT. The fusion matrix $N$ can be calculated using $S(h)$ with $h = 7$

$$N_1 = I, \quad N_2 = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{pmatrix},$$

$$N_4 = \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix}, \quad N_5 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad N_6 = \begin{pmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{pmatrix}.$$  

(28)

The fused adjacency matrices are given as follows:

$$V_1 = V_5 = I, \quad V_2 = V_4 = G = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{pmatrix}, \quad V_3 = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$  

(30)

Using Eq. (25), we calculate the operator contents for all the boundary fixed points considered in this paper, which is summarized in Table 2. For later discussion, we would like to comment on the case with the ‘degenerated boundary state’, i.e., the b.c. specified by the linear combination of the conformal boundary states. Suppose a finite cylinder where on one edge the b.c. $\sum_i (s_i^1, a_i^1)$ is imposed while on the other $\sum_j (s_j^2, a_j^2)$. On this cylinder geometry, the partition function is just the summation of those with the elementary conformal boundary states, as

$$Z = \sum_{i,j} Z_{(s_i^1, a_i^1)(s_j^2, a_j^2)} = \sum_{1 \leq i \leq g-1, 1 \leq j \leq h-1} \left[ \sum_{s_1^1} s_1^1 V_{r(a)_{s_1^1}} \right] \chi_{r,s}.$$  

(31)

We also calculate the $g$-values for each fixed point, which represents ‘the degeneracy of the ground states’, defined for the boundary fixed point of $|(s, a)\rangle$ as $[17]$

$$g_{(s,a)} = \left\{ \begin{array}{ll} 1 & (a = 1, 3) \\ \sqrt{S^{(h)} S^{(g)}} & (a = 2) \end{array} \right\}.$$  

(32)

The results of our calculation are concluded in Table 2. Since the $g$-theorem guarantees that the $g$-value decreases along the boundary RG flow from a UV to an IR fixed point $[25]$, these quantities are useful to determine the boundary phase diagram in the later section.
Table 2 The boundary fixed points of the TC3P model

| Conformal boundary state | Partition function | g-value |
|--------------------------|--------------------|--------|
| $|(1, 1), (1, 3\pm)|$ | $\chi_{1,1} + \chi_{5,1}$ | $x$ |
| $|(2, 1), (2, 3\pm)|$ | $\chi_{1,1} + \chi_{3,1} + \chi_{5,1} + \chi_{5,3}$ | $\frac{\sqrt{2}}{x}$ |
| $|(3, 1), (3, \pm)|$ | $\chi_{1,1} + \chi_{5,1} + \chi_{3,1} + \chi_{5,3} + \chi_{1,5} + \chi_{5,5}$ | $\frac{\sqrt{2}}{x}$ |
| $|(1, 2)|$ | $\chi_{1,1} + \chi_{3,1} + 2\chi_{3,1}$ | $\sqrt{3}x$ |
| $|(2, 2)|$ | $\chi_{1,1} + \chi_{5,1} + \chi_{3,1} + \chi_{5,3} + 2(\chi_{3,1} + \chi_{3,3})$ | $\frac{\sqrt{5}+\sqrt{3}}{x}$ |
| $|(3, 2)|$ | $\chi_{1,1} + \chi_{5,1} + \chi_{3,1} + \chi_{5,3} + \chi_{1,5} + \chi_{5,5}$ | $\frac{\sqrt{5}+\sqrt{3}}{x}$ |

3 Lattice Realization of the Conformal Boundary States

Now that we have the twelve conformal boundary states which are expected to appear in the TC3P model on a lattice, our next task is to analyze the surface phase transitions of the lattice model with respect to the TC3P BCFT. The goal of this section is to reveal the correspondence between the conformal boundary states found in the BCFT and the physical b.c.’s realized on the lattice. To achieve this, the 3-state dilute Potts model in Eq. (2) is studied numerically by the TNR method, which allows us to access the accurate conformal data [26,45,46], and also can be applied in the presence of open boundaries [47]. First, we determine the accurate location of the bulk tricritical point in Eq. (2), so that the computed conformal data are consistent with the ones exactly known. After locating the tricriticality $K_{c}^{\text{bulk}}$ and $D_{c}^{\text{bulk}}$, we study the surface phase diagram spanned by the surface parameters $K_{s}$ and $h_{s}$, and discover the seven different boundary fixed points. By comparing the numerically obtained conformal spectrum and the operator contents of the boundary fixed points for each conformal boundary state, the physical realization of them is discussed.

3.1 Numerical Methods

In order to extract the conformal spectrum from a Hamiltonian on the lattice, we adopt the TNR algorithm. In this section, we present a brief review of the RG technique in the tensor network formalism and the way of computing the scaling dimensions.

The universal part of the partition function of the critical classical system on a $N \times M$ torus can be, in general, represented as $Z_{\text{CFT}} = \text{Tr} \; T^{M}$ with the transfer matrix

$$T = \exp \left[ -\frac{2\pi}{N} \left( L_{0} + \bar{L}_{0} - \frac{c}{12} \right) \right],$$

(33)

where $L_{0}$ and $\bar{L}_{0}$ are the operators in the Cartan subalgebra of Eq. (3) and $c$ is the central charge [31]. Since the eigenvalues of $L_{0} + \bar{L}_{0}$ yield the scaling dimensions, the diagonalization of the transfer matrix Eq. (33) after an appropriate normalization allows us to extract the conformal spectrum.

One of the simplest ways of constructing the transfer matrix on the lattice is to employ the tensor network formalism. The transfer matrix Eq. (33) on the square lattice with a periodic
b.c. consists of the rank-4 tensors as

$$T \propto (\cdots)$$

(34)

where \(N\) rank-4 tensors, in each of which the degrees of freedom of one lattice site are implemented, are arranged in a row, and the connected bond indicates that the corresponding index shared by the two tensors is contracted. For the detail on how to obtain the local tensor for a given statistical model, for example see the reference [48].

Therefore, our task is to construct the transfer matrix Eq. (34) from the local tensors and diagonalize it to compute the scaling dimensions. However, the exact construction and diagonalization of the transfer matrix requires exponentially exploding numerical cost in terms of the lattice sites. Since it is significant to deal with larger transfer matrices for the purpose of achieving accurate conformal spectrum, more sophisticated methods are essential.

One remedy is to coarse-grain the large transfer matrix by means of some approximation, which can be executed very efficiently in the formalism of the tensor network by the methods called tensor renormalization group (TRG) [49]. The essence of the TRG methods is to approximate a cluster of tensors as the fewer number of them without increasing the degrees of freedom in the local tensor, based on the philosophy of the real-space RG [50]. For example, by replacing the plaquette formed by the four tensors with a single tensor,

$$\approx$$

(35)

one can obtain the coarse-grained local tensor where the degrees of freedom of the four original tensors are approximately included. Notice that the point of Eq. (35) is that some threshold \(\chi\) should be set for the bond dimension, the degree of freedom each bond carries, to avoid the exponential divergence of it. This RG procedure enables us to construct the effectively larger transfer matrix without the exponentially expensive cost, because beginning with an initial tensor representing one lattice site, after \(i\) RG steps of Eq. (35) the renormalized local tensor effectively includes the \(4^i\) original lattice sites. Although we do not consider in the present paper, we would like to comment that one can easily calculate various physical quantities including the energy and order parameters in the formalism of tensor network with TRG technique.

The TNR method, the algorithm we employ in this work, is also based on the concept in Eq. (35), which is an improved version of the TRG method so as to simulate even the critical system efficiently. For further explanation and the detailed algorithm, see the references [26,46].

In the presence of open boundaries, we can take the same strategy to compute the conformal spectrum accurately [47,51], where the transfer matrix is expressed as

$$T = \exp \left[ -\frac{\pi}{N} (L_0 - \frac{c}{24}) \right]$$

(36)

$$\propto (\cdots)$$

(37)

The rank-3 tensors in the both sides of the transfer matrix represent the boundaries of the cylinder geometry. Note that we need assume either of the lowest scaling dimension or the central charge by our hand to determine the one we do not assume. In this work, because we only focus on the boundary fixed point, where the same b.c. is imposed on the both boundaries of the cylinder, we assume the lowest scaling dimension \(h_0 = 0\).
Fig. 1 (Color online) The computed central charge (red dashed line) and the eighteen lowest scaling dimensions (colored solid lines) for each RG step at (a) $K_c^{\text{bulk}} = 1.649913(5)$ and $D_c^{\text{bulk}} = 3.152173(10)$, used in the previous study, and (b) $K_c^{\text{bulk}} = 1.649850(2)$ and $D_c^{\text{bulk}} = 3.152027(1)$ obtained in this study. The black thin solid lines represent the exact values for the TC3P CFT.

Another comment on our numerical method is that the $Z_2$ symmetric tensor is employed, which makes it possible to reduce the computational cost [52]. Notice that even in the presence of the boundary external field $h_s$ in Eq. (2), the Hamiltonian possess the $Z_2$ symmetry in terms of the permutation of two spins $B$ and $C$. Also, all the numerical simulations are performed with the bond dimension $\chi = 36$.

3.2 Location of the Bulk Tricritical Point

Before discussing the surface critical behavior, it is essential to realize the bulk tricriticality of the TC3P CFT on the lattice by the fine tuning of the bulk parameters. In the previous study, the bulk tricritical point of Eq. (2) is determined by the transfer matrix method, as $K_c^{\text{bulk}} = 1.649913(5)$ and $D_c^{\text{bulk}} = 3.152173(10)$ [53]. However, this computed tricritical point turns out to be slightly off critical for our TNR simulation with $\chi = 36$, as shown in Fig. 1a, where the numerically obtained scaling dimensions and central charge are going off the exact values as the RG step (i.e., the system size) grows. Notice that in this simulation we employ the periodic boundary condition and do not consider the surface parameters.

To obtain better tricritical point for our case, we perform the brute-force search in the two-dimensional parameter space spanned by $(K_c^{\text{bulk}}, D_c^{\text{bulk}})$, where at each pair of the parameters the RG flow of the conformal data is investigated. Our tricritical point is determined so that the computed conformal data at the ninth RG step are as close to the exact values as possible, through which we obtain $K_c^{\text{bulk}} = 1.649850(2)$ and $D_c^{\text{bulk}} = 3.152027(1)$. In Fig. 1b the RG flow computed at the new tricritical point is shown, where the extracted conformal data continue to stay at the exact values stably even for the larger RG steps. In the following discussion on the surface critical behavior, this bulk tricritical point is adopted.

However, notice that we could not conclude that our tricritical point is also more accurate than in Ref. [53] in the thermodynamic limit, since the extrapolation in terms of $\chi$ is missing in our analysis, while it is performed in terms of the system size in the previous work. We leave it a future work to determine the accurate tricritical points in the $\chi \to \infty$ limit with tensor network analysis.
Fig. 2 (Color online) The schematic surface phase diagram of the 3-state dilute Potts model Eq. (2). The special point of the degenerated b.c. is located at $K_s/K_c^{\text{bulk}} = 1.701(2)$ and $h_s = 0$, and the semi-ordered transition line in $h_s > 0$ crosses with the $K_s = 0$ line at $h_s = 1.938(9)$. On the other hand, the other semi-ordered line in $h_s < 0$ has no crossing point with the $K_s = 0$ line, whose end point is at $K_s/K_c^{\text{bulk}} = 1.517(9)$ and $h_s = -\infty$.

3.3 Surface Phase Diagram

Next, we perform the numerical simulation in the presence of open boundaries and compute the conformal spectrum characterizing the boundary fixed points. For a given pair of the surface parameter $(K_s, h_s)$ the scaling dimensions are extracted, by which we can determine to what phase the parameter point belongs, since the change of the conformal spectrum allows us to detect the surface phase transitions. In Fig. 2, we describe the schematic phase diagram with the two surface parameters, where we discover the seven distinct phases. In the following discussion, the naming conventions for the boundary states are based on those in the tricritical Ising model [22].

When $h_s = 0$ and $K_s = 0$, the $S_3$ Potts spin is absent on the boundary, which means the edge is occupied by the vacancies, the ‘0’ states, and not magnetized [5]. We call this boundary state $|0\rangle$, the free b.c., which covers the finite region in the vicinity of the origin.

As is explained in Sect. 1, a remarkable feature of this surface phase diagram is that the edges can be ordered even without the magnetic field, if the surface coupling exceeds some finite threshold. As is also stressed in Sect. 1, this spontaneously symmetry breaking on a one-dimensional edge can be possible owing to the strongly correlated bulk at tricriticality. Such a transition occurs at $h_s = 0$ and $K_s/K_c^{\text{bulk}} = 1.701(2)$, which is a special point named as the degenerated b.c., $|d\rangle$.

Since $h_s > 0$ induces the $A$ spin, the boundary can undergo a phase transition into the ordered b.c. with the $A$ spin named as $|A\rangle$, and we call the transition a semi-ordered b.c. labeled as $|0A\rangle$. The phase boundary between the free b.c. phase and the $A$-ordered phase falls into the universality class of this semi-ordered b.c., which crosses with the $K_s = 0$ line at $h_s = 1.938(9)$.

On the other hand, the negative $h_s$ suppresses the $A$ spin, which results in the phase transition between the free b.c. phase and another ordered phase with the $B$ or $C$ spin. The boundary state in this phase is labeled as $|B\rangle + |C\rangle$ since the doubly degenerated spectra appears as will be discussed later, while the transition line is again a semi-ordered b.c. labeled as $|0BC\rangle$. Notice that this semi-ordered transition line in $h_s < 0$ does not cross with the $K_s = 0$ line, which means the boundary never becomes polarized even for the limit of $h_s \to -\infty$ if $K_s$ is sufficiently small. The end point of this transition line at $h_s = -\infty$ is observed at $K_s/K_c^{\text{bulk}} = 1.517(9)$.
The two semi-ordered transition lines merge at the special point. As long as the $S_3$ symmetry is preserved with $h_s = 0$, the third ordered phase is stable for the larger $K_s$ than the special point, whose boundary state is labeled as $|A\rangle + |B\rangle + |C\rangle$ due to the triply degenerated spectra shown in the next subsection.

Finally, we comment that our surface phase diagram in Fig. 2 is qualitatively consistent with the one discussed in the previous study [6].

### 3.4 Correspondence to the Conformal Boundary States in the TC3P BCFT

For the possible boundary fixed points in the BCFT discussed in Sect. 2, let us consider to what phases they correspond and understand the phase diagram Fig. 2 with respect to the TC3P BCFT. Because the TNR approach allows us to extract the conformal spectrum from the lattice model, by comparing them with the conformal tower discussed in Sect. 2.4 it can...
be possible to estimate the correspondence between the conformal boundary states and those realized on the lattice.

We show the numerical results of the computed spectrum in Fig. 3 for the seven distinct phases in the surface phase diagram Fig. 2. The concrete locations of the points where the spectrum are computed, the pairs of the surface parameters \((K_s, h_s)\), are summarized in Table 3. For instance, the spectra for the ordered b.c. with the single Potts spin \(\chi_{1,1} + \chi_{5,1}\). This indicates that the conformal boundary state \(|(1, 1)\rangle\) corresponds to the fixed point of the ordered b.c. \(|A\rangle\).

Because the three conformal boundary states \(|(1, 1)\rangle\) and \(|(1, 3 \pm)\rangle\) are associated by the \(Z_3\) transformation as is explained in Sect. 2.3, we can conclude that the conformal boundary states \(|(1, 3 \pm)\rangle\) correspond to \(|B\rangle\) and \(|C\rangle\), respectively. This can be verified through the fact that the spectra for the boundary state \(|B\rangle + |C\rangle\) is consistent with that of the boundary state \(|(1, 3-\rangle) + |(1, 3+)\rangle \equiv |(1, 3)\rangle\). Notice that the partition function \(Z_{(1,3)}(1,3)\) can be calculated from Eq. (31), as

\[
Z_{(1,3)}(1,3) = \sum_{a_1=3\pm}Z_{(1,a_1)(1,a_2)} = 2 \left( \chi_{1,1} + \chi_{5,1} + \chi_{3,1} \right).
\]

The coincidence of the spectra for \(|A\rangle + |B\rangle + |C\rangle\) with that of \(|(1, 1)\rangle + |(1, 3)\rangle\) also supports the above statement.

For the other \(Z_3\) symmetry breaking conformal boundary states, the corresponding lattice realization can be found based on the consistency of the spectrum as shown in Table 3. Namely,

\[
|0A\rangle = |(2, 1)\rangle, \quad |0BC\rangle = |(3, 1)\rangle.
\]
which leads to the correspondence of the other Cardy states related by the \(Z_3\) transformation:

\[
\begin{align*}
|0B\rangle &= |(2, 3+)\rangle, \\
|0C\rangle &= |(2, 3-)\rangle, \\
|0CA\rangle &= |(3, 3+)\rangle, \\
|0AB\rangle &= |(3, 3-)\rangle.
\end{align*}
\] (40) (41)

Since the boundary states \(|0\rangle\) and \(|d\rangle\) possess the \(Z_3\) symmetry because of \(h_s = 0\) and no degenerated ground state in their conformal spectrum, it would be natural to relate them to the boundary states in Eq. (22). Judging from the conformal spectrum, we can see that

\[
|0\rangle = |(1, 2)\rangle, \\
|d\rangle = |(2, 2)\rangle.
\] (42)

Now we are able to identify the lattice realization for the eleven conformal boundary states as concluded in Table 3, while the physical picture of only \(|(3, 2)\rangle\) remains unidentified. A remarkable characteristic of \(|(3, 2)\rangle\) is that in the operator content of its boundary fixed point all the primary operators in the TC3P model appear (see Table 2), which means the fixed point is quite unstable with the five relevant scaling fields. As far as we search the two-parameter surface phase diagram, such a fixed point cannot be discovered with \(h_s \in \mathbb{R}\) and \(K_s \geq 0\).

A similar conformal boundary state is also found in the 3-state Potts BCFT, whose boundary fixed point contains all the possible primary operators in that BCFT [54,55]. It is revealed that such a boundary state, named as ‘new’ b.c., can be realized in the quantum 3-state Potts chain with an imaginary magnetic boundary field or in the classical two-dimensional Potts model with a boundary negative Boltzmann weight, which can never be accessible with the ‘physically sound’ surface coupling and magnetic field [56].

In fact, Ruelle conjectured that the TC3P BCFT would possess a similar boundary state to the new b.c. in the 3-state Potts BCFT [43]. Judging from the numerical investigation, we also guess that \(|(3, 2)\rangle\) would exist out of the surface phase diagram in Fig. 2 and might be realized with some nonphysical Boltzmann weight. Determination of the boundary Boltzmann weight for this state would be more difficult than the case of the 3-state Potts BCFT, because the duality analysis of the lattice Hamiltonian [54] is more complicated. Then, we also name \(|(3, 2)\rangle\) as the ‘new’ b.c. and leave it an open problem to consider its realization on the lattice.

Finally, we confirm the surface phase diagram in Fig. 2 in terms of the \(g\)-values, which are concluded in Table 3. For the phase transition between the free b.c. and the \(A\)-ordered phase, an inequality

\[
g_A < g_0 < g_{0A}
\] (43)

indicates the fixed point of \(|0A\rangle\) is more unstable than that of \(|A\rangle\) and \(|0\rangle\), which is consistent with the RG picture in Fig. 2. Similarly,

\[
g_0 < g_{B+C} < g_{0BC} \quad \text{and} \quad g_A < g_{B+C} < g_{A+B+C}
\] (44)

are consistent with the two phase transitions of \(|0\rangle \leftrightarrow |B\rangle + |C\rangle\) and \(|A\rangle \leftrightarrow |B\rangle + |C\rangle\). Furthermore, the \(g\)-value of the special point satisfies

\[
g_{0A} < g_{0BC} < g_{A+B+C} < g_d,
\] (45)

which is also consistent with the phase diagram. We comment that the new b.c. is the most unstable fixed point with \(g_{\text{new}} = \sqrt{\frac{3x^2}{x}} > g_d\) in those appearing in the phase diagram Fig. 2.
4 Conclusion and Discussion

In this paper, we investigate the surface critical behavior of the TC3P model in two dimensions more precisely than in the previous work with the MC simulation. We first review the BCFT for the TC3P universality class, where we make a list of the conformally invariant b.c.’s with the $g$-values and the operator contents for the possible boundary fixed points, based on the $A$-$D$-$E$ classification provided in Ref. [17]. The correspondence between the obtained boundary fixed points and the phase diagram of the lattice model is studied with the tensor network method, by which the accurate conformal data emergent on the lattices are numerically accessible. After determining the location of the bulk tricritical point in the 3-state dilute Potts model, we study the surface phase diagram spanned by the surface couplings and magnetic fields. Our surface phase diagram is qualitatively consistent with the one in the previous study, where the seven distinct phases are discovered. Comparing the numerically extracted conformal spectrum with that of each boundary fixed point calculated exactly, we are able to identify the lattice realizations of the conformal boundary states in the TC3P BCFT except for the one named as ‘new’ b.c., which might be realized on the lattices with physically unsound Boltzmann weight similarly to the new b.c. in the 3-state Potts BCFT.

The most straightforward way of calculating the boundary weight for the new b.c. would be to make use of the critical $A$-$D$-$E$ dilute lattice models [57,58]. The calculation of the boundary weights for this dilute series can be performed with the dilute Temperley-Lieb algebra using the same strategy discussed by Behrend and Pearce [56], although the problem is, as suggested in the discussion of their paper, the analysis of the dilute lattice models are more complicated than the ordinary ones since the dilute Temperley-Lieb algebra includes more generators than the ordinary Temperley-Lieb one.

It is, in general, significant to verify whether the CFTs are consistent with the critical phenomena in actual lattice models, since the emergent conformal symmetry in critical systems is only a conjecture except very few cases exactly studied. Particularly in the presence of open boundaries, owing to a rich variety of conformal b.c.’s occurring in BCFTs, studying the lattice realization of them for various lattice models is an intriguing problem. We would like to stress that for such a purpose our programs employed in this paper are easily applicable for other two-dimensional classical or one-dimensional quantum systems at criticality.

It would also be interesting to investigate the more general multicritical Ising universality classes, which would correspond to the minimal CFTs with larger central charges. Since the number of the primary fields grows as the central charge becomes closer to $c = 1$, it is expected that the higher-multicritical models have more conformal boundary states, which would suggest the richer surface phase diagram. On the other hand, the higher multicritical 3-state Potts model could not be described by the minimal CFTs [38], which suggests that it would be difficult to calculate the complete list of the conformal b.c.’s in the framework of BCFT. We would like to suggest, even in such a case, construction and numerical study of the lattice model is possible, which might be useful to discover unfound conformal boundary states in the BCFT.
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