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In this article, we use the $p$-Laplace decomposition method to find the solution to the initial value problems that involve generalized fractional derivatives. The $p$-Laplace decomposition method is used to get approximate series solutions. The Adomian decomposition is improved with the assistance of the $p$-Laplace transform to examine the solutions of the given examples to demonstrate the precision of the current technique.

1. Introduction

Fractional calculus has grown in popularity in applied mathematics, and it has been used to describe a variety of physical scientific domains such as viscoelasticity, control, and diffusion. Fractional differential equations are encountered in a variety of areas of engineering and physical study, such as [1–3]. Different approaches have been used to study and solve fractional differential equations [4–15]. The integral transform methods are critical for handling a wide variety of problems. To get analytical solutions, in certain cases, they have been used in conjunction with several analytical techniques [16–19], and it has been shown to be successful in overcoming problems. The $p$-Laplace transform is a generalized Laplace transform introduced by [20] to solve fractional differential equations with generalized fractional derivatives. The influence of the different values of order $q$ and parameter $p$ on the solution of a common widespread fractional differential equation with Caputo generalized fractional derivative is studied.

In [21], Shah et al. used the homotopy perturbation method with the $p$-Laplace transform to obtain the solutions of the nonlinear system of fractional Kersten–Krasil’shchik coupled KdV equation. Thanompolkrang et al. in [22] found the fractional Black–Scholes European equation solution using the homotopy perturbation method with generalized Laplace transform. Bhangale et al. [23] solved fractional differential equations with generalized fractional derivatives by using a coupling of $p$-Laplace transform method and an iterative approach.

The $p$-Laplace transform decomposition method combines the $p$-Laplace transform and a domain decomposition method. The goal of this research is to use the $p$-Laplace transform decomposition technique to solve initial value problems involving generalized fractional derivatives.

This work is broken down as follows. In Section 2, we give the definitions of generalized fractional integral, generalized fractional derivative, and the $p$-Laplace transform. The $p$-Laplace decomposition method and the convergence are shown in Sections 3 and 4, respectively. In Section 5, test examples are examined to illustrate the efficiency and features of the presented method. Finally, conclusions from the present research are given in Section 6.

The proposed method has some advantages and disadvantages:

(i) This method gives the solution with fewer arithmetic calculations and with high efficiency

(ii) The $p$-Laplace decomposition method is devoid of any restrictive assumptions, perturbations, discretization, or linearization
(iii) The main disadvantage of this method is that it gives the solution in a series form, but the series solution needs to be truncated to use it in the real-time applications. Moreover, the rate and region of convergence are issues that could occur.

2. Basic Definitions

**Definition 1.** For the function \( h : [0,\alpha] \rightarrow \mathbb{R} \), the generalized fractional integral of order \( q > 0 \), where \( p > 0 \), given in \([20]\) is defined by

\[
I_{a+}^{\alpha,q} h(x) = \frac{1}{\Gamma(q)} \left( \frac{d}{dx} \right)^{-q} \frac{h(x)}{x} d\delta, \quad x > a > 0, 0 < q < 1.
\]

(1)

**Definition 2.** For the function \( h : [0,\alpha] \rightarrow \mathbb{R} \), the generalized fractional derivative of order \( q > 0 \), where \( p > 0 \), given in \([20]\) is defined by

\[
D_{a+}^{\alpha,q} h(x) = \frac{1}{\Gamma(1-q)} \left( \frac{d}{dx} \right)^{1-q} \frac{h(x)}{x} d\delta, \quad x > a > 0, 0 < q < 1.
\]

(2)

**Definition 3.** For the function \( h : [0,\alpha] \rightarrow \mathbb{R} \), the Caputo generalized fractional derivative of order \( q > 0 \), where \( p > 0 \), given in \([20]\) is defined by

\[
D_{a+}^{\alpha,q} h(x) = \frac{1}{\Gamma(1-q)} \left( \frac{d}{dx} \right)^{1-q} \frac{h(x)}{x} x^{1-q} d\delta, \quad x > a > 0, 0 < q < 1.
\]

(3)

where \( \delta = x^{1-q} \).

**Definition 4.** The \( p \)-Laplace transform of a function \( h : [0, \infty] \rightarrow \mathbb{R} \) given in \([20]\) is defined by

\[
\mathcal{L}_p \{ h(t) \} = \int_0^\infty e^{-\frac{st}{x}} h(x) \frac{dX}{x^{1+p}}.
\]

(4)

The \( p \)-Laplace transform of the function \( h \) with Caputo generalized fractional derivative given in \([20]\) is defined by

\[
\mathcal{L}_p \{ D_{a+}^{\alpha,q} h(x) \} = s^q \mathcal{L}_p \{ h(x) \} - \sum_{k=0}^{n-1} s^{q-k-1} (1^q, \delta^q h)(0).
\]

(5)

3. Analysis of Method

Consider the fractional problem with Caputo generalized fractional derivative in the form

\[
D_{a+}^{\alpha,q} Y(t) + M Y(t) + N Y(t) = F(t), \quad q > 0, 0 < q \leq 1,
\]

subject to

\[
Y(0) = \mathcal{S}(t),
\]

where \( M Y(t) \) is a linear function, \( N Y(t) \) is a nonlinear function, and \( F(t) \) is a function of \( t \).

Taking \( p \)-Laplace transform to Equation (6), we get

\[
\mathcal{L}_p \{ D_{a+}^{\alpha,q} Y(t) + M Y(t) + N Y(t) \} = \mathcal{L}_p \{ F(t) \}, \quad q > 0, 0 < q \leq 1.
\]

(8)

Operating the inverse \( p \)-Laplace transform, we obtain

\[
Y(t) = \mathcal{H}(t) - \mathcal{L}_p^{-1} \left[ \frac{1}{3^q} \mathcal{L}_p \{ M Y(t) + N Y(t) \} \right],
\]

where

\[
\mathcal{H}(t) = \mathcal{L}_p^{-1} \left[ \mathcal{L}_p \{ Y(t) \} + \mathcal{L}_p \{ F(t) \} \right].
\]

(9)

The method represents the solution as an infinite series

\[
Y(t) = \sum_{n=0}^{\infty} \mathcal{A}_n(t),
\]

and the term \( N \mathcal{Y}(t) \) is given by

\[
N \mathcal{Y}(t) = \sum_{n=0}^{\infty} \mathcal{A}_n(t).
\]

(12)

where the A domain polynomials \( \mathcal{A}_n \) can be formed as

\[
\mathcal{A}_n = \frac{1}{n!} \frac{d^n}{dX^n} \left[ \mathcal{M} \sum_{i=0}^{n} \mathcal{A}_i Y_i \right]_{\delta=0}.
\]

(13)

Substituting Equations (12) and (13) into Equation (9) yields

\[
\sum_{n=0}^{\infty} \mathcal{A}_n(t) = \mathcal{H}(t) - \mathcal{L}_p^{-1} \left[ \frac{1}{3^q} \mathcal{L}_p \left[ \mathcal{M} \sum_{n=0}^{\infty} \mathcal{A}_n(t) + \mathcal{A}_n \right] \right].
\]

(14)

We obtain the recursive relation

\[
\mathcal{Y}_0(t) = \mathcal{H}(t),
\]

\[
\mathcal{Y}_{n+1}(t) = -\mathcal{L}_p^{-1} \left[ \frac{1}{3^q} \mathcal{L}_p \left[ M \mathcal{Y}_n(t) + \mathcal{A}_n \right] \right], \quad n \geq 0.
\]

(15)
The approximate solution can be expressed as
\[ Y(r) = \sum_{n=0}^{\infty} Y_n(r). \tag{16} \]

4. Convergence Analysis

In this section, we established the convergence and uniqueness of the \( p \)-Laplace decomposition method.

**Theorem 1.** The \( p \)-Laplace decomposition solution of (6) is unique whenever \( 0 < (C_1 + C_2)(\tau^q / |1 + q|) < 1 \).

**Theorem 2.** The \( p \)-Laplace decomposition method solution of the problem (6) is convergent.

**Proof.** Let \( Y = \sum_{n=0}^{\infty} Y_n(r) \). To prove that \( Y \) is a Cauchy sequence in Banach space \( W \), we consider
\[
\| Y_i - Y_n \| = \max_{r \in \mathcal{D}} | Y_i - Y_n |
\]
\[
\leq \max_{r \in \mathcal{D}} \left| \frac{1}{\partial^q} \frac{1}{\partial^q} \sum_{n=0}^{\infty} \left( d(Y_{i-1}(r)) + d(Y_{n-1}(r)) \right) \right|
\]
\[
= \max_{r \in \mathcal{D}} \left| \frac{1}{\partial^q} \frac{1}{\partial^q} \sum_{n=0}^{\infty} \left( d(Y_{i-1}(r)) + d(Y_{n-1}(r)) \right) \right|
\]
\[
\leq \max_{r \in \mathcal{D}} \left| \frac{1}{\partial^q} \frac{1}{\partial^q} \left( d(Y_{i-1}(r)) + d(Y_{n-1}(r)) \right) \right|
\]
\[
\leq C_1 \max_{r \in \mathcal{D}} \left| \frac{1}{\partial^q} \frac{1}{\partial^q} \left( d(Y_{i-1}(r)) + d(Y_{n-1}(r)) \right) \right|
\]
\[
+ C_2 \max_{r \in \mathcal{D}} \left| \frac{1}{\partial^q} \frac{1}{\partial^q} \left( d(Y_{i-1}(r)) + d(Y_{n-1}(r)) \right) \right|
\]
\[
\leq (C_1 + C_2) \| Y_{i-1} - Y_{n-1} \|.
\tag{17}
\]

Let \( i = k + 1 \), we have
\[
\| Y_{k+1} - Y_k \| \leq C \| Y_{k} - Y_{k-1} \| \leq C \| Y_{k-1} - Y_{k-2} \| \leq \cdots \leq C^n \| Y_1 - Y_0 \|.
\tag{18}
\]

where \( C = (C_1 + C_2)(\tau^q / |1 + q|) \). In the same vein,
\[
\| Y_i - Y_k \| \leq \| Y_{k+1} - Y_k \| + \| Y_{k+2} - Y_{k+1} \| + \cdots + \| Y_1 - Y_0 \|
\leq (C^k + C^{k+1} + \cdots + C^{k+n}) \| Y_1 - Y_0 \|
\leq C^k \left( 1 - \frac{C^{-k}}{1 - C} \right) \| Y_1 \|.
\tag{19}
\]

Since \( 0 < C < 1 \), we get \( 1 - C^{-k} < 1 \).
\[
\| Y_i - Y_k \| \leq \frac{C^k}{1 - C} \max_{r \in \mathcal{D}} \| Y_1 \|.
\tag{20}
\]

Since \( \| Y_i \| < \infty \), \( \| Y_i - Y_n \| \to 0 \) as \( k \to \infty \); hence, \( Y_i \) is a Cauchy sequence, and then the series is convergent. \( \Box \)

5. Test Examples

**Example 1.** We first start with the Riccati equation [24]:
\[
\mathfrak{S}_0^{q,p}(Y(r)) = 2 Y(r) - Y^2(r) + 1, \quad 0 < q \leq 1, \quad r > 0,
\tag{21}
\]
subject to \( Y(0) = 0 \).

Take the \( p \)-Laplace transform, we obtain
\[
\mathcal{L}_p[Y(r)] = \frac{1}{\partial^q p^{q+1}} + \frac{1}{\partial^q} \mathcal{L}_p \left( 2 Y(r) - Y^2(r) \right).
\tag{22}
\]

Applying the inverse \( p \)-Laplace transform, we have
\[
Y(r) = \frac{1}{\partial^q p^{q+1}} + \mathcal{L}_p^{-1} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 Y(r) - Y^2(r) \right) \right]
\tag{23}
\]

Therefore,
\[
\sum_{n=0}^{\infty} Y_n(r) = \frac{1}{\partial^q p^{q+1}} + \mathcal{L}_p^{-1} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \sum_{n=0}^{\infty} Y_n(r) - \sum_{n=0}^{\infty} N_n \right) \right],
\tag{24}
\]

where the nonlinear term \( Y^2(r) = \sum_{n=0}^{\infty} N_n \).

We define the following recursively formula:
\[
Y_0(r) = \frac{1}{\partial^q p^{q+1}},
\tag{25}
\]
\[
Y_{n+1}(r) = \mathcal{L}_p^{-1} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 Y_n(r) - N_n \right) \right], \quad n \geq 0.
\]

This gives
\[
Y_0(r) = \frac{1}{\partial^q p^{q+1}},
\]
\[
Y_1(r) = \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 Y_0(r) - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
\[
= \frac{1}{\partial^q p^{q+1}} \left[ \frac{1}{\partial^q} \mathcal{L}_p \left( 2 \frac{1}{\partial^q p^{q+1}} - N_0 \right) \right]
\tag{26}
\]
Therefore, the series solution is given by

\[
\mathcal{Y}(\tau) = \frac{\tau^{2g\rho}}{\rho^{2q\rho}} + \frac{2\tau^{q\rho}}{\rho^{2q\rho} \Gamma[1 + q] \Gamma[1 + 2q]^{q\rho} - \rho^{2q\rho} \Gamma[1 + q] \Gamma[1 + 3q]^{2q\rho}} + \frac{4\tau^{3q\rho}}{\rho^{2q\rho} \Gamma[1 + q] \Gamma[1 + 4q]^{3q\rho} - 4\rho^{2q\rho} \Gamma[1 + 2q] \Gamma[1 + 3q]^{4q\rho}} + \frac{8\tau^{4q\rho}}{\rho^{2q\rho} \Gamma[1 + q] \Gamma[1 + 5q]^{5q\rho}} + \ldots.
\]  

(27)

The solution is given by Equation (27), when \( \rho = 1, \ q = 1 \) is similar to the exact solution provided by

\[
\mathcal{Y}(\tau) = 1 + \sqrt{2} \tanh \left[ \sqrt{2t} + \frac{1}{2} \log \left( \frac{\sqrt{2} - 1}{\sqrt{2} + 1} \right) \right].
\]  

(28)

In Table 1, we exhibit the numerical solutions of Equation (21), obtained by the \( \rho \)-Laplace decomposition method when \( \rho = 1, \ q = 1 \). Table 2 displays the numerical results obtained by the \( \rho \)-Laplace decomposition method to the fractional Riccati Equation (21) for several values of \( \rho \) and \( q \). We plot the approximate solution and exact solution of Riccati Equation (21) in Figure 1. In Figure 2, we plot the approximate solutions to Equation (21) with different values of \( \rho \) and \( q \). From Table 1 and Figure 1, we can deduce that the \( \mathcal{Y} \)-approximate solution of Equation (21) is nearly identical to the \( \mathcal{Y} \)-exact solution (28). Table 2 and Figure 2 show that for different values of \( \rho \) and \( q \) the solutions have the same behavior.

Example 2. In the last problem, we discuss the fractional Chen system [24]:

\[
\mathcal{D}_0^\alpha \mathcal{Y}(\tau) = \mathcal{D} \mathcal{Y}(\tau) - \mathcal{Y}(\tau),
\]  

(29)

\[
\mathcal{D}_0^\alpha \mathcal{Y}(\tau) = (f - \mathcal{D}) \mathcal{Y}(\tau) - \mathcal{Y}(\tau) \mathcal{Z}(\tau) + \mathcal{F}(\tau),
\]  

(30)

\[
\mathcal{D}_0^\alpha \mathcal{Z}(\tau) = \mathcal{Y}(\tau) \mathcal{Z}(\tau) - \mathcal{E} \mathcal{Z}(\tau),
\]  

(31)

subject to \( \mathcal{Y}(0) = \alpha, \mathcal{Z}(0) = \beta, \) and \( \mathcal{Z}(0) = \gamma, \) where \( \mathcal{Y}, \mathcal{Z}, \) \( \mathcal{E} \in \mathbb{R}, t > 0, 0 < q \leq 1.\)

Solution. Applying the \( \rho \)-Laplace transform to Equation (29) and substituting the initial conditions, we have

\[
\mathcal{L}_\rho [\mathcal{Y}(\tau)] = \frac{\alpha}{s^q} + \frac{1}{s^q} \mathcal{L}_\rho [\mathcal{Y}(\tau) - \mathcal{Y}(\tau)],
\]  

(32)

\[
\mathcal{L}_\rho [\mathcal{Y}(\tau)] = \frac{\beta}{s^q} + \frac{1}{s^q} \mathcal{L}_\rho [(f - \mathcal{D}) \mathcal{Y}(\tau) - \mathcal{Y}(\tau) \mathcal{Z}(\tau) + \mathcal{F}(\tau)],
\]  

(33)

\[
\mathcal{L}_\rho [\mathcal{Z}(\tau)] = \frac{\gamma}{s^q} + \frac{1}{s^q} \mathcal{L}_\rho [(f - \mathcal{D}) \mathcal{Y}(\tau) - \mathcal{Y}(\tau) \mathcal{Z}(\tau) + \mathcal{F}(\tau)].
\]  

(34)

\[
\mathcal{L}_\rho [\mathcal{X}(\tau)] = \frac{\varepsilon}{s^q} + \frac{1}{s^q} \mathcal{L}_\rho [\mathcal{X}(\tau) \mathcal{Y}(\tau) - \mathcal{E} \mathcal{X}(\tau)].
\]  

(35)
Therefore,

\[
\sum_{n=0}^{\infty} x_n(t) = \alpha + \mathcal{D}_\mu \left[ \frac{d}{d^2} \mathcal{D}_\mu \left( \sum_{n=0}^{\infty} y_n(t) - \sum_{n=0}^{\infty} x_n \right) \right],
\]

\[
\sum_{n=0}^{\infty} y_n(t) = \beta + \mathcal{D}_\mu \left[ \frac{1}{3^2} \mathcal{D}_\mu \left( f - d \right) \sum_{n=0}^{\infty} x_n(t) - \sum_{n=0}^{\infty} \mathcal{D}_\mu x_n(t) \right],
\]

\[
\sum_{n=0}^{\infty} z_n(t) = \gamma + \mathcal{D}_\mu \left[ \frac{1}{3^2} \mathcal{D}_\mu \left( \sum_{n=0}^{\infty} \mathcal{D}_\mu x_n(t) - \sum_{n=0}^{\infty} z_n \right) \right].
\]

(36)

The nonlinear terms are given by \( x(t) z(t) = \sum_{n=0}^{\infty} \mathcal{D}_\mu \) and \( x(t) y(t) = \sum_{n=0}^{\infty} \mathcal{D}_\mu \).

The terms of the solution are given by

\[
x_0(t) = \alpha,
\]

\[
y_0(t) = \beta,
\]

\[
z_0(t) = \gamma,
\]

(37)

\[
x_1(t) = \frac{\alpha \beta}{\rho^q \Gamma(q+1)},
\]

\[
y_1(t) = \frac{\alpha (f-d) \beta - \alpha \epsilon + \beta \epsilon}{\rho^q \Gamma(q+1)},
\]

\[
z_1(t) = \frac{\alpha \beta - \alpha \epsilon}{\rho^q \Gamma(q+1)},
\]

(43)

This gives

\[
x_2(t) = \frac{\alpha \beta - \alpha \epsilon - \left( d - f \right) \beta}{\rho^q \Gamma(q+1)},
\]

\[
y_2(t) = \frac{\alpha (f-d) \beta - \alpha \epsilon + \beta \epsilon}{\rho^q \Gamma(q+1)},
\]

\[
z_2(t) = \frac{\alpha \beta - \alpha \epsilon}{\rho^q \Gamma(q+1)},
\]

\[
\vdots
\]
Table 3: Numerical outcome of Equation (29) for \( \rho = 1, \ q = 1, \ (\alpha, \beta, \epsilon) = (-10, 0, 37), \) and \( (d, \epsilon, f) = (35, 3, 28). \)

| \( \tau \) | \( x(\tau) \) | \( y(\tau) \) | \( z(\tau) \) |
|---------|----------------|----------------|----------------|
| 1       | \(-2.7674260625 \times 10^7\) | \(9.980182173223611 \times 10^9\) | \(4.23914339125 \times 10^7\) |
| 2       | \(-1.890854523333333 \times 10^9\) | \(3.184114879068444 \times 10^{11}\) | \(2.976572864333333 \times 10^9\) |
| 3       | \(-2.1994001685625 \times 10^{10}\) | \(2.410737003890362 \times 10^{12}\) | \(3.48991276376249 \times 10^{10}\) |
| 4       | \(-124856845410\) | \(1.012853398795111 \times 10^{13}\) | \(1.988762332324 \times 10^{11}\) |
| 5       | \(-4.792186801089583 \times 10^{11}\) | \(3.081744950221476 \times 10^{13}\) | \(7.650373367356495 \times 10^{11}\) |

Therefore, the series solution is as follows:

\[
x(\tau) = a + \frac{d\tau^\rho [\beta - \epsilon]}{\rho \tau^{[q + 1]}} + \frac{d\tau^{2\rho} [f\alpha - \alpha \epsilon - (d - f)\epsilon]}{\rho^2 \tau^{[2q + 1]}} + \ldots,
\]

\[
y(\tau) = b + \frac{d\tau^\rho [f\alpha - \alpha \epsilon + f\beta]}{\rho \tau^{[q + 1]}} + \frac{d\tau^{2\rho} [-\alpha^2 \beta + f^2 (\alpha + \beta) - 2\epsilon (d + \epsilon) + \epsilon (\epsilon + d + \epsilon) + f(\beta d - \alpha (c + 2d))]}{\rho^2 \tau^{[2q + 1]}} + \ldots,
\]

\[
z(\tau) = c + \frac{d\tau^\rho [\alpha \beta - \alpha \epsilon]}{\rho \tau^{[q + 1]}} + \frac{d\tau^{2\rho} [d\epsilon (-\alpha^2 \beta) + \epsilon (-\alpha \beta + c \epsilon) + \epsilon (-d \alpha + f(\alpha + \beta) - c \epsilon)]}{\rho^2 \tau^{[q + 1]}} + \ldots.
\]

(44)

6. Conclusion

In this research, we effectively used the \( \rho \)-Laplace decomposition approach to provide an approximate solution for initial value problems with generalized fractional derivatives. We tested the strategy in two different situations. The results revealed that the technique is exceedingly successful with a small number of calculations and is devoid of any linearization, perturbations, discretization, or restrictive assumptions. In addition, it is established that the findings obtained in the series form have a higher rate of convergence to the exact results. This approach can be used to solve various fractional PDEs.
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