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Abstract: By installing distributed generation (DG) sources in a distribution system, there is a change from the inactive state, accompanied by one-way power flow, to the active state, with the possibility of bilateral power flow. Authorities involved in the electricity industry manage the consumption side by bringing in particular programs called demand response programs. To implement these programs, it is crucial to create infrastructure, including the installation of smart measuring units in the consumption sector. In this paper, we investigate the optimal design of smart meters and combined hydrogen, heat, and power in the active distribution system to provide two functions aimed at reducing voltage drop and minimizing the total planning costs by taking different scenarios into account. In the combined hydrogen, heat, and power (CHHP)-based DGs, due to the low efficiency of the electrolyzer, its power is supplied by a smart parking lot (including wind turbines, photovoltaic systems, and batteries). To model the unit’s uncertainties, a long short-time memory (LSTM) model is employed. Utilizing the technique for order preference by similarity to ideal solution (TOPSIS), a state that enhances both functions is acquired from different scenarios. All of the simulations are carried out in two 33-bus systems.
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1. Introduction

The distribution system is the last node of the traditional power system in direct contact with consumers and is accountable for fulfilling the current demands with high quality and minimum load curtailment. Given the security problems and the extortionate cost of power system operators in the construction of new power plants, as well as environmental and economic issues due to fossil fuel supplies for power plants, and the low efficiency of the conventional power system, those involved in the electricity industry have considered using alternative sources. The essential factors in selecting new sources are availability, cleanliness, and affordability of energy production. Solar power was suggested as an alternative source, but owing to the instability of this resource and energy supply only by day, there is a dire need to use energy storage. The combination of resources and storage is called distributed generation resources. Using these resources in the distribution system converts the one-way power flow to bilateral power flow. It also changes the distribution system from a pure consumer sector to an active and productive state. Therefore, the distribution system becomes an active distribution network. Proper installation and operation of these resources necessitate developing a telecommunications platform and obtaining constant information on production and consumption rates. Such a network is called a...
smart network. To correctly manage the consumption side, programs are defined as load response programs to reduce the issues related to the network’s peak load and ensure a uniform load curve by modifying the consumption pattern. Network smartening should also be performed in the transportation sector to decrease the environmental problems caused by internal combustion vehicles. Given the spectacular advances in materials science and batteries, electric vehicles have been proposed as an alternative. It is necessary to construct car stations to provide battery power for these cars in particular places. With the introduction of the V2G concept, cars are able to inject power into the network, and officials began to contemplate managing them for use as virtual power plants. Station owners have installed other distributed generation sources and storage facilities to make high profits. These stations are known as smart stations. Subsequently, the studies conducted on the installation of distributed generation sources and their construction in the distribution system are reviewed herein. Cogenerations are another type of DG that meet several kinds of energy demands. Combined heat and power (CHP) is the traditional cogeneration unit. Combined hydrogen, heat, and power (CHHP) meets heat, hydrogen, and power demands simultaneously. CHHP includes an electrolyzer, fuel cell, heat exchange unit, and thermal and hydrogen storage units. Due to the low efficiency of the electrolyzer, its input power is fed by a smart parking lot (SPL).

Determining the optimal size of distributed generation resources is done in local modes and the grid-connected mode. In [1], the optimal design of an energy hub with various energy systems was investigated. Simultaneous generation of electricity and heat and natural gas boilers was considered in the energy hub. In research carried out in Darmustach, Massachusetts, to reduce energy costs and environmental concerns, economic parameters were considered as uncertainties, and the results confirmed the feasibility of the plan [2]. The feasibility of installing micro-turbines in United Kingdom buildings was evaluated [3]. Utilizing electrical storage devices for microgrid management was analyzed using a new optimization algorithm called the bat algorithm [4]. The results demonstrate the positive effect of adding storage facilities to reduce system operating costs and boost the quality of energy supply to consumers.

In [5], the impact of private sector investors’ participation and the distribution system operator on the profits of the involved parties was studied. The private sector investor owns a photovoltaic system and electric energy storage. In addition to providing the profit function, the distribution system’s technical constraints were also improved compared to the base state. Various plans have been taken into consideration by power system officials to make the energy sector more attractive to private sector investors. In [6], the profit function of the distribution system operator was integrated with the private sector investor’s profit function to attain satisfactory answers for both parties in different cases by solving these functions.

In general, there are three types of loads: industrial, commercial, and household. Household load requires the appropriate selection of the type of distributed generation source due to the electrical and thermal demand. In [7], the authors utilized the simultaneous generation of heat and electricity and diesel generators to supply the energy required by household consumers. Moreover, they applied thermal and electrical storage for proper management of the two types of demand, electrical and thermal. Consumption-side management includes the establishment of programs called demand response programs to improve the daily load curve to prevent coups and sudden power outages for consumers. In [8], the issue of optimal microgrid design was investigated by considering an objective function based on reliability. The effect of the load response program on the network load curve and the overall cost was also examined. To increase the effect of the DR program in short-time studies, additional investment was applied [9]. Real-time response capability was provided by integrating DR control and air conditioners into the basic electronic devices [10]. Different methods have been introduced to model system uncertainties. Monte Carlo (MC), the point estimate method, the symmetric two-point estimate method (S2PEM), fuzzy logic, and artificial intelligence algorithms are common approaches to modeling un-
certainties. In [11], a combination of the MC method and linearized power flow equations was employed to model probabilistic planning problems. In order to make much fewer simulations, the authors employed S2PEM and utilized deterministic routines to find the statistical moments of the time series [12]. The fuzzy logic model was employed to model load and power flow equations’ probabilistic behavior [13], and an intelligent network was used to model the market pricing model [14]. ISO made a decision to choose the best bids among all of the DISCOS proposed prices. All of the bids were offered by considering the predicted load curve and energy demand [15]. In [16], the authors proposed electrolyzer-and fuel-cell-based MG to meet both hydrogen and power energy demands. Due to the low efficiency of the electrolyzer, its input power is fed by a photovoltaic system [17]. Fuel-cell-based electric vehicles (FCBEVs) are also used as transportation vehicles [18].

There are several kinds of optimization algorithms to solve short-term and long-term issues. To solve the optimization scheduling problem, the authors proposed an ant colony algorithm [19]. In [20], the authors applied a combination of Tabu search (TS) and the particle swarm optimization (PSO) algorithm to solve a planning problem. In [21], the authors used general algebraic modeling system (GAMS) software to model the stochastic problem and, by implementing a mixed-integer linear program, achieved all of the optimal solutions. In [22], the authors presented a comprehensive study evaluating the impacts of battery storage in reducing the operational costs of MG. The positive effects of considering demand response and storage systems in the optimal management of a smart home were evaluated in [23]. In [24], the authors presented an effective strategy to reduce power and energy losses by using storage systems in the distribution network.

As can be seen from the latest literature, comprehensive studies that include effective predictive techniques to model system uncertainties and utilize simultaneous generation of power, hydrogen, and thermal energy are lacking in previous works.

In this study, the main objective is to optimally design an SPL-CHHP-based MG in the distribution system. The proposed station is equipped with a wind turbine, photovoltaic system, and a battery. The novelties of this research are classified as follows:

- Optimal planning of CHHP in the active distribution network;
- Employing the LSTM model to model wind and sun irradiation;
- Obtaining the CHHP’s converged power by the LSTM;
- Employing TOPSIS as a multicriteria decision analysis method.

The rest of the paper is organized as follows. In Section 2, the problem definition is addressed. The genetic algorithm (GA) as an optimization algorithm is explained in Section 3. In Section 4, all of the obtained results are analyzed in detail. Section 5 concludes the paper.

### 2. Problem Definition

In this paper, the main objective is to simultaneously locate CHHP and SMs in active distribution networks to reduce losses and minimize the total planning cost at the same time. Two objective functions were defined to reduce losses and costs, as shown in Equations (1)–(4).

\[
O{F_1} = VDI = (x, u) = \sum (|V_i| - 1)^2
\]  

\[
O{F_2} = (IC^{CHHP} + IC^{SPL} + \sum_{t=1}^{24} (\Phi_1,t + \Phi_2,t))
\]  

\[
\Phi_1 = \sum_{t=1}^{T} ((\rho_t \times P_t^{UG}) + (C_t^{SPL} \times P_t^{SPL}) + (C_t^{CHHP} \times P_t^{CHHP}))
\]  

\[
\Phi_2 = \sum_{t=1}^{T} ((D_t^{CHHP} \times P_t^{CHHP}) + (D_t^{SPL} \times P_t^{SPL}) + (D_t^{UG} \times P_t^{UG}))
\]
2.1. Load Uncertainty

According to the possible behavior of distribution system subscribers in electricity consumption, daily load changes in each year of the planning course are modeled using three parameters. The first parameter is the load consumption rate in the first year of the planning period. Each year of the planning course is divided into N_d demand levels, and the duration of each demand level is τ_i. The second parameter of the load model is the Demand Level Factor (DLF), which is acquired using the Probability Density Function (PDF) as follows. \( \lambda \) is a random variable generated using the normal distribution function with a mean value of 0 and a standard deviation of 1 for each demand level. \( \mu \) and \( \sigma \) are the predicted values of the load demand level and its standard deviation, respectively [25,26].

The default load demand curve is according to Equations (5)–(9). The amount of electricity consumed at each level of demand is calculated as follows, considering the load growth rate for each year of the planning course:

\[
P^i_{t,j,h} = P_{i,\text{base}} \times DLF^e_{t,j,h} \times (1 + \alpha)^t
\]

\[
Q^i_{t,j,h} = Q_{i,\text{base}} \times DLF^e_{t,j,h} \times (1 + \alpha)^t
\]

\[
S^i_{t,j,h} = P^i_{t,j,h} + jQ^i_{t,j,h}
\]

\[
S_{i,\text{base}} = P_{i,\text{base}} + jQ_{i,\text{base}}
\]

\[
\sigma^D_{t,j,h} = 0.01 \times \mu^D_{t,j,h}
\]

2.2. Electricity Price Uncertainty

The price of electricity purchased from the primary grid is determined based on electricity consumption and the behavior of the electricity market operator. This amount changes at each demand level, each year of the planning period. Changes in this quantity are modeled by multiplying two parameters: the base price of electricity for each demand level and the price level index. PLF is a price level index that indicates the electricity market behavior and is calculated using the probability density function as follows:

\[
\lambda = \rho \times \text{PLF}^e_{t,j,h}
\]

\[
\text{PLF}^e_{t,j,h} = \mu^\rho_{t,j,h} + \lambda^\rho_{t,j,h} \times \sigma^\rho_{t,j,h}
\]

\[
\sigma^\rho_{t,j,h} = 0.1 \times \mu^\rho_{t,j,h}
\]

Figure 1. Price level curve.
2.3. Electric Vehicle Charging Station

The charging station power depends on the car charging schedule and on factors such as the type and capacity of the car battery, the amount of initial charge of the battery, and the number of vehicles available at the station. The capacity and type of vehicle batteries attending the charging station are random parameters and depend on various factors such as the amount of each type developed and manufactured, the amount of public acceptance, and the area where the charging station is established. The access of each car at any hour depends on the times of arrival at and departure from the charging station, which is both accidental and caused by human behavior [28,29].

\[
SOC_{k}^{\text{initial}} = f(X; \mu_{SOC}; \delta_{SOC}; (SOC_{k}^{\text{initial,min}}; SOC_{k}^{\text{initial,max}}))
\]

\[
t_{k}^{\text{arr}} = f(X; \mu_{arr}; \delta_{arr}; (t_{k}^{\text{arr,min}}; t_{k}^{\text{arr,max}}))
\]

\[
t_{k}^{\text{dep}} = f(X; \mu_{dep}; \delta_{dep}; (t_{k}^{\text{dep,min}}; t_{k}^{\text{dep,max}}))
\]

\[
X_{EV}^{\text{ch}} + X_{EV}^{\text{disch}} \leq 1
\]

\[
SOC_{EV}^{\text{min}} \leq SOC_{EV} \leq SOC_{EV}^{\text{max}}
\]

\[
0 \leq P_{EV}^{\text{ch},t} \leq R_{EV}^{\text{ch}}
\]

\[
0 \leq P_{EV}^{\text{disch},t} \leq R_{EV}^{\text{disch}}
\]

\[
SOC_{EV}^{t} = SOC_{EV}^{t-1} + \frac{P_{EV}^{\text{ch},t}}{\eta_{EV}} - \frac{P_{EV}^{\text{disch},t}}{\eta_{EV}}
\]

\[
SOC_{EV}^{t} = SOC_{EV}^{t} \text{ if } t = t_{\text{arr}}
\]

\[
SOC_{EV}^{t} = SOC_{EV}^{\text{max}} \text{ if } t = t_{\text{dep}}
\]

\[
SOC_{EV}^{t} = P_{EV}^{\text{ch},t} = P_{EV}^{\text{disch},t} = 0 \text{ if } t_{\text{dep}} < t < t_{\text{arr}}
\]

2.4. Wind Turbine

The power generation of a wind turbine depends on the wind speed factor in the study area. This parameter has no definite value and is random. Therefore, the location of this distributed generation unit will depend on how this parameter is modeled. In this regard, several experiments were conducted, which demonstrated that the Rayleigh Probability Density function is the preferable option for modeling the random behavior of wind speed. This function is a particular case of the Weibull Probability Density Function, in which the shape index is equal to 2. \(v\) and \(C\) are the wind speed and scale index in the Weibull distribution, respectively. After modeling the wind speed parameter, the power generated by the wind turbine is obtained according to Equation (27) [30].

\[
f_{wg}(v) = \left(\frac{2v}{C^2}\right) \exp\left(\frac{-v^2}{C}\right)
\]

\[
v_{m} = \int_{0}^{\infty} v f_{wg}(v) dv = \int_{0}^{\infty} \left(\frac{2v^2}{C^2}\right) \exp\left(-\frac{v^2}{C}\right) dv = \frac{\sqrt{\pi}}{2} C
\]

\[
c \approx 1.128v_{m}
\]

\[
P_{wg}^{\text{out}}(v) = \begin{cases} 
0 & \text{if } v \leq v_{\text{in}} \text{ or } v \geq v_{\text{out}} \\
\frac{v_{\text{in}} - v_{\text{in}}^{\text{out}}}{v_{\text{in}}^{\text{out}} - v_{\text{in}}^{\text{in}}} & \text{if } v_{\text{in}}^{\text{in}} \leq v \leq v_{\text{in}}^{\text{out}} \\
\frac{v_{\text{rated}} - v_{\text{in}}^{\text{in}}}{v_{\text{in}}^{\text{in}} - v_{\text{rated}}} & \text{else}
\end{cases}
\]
2.5. Photovoltaic System

The photovoltaic system’s output power depends on the amount of light received by the panels, the ambient temperature, the cross section of the panels, and its efficiency. The amount of light emitted by the sun has possible behavior expressed as follows [31].

\[ f(I_r) = \frac{\Gamma(a+\beta)}{\Gamma(a)\times\Gamma(\beta)} \times I_r^{(a-1)} \times (1 - I_r)^{(\beta-1)} \]  

(28)

\[ \beta = (1 - \gamma)(\frac{\gamma \times (1 + \gamma)}{\delta^2} - 1) \]  

(29)

\[ a = \frac{\gamma \times \beta}{1 - \gamma} \]  

(30)

The output power of the PV system can be calculated as follows:

\[ P_{PV} = S_i \times \eta \times I_r \]  

(31)

2.6. Combined Hydrogen, Heat, and Power (CHHP)

The proposed CHHP includes an electrolyzer, fuel cell, and hydrogen and heat storage. The input power of the electrolyzer is supplied by the SPL. Figure 2 shows the proposed SPL-CHHP. The model for each unit is introduced in the following.

![Figure 2. The proposed SPL-CHHP.](image)

2.6.1. Electrolyzer

The electrolyzer decomposes water into \( H_2 \) and \( O_2 \). The process of decomposing water into its elementary components is carried out by passing electricity between two separated electrodes. The output power of the electrolyzer can be calculated as follows [32]:

\[ P_{Out,EL}^{Out,EL} = P_{Out,SPL}^{Out,SPL} \times \eta^{EL} \]  

(32)

2.6.2. Fuel Cell

The fuel cell is used to generate electrical energy from the chemical energy of the oxygen and hydrogen from the electrolyzer. The output power of the fuel cell can be calculated as follows [33]:

\[ HSS_t = HSS_{t-1} + \eta^{PH} \times P_t^{PH} - \frac{P_t^{PH}}{\eta^{MP}} \]  

(33)
The thermal flow in the heat storage at time $t$ is formulated as follows [34]:

$$Heat_{t}^{HS} = \eta^{HS} \times Heat_{t-1}^{HS} + Heat_{t-1}^{HS-in} - Heat_{t-1}^{HS-out}$$  \hspace{1cm} (34)

The upper and lower constraints of the heat storage units are defined as follows:

$$Heat_{m,d,h,s}^{HS-in} \leq Size^{HS}$$  \hspace{1cm} (35)

$$Heat_{m,d,h,s}^{HS-in} \leq A_{m,d,h,s}^{HS-in} \times \xi_{m,d,h,s}^{HS-in} \times Heat_{m,d,h,s}^{HS-in}$$  \hspace{1cm} (36)

$$Heat_{m,d,h,s}^{HS-out} \leq A_{m,d,h,s}^{HS-out} \times \xi_{m,d,h,s}^{HS-out} \times Heat_{m,d,h,s}^{HS-out}$$  \hspace{1cm} (37)

$$\xi_{m,d,h,s}^{HS-out} + \xi_{m,d,h,s}^{HS-in} \leq 1$$  \hspace{1cm} (38)

### 2.7. LSTM Model

The long short-time memory model is used with time series data to model wind velocity and solar irradiation. To this end, among all of the received data, 70 percent of data were separated and used as training data, and the rest were used as test data to evaluate the model. The LSTM includes three layers: input, output, and hidden layers. The hidden layer is formed as a memory cell. Figure 3 illustrates the basic unit of the memory cell. Input, forget, and output are the three gates of each cell. Equation (39) shows the input, hidden, and output layers of the LSTM [35].

$$i_t = g(W_{xi}x_t + W_{hi}s_{t-1} + b_i)$$  \hspace{1cm} (39)

$$f_t = g(W_{xf}x_t + W_{hf}s_{t-1} + b_f)$$  \hspace{1cm} (40)

$$o_t = g(W_{xo}x_t + W_{ho}s_{t-1} + b_o)$$  \hspace{1cm} (41)

![Figure 3. The basic unit memory cell.](image)

To analyze the sensitivity and accuracy of the LSTM, the mean square error (MSE) was employed, calculated as follows:

$$MSE = \frac{1}{k} \sum_{i=1}^{k} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (42)

The network structure of the LSTM is shown in Figure 4.
2.8. Demand Response

An efficient method of consumption-side management is to establish load response programs. These programs are divided into two general types: time-based and incentive-oriented. In this research, the TOU method, which is a time-based program, was utilized. This method offers a three-tariff price based on three categories: peak, medium, and low. By implementing load response programs, the distribution network operator can shift the load from the peak and costly hours to low and cheap hours. It should be noted that subscribers’ ability in the load shift is confined to a maximum value [36]. The current work could be extended by considering thermostatically controlled loads [37].

3. Problem-Solving Algorithm

The genetic algorithm (GA) is a search technique in computer science to find approximate solutions to optimization and search problems. It is a particular type of evolutionary algorithm that models biological processes such as inheritance and mutation [38]. This algorithm is one of the most effective search methods to determine the optimal point due to its parallel search of the answer space. The chromosomes used in the genetic algorithm to solve our objective functions are shown in Figure 5. These chromosomes are composed of three parts: the first part determines the location and size of DGs, the second part determines the power factor of DGs, and the third part determines the location of SMs.

Figure 5. Chromosomes used in the GA algorithm.

Figure 6 illustrates the proposed chromosomes for the first and second objective functions separately. In each of the above functions, two other operations must be performed.
in the structure of chromosomes: the intersection operation and the mutation operation. We select two of the parents (chromosomes) and perform the intersection and mutation operations. Finally, after the mutation operation, two children are born, one of which is shown in the figure above. In each iteration, some children are generated, and after ordering the children and parents in terms of their competence in optimizing our objective function, the competent individuals enter the next iteration. After a certain number of iterations, the optimal answer is achieved, and the best chromosome is extracted as the final answer. In the end, the optimal positioning and sizing are obtained. Figure 6 shows the proposed flowchart to solve the planning problem and choose the best plan among all of the solutions.

Figure 6. The proposed flowchart to solve the multiobjective function.

4. Results

4.1. Input Data

All of the required parameters to model WT, PV, HSS, HS, CHHP, and EVs are given in Tables 1 and 2. The smart charge/discharge pattern of the EVs according to the daily load curve is depicted in Figure 7.

### Table 1. PV, PL, and CHHP parameters.

| Parameter     | Unit  | Value   |
|---------------|-------|---------|
| \( \eta_{\text{Electrolyser}} \) |       | 0.7     |
| \( \eta_{\text{HE}} \)          |       | 0.85    |
| \( \omega \)          |       | 0.80    |
| \( \eta_{\text{PV}} \)         |       | 12.5%   |
| \( S \)               |       | 800     |
| \( T_a \)             |       | 25      |
| \( \eta_{\text{G2V}} \)       |       | 0.90    |
| \( \eta_{\text{V2G}} \)       |       | 0.81    |
| \( \text{SOC}_{\text{min}} \)  |       | 0       |
| \( \text{SOC}_{\text{max}} \)  |       | 8–22%   |
| \( \text{If} \)          |       | 10%     |
| \( \text{Ir} \)          |       | 10%     |
| \( (\text{year})\tau \)    |       | 10      |
| \( \alpha \)           |       | 3%      |

### Table 2. TOU, WT, and fuel cell parameters.

| TOU Program | Fuel Cell | WT |
|-------------|-----------|----|
| Peak        | Normal    | Low| Fuel Cell | \( \eta_{\text{Fuel cell}} \) | \( V_{\text{Cat--in}} \) | \( V_{\text{Cat--Out}} \) | \( V_{\text{rated}} \) | \( P_r \) |
| 20–23       | 7:00–19:59| 0:00–6:59| 0.52($/kWh) | 0.40($/kWh) | 0.25($/kWh) | 0.80 | 5 | 15 | 12 | 11 |
Table 1. PV, PL, and CHHP parameters.

| Unit     | CHHP | PV | PL | Other Data |
|----------|------|----|----|------------|
| Parameter| erElectrolys | η | H | E | ηω |
| Value    | 0.7  | 0.85 | 0.80 | 12.5% | 800  |
| ε         | 25   | 0.90 | 0.81 | 0 |
| SOCmin    | 8–22%| 10%  | 10% | 10 | 3%  |

Table 2. TOU, WT, and fuel cell parameters.

| TOU Program | Fuel Cell | WT |
|-------------|-----------|----|
| Peak        | Normal    | Low |
| 20–23       | 7:00–19:59| 0:00–6:59 |
| cell         | ηin        | CutV |
| 0.52($/kWh) | 0.40($/kWh)| 0.25($/kWh)|
| rP          | 0.80       | 5  |
| ratedV      | 15         | 12 |

4.2. Numerical Results

To solve each of the objective functions, we examined common scenarios for each of the functions. Figure 8 shows the proposed study system. It was concluded that different scenarios could be used to optimize the location and size of distributed generation resources in different conditions:

- Scenario 1: Base state;
- Scenario 2: Optimal location of one SPL-CHHP and three SMs;
- Scenario 3: Optimal location of two SPL-CHHP and three SMs;
- Scenario 4: Optimal location of three SPL-CHHP and three SMs.

Figures 9–11 show the efficiency of LSTM in electricity, hydrogen, and heat demand prediction.
- Scenario 3: Optimal location of two SPL-CHHP and three SMs;
- Scenario 4: Optimal location of three SPL-CHHP and three SMs.

Figures 9–11 show the efficiency of LSTM in electricity, hydrogen, and heat demand prediction.

**Figure 9.** Electricity demand prediction using LSTM.

**Figure 10.** Hydrogen demand prediction using LSTM.

**Figure 11.** Heat demand prediction using LSTM.

Figures 12 and 13 show the sun irradiation and wind velocity, which were predicted via LSTM. The obtained forecasted data with minimum MSE were used as input data in the optimization algorithm.
Figure 10. Hydrogen demand prediction using LSTM.

Figure 11. Heat demand prediction using LSTM.

Figures 12 and 13 show the sun irradiation and wind velocity, which were predicted via LSTM. The obtained forecasted data with minimum MSE were used as input data in the optimization algorithm.

Figure 12. Sun irradiation prediction using LSTM.

Figure 13. Wind velocity prediction using LSTM.

The converged power of CHHP in the different scenarios is illustrated in Figure 14. The base state means the state without the presence of CHHP and SM in the distribution system network. At first, simulations were carried out in the four mentioned scenarios and for two modes (with and without a DR program). The results are given in Table 3. Figures 15 and 16 show the voltage profile and power loss, respectively, in the different scenarios.

Figure 14. Converged power of CHHP.
### Table 3. Results in minimize total cost.

| Scenario  | Case     | Minimum Voltage (p.u.) | Power Loss Reduction | Total Cost (*106) | Optimal Site and Size of DGs Optimal pf |
|-----------|----------|------------------------|----------------------|-------------------|----------------------------------------|
| Scenario 1| Base Mode| 0.9038 B(18)           | -                    | -                 | -                                      |
| Scenario 2| Case 1   | 0.9276 B(33)           | 44.07                | 1.052             | 1.875(B8)                              |
|           | Case 2   | 0.9481 B(33)           | 60.6                 | 1.048             | 1.889(B8)                              |
| Scenario 3| Case 1   | 0.9586 B(31)           | 58.68                | 1.030             | 0.905(B13)                             |
|           | Case 2   | 0.9724 B(25)           | 80.6                 | 1.012             | 1.089(B30)                             |
| Scenario 4| Case 1   | 0.9502 B(31)           | 61.77                | 1.001             | 0.91(B14)                              |
|           | Case 2   | 0.9475 B(25)           | 86.33                | 0.985             | 0.85(B30)                              |

**Figure 15.** Voltage profile.

**Figure 16.** Power loss in the different scenarios.

In the secondary simulations, for each of Scenarios 2, 3, and 4, three modes were proposed.
- Mode 1: location of the CHHP in single power factor mode, without locating the SMs;
- Mode 2: location of the CHHP in the adaptive power factor mode, without the presence of SMs;
- Mode 3: simultaneous location of CHHP in adaptive power factor mode and SMs.

Table 4 illustrates the results for the objective function of the voltage profile improvement. As can be seen, with increasing number of DGs and penetration of load response programs in the distribution networks, the voltage range in different buses was boosted and had a positive effect on the distribution system losses. Nonetheless, as we expected, the loss reduction in the first objective function in Scenario 4, Mode 3 was greater than that in the second objective function in the same mode. The reason for this is that the objective functions are different.

Table 4. Results in improved voltage profile function.

| Scenario | Mode | Total Cost (*106$) | Minimum Voltage | Site & Size of DG | Site of SM |
|----------|------|-------------------|-----------------|------------------|------------|
| 1        | Base | 0.992             | 0.9038 (B18)    | -                | -          |
| 1        |      | 1.628             | 0.9389 (B33)    | 1.750 (B12)      | -          |
| 2        | 2    | 1.702             | 0.9537 (B33)    | 1.856 (B8)       | -          |
| 3        | 2    | 0.9205 (B33)      | 0.9548 (B33)    | 1.890 (B8)       | B6, B25, B30, B31, B32 |
| 1        | 1    | 0.9115 (B31)      | 0.9618 (B31)    | 1.352 (B14)      | -          |
| 2        | 3    | 0.9826 (B25)      | 0.9689          | 1.011 (B33)      | -          |
| 3        | 2    | 0.9825 (B33)      | 0.9745 (B33)    | 0.953 (B14)      | B7, B14, B18, B20, B32 |
| 1        | 3    | 0.9578 (B31)      | 0.9678          | 1.042 (B32)      | -          |
| 4        | 2    | 0.9512 (B25)      | 0.9578          | 0.959 (B13)      | -          |
| 3        | 4    | 0.9610 (B25)      | 0.9759          | 0.507 (B16)      | B8, B29, B30, B31, B32 |

4.3. TOPSIS Results

In this section, the goal is to achieve the best plan. As mentioned earlier, due to the optimization of the two objective functions and the fact that each objective function without the base state contains 9 different states, there are 18 different states total. Of these, 9 are with the first objective function and 9 are with the second objective function. For each of these 18 cases, the results for each of the objective functions were obtained. For example, with the use of the first objective function, we determined the result of optimization with a genetic algorithm for each of the functions. Figure 17 shows the TOPSIS technique.

![Figure 17](image-url)
Thus, since there are 18 states and 2 functions, the number of alternatives will be equal to 2, and the number of indicators will be equal to 18.

As shown in Table 5, the most suitable plan under which both functions can be simultaneously optimized is Index Number 9. The ranking of all indexes is shown in this table. Index 9 is related to State 3 of Scenario 4, with the objective function of cost reduction. This index demonstrates a state in which both functions can be at their best at the same time.

### Table 5. Given solution by employing TOPSIS.

| Function and Scenario | OF1: Voltage Drop Index $OF_1 = VDI = \sum (|V_i - 1|)^2$ | Function and Scenario | OF2: Minimizing Cost Function $OF_2 = \min (IC_{CHHP} + IC_{SPL} + \Phi_1 + \Phi_2)$ |
|-----------------------|-----------------------------------------------------|-----------------------|--------------------------------------------------------------------------------------------------|
| Mode                  | VDI                                                | CF (*10^6$)           | VDI |
| OF1 Scenario 2        | 1                                                  | 0.0332                | 1.0289 | 1.0204 | 0.0185 |
|                       | 2                                                  | 0.0128                | 1.0119 | 1.0100 | 0.0110 |
|                       | 3                                                  | 0.0112                | 1.0101 | 1.0098 | 0.0102 |
|                       | 1                                                  | 0.0189                | 1.0126 | 1.0179 | 0.0152 |
| OF1 Scenario 3        | 2                                                  | 0.0025                | 1.0012 | 1.0096 | 0.0062 |
|                       | 3                                                  | 0.0021                | 1.0009 | 1.0021 | 0.0032 |
|                       | 1                                                  | 0.0248                | 1.0158 | 1.0178 | 0.0128 |
| OF1 Scenario 4        | 2                                                  | 0.0058                | 1.0092 | 1.0035 | 0.0039 |
|                       | 3                                                  | 0.0025                | 1.0029 | 1.0019 | 0.0020 |

### 4.4. Comparison with Other Techniques

The outcomes of the simultaneous solution of the two objective functions were compared with the outcomes of two other methods. In the first method, we converted the two functions into one function by applying the $\varepsilon$-constraint algorithm. Then, by solving the genetic algorithm, we acquired the solutions of the Pareto front formation. Then, utilizing the fuzzy decision-making method, the optimal answer was selected from among all the answers. In the second method, the AHP technique was utilized, which is similar to TOPSIS. The results are expressed in Table 6 below.

### Table 6. Comparison of the obtained optimal Pareto fronts from different techniques.

| Method                | Number of Pareto Optimal Solutions | $\min (OF_1)$ | $\max (OF_1)$ | $\min (OF_2)$ | $\max (OF_2)$ | Running Time (s) |
|-----------------------|-----------------------------------|---------------|---------------|---------------|---------------|------------------|
| GA + AHP              | 12                                | 0.2401        | 2.905         | 0.2011        | 3.899         | 28,564           |
| GA + $\varepsilon$-constraints | 16                                | 0.3057        | 3.784         | 0.2089        | 3.6746        | 27,489           |
| GA + TOPSIS           | 10                                | 0.103         | 3.985         | 0.0725        | 4.717         | 18,705           |

### 5. Conclusions

This work addressed the optimal siting and configuration of SPL-CHHP in a distribution network. To ensure good bilateral communication infrastructure, smart meter (SM) allocation was considered in the problem formulation. A techno-economic-based multi-objective function was proposed as the main function. Voltage drop and total investment cost reduction were defined as the technical and economic functions, respectively. The presented SPL-CHHP consists of an electrolyzer, fuel cell, heat exchange, thermal and hydrogen storage, WT, PV, and EVs. LSTM was employed to model system uncertainties. Power, thermal, and hydrogen demand, the output power of WT and PV, and the converged power of CHHP in the different scenarios were predicted via LSTM. A genetic algorithm was utilized to solve the planning problem. TOPSIS was used to choose the best plan among all of the solutions. Simulations were carried out for four scenarios. As can be seen from the results, technical criteria, such as the voltage profile and power loss reduction, were improved in the scenario with a high percentage of SPL-CHHP and SMs.
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Nomenclature

Indices

$i$ CHHP index
$j$ SPL index
$z$ WT index
$l$ WT index
$h$ Electrolyzer index
$m$ Fuel cell index
$t$ Time index
$k$ Index related to branches

Parameters

$OF_1$ First objective function
$OF_2$ Second objective function
$P_{loss}$ Active power loss (kW)
$V_{n,t}$ Voltage of bus $n$ at time $t$
$V_{m,t}$ Voltage of bus $m$ at time $t$
$V_i$ Voltage of bus $i$
$VDI$ Voltage drop index
$IC_{CHHP}$ Total installation cost of CHHP ($)
$IC_{SPL}$ Total installation cost of the smart parking lot ($)
$\Phi_1$ Total operational cost (S)
$\Phi_2$ Total emissions cost (S)
$\rho_t$ Price of purchased electricity ($/kWh$
$p_{UG}$ Amount of purchased power from the main grid (kW)
$p_{SPL}$ Output power of the SPL (kW)
$p_{CHHP}$ Output power of CHHP (kW)
$p_{WT}$ Amount of power produced by WT (kW)
$p_{PV}$ Amount of power produced by PV (kW)
$D_{CHHP}^t$ Emissions per kWh from CHHP (kg/kWh)
$D_{SPL}^t$ Emissions per kWh from SPL (kg/kWh)
$D_{UG}^t$ Emissions per kWh from UG (kg/kWh)
$\alpha_t$ Load growth at time $t$
$S_{base}$ Base complex power (kVA)
$Q_{base}$ Base reactive power (kVar)
$\delta_{1,h}$ Variance of price prediction
$\rho_{1,h}$ Price of purchased energy from the main grid ($/kWh$
$\sigma_{SOC}^2$ State of charge variance
$\sigma_{arr}^2$ Variance in the EV’s arrival at the SPL
$\sigma_{dep}^2$ Variance in the EV’s departure from the SPL
$HSS_t$ Hydrogen exchange at time $t$
$Size_{HS}$ Capacity of heat storage
$\delta_{HS-Out}$ Binary value to show outflow heat energy
$W_{x_i}$ Weight of $x_i$
$W_{x_o}$ Weight of $x_o$
$X_t$ Input variable at time $t$
$W_{ho}$ Weight of $ho$
$S_{t-1}$ State at time $t-1$
$SOC_{EV}^t$ EV’s state of charge at time $t$
$\eta_{EV}^{disch}$ EV’s discharge efficiency
$\eta_{EV}^{ch}$ EV’s charge efficiency
$\mu_{t,h}$ Mean value of price prediction
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\[ \text{SOC}_{i} \]  
Initial value of SOC

\[ \mu_{SOC} \]  
Mean value of SOC prediction

\[ \text{SOC}_{\text{initial max}} \]  
Maximum value of initial SOC

\[ \text{SOC}_{\text{initial min}} \]  
Minimum value of initial SOC

\[ t_{\text{dep}} \]  
Time of discharged power

\[ t_{\text{inv}} \]  
Time of charging power

\[ X_{t}^{\text{Ch}} \]  
Binary variable of charging mode

\[ X_{t}^{\text{disch}} \]  
Binary variable of discharging mode

\[ P_{t}^{\text{EV-Ch}} \]  
Charging power of EV (kW)

\[ P_{t}^{\text{EV-disch}} \]  
Discharging power of EV (kW)

\[ V_{\text{Cut-out}} \]  
Cut-out velocity of the WT (m/s)

\[ V_{\text{rated}} \]  
Rated velocity of the WT (m/s)

\[ \eta_{\text{PV}} \]  
Efficiency of converting irradiation to electricity in the PV

\[ A \]  
Surface of the PV cell

\[ T_{a} \]  
Ambient temperature

\[ I_{r} \]  
Absorbed irradiation

\[ f(I_{r}) \]  
Probabilistic distribution of the Ir

\[ a, \beta \]  
Parameters of the sun irradiation prediction PDF

\[ \eta_{\text{EL}} \]  
Efficiency of the electrolyzer

\[ \eta_{\text{fuel cell}} \]  
Efficiency of the fuel cell

\[ \eta_{\text{Heat}} \]  
Heat storage efficiency

\[ \chi \]  
Efficiency of transferring thermal energy
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