Mitotic Count is the most important morphological feature of breast cancer grading. Many deep learning-based methods have been proposed but suffer from domain shift. In this work, we construct a Fourier-based segmentation model for mitosis detection to address the problem. Swapping the low-frequency spectrum of source and target images is shown effective to alleviate the discrepancy between different scanners. Our Fourier-based segmentation method can achieve $F_1$ with 0.7456, recall with 0.8072 and precision with 0.6943 with on the preliminary test set. Besides, our method reached the 1st place in the MICCAI 2021 MIDOG challenge.

**Methodology**

Regarding mitosis detection as segmentation, the proposed algorithm can be divided into image pre-processing, fourier domain SK-Unet and image post-processing. Image pre-processing and image post-processing are processes of converting bounding boxes and masks. As for the network, SK-Unet[7] equipped with fourier domain adaption is modified for the task.

**Image Pre-processing.** Due to the fact that segmentation model is more robust, we convert mitotic detection to segmentation, thus masks of mitotic cells are required. First, all cells in an image are segmented with pre-trained Hovernet[8] which is publicly available. Then we get cells which need to reserve according bounding boxes of the image. In specific, a cell is reserved when the Intersection of Union (IOU) of the cell and any bounding box is over 0.8.

**Fourier Domain SK-Unet.** In order to solve the problem of domain adaptation, a simple method for unsupervised domain adaptation is adopted, which is swapping the low-frequency spectrum of one with the other[6]. To be specific, there are three steps. First, given an image $I_s$, its amplitude and phase components can be calculated using FFT algorithm[9]. Second, the center region of $I_s$’s amplitude component is replaced by that of another image $I_t$. This means that low-frequency information of the two images is swapped. Third, the modified amplitude component and its unaltered phase component are used to reconstitute an image with similar style of $I_t$ using inverse FFT (iFFT). The motivation of swapping process is that high-level semantics represented by high-frequency spectrum is the real cue for mitosis while low-level semantics is closer to background information. So combining one high-frequency spectrum with several low-frequency components can generated images with different styles and the same label, which enlarges the amount of training data and enhances the generalization ability of our model. Some generated samples are shown in Fig. 1. For the mitosis segmentation, SK-Unet is adopted
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by us. The method proposed a combination of feature maps from different scales in the encoder-decoder network to improve the segmentation results.

**Post-processing.** The image post-processing process aims to refine the result of cell segmentation and convert it to bounding boxes. Initially, the hole filling technique is applied to attain accurate segmentation masks. Then, connected component analysis for all the obtained masks is performed and each connected component is regarded as a cell. Last, centers of all minimum bounding rectangles for connected components are calculated as our final result.

**Experiment**

**Dataset.** Our algorithm is evaluated on the MICCAI 2021 MIDOG challenge [10]. The MIDOG training subset consists of 200 Whole Slide Images (WSIs) from human breast cancer tissue with four slide scanning systems (Hamamatsu XR NanoZoomer 2.0, the Hamamatsu S360, the Aperio ScanScope CS2 and the Leica GT450). Each scanner has 50 images annotated, except for the Leica GT450. To validate the model, we randomly select 50 images from one of the scanners and model selection is based on models’ performance on this validation set. The rest of images were used to train the model. In addition, there is a preliminary test set from MIDOG challenge to evaluate the prior model. It contains 20 images, which are from 2 scanners in the training set and 2 unknown scanners.

**Experiment Setup.** A sliding window scheme with overlap is used to crop each WSI into small patches of size 512x512 pixels. Standard real-time data augmentation methods such as horizontal flipping, vertical flipping, random rescaling, random cropping, and random rotation are performed to make the model invariant to geometric perturbations. Moreover, RandomHSV is also adopted to randomly change the hue, saturation, and value of images in the huesaturation-value (HSV) color space, making the model robust to color perturbations. The Adam optimizer [11] is used as the optimization method for model training. The initial learning rate is set to 0.0003, and reduced by a factor of 10 at the 30th and the 50th epoch, with a total of 80 training epochs. The min-batch size is set as 24. The network is trained by minimizing a total loss function composed of a Focal Loss and a Dice loss. All models are implemented using the PyTorch framework [12] and all experiments are performed on a workstation equipped with an Intel(R) Xeon(R) E5-2680 v4 2.40GHz CPU and four 32 GB memory NVIDIA Tesla V100 GPU cards.

**Experiment Results.** Performance of three models are reported in Table 1. The first two rows are results of LinkNet [13] and SK-Unet [7] respectively. It shows the SK module in SK-Unet indeed gets more informative feature maps in both spatial and channel-wise space than LinkNet. Comparing the second and third row, our model(SK-Unet+FDA) achieves stronger performance on both validation set and preliminary test set. It outperforms SK-Unet 0.0141 and 0.0111 of F1-score, which indicates that FDA (Fourier Domain Adaption) enhances the generalization ability of our model.
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