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Purpose: Three-dimensional, time-resolved blood flow measurement (4D-flow) is a powerful research and clinical tool, but improved resolution and scan times are needed. Therefore, this study aims to (1) present a postprocessing framework for optimization-driven simulation-based flow imaging, called 4D-flow High-resolution Imaging with a priori Knowledge Incorporating the Navier-Stokes equations and the discontinuous Galerkin method (4D-flow HIKING), (2) investigate the framework in synthetic tests, (3) perform phantom validation using laser particle imaging velocimetry, and (4) demonstrate the use of the framework in vivo.

Methods: An optimizing computational fluid dynamics solver including adjoint-based optimization was developed to fit computational fluid dynamics solutions to 4D-flow data. Synthetic tests were performed in 2D, and phantom validation was performed with pulsatile flow. Reference velocity data were acquired using particle imaging velocimetry, and 4D-flow data were acquired at 1.5 T. In vivo testing was performed on intracranial arteries in a healthy volunteer at 7 T, with 2D flow as the reference.

Results: Synthetic tests showed low error (0.4%-0.7%). Phantom validation showed improved agreement with laser particle imaging velocimetry compared with input 4D-flow in the horizontal (mean −0.05 vs −1.11 cm/s, \( P < .001 \); SD 1.86 vs 4.26 cm/s, \( P < .001 \)) and vertical directions (mean 0.05 vs −0.04 cm/s, \( P = .29 \); SD 1.36 vs 3.95 cm/s, \( P < .001 \)). In vivo data show a reduction in flow rate error from 14% to 3.5%.

Conclusions: Phantom and in vivo results from 4D-flow HIKING show promise for future applications with higher resolution, shorter scan times, and accurate quantification of physiological parameters.
1 | INTRODUCTION

Three-dimensional, time-resolved, three-directional MR flow imaging (4D-flow) is a powerful method for investigation of cardiovascular physiology and pathophysiology. Current 4D-flow acquisition schemes provide comprehensive information on hemodynamics, but the tradeoff between image quality and scan time still limits widespread use in patient studies and the clinic.

Recent advances in compressed sensing has enabled 4D-flow with reduced scan times and improved image quality by introducing a priori information (ie, knowledge that the image is sparse in some transformed domain). Recent studies have explored using the Navier-Stokes equations as a source of a priori information for blood flow imaging by merging 4D-flow and computational fluid dynamics (CFD). The Navier-Stokes equations give a complete physical description of fluid flow and provides powerful a priori information, which may be used to increase resolution or reduce scan times.

Current methods for matching CFD to 4D-flow typically consist of three parts: an accurate CFD simulation with free parameters to optimize, a metric to measure the difference between CFD and 4D-flow, and an efficient strategy to update the parameters to minimize the difference metric. Most studies to date use CFD simulations with low order of accuracy, such as particle methods, finite differences, or low-order finite-element methods. Furthermore, the difference metric is usually not designed to model the 4D-flow measurement process. Finally, efficient optimization can be limited by a lack of efficient computation of the gradient of the difference metric. Funke et al used an adjoint CFD solver to compute gradients for efficient optimization. However, they used a low-order CFD method and a difference metric that does not take the 4D-flow measurement process into account.

We have developed a new optimization-driven simulation-based framework for efficient matching of high-order accurate CFD to 4D-flow data, called the 4D-flow High-resolution Imaging with a priori Knowledge Incorporating the Navier-Stokes equations and the discontinuous Galerkin method (4D-flow HIKING). This framework uses a high-order CFD solver, a difference metric modeling the 4D-flow measurement process, and an efficient optimization strategy based on gradient computations through the adjoint CFD equations. The HIKING framework therefore uses the velocity field from acquired 4D-flow images in a segmented anatomic structure as input to an iterative CFD optimization, with the aim to improve temporal and spatial resolution with higher accuracy and precision. This can be applied to 4D-flow data from any sequence and scanner, as it takes place after MRI reconstruction.

Therefore, this study aims to (1) present the 4D-flow HIKING framework, (2) investigate the performance of the framework in synthetic test cases, (3) validate the framework using laser particle imaging velocimetry (PIV) in a phantom setup, and (4) demonstrate the use of the framework in vivo.

2 | METHODS

2.1 | Overview

The 4D-flow HIKING framework aims to create a detailed blood-flow computational fluid dynamics (CFD) simulation that matches the patient’s blood flow. The simulation contains free parameters that prescribe the time-dependent flow at the boundaries. In earlier CFD approaches, information for this is typically taken from 2D through-plane flow scans, which means that real-world information enters the simulation model only at the inflow boundaries. Outflow conditions are typically specified by a flow split between vessels or a Windkessel model. This potentially leads to a loss of simulation fidelity away from the inflow boundaries.

To improve the simulation, 4D-flow HIKING includes data from a full volumetric 4D-flow scan to optimally and automatically determine boundary conditions. This is done by minimizing the difference between the CFD simulation and the 4D-flow data, as shown in Figure 1. Because the simulation data are defined on a high-resolution mesh and the 4D-flow data are acquired on a low-resolution grid, the comparison cannot be made directly. Therefore, the CFD data are subjected to a measurement model that is designed to imitate the spatial and temporal averaging in the 4D-flow measurement.

In detail, the 4D-flow HIKING framework uses the 4D-flow velocity data \( v_{\text{MR}} \) and a forward model \( \mathbf{M} \) (described in detail in the following subsection) that takes the spatial and temporal smoothing of the MRI measurement into account, to recover the high-resolution CFD data \( v_{\text{CFD}}^\mu \). The CFD solution is uniquely determined by the geometry and a parameter vector \( \mu \), which defines flow at inlets and outlets. Recovery of the high-resolution CFD data \( v_{\text{CFD}}^\mu \) is then formulated as the following optimization problem (Figure 1G):

\[
\min_\mu I(\mu) = \left\| v_{\text{MR}} - \mathbf{M}v_{\text{CFD}}^\mu \right\|_2^2.
\]
The parameter Δt meant equal to the temporal resolution of the 4D-flow data. The smoothed shape of the box function then starts the forward CFD solver (Figure 2B) to compute a CFD solution vCFD. The CFD solution is combined with the 4D-flow data (Figure 2C) to compute the value of the objective function I(μ). The adjoint CFD solver is then used to compute the gradient dI(μ)/dμ (Figure 2B). The gradient information is used to update μ in the direction of the steepest descent of the objective function, thereby improving the fit of the CFD to the 4D-flow data. This process is repeated until convergence is attained.

2.2 Construction of the forward model M

The forward model M projects the CFD solution to the geometry of the MRI data, while also considering spatial and temporal smoothing in 4D-flow. As previously shown,18 spatial smoothing can be modeled by the Cartesian MRI point spread function. The temporal smoothing was modeled as a smoothed averaging in time, with the window width equal to the temporal resolution of the 4D-flow scan.

In detail, let the Cartesian physical coordinates (x, y, z) be defined by the top-left pixel in the first slice of the 4D-flow data set, and its readout, phase-encoding, and slice-encoding directions. The MRI data are indexed using voxel numbers I = 1 … Nv, j = 1 … Np, and k = 1 … Ns, and the timeframe number n = 1 … Nr. Each voxel has a center coordinate (xijk, yijk, zijk) with the voxel size (Δx, Δy, Δz), and the temporal resolution of the MRI data is Δt.

2.2.1 Temporal smoothing

Temporal averaging for each time step was modeled using a smoothed “box” function χ centered at position t₀ with the width w and smoothing parameter σ (Supporting Information Figure S1A), as follows:

\[
\chi(t; t_0, w, \sigma) = \alpha \left( \frac{1}{1 + e^{-(t-t_0-w/2)/\sigma}} - \frac{1}{1 + e^{-(t-t_0+w/2)/\sigma}} \right).
\]

(2)

The factor α is used to normalize the area under the curve to 1. The temporal smoothing function \(w^n_t\) for each 4D-flow time step n is then defined as

\[
w^n_t = \chi(t; t^n, \Delta t, \sigma).
\]

(3)

The parameter Δt was equal to the temporal resolution of the 4D-flow data. The smoothed shape of the box function was used to avoid discontinuities and improve numerical accuracy of integrals. The parameter σ was set to 4 ms.
2.2.2 | Spatial smoothing

For Cartesian 4D-flow, the spatial smoothing \( W_{\text{xyz}}^{ijk} \) for each voxel \((i, j, k)\) is given in terms of the function \( \text{sinc}(x) = \frac{\sin(\pi x)}{\pi x} \), truncated by the smooth-box function \( \chi \) as follows (Supporting Information Figure S1B):

\[
W_{\text{xyz}}^{ijk} = \text{sinc} \left( \frac{x - x_{ijk}}{\Delta x} \right) \text{sinc} \left( \frac{y - y_{ijk}}{\Delta y} \right) \text{sinc} \left( \frac{z - z_{ijk}}{\Delta z} \right)
\times \chi \left( x, y_{ijk}, 4\Delta x, \sigma_{\text{xyz}} \right) \chi \left( y, z_{ijk}, 4\Delta y, \sigma_{\text{xyz}} \right)
\times \chi \left( z, z_{ijk}, 4\Delta z, \sigma_{\text{xyz}} \right).
\] (4)

The truncation smoothing parameter \( \sigma_{\text{xyz}} \) was set to \( \sigma_{\text{xyz}} = 0.1 \times \min(\Delta x, \Delta y, \Delta z) \) (Supporting Information Figure S1B, C).

With these definitions, the model \( M \) for the voxel \((i, j, k)\) at the time step \( n \) was computed by multiplying the CFD velocity field \( v_{\text{CFD}}^\mu \) by the smoothing functions \( w_t^\mu \) and \( W_{\text{xyz}}^{ijk} \) and integrating as follows:

\[
[Mv_{\text{CFD}}^\mu]_{ijkn} = \int_T \int_\Omega v_{\text{CFD}}^\mu w_t^\mu W_{\text{xyz}}^{ijk} \, dx \, dy \, dz \, dt.
\] (5)

The outer integral \( (T) \) was taken over the whole time interval of the 4D-flow data, and the inner integral \( (\Omega) \) over the whole FOV. The integral was computed for each MRI voxel and for every time step.

2.3 | Computational fluid dynamics implementation

Blood flow was modeled using the compressible Navier-Stokes equations with the isentropic assumption (constant entropy; flow is internally adiabatic and reversible), which provably approaches the incompressible Navier-Stokes equations in the low-velocity limit.\(^{31}\) In our simulations, flows were nearly incompressible (less than 1% density variation); therefore, the isentropic assumption accurately models incompressible flow without explicitly dealing with the incompressibility constraint, which would add significant analytical and computational complexity in the method. Details on the mathematical formulation and discretization are presented in the Supporting Information.

The method was implemented in the in-house 3DG software,\(^{32}\) a high-order multiphysics solver based on an efficient parallel implementation of the Discontinuous Galerkin (DG) method that allows for unstructured meshes of tetrahedral and hexahedral elements, implements a range of high-order implicit time-integrators, and uses automated symbolic differentiation to evaluate Jacobians and sensitivities.

To evaluate the objective function in Equation 1, the integral in Equation 5 is computed in a solver-consistent manner.\(^{33}\) Specifically, the basis functions and quadrature rule used in the DG method were used to compute the spatial integral. The temporal integral was converted into an ordinary differential equation and integrated with the same diagonally implicit Runge-Kutta (DIRK) scheme used in the forward solver, which ensures that the truncation error of the objective function and governing equations match exactly.
The gradient of the objective function was computed using a previously described adjoint method.\textsuperscript{33} The adjoint equations of the fully discrete CFD method are solved (linearized equations solved backward in time), and the adjoint variables are used to compute the gradient $dl(\mu)/d\mu$ of the objective function $l(\mu)$. Therefore, the cost to evaluate the objective gradient is approximately that of one standard (primal, nonlinear) CFD simulation and one adjoint linearized solution. In practice, the computational cost of the linearized solution may be somewhat larger than the primal simulation due to practical considerations such as file input and output (I/O) and evaluating partial derivatives. The adjoint method and solver-consistent approximation of the objective function were implemented in C++ within the in-house 3DG framework.\textsuperscript{33}

The optimization problem (Equation 1) was solved using \textit{Interior Point OPTimizer}.\textsuperscript{30} The solver uses a limited-memory quasi-Newton approximation of the objective function Hessian to compute a search direction to update the parameter vector $\mu$. A line search is used to determine step sizes, to sufficiently reduce the objective function. Therefore, each adjoint solution (gradient evaluation) was followed by multiple primal solutions to determine an appropriate step size. \textit{Interior Point OPTimizer} uses the Karush-Kuhn-Tucker conditions to end the optimization; however, it turns out to be more useful for the present application to stop when the relative change $\varepsilon$ in $\mu$ is smaller than a threshold (taken here as $\varepsilon < 0.01$) for three consecutive iterations. For the in vivo experiment, a relative reduction of the objective function $l(\mu)$ of less than 0.01 for two consecutive iterations was used.

Synthetic test cases were run using 16 threads on a computation server with 256 GB of memory and 20 cores (dual Intel Xeon E5-2680). Flow phantom simulations were run on the Edison system at the National Energy Research Scientific Computation Center using 10 nodes, with two 12-core Intel “Ivy Bridge” processors (2.4 GHz) and 64 GB memory per node, for a total of 240 cores. The in vivo computations were performed using 24 cores on a 36-core server (dual Intel Xeon Gold 6154) with 384 GB memory.

Flow visualizations were generated using \textit{ParaView} 5.7.0 (KitWare, Clifton Park, NY), \textit{EnSight} 10.2 (ANSYS, Canonsburg, PA), and \textit{MATLAB} R2019a (MathWorks, Natick, MA).

### 2.4 Synthetic test cases

To investigate the performance of the method in a controlled setting with a known reference solution (synthetic test cases), a 2D synthetic numerical flow was constructed. A rectangular domain (Figure 3A) with dimensions $180 \times 175 \text{ mm}^2$ was defined, with a rectangular inlet of dimensions $37.5 \times 25 \text{ mm}^2$. The mesh used rectangular elements of order $P = 3$ with resolution $h = 6.25 \text{ mm}$. A time window of 2.0 seconds was used with 80 time steps.

The inflow boundary condition was defined by polynomial interpolation on three nodes over the inlet (Supporting Information Figure S2A), with parameters $\mu_1$, $\mu_2$, and $\mu_3$. The temporal parametrization was a Gaussian with center $\mu_4$ and SD $\mu_5$ (Supporting Information Figure S2B).

A reference solution was computed using the forward CFD solver, with a ground-truth parameter vector $\mu^* = (26.25 \text{ cm/s}, 35 \text{ cm/s}, 26.25 \text{ cm/s}, 0.5 \text{ s}, 0.2 \text{ s})$. Kinematic viscosity was set to $\nu = 3.1 \times 10^{-5} \text{ m}^2/\text{s}$. The Reynolds number based on the inflow dimensions (25 mm), and peak inflow velocity (35 cm/s) was $Re \approx 2900$. Three numeric MRI data sets were constructed with reduced resolution and Gaussian noise added to the velocity (Table 1): (1) 4D-flow with spatial and temporal resolution following a recent consensus statement\textsuperscript{34} and previously published noise levels,\textsuperscript{35} (2) reduced spatial and temporal resolution (5 mm and 100 ms, respectively), and (3) higher noise levels. The 4D-flow HIKING framework was then used to optimize the flow field by optimizing Equation 1 with respect to the parameter vector $\mu = (\mu_1, \mu_2, \mu_3, \mu_4, \mu_5)$. The initial guess for the parameter vector was $\mu_0 = (17.5 \text{ cm/s}, 17.5 \text{ cm/s}, 7.5 \text{ cm/s}, 0 \text{ s}, 1 \text{ s})$. The final flow estimation error was computed as the RMS (averaged $L_2$ norm) of the difference between the optimized velocity field and the initial reference, with the mean taken over space and time.

#### 2.5 Physical flow phantom validation

The flow phantom is shown in Figure 4 (previously described in detail\textsuperscript{38}). In the main tank, a nozzle with diameter = 25 mm is used to shape the pulsatile inflow from a custom-built pump into a vortex ring, a 3D and pulsatile yet stable, well-defined, and reproducible flow field.\textsuperscript{37,38} Vortex rings appear naturally in the left ventricle of the human heart and are physiologically relevant in diastolic dysfunction and heart failure,\textsuperscript{2,39} and are therefore appropriate as a test case for the phantom validation. Vortex rings appear naturally in the left ventricle of the human heart and are physiologically relevant in diastolic dysfunction and heart failure,\textsuperscript{2,39} and are therefore appropriate as a test case for the phantom validation. Vortex rings appear naturally in the left ventricle of the human heart and are physiologically relevant in diastolic dysfunction and heart failure,\textsuperscript{2,39} and are therefore appropriate as a test case for the phantom validation.

Figure 4E,F shows the computational mesh used, containing 50 465 tetrahedra (“50k mesh”). The maximum element size in the part of the mesh with significant flow was 6 mm. High-order curved elements ($P = 3$, 4th-order accurate) were used to accurately represent the circular shape of the inflow nozzle (Figure 4F). A refined mesh (246 996 tetrahedra, “250k mesh”) was used to generate a high-resolution flow field with the final optimized parameter set for visualization purposes (typical element size = 2.8 mm). Geometry and meshing was performed using the software \textit{Gmsh} 3.0.3\textsuperscript{40} with the constructive solid geometry module in the \textit{OpenCASCADE} module (Open Cascade, Guyancourt, France).
Phantom 4D-flow data were acquired on a 1.5T Philips Achieva scanner (Philips Healthcare, Best, The Netherlands). Spatial resolution was 3 × 3 × 3 mm³ and temporal resolution 50.4 ms. Sequence parameters are given in Table 1. To demonstrate the potential of 4D-flow HIKING to compute high-resolution flow from low-resolution data, the acquired 4D-flow data were downsampled by a factor of 2 in space and time. The resulting input data to the framework had 6 × 6 × 6 mm³ voxels and a temporal resolution of 100 ms.

To provide a reference flow field, PIV was performed using a LaVision (Göttingen, Germany) system as previously described. The system consisted of a 10-Hz dual-pulse
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**Figure 3** Synthetic testing of the 4D-flow HIKING framework. A, Computational mesh, with quadrilateral elements of order \( P = 3 \) and side length \( h = 6.25 \) mm. Boundaries are color-coded as green for inflow (left), red for outflow (right), and black for walls (top and bottom). B, Reference CFD solution. For details on the prescribed inflow function \( v_x(y, t) \), see Supporting Information Figure S2. C, Optimized flow from numerically constructed MRI flow data with spatial and temporal resolution according to a recent 4D-flow consensus statement and previously published noise figures. The upper part shows the downsampled velocity field used as input to the 4D-flow HIKING algorithm, and the lower part the vorticity of the optimized flow field. D, Optimization from reduced temporal and spatial resolution. E, Optimization from data with increased noise. The solutions in (C)-(E) show high similarity to the reference solution in (B), indicating a small error.

**Table 1** Parameters of simulated MRI data sets for synthetic 2D experiments

| Case       | FOV (mm²) | Voxel size (mm) | Matrix size | Temporal resolution (ms) | Noise SD (cm/s) | Noise SD (% of peak velocity) |
|------------|-----------|-----------------|-------------|--------------------------|----------------|------------------------------|
| 1: Standard 4D-flow | 180 × 120 | 3               | 60 × 40     | 50                       | 1.2            | 3%                           |
| 2: Low resolution | 180 × 120 | 5               | 36 × 24     | 100                      | 1.2            | 3%                           |
| 3: High noise   | 180 × 120 | 3               | 60 × 40     | 50                       | 4              | 10%                          |

*Note: SD, standard deviation of Gaussian noise.*
532-nm Nd:YAG laser and a FlowMaster 3S camera with 1280 × 1024 pixel resolution. The imaging FOV was 114 × 92 mm, with pixel spacing of 0.09 mm. The laser and camera were operated in double-frame mode with 1.5 ms between the frames. Velocity data were computed by cross-correlating 32 × 32-pixel patches of the two frames, including a 50% overlap. The resulting spatial resolution of the PIV velocity data was 1.45 × 1.45 mm. A temporal resolution of 10 ms was achieved by acquiring separate time frames from different cycles of the pump.

The 4D-flow HIKING framework was applied with the downsampled 4D-flow velocity images as the input data. A cropped slice (20 × 13 voxels) in the symmetry plane of the nozzle was extracted from the full 4D-flow volume to accelerate the computation. All three flow directions and all time-frames of the downsampled 4D-flow data were used. The inflow in the circular nozzle was described as a plug flow (constant over the nozzle inlet) with a generalized Gaussian profile over time, resulting in four free parameters that were optimized: the peak velocity of the flow ($\mu_0$), the position of the Gaussian ($\mu_2$), the width of the Gaussian ($\mu_3$), and the shape parameter $\beta$ ($\mu_4$, Supporting Information Figure S2B).

The parameters were initialized to match the through-plane flow in the phantom nozzle: $\mu_0 = 32.7$ cm/s, 0.22 s, 0.125 s, 3.47. Kinematic viscosity was set to $\nu = 1.0 \times 10^{-6}$ m$^2$/s, consistent with water at approximately 20°C. Mesh independence was investigated by running the simulation on both the 50k mesh and 250k mesh.

2.6 | In vivo proof of concept

One healthy subject was scanned using a 7T MRI system (Philips Achieva 7T, Philips Healthcare, Best, The Netherlands) at the National 7T Facility in Lund, Sweden. The study was approved by the local ethical review board in Lund, Sweden. A 4D-flow scan was performed in a transversal-oblique orientation to cover the distal left internal carotid artery and proximal middle cerebral artery. A time-resolved gradient-echo angiographic image was acquired as a high-resolution anatomical reference, to be used for segmentation and meshing. Furthermore, a reference 2D flow measurement was acquired in the first segment (M1) of the left middle cerebral artery (Figure 1B). Sequence parameters are given in Table 2.
The left internal carotid artery, middle cerebral artery, anterior cerebral artery, and three major branches were segmented from the angiographic image stack using ITK-SNAP. The segmentation was then imported into ICEM CFD v19.2 (ANSYS, Canonsburg, PA) to generate tetrahedral meshes (Figure 5A-C). Mesh independence was investigated by running simulations on two grids: one with 11,645 elements and 150 time steps (11k mesh), and one with 18,856 elements and 300 time steps (18k mesh). Voxels located within the CFD mesh were used for the optimization. Voxels with a 3D velocity higher than 1 m/s were excluded to limit the influence of outliers on the optimization.

### TABLE 2

| Parameter                        | Flow phantom | In vivo |
|----------------------------------|--------------|---------|
| **Scanner, field strength**      | Philips Achieva 1.5 T | Philips Achieva, 7 T |
| **Voxel size (mm)**              | 3 x 3 x 3    | 0.7 x 0.7 x 0.7 |
| **Matrix size read x phase x slice** | 64 x 60 x 40 | 256 x 256 x 29 |
| **FOV (mm) read x phase x slice** | 192 x 180 x 120 | 180 x 180 x 20 |
| **Slice orientation**            | Transverse   | Transverse oblique |
| **Phase-encode direction**       | RL           | RL |
| **SENSE (in-plane)**             | 2            | 3 |
| **SENSE (slice direction)**      | -            | - |
| **Bandwidth per pixel (Hz)**     | 308          | 404 |
| **TE/TR/flip (ms/ms/°)**         | 3.7/6.3/7    | 2.9/6.8/20 |
| **VENC (cm/s)**                  | 100          | 150 |
| **Cardiac synchronization**      | Synchronized to pump, retrospective | PPU, retrospective |
| **Temporal segmentation factor** | 2            | 3 |
| **Temporal resolution (ms)**     | 50.4         | 45 |
| **Scan time (minutes:seconds)**  | 15:30        | 10:07 |

**Abbreviations:** PPU, peripheral pulse unit; VENC, velocity-encoding parameter.

**FIGURE 5** In vivo CFD setup. A, Anatomical reference images (cardiac-gated gradient echo, 0.5-mm voxels) used to construct the computational mesh. B, The generated mesh with the inlet in red and the five outlets in green. B, The location of the reference flow measurement as a black dashed line (first segment of middle cerebral artery, M1). D, Each inlet and outlet was parameterized over time with parabolic velocity curves in six equally spaced intervals, for a total of 12 parameters per inlet or outlet. In total, the model contained 72 parameters to be optimized. ACA, anterior cerebral artery; AChA, anterior choroidal artery; ATA, anterior temporal artery; MCA, middle cerebral artery; PCOM, posterior communicating artery.
The mesh contained six boundaries with flow: one inlet (internal carotid artery) and five outlets (Figure 5B,C). For each flow boundary, the flow was spatially constant (plug flow), and the temporal parametrization consisted of six elements with a parabolic curve shape in each element, giving 12 parameters per boundary (Figure 5D) (ie, 72 parameters to be optimized in total). Velocity at vessel walls was set to zero (no-slip condition). Parameters were initialized from the 4D-flow data at the midpoint of each boundary. Kinematic viscosity was set to $\nu = 3.5\times10^{-6}$ m$^2$/s. Convergence was assumed when the objective function $I(\mu)$ decreased less than 1% in three consecutive iterations.

2.7 Statistical methods

Agreement was quantified using linear regression, $R^2$ values, and modified Bland-Altman analysis with the laser PIV data on the x-axis. Bias between laser PIV data and 4D-flow HIKING optimized flow is presented as mean ± SD for all analyzed voxels. For the phantom validation, differences in mean and SD of the error with respect to the PIV reference were tested using an unpaired $t$-test (for mean error) and an $F$-test (for differences in error SD). Mesh independence was analyzed by comparing point-wise velocities using Bland-Altman plots. For statistical tests, $P$-values less than 0.05 were considered statistically significant.

3 RESULTS

3.1 Synthetic test cases

Figure 3D-F shows 4D-flow HIKING optimizations for all three 2D synthetic test cases. Qualitatively, the optimized flow fields are similar to the reference CFD solution. Quantitative accuracy was high, with errors of 0.22, 0.14, and 0.24 cm/s, respectively (corresponding to 0.6%, 0.4%, and 0.7% of the peak inflow velocity). The optimization of test case 1 required 81 minutes of wall-clock computation time (22 core hours). Case 2 required 64 minutes (17 core hours), and case 3 used 76 minutes total (20 core hours).

3.2 Phantom validation

Figures 6 and 7 show phantom results, with better agreement with laser PIV for 4D-flow HIKING compared with the downsampled 4D-flow data used as input to the framework, both in the horizontal (mean difference $-0.05 \pm 1.11$ cm/s, $P < .001$; SD 1.86 vs 4.26 cm/s, $P < .001$) and vertical directions (mean $0.05 \pm 0.04$ cm/s, $P = .29$; SD 1.36 vs 3.95 cm/s, $P < .001$). Additionally, 4D-flow HIKING results showed better agreement with laser PIV than the original non-downsampled 4D-flow data in the horizontal (mean $-0.05 \pm -0.36$ cm/s, $P < .001$; SD 1.86 vs 2.25 cm/s, $P < .001$) and vertical directions (mean $0.05 \pm 0.02$ cm/s, $P = .56$; SD 1.36 vs 2.06 cm/s, $P < .001$).

Figure 7B,C shows convergence of the phantom validation parameters. The optimization converged after 7 hours and 19 minutes of wall-clock time (1756 core hours). The final parameter vector was $\mu^* = 37.3$ cm/s, 239 ms, 110 ms, 3.46. Results on the 50k and 250k meshes showed strong agreement. The error was $0.02 \pm 0.93$ cm/s and $-0.04 \pm 0.57$ cm/s in the horizontal and vertical directions, respectively (Supporting Information Figures S3 and S4).

3.3 In vivo proof of concept

Figure 8 shows in vivo results. The initial parameters show an underestimation of flow rate compared with the reference 2D flow (error $-14\%$, Figure 8B). After 4D-flow HIKING optimization, the flow curves show better agreement (flow rate error 3.5%, Figure 8C). Computation time was 5 hours and 45 minutes of wall-clock time (138 core hours).

Strong agreement was found between simulations on the two meshes (Supporting Information Figures S5 and S6), with low errors in all three flow directions (right–left: $0.02 \pm 2.19$ cm/s, anterior–posterior: $0.07 \pm 1.05$ cm/s, feet–head: $0.13 \pm 1.26$ cm/s).

4 DISCUSSION

This paper describes a new framework for optimization-driven simulation-based matching of high-resolution CFD flow data to 4D-flow by incorporating the Navier-Stokes equations as a priori information, called 4D-flow HIKING. Synthetic test cases show the feasibility of the proposed formulation to recover high-resolution flow from noisy data with low resolution. Phantom validation using PIV shows excellent accuracy. Furthermore, data from a healthy volunteer show that the method is feasible in vivo.

4.1 Relation to previous studies

Previous studies\textsuperscript{42,43} have used flow MRI data to inform CFD simulations. However, the flow MRI data typically enters only as boundary conditions at the inlets, which means that the full potential of 4D-flow is not used. Additionally, because only the inflow boundary conditions are constrained, accuracy of the computed flow further downstream in the flow is not enforced. In contrast, our framework enables the use of a full volumetric 4D-flow velocity scan to optimize
both inflow and outflow conditions to fit the CFD flow field in the whole region of interest. In this way, CFD modeling assumptions are automatically and optimally guided by the full 4D-flow data set, thereby leading to more realistic CFD data.

Rispoli et al.\textsuperscript{18} previously demonstrated high-resolution flow optimization in the carotid bifurcation using an MRI signal model and the SIMPLER\textsuperscript{44} CFD solver on a Cartesian grid. In contrast, our work uses a fully unstructured grid, potentially enabling local refinement in regions of interest (eg, near walls). Furthermore, they use a weighting approach between the 4D-flow data and CFD solver, which leads to solutions that approximately fulfill the discretized Navier-Stokes equations. In this way, the relative influence of the MRI data or the CFD solver can be adjusted. However, adding such a weight factor to produce approximate CFD solutions is not feasible in our framework due to analytical and computational reasons. Instead, our framework searches for the exact CFD solution with the boundary conditions that give the best agreement with the existing 4D-flow data.

Funke et al.\textsuperscript{16} applied a method similar to 4D-flow HIKING to the human aorta, including adjoint-based gradient computation. However, they did not use a forward model of the MRI measurement process, opting instead to linearly interpolate the 4D-flow data onto the computational mesh nodes. Furthermore, they used a low-order CFD solver, which limits numerical efficiency. Guerra et al.\textsuperscript{17} approached the CFD data-matching problem using optimal control theory, which after discretization led to a series of quadratic optimization problems, in which approximate gradients are computed in each step. In contrast, 4D-flow HIKING computes exact gradients of the CFD solution.

**FIGURE 6** Phantom validation results. A, Laser PIV reference data. B, Acquired 4D-flow data (3-mm spatial resolution, 50-ms temporal resolution). C, Downsampled 4D-flow data used as input to the 4D-flow HIKING framework. D, Visualization of the final output of the 4D-flow HIKING optimization (isosurface at 37 cm/s in red). E, Agreement between the downsampled 4D-flow data used as input to the 4D-flow HIKING framework and laser PIV. F, Agreement for 4D-flow HIKING optimization and laser PIV, with significantly better performance compared with (E).
Goenezen et al.\textsuperscript{20} used velocity data from optical coherence tomography to perform CFD optimization of blood flow in chick embryo hearts. They used a heuristic algorithm to compute the inlet pressure level that resulted in a best-fit velocity field to the Doppler data. A similar strategy was used by Mohd Adib et al.\textsuperscript{22} by adjusting the pressure levels of outlets until a good fit to the 4D-flow data was found. The main limitation with this approach was that the number of parameter combinations to test grows quickly with the number of parameters. In contrast, the adjoint-based formulation used here can efficiently find the optimal solution using gradient descent, even for many parameters as shown in our in vivo proof of concept.

Furthermore, several groups used a CFD solver to compute a library of flow fields for a given geometry, which are then combined in a filtering process to create the optimized flow.\textsuperscript{19,21,23} This constitutes a different approach compared with purely optimization-based methods such as 4D-flow HIKING. Bakhshinejad et al.\textsuperscript{21} showed good performance in denoising simulated 4D-flow data in synthetic tests, and Gaidzik et al.\textsuperscript{23} showed good accuracy in a physical phantom setup with PIV as the reference standard. Further studies are needed to elucidate the relative strengths and weaknesses of these filtering methods compared with 4D-flow HIKING.

4.2 | Performance and accuracy

The synthetic test cases were designed to investigate the ability of the 4D-flow HIKING framework to recover a known flow field from MRI-like data. Good agreement with the ground truth was found in all three cases. This suggests that 4D-flow HIKING can not only be used to increase spatial and temporal resolution in a given 4D-flow data set, but also to accelerate scans by acquiring images at lower spatial and temporal resolutions, or by using acceleration techniques that result in a higher noise level.

The laser PIV phantom validation showed good agreement for the optimized CFD data, indicating that the forward model with spatial and temporal smoothing used in the optimization is appropriate for Cartesian 4D flow. Future studies may further investigate an improved forward model for additional performance and accuracy. Interestingly, the optimized 4D-flow HIKING data, which used only the downsampled 4D-flow data as input, had a better agreement with the laser PIV than the original high-resolution 4D-flow data. This highlights the potential of simulation-based imaging to both accelerate existing 4D-flow acquisitions and to improve accuracy.

For in vivo data, 4D-flow HIKING optimization improved agreement between the CFD model and the 2D-flow reference data. This shows the potential of 4D-flow HIKING to improve in vivo imaging, even in a setting with multiple inlets and outlets in arbitrary geometries, and many parameters to optimize. Because our method merges 4D flow and CFD, which are methods with separate error sources, limitations and assumptions, more comprehensive validation studies are needed to investigate the performance of the framework in vivo.

Previous studies have shown that in vivo blood-flow simulations can be sensitive to in-plane (secondary) flow, helicity,
and spatial variations in the inflow boundary conditions.45-48 As our present framework uses 1-dimensional “plug” flow at the boundaries, adding these features may improve accuracy in future in vivo applications. Using our adjoint-based optimization framework, these features of the inflow profile can be automatically optimized to fit the available 4D-flow data. The fitting process can further benefit from accurate initialization using optimized mappings from 4D-flow data to the CFD mesh, which conserves the flow rate and velocity field characteristics.49

Furthermore, Bozzi et al used Monte Carlo methods to evaluate the sensitivity of aortic CFD to boundary conditions. They found that boundary condition uncertainties can be amplified in the CFD solution and influence both velocity and wall shear stress data.50 These effects can be further investigated using accelerated uncertainty quantification methods.51

4.3 | Future use of the 4D-flow HIKING framework

Optimization-driven, simulation-based flow imaging, using 4D-flow HIKING, generally has several potential applications: (1) to increase spatial and temporal resolution, in which the Navier-Stokes equations are used to compute blood flow at a higher resolution than possible to acquire with 4D flow; (2) to accelerate scans, in which a low-resolution 4D-flow data set is acquired in a fast scan and simulation-based imaging can then be used to recover an intermediate-resolution flow; and (3) to compute quantitative parameters not apparent in the 4D-flow data set (eg, wall shear stress in the aorta, carotid arteries, intracranial arteries) to predict aneurysm formation and rupture52 and stenotic pressure loss, such as in coarctation of the aorta.53

4.4 | Limitations

This study does not include adaptations of the mesh near walls to capture sharp velocity gradients in the boundary layers. Such mesh modifications may improve accuracy. In vivo blood flow was approximated as Newtonian, which has previously been shown to be appropriate.54 Furthermore, vessel walls were assumed to be rigid, and making them compliant may improve simulation fidelity.

Although the adjoint-based gradient computations enable efficient optimization, 4D-flow HIKING is currently limited by long computation times (several hours for our in vivo proof of concept). This may be alleviated by an optimized implementation of the adjoint CFD, or using reduced-order models that provably converge to the full optimization problem.51

5 | CONCLUSIONS

The presented framework for optimization-driven, simulation-based flow imaging, called 4D-flow HIKING, shows good performance in both synthetic test cases and phantom validation using laser PIV. In vivo results show promise for future applications with higher resolution, shorter scan times, and accurate quantification of physiological parameters.
REFERENCES

1. Bolger AF, Heiberg E, Karlsson M, et al. Transit of blood flow through the human left ventricle mapped by cardiovascular magnetic resonance. *J Cardiovasc Magn Reson*. 2007;9:741–747.

2. Arvidsson PM, Kovács SJ, Töger J, et al. Vortex ring behavior provides the epigenetic blueprint for the human heart. *Sci Rep*. 2016;6:22021.

3. Fredriksssé AG, Svalbring E, Eriksson J, et al. 4D flow MRI can detect subtle right ventricular dysfunction in primary left ventricular disease. *J Magn Reson Imaging*. 2016;43:558–565.

4. Sjöberg P, Heiberg E, Wingren P, et al. Decreased diastolic ventricular kinetic energy in young patients with Fontan circulation demonstrated by four-dimensional cardiac magnetic resonance imaging. *Pediatr Cardiol*. 2017;38:669–680.

5. Calkoen EE, Westenberg JJ, Kroft LJ, et al. Characterization and quantification of dynamic eccentric regurgitation of the left atrioventricular valve after atrioventricular septal defect correction with 4D flow cardiovascular magnetic resonance and retrospective valve tracking. *J Cardiovasc Magn Reson*. 2012;14:71–16.

6. van Ooij P, Allen BD, Contaldi C, et al. 4D flow MRI and T1-mapping: assessment of altered cardiac hemodynamics and extracellular volume fraction in hypertrophic cardiomyopathy. *J Magn Reson Imaging*. 2016;43:107–114.

7. Kanski M, Arvidsson PM, Töger J, et al. Left ventricular fluid kinetic energy time curves in heart failure from cardiovascular magnetic resonance 4D flow data. *J Cardiovasc Magn Reson*. 2015;17:111.

8. Dyverfeldt P, Kvitting J-PE, Sigfridsson A, Engvall J, Bolger AF, Ebbers T. Assessment of fluctuating velocities in disturbed cardiovascular blood flow: in vivo feasibility of generalized phase-contrast MRI. *J Magn Reson Imaging*. 2008;28:655–663.

9. Lustig M, Donoho D, Pauly JM. Sparse MRI: the application of compressed sensing for rapid MR imaging. *Magn Reson Med*. 2007;58:1182–1195.

10. Holland DJ, Maliovatov DM, Blake A, Sederman AJ, Gladden LF. Reducing data acquisition times in phase-encoded velocity imaging using compressed sensing. *J Magn Reson*. 2010;203:236–246.

11. Liu J, Dyverfeldt P, Acevedo-Bolton G, Hope M, Saloner D. Highly accelerated aortic 4D flow MR imaging with variable-density random undersampling. *Magn Reson Imaging*. 2014;32:1012–1020.

12. Tariq U, Hsiao A, Alley M, Zhang T, Lustig M, Vasanwala SS. Venous and arterial flow quantification are equally accurate and precise with parallel imaging compressed sensing 4D phase contrast MRI. *J Magn Reson Imaging*. 2013;37:1419–1426.

13. Hsiao A, Lustig M, Alley MT, et al. Rapid pediatric cardiac assessment of flow and ventricular volume with compressed sensing parallel imaging volumetric cine phase-contrast MRI. *Am J Roentgenol*. 2012;198:250–259.

14. de Hoon NHLC, Balja AC, Eismann E, Vilanova A. Temporal interpolation of 4D PC-MRI blood-flow measurements using bidirectional physics-based fluid simulation. In: Proceedings of the Eurographics Workshop on Visual Computing for Biology and Medicine, Bergen, Norway, 2016. pp. 59–68. http://doi.org/10.2312/vcbm.20161272.

15. De Hoon N, Van Pelt R, Balja A, Vilanova A. 4D MRI flow coupled to physics-based fluid simulation for blood-flow visualization. *Comput Graph Forum*. 2014;33:121–130.

16. Funke SW, Nordaas M, Evju Ø, Ainaes MS, Mardal KA. Variational data assimilation for transient blood flow simulations: cerebral aneurysms as an illustrative example. *Int J Numer Method Biomed Eng*. 2019;35:e3152.

17. Guerra T, Tiago J, Sequeira A. Optimal control in blood flow simulations. *Int J Non Linear Mech*. 2014;64:57–69.

18. Rispoli VC, Nielsen JF, Nayak KS, Carvalho JLA. Computational fluid dynamics simulations of blood flow regularized by 3D phase contrast MRI. *Biomed Eng Online*. 2015;14:110.

19. Christodoulou AG, Ramb R, Menza M, Hennig J, Liang Z-P. 4D flow imaging incorporating a fluid dynamics model. In: Proceedings of the 23rd Annual Meeting of ISMRM, Toronto, Canada, 2015. Abstract 2735.

20. Goezeen S, Chivukula VK, Midgett M, Phan L, Rugonyi S. 4D subject-specific inverse modeling of the chick embryonic heart outflow tract hemodynamics. *Biomech Model Mechanobiol*. 2016;15:723–743.

21. Bakshinejad A, Baghaie A, Vali A, Saloner D, Rayz VL, D’Souza Z-P. Fluid dynamics simulations of blood flow regularized by 3D phase contrast MRI. *Biomed Eng Comput*. 2016;15:723–743.

22. Mohd Adib MAH, Li S, Watanabe Y, Wada S. Merging computational fluid dynamics and 4D flow MRI using proper orthogonal decomposition and ridge regression. *J Biomech*. 2017;58:162–173.

23. Gaidzik F, Stucht D, Roloff C, Speck O, Thévenin D, Janiga G. Transient flow prediction in an idealized aneurysm geometry using proper orthogonal decomposition and ridge regression. *Comput Biol Med*. 2019;115.

24. Rispoli VC, Nielsen JF, Nayak KS, Carvalho JLA. Using Fourier velocity encoded MRI data to guide CFD simulations. In: 2015 IEEE 12th International Symposium on Biomedical Imaging (ISBI). Vol. 2015-July. IEEE; 2015:584–587.

25. Aristokleous N, Seimenis I, Georgiou GC, Nicolaides A, Anayiotos AS. The effect of head rotation on the geometry and hemodynamics of healthy vertebral arteries. *Ann Biomed Eng*. 2015;43:1287–1297.
26. Steinman DA, Hoi Y, Fahy P, et al. Variability of computational fluid dynamics solutions for pressure and flow in a giant aneurysm: the ASME 2012 summer bioengineering conference CFD challenge. *J Biomech Eng*. 2013;135:21016.

27. Morbiducci U, Gallo D, Massai D, et al. Outflow conditions for image-based hemodynamic models of the carotid bifurcation: Implications for indicators of abnormal flow. *J Biomech Eng*. 2010;132:091005.

28. Berg P, Roloff C, Beuing O, et al. The computational fluid dynamics rupture challenge 2013—phase II: Variability of hemodynamic simulations in two intracranial aneurysms. *J Biomech Eng*. 2015;137:121008.

29. Madhavan S, Kemmerling EMC. The effect of inlet and outlet boundary conditions in image-based CFD modeling of aortic flow. *Biomed Eng Online*. 2018;17:66. https://doi.org/10.1186/s12938-018-0497-1.

30. Wächter A, Biegler LT. On the implementation of an interior-point filter line-search algorithm for large-scale nonlinear programming. *Math Program*. 2006;106:25–57.

31. Desjardins B, Grenier E, Lions P-L, Masmoudi N. Incompressible limit for solutions of the isentropic Navier-Stokes equations with Dirichlet boundary conditions. *J Math Pures Appl*. 1999;78:461–471.

32. Persson P-O, Peraire J. Newton-GMRES preconditioning for discontinuous galerkin discretizations of the Navier-Stokes equations. *SIAM J Sci Comput*. 2008;30:2709–2733.

33. Zahr MJ, Persson P-O. An adjoint method for a high-order discretization of deforming domain conservation laws for optimization of flow problems. *J Comput Phys*. 2016;326:516–543.

34. Dyverfeldt P, Bissell M, Barker AJ, et al. 4D flow cardiovascular magnetic resonance consensus statement. *J Cardiovasc Magn Reson*. 2015;17:72.

35. Nilsson A, Bloch KM, Carlsson M, Heiberg E, Stahlberg F. Variable velocity encoding in a three-dimensional, three-directional phase contrast sequence: Evaluation in phantom and volunteers. *J Magn Reson Imaging*. 2012;36:1450–1459.

36. Töger J, Bidhult S, Revstedt J, Carlsson M, Arheden H, Heiberg E. Independent validation of four-dimensional flow MR velocities and vortex ring volume using particle imaging velocimetry and planar laser-Induced fluorescence. *Magn Reson Med*. 2016;75:1064–1075.

37. Liess C. Experimentelle Untersuchung des Lebenslaufes von Ringwirbeln. Göttingen: Max-Planck-Institut für Strömungsforschung; 1978.

38. Gharib M, Ramd E, Shariff K. A universal time scale for vortex ring formation. *J Fluid Mech*. 1998;360:S0022112097008410.

39. Gharib M, Ramd E, Kheradvar A, Sahn DJ, Dabiri JO. Optimal vortex formation as an index of cardiac health. *Proc Natl Acad Sci USA*. 2006;103:6305–6308.

40. Geuzaine C, Remacle JF. Gmsh: a three-dimensional finite element mesh generator with build-in pre- and post-processing facilities. *Int J Numer Methods Eng*. 2009;79:1309–1331.

41. Yushkevich PA, Piven J, Hazlett HC, et al. User-guided 3D active contour segmentation of anatomical structures: Significantly improved efficiency and reliability. *Neuroimage*. 2006;31:1116–1128.

42. Kimura N, Nakamura M, Komiya K, et al. Patient-specific assessment of hemodynamics by computational fluid dynamics in patients with bicuspid aortopathy. *J Thorac Cardiovasc Surg*. 2017;153:S52–S62.e3. https://doi.org/10.1016/j.jtcvs.2016.12.033.

43. Lantz J, Renner J, Linné T, Karlsson M. Is aortic wall shear stress affected by aging? An image-based numerical study with two age groups. *Med Eng Phys*. 2015;37:265–271.

44. Patankar SV. *Numerical Heat Transfer and Fluid Flow*. Boca Raton, Florida: CRC Press; 1980.

45. Morbiducci U, Ponzini R, Gallo D, Bignardi C, Rizzo G. Inflow boundary conditions for image-based computational hemodynamics: Impact of idealized versus measured velocity profiles in the human aorta. *J Biomech*. 2013;46:102–109.

46. Yousef P, Gomez A, Arthurs C, Sharma R, Jahangiri M, Alberto FC. Impact of patient-specific inflow velocity profile on hemodynamics of the thoracic aorta. *J Biomech Eng*. 2018;140:1–14.

47. Goubergrits L, Mevert R, Yevtushenko P, et al. The impact of MRI-based inflow for the hemodynamic evaluation of aortic coarctation. *Ann Biomed Eng*. 2013;41:2575–2587.

48. Pirola S, Jarral OA, O’Regan DP, et al. Computational study of aortic hemodynamics for patients with an abnormal aortic valve: The importance of secondary flow at the ascending aorta inlet. *APL Bioeng*. 2018;2:026101.

49. Gomez A, Marcan M, Arthurs CJ, et al. Optimal B-spline mapping of flow imaging data for imposing patient-specific velocity profiles in computational hemodynamics. *IEEE Trans Biomed Eng*. 2019;66:1872–1883.

50. Bozzi S, Morbiducci U, Gallo D, et al. Uncertainty propagation of phase contrast-MRI derived inlet boundary conditions in computational hemodynamics models of thoracic aorta. *Comput Methods Biomech Biomed Engin*. 2017;20:1104–1112.

51. Zahr MJ, Carlberg KT, Kouri DP. An efficient, globally convergent method for optimization under uncertainty using adaptive model reduction and sparse grids. *SIAM/ASA J Uncertain Quantif*. 2019;7:877–912.

52. Petersson S, Dyverfeldt P, Ebbets T. Assessment of the accuracy of MRI wall shear stress estimation using numerical simulations. *J Magn Reson Imaging*. 2012;36:128–138.

53. Riesenkampff EF, Fernandes JF, Meier S, et al. Pressure fields by flow-sensitive, 4D, velocity-encoded CMR in patients with aortic coarctation. *JACC Cardiovasc Imaging*. 2014;7:920–926.

54. Bernabeu MO, Nash RW, Groen D, et al. Impact of blood rheology on wall shear stress in a model of the middle cerebral artery. *Interface Focus*. 2013;3:20120094.

55. Töger J, Zahr MJ, Markenroth Bloch K, Persson P-O. Towards 4D flow high-resolution Imaging with a priori knowledge incorporating the Navier-Stokes equations and the discontinuous Galerkin method (4D flow HIKING). In: Proceedings of CMR 2018 - A Joint EuroCMR/SCMR Meeting,Barcelona, Spain, 2018. p. 37197.

56. Töger J, Zahr MJ, Markenroth Bloch K, Persson P-O. High-resolution Imaging with a priori knowledge incorporating the Navier-Stokes equations and the discontinuous Galerkin method (4D flow HIKING): towards flow reconstruction constrained by computational fluid dynamics. In: Proceedings of the Joint Meeting of ISMRM-ESMRMB, Paris, France, 2018. p 2977.

SUPPORTING INFORMATION

Additional Supporting Information may be found online in the Supporting Information section.

FIGURE S1 Smoothing functions used in the observation operator M. A, The temporal smoothing function consisted
of a box-like function with smoothed edges. The width was set to the temporal resolution of the 4D-flow MRI data. 

B, Spatial smoothing function: continuous line, sinc function; dashed line, smoothed truncation. C, Spatial smoothing function, final truncated form.

**FIGURE S2** Prescribed inflow velocity for the synthetic tests. A, The spatial parametrization of the inflow velocity as a polynomial with five control points, of which two at the edges were fixed to zero, and the three center points were set to \( \mu_1 = \mu_3 = 26.25 \text{ cm/s} \) and \( \mu_2 = 35 \text{ cm/s} \). (B) The temporal parametrization, with parameters \( \beta = 2 \), \( \mu_4 = 0.5 \text{ seconds} \), and \( \mu_5 = 0.2 \text{ seconds} \).

**FIGURE S3** Mesh independence for the vortex tank phantom validation experiment, visual results. For quantitative results, see Supporting Information Figure S4. The top row of (A)-(C) shows the x-component of the velocity. A, Velocity in the x-direction (horizontal) for the 50k element mesh. B, Velocity in the x-direction for the 250k element mesh. C, The difference between the two solutions. The y-component of the velocity (vertical) is shown in (D)-(F). Overall, there was a small difference. Visualizations were performed using in-house codes written in MATLAB.

**FIGURE S4** Mesh independence for the vortex tank phantom validation experiment, quantitative results. For visual results, see Supporting Information Figure S3. A, Agreement of the horizontal velocity between the 50k and 250k element meshes. B, Agreement of the vertical velocity between the 50k and 250k element meshes. A strong correlation was found. C,D, The corresponding Bland-Altman plots. Overall, a strong agreement was found.

**FIGURE S5** Mesh independence for the in vivo proof of concept, visual results. A, A 3D rendering of computations was performed on two different meshes: 11k elements (150 time-steps; left) and 18k elements (300 time-steps; right). B, A slice through the 3D volume, with the right–left (RL), anterior–posterior (AP), and feet–head (FH) velocity components in the three rows. Columns show mesh 1, mesh 2, and the difference in velocity, respectively. Visually, solutions on the two different meshes show strong agreement. Flow visualizations were generated using ParaView 5.7.0 and MATLAB R2019a.

**FIGURE S6** Mesh independence for the in vivo proof of concept, quantitative results. A and B show agreement of the right-left (RL) velocity between the two computations (11k mesh, 150 time-steps and 18k mesh, 300 time-steps). C and D show the same plots for the anterior-posterior (AP) velocity. E and F show results for the feet-head (FH) direction. Overall, strong agreement was found.
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