Topics in vacuum decay

Ali Masoumi

Submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in the Graduate School of Arts and Sciences

COLUMBIA UNIVERSITY

2013
ABSTRACT

Topics in vacuum decay

Ali Masoumi

If a theory has more than one classically stable vacuum, quantum tunneling and thermal jumps make the transition between the vacua possible. The transition happens through a first order phase transition started by nucleation of a bubble of the new vacuum. The outward pressure of the truer vacuum makes the bubble expand and consequently eat away more of the old phase. In the presence of gravity this phenomenon gets more complicated and meanwhile more interesting. It can potentially have important cosmological consequences. Some aspects of this decay are studied in this thesis. Solutions with different symmetry than the generically used $O(4)$ symmetry are studied and their actions calculated. Vacuum decay in a spatial vector field is studied and novel features like kinky domain walls are presented. The question of stability of vacua in a landscape of potentials is studied and the possible instability in large dimension of fields is shown. Finally a compactification of the Einstein-Maxwell theory is studied which can be a good lab to understand the decay rates in compactification models of arbitrary dimensions.
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1.1 An artistic depiction of the multiverse. There is a whole universe inside each bubble.  
1.2 Left, the potential for a particle in one dimensions. By vacuum here we simply mean 
$x_1, x_2$ and $x_3$. Right, the field potential for a single scalar field. Here by vacuum we 
mean a spatially homogeneous configuration where the field is resting at $\phi_1, \phi_2$ or $\phi_3$.  
2.1 An example of a potential with a metastable vacuum at A and a stable vacuum at B.  
2.2 An infinite well sectioned into two pieces, left a false vacuum of width $b$ and potential 
$V_1$ separated by a wall of width $w$ and potential $V_2$ from the rest of the well.  
2.3 Chance of finding the particle at the left of the barrier as a function of time. Left is 
for the case $\nu_1 = 4, \nu_2 = 40, \nu_3 = 0$, Right for the case $\nu_1 = -8, \nu_2 = 40$ and $\nu_3 = 0$. 
Time is measured in units of $2mb^2h^{-1}$ and the vertical axis has logarithmic scale. In 
both cases, $a = 20$, $w = 0.2$ and $b = 1$.  
2.4 Probability of finding the particle on the left side of the barrier as a function of time. 
The potential is described by $\nu_1 = 4, \nu_2 = 40, \nu_3 = 0$, $b = 1$ and $w = 0.2$. Time is 
measured in units of $2mb^2h^{-1}$ and the vertical axis has a logarithmic scale. The red 
filled circles, blue squares and black empty circles correspond to $a = 40, 20$ and $5$.  
2.5 The anharmonic oscillator potentials defined in Eq. (2.5) for different values of $\lambda$. 
Left, middle and right graphs correspond to $\lambda = 1, 0, -1$.  
2.6 Analyticity domain of $E(\lambda)$ in the complex $\lambda$ plane. The inner product is not defined 
for all vectors and it has a nontrivial analytic structure. Therefore these eigenvalues 
evade the usual proof for the reality of the eigenvalues of the Hermitian operators.  
2.7 Possible exit points in a multi-dimensional potential.
2.8 The dominant configuration for thermal tunneling in a 2D potential is jumping to a saddle point with one negative eigenvalue of the Hessian matrix.

2.9 True and false vacua in a scalar field potential. For convenience, we set $V(\phi_F) = 0$.

2.10 The motion in Euclidean time is equivalent to motion in an upside down potential.

2.11 Bubble nucleation as seen in Euclidean time from top left to the bottom right. In the beginning the whole space is filled with the false vacuum (shaded light blue region) and then a small bubble of true vacuum (green region inside the circles) with a wall (red region which is the boundary of the circle) appears and grows. The top right configuration shows the configuration at the moment of the bubble nucleation. For large Euclidean times, it bounces back to a space filled with the false vacuum.

2.12 Another view of the bounce. In this picture the Euclidean time progresses upwards, the false vacuum is pictured as a white background and the true vacuum is in red. Any horizontal line cuts the bounce at a spatial hypersurface. In the far past (the lower thick dashed line), the field is almost at its false vacuum, and the cut through the center of the bounce (upper thick dashed line) shows the field configuration right after the nucleation of the bubble.

2.13 The Euclidean equations of motion have drastically different behaviors for paths starting from the true and false vacua. On the top, the two potentials with minima at $x_1$ and at the bottom their upside-down versions which are more relevant in Euclidean spacetimes. In the left potential, $x_1$ is located at a true vacuum and there is no solution for the Euclidean equations of motion except for $x(t) = x_1$. But for the left, in addition to this constant solution, there is another solution that starts from $x_1$, moves to $x_3$ and then returns to $x_1$ after an infinite time. This solution is called a bounce.

2.14 Left is a single bounce centered at $t_0$ and right a multi-bounce configuration. Both of these are approximate stationary points of the action and will contribute to the path integral in the semiclassical level. (The left bounce would be an exact stationary point if the bounce was centered at $t = 0$.)
2.15 The zero eigenfunction of the second variation of the action. This eigenfunction has a node so there must be another lower (negative) eigenvalue in the spectrum of these variations.

2.16 Left, a class of paths parametrized by $z$ and right, their Euclidean actions as a function of $z$. The $z = 0$ path corresponds to the constant path $x(t) = x_1$ and has zero action. The $z = 1$ path is the bounce. We chose the paths in a way that the tangent to the $z = 1$ path is the negative mode and therefore we are sampling the divergent region of the path integral.

2.17 Euclidean action as a function of $z$ for the potential shown on the left graph in Fig. 2.13. This function is positive and the path integral is well-defined. To get the correct result for the potential on the right side of Fig. 2.13, we analytically continue it to the potential on the left.

2.18 The contour of integration chosen for the path integral along $z$ which continues from $-\infty$ on the real axis and extends to the saddle point at $z = 1$ where the bounce is located. Then it distorts to the upper half plane where the Euclidean action is again positive.

2.19 At a nonzero temperature we can distinguish three different paths for tunneling. The horizontal arrow shows a purely quantum mechanical tunneling. The dashed arrows show a thermally assisted tunneling in which the particle first jumps thermally from 1 to 2 and then quantum mechanically tunnels to 4. The dotted dashed arrows show a purely thermal tunneling in which the particle jumps to a stationary point with one negative eigenvalue. In all cases, after tunneling to the right of the barrier, the particle evolves classically towards the lower minimum.
2.20 The same as Fig. 2.19 but for a field theory. This time the horizontal axis represents the (infinite-dimensional) field configuration space. Points $\phi_1(\vec{x})$ and $\phi_6(\vec{x})$ show the two homogenous configurations where the field is spatially uniform and rests in its vacua. $\phi_3(\vec{x})$ is a configuration which has only one negative eigenvalue and it is in fact a bubble of true vacuum inside the false vacuum. Its negative eigenvalue is along the expansion/contraction directions for the bubble. $\phi_2(\vec{x})$ shows the bounce configuration at $\tau = 0$ and $\tau = \beta$ in Fig. 2.23 and $\phi_4(\vec{x})$ is the configuration after the nucleation for a thermally assisted bubble.

2.21 A quantum bubble appears with zero energy, as expected from the conservation laws. A thermal bubble appears with energy absorbed from the heat bath and in fact its energy is a maximum with respect to the radius. A thermally assisted tunneling is between these two extremes.

2.22 Bounces representing thermal tunneling are cylinders in four dimension with a period of $\beta$. Each slice through this bounce gives a three-dimensional ball which is a bubble of true vacuum separated from the false vacuum by a wall (the solid vertical edges of the rectangle).

2.23 The left picture shows a low-temperature thermally assisted tunneling and the right a high-temperature thermally assisted tunneling. The Euclidean time $\tau$ progresses upwards. The field configuration at $\tau = 0$ and $\tau = \beta$ is given by $\phi_2(\vec{x})$ and a spatial slice through the center gives $\phi_4(\vec{x})$. (See Fig. 2.20). In the limit $\tau \to \infty$, this pictures reduces to the graph in Fig. 2.12 as expected.

2.24 One possible mode of decay is the fluctuation of the field in every point to $\phi_{\text{top}}$. It has a finite action and nonzero probability in de Sitter space.

2.25 Left is CDL instanton that describes tunneling from a false vacuum to a true one. Right is the same instanton, but the poles interchanged by a rotation. It describes the CDL instanton for the decay of the true vacuum.

2.26 A CDL bounce as it is seen in the static patch. The horizontal dashed lines are the constant $\tau$ hypersurfaces, the shaded region the true vacuum and $r$ ranges from 0 at the center of the bubbles to $\Lambda$ at the horizon.
2.27 The bounce of Fig. [2.26] is shown in the $y_4$-$y_5$ plane on the left. The lines $\tau = -\pi \Lambda$ and $\tau = \pi \Lambda$ are identified and they show the radial directions. The configuration after tunneling is given by half of the hyperplane that goes through the center of the bounce. The other half shows the configuration before the nucleation. On the right the same bounce is shown after a rotation. This picture shows a $\tau$-independent bounce which resembles a purely thermal tunneling. 

3.1 A schematic view of the thin-wall solution. The wall is located at the radius $R$ and inside is the true vacuum. The horizon is located $r_H$ and between the wall and the horizon is the false vacuum. The bounce solution is constant in the periodic Euclidean time $\tau$ and apparently rotationally invariant.

3.2 The induced geometry of the static instanton in two different planes. Left is the $r-\tau$ plane where it is described by a periodic angular coordinate $\tau$ and the coordinate along the vertical axis is $r$. Horizon is at the tip of this object $r_H$ and the wall is at the location that there is a discontinuity in the first derivative due to the energy density of the wall. Right, the same picture, but in $r-\phi$ plane. Again $\phi$ is the periodic coordinate and $r$ is along the vertical axis. To avoid a conical singularity, the period of $\tau$ must be a very specific number.

3.3 Two views of an $O(3) \times O(2)$-symmetric bounce. These are from the same viewpoints as those of the CDL bounce in [2.27]. (The views on the right would be the same if viewed from along any axis in the $x_4$-$x_5$ plane.) On the left-hand view the radial dashed lines correspond to the similar lines in Fig. [2.27]. The bounce is independent of the Euclidean time. The three-dimensional configuration corresponding to any of these lines contains a single true vacuum critical bubble in the center of a false vacuum horizon volume.
3.4 Increasing $G$ leaves less and less room for the wall. As a result $\phi$ varies less over the horizon volume. In this graph the markers on the left of the barrier show $\phi(0)$ and the markers on the right of the barrier $\phi(r_H)$ for different $G$. Black circles, red diamonds, green triangles and the orange square show $\phi(0)$ and $\phi(r_H)$ in order of increasing $G$. For small $G$ (black circles), the field starts very close to the true vacuum at the center and ends very close to the false vacuum at the horizon. Increasing $G$ makes the change in $\phi$ smaller. Eventually, for a critical value of $G$ which is calculated in this section, the two points merge (orange square). This corresponds to a Hawking-Moss solution.

3.5 Oscillating bounces for different values of $N$. Green solid line, blue dashed, red dotted and black dot-dashed lines represent solutions for $N = 1, 3, 5$ and 7. Only the blue line represents a tunneling instanton.

3.6 Evolution of the bounce as the gravitational constant is varied. The first two panels show $\phi$ as a function of (a) $r$ and (b) $r/r_H$. In both cases the black dot indicates the value at the top of the barrier. The third panel shows $f = 1/A$ as a function of $r$. Reading from left to right, the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $8\pi G v^2$ equal to 0.711, 0.704, 0.628, 0.251, and 0.126. In all cases $U_0 = 2$, $\alpha = 3$, and $\epsilon = 0.3$.

3.7 Evolution of the bounce as the true vacuum energy $U_0$ is varied. The first two panels show $\phi$ as a function of (a) $r$ and (b) $r/r_H$. In both cases the black dot indicates the value at the top of the barrier. The third panel shows $f = 1/A$ as a function of $r$. Reading from left to right, the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $U_0$ equal to 2, 5, 10, 2, and 26.8. In all cases $8\pi G v^2 = 0.126$, $\alpha = 3$, and $\epsilon = 0.3$.

3.8 Behavior of the bounce as $\epsilon$ is varied. Again, panels (a) and (b) show $\phi$ as a function of $r$ and of $r/r_H$, with the black dot indicating the value at the top of the barrier. Panel (c) shows the metric function $f = 1/A$. Reading from left to right, the dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $\epsilon$ equal to 2, 1, 0, and $-1$. For all cases $U_0 = 2$, $\alpha = 3$, and $8\pi G v^2 = 0.126$. 
3.9 Variation of the bounce with barrier height for small $\alpha$ with the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines corresponding to $\alpha$ equal to 1, 3, 5, 12, and 15. For all of these $U_0 = 2$, $\epsilon = 0.3$, and $8\pi G\nu^2 = 0.126$. As in the previous figures, the black dot indicates the value of the field at the top of the barrier. 

3.10 Variation of the bounce with barrier height for large $\alpha$, with the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines corresponding to $\alpha$ equal to 15, 20, 25, 40, and 100. For all of these $U_0 = 2$, $\epsilon = 0.3$, and $8\pi G\nu^2 = 0.126$. As in the previous figures, the black dot indicates the value of the field at the top of the barrier. 

3.11 Comparison of the tunneling exponents for the CDL bounce (red diamonds) and the $O(3) \times O(2)$-symmetric bounce (black circles) as one parameter is varied with the other three held fixed. When held fixed, $U_0 = 2$, $\alpha = 3$, $\epsilon = 0.3$, and $8\pi G\nu^2 = 0.126$. 

4.1 The blue (longer) and red (shorter) arrows represent the vector field at the two vacua. The thick green line is the domain-wall. From left to right, we show a longitudinal wall, a transverse wall, and a wall with orientation $\theta$. The orientation is defined such that for a longitudinal wall $\theta = 0$, and for a transverse wall $\theta = \pi/2$. 

4.2 When the flat, longitudinal wall on the left figure is too massive, it will spontaneously breaks into zigzag segments in the right figure. Although the total wall area increases, the reduced tension still reduces total energy. 

4.3 The right figure is the energy stored in the wall connecting points $x_1$ and $x_2$ (left figure) vs the angle $\theta$. The solid blue, dashed purple, dot-dashed red and dotted green lines correspond to $c_L/c_T = 1.5, 2, 2.5$ and 3. The dots show the angle with minimum energy. Clearly, for high ratios of $c_L/c_T$, the zigzag walls ($\theta_{\min} \neq 0$) are energetically favorable. 

4.4 Bubble shape in the first quadrant. 

4.5 The bubble profile given by Eqs. (4.33) and (4.18) when $c_L > 2c_T$. The correct profile of the critical bubble is simply the middle portion.
4.6 Picking two pieces of the wall (top left panel) and gluing them at angle $\theta$ (top right panel). Each piece locally satisfies Eq. (4.33) and therefore gives the minimum energy for the fluctuations parallel to the wall. The energy of the bubble vs the gluing angle $\theta$ is shown in the lower panel for different values of $c_L/c_T$ for a tension that satisfies Eq. (4.18). Blue dashes, green dots, red dot dashes and solid purple lines correspond to $c_L/c_T = 1.5, 2, 3$ and 4. The correct spot for gluing the two is the angle which gives a local maximum (negative mode). For $c_L/c_T < 2$ this gives a smooth bubble. For larger ratios it gives a kink.

4.7 The left figure depicts Eq. (4.35), where we attempt to make a larger bubble by inserting true-vacuum regions and extra interpolation walls. The right figure depicts Eq. (??), where we try to make a smaller bubble by removing part of the walls and part of the true-vacuum region. Both result in smaller total energy, which shows that the kinky shape is indeed a saddle point.

5.1 In a theory with one scalar field (left picture), to go from the false vacuum (right minimum) to the true vacuum (left minimum) we have to cross the highest barrier. But for the case of a field theory with two fields (right picture), to go from the false vacuum to a truer one, we do not need to pass the highest barrier (central peak) and can choose to go through many other lower barriers. This decreases the instanton action and enhances the tunneling rate.

5.2 Left panel shows the potential introduced in Eq. (5.13). The progression from top to bottom shows the potentials corresponding to $b = 0, 0.2, 0.4, 0.6$ and 0.8. Case $b = 0$ is a symmetric double well and the larger values show more and more deviation from the $\mathbb{Z}_2$ symmetry. The right panel shows the corresponding field profiles (top to bottom) of bounce solution for the values of $b = 0.4, 0.5, 0.6, 0.7$ and 0.8. The solution deviates more and more from a thin wall and at $b = 0.9$ it merges to a Hawking-Moss instanton.

5.3 Left panel, the median value of $\hat{s}$ for quartic potentials on a log-log plot. Right panel, the median value of the lowest barrier heights for quartic potential in units of $\lambda v^4$. The bars in both cases show the 25th and 75th percentile.
5.4 Left panel, the median value of the distances to the saddle point which has the smallest \( s \) for quartic potentials on a log-log plot. Right panel, the median value of distances to the saddle points with the lowest barrier height for quartic potentials in units of \( v^{-1} \). The bars in both cases show the 25th and 75th percentile. . . . . . . . [98]

5.5 The median value of the number of saddle points around the origin on a log plot for quartic potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile. . . . . . . . . . . . . . . . [99]

5.6 Left panel, the median value of \( s \) for cubic potentials on a log-log plot. Right panel, the median value of the lowest barrier heights for cubic potentials in units of \( \lambda v^4 \). The bars in both cases show the 25th and 75th percentile. . . . . . . . . . . . . . . . [100]

5.7 Left panel, the median value of the distances to the saddle points which have the smallest \( s \) for cubic potentials on a log-log plot. Right panel, the median value of the distances to the saddle points with lowest barrier heights for cubic potentials in units of \( v^{-1} \). The bars in both cases show the 25th and 75th percentile. . . . . . . . [100]

5.8 The median value of the number of saddle points around the origin on a log plot for cubic potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile. . . . . . . . . . . . . . . . [101]

5.9 Left panel, the median value of \( s \) for supersymmetric potentials on a log-log plot. Right panel, median value of the lowest barrier height for supersymmetric potentials in units of \( \lambda v^4 \). The bars in both cases show the 25th and 75th percentile. . . . . . . . [101]

5.10 Left panel, the median value of the distances to the saddle points which have the smallest \( s \) for supersymmetric potentials on a log-log plot. Right panel, the median value of distances to the saddle points with lowest barrier height for supersymmetric potentials in units of \( v \). The bars in both cases show the 25th and 75th percentile. . . . . . . . [102]

5.11 The median value of the number of saddle points around the origin on a log plot for supersymmetric potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile. . . . . . . . . . . . . . . . [102]

5.12 The dependence of the median value of \( s \) on the range of parameter \( a_4 \). The data shown are for \( N = 2 \). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [105]
5.13 The distribution of values of $\tilde{s}$ in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$.

5.14 The distribution of values of lowest barrier heights in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$.

5.15 The distribution of values of the distance of the lowest saddle point to the false vacuum in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$.

5.16 The distribution of values of $\tilde{s}$ (top) and lowest saddle point heights (bottom) in the ensembles for supersymmetric random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamond correspond to $N = 1$, green down-pointing triangles, $N = 2$; red up-pointing triangles, $N = 3$; blue squares, $N = 4$ and black circles, $N = 5$. 

xiii
5.17 Parameter ranges allowing multiverse explanations of the cosmological constant. With $\alpha = 2.66$ and $g = 10$, a sufficient number of metastable vacua is only possible for parameters in the region to the left of the solid line. This region is extended to the dashed line if $g = 100$. 

5.18 Like Fig. 5.17 but for $\alpha = 3.16$ and $g = 10$.

6.1 Different behaviors of the potential as we change the number of fluxes. For very large $n$, there is no stationary point (dotted purple line). By lowering $n$, the potential gets a single stationary point (dashed red line) and for smaller $n$ (black line), it gets one maximum at a larger value of $\psi$ and one minimum at a smaller $\psi$. In the last case there is a stable compactified phase separated by a barrier from the decompactified phase. We are only interested in the last case.

6.2 Different possibilities for the minimum of the potential introduced in Eq. (6.10). As we change $\tilde{n}$ from very small values, the minimum changes from being de Sitter (black dotted-dashed line), to Minkowski (red dashed), to an AdS with a positive maximum (blue line) to an AdS space which is never positive (dotted purple). These graphs correspond to $\tilde{n} = 0.467, 1/\sqrt{2}, 0.776$ and 0.826.

6.3 The possible situations for the critical points with all the spheres of the same size for the effective potential of Eq. (6.25). There is no minimum (vacuum) above the black dot-dashed line. The blue solid line specifies the Minkowski vacuum, below it are the AdS and above the dS vacua. The transition between the CDL and HM bounces happens at the red dotted line. Above the purple dashed line, there is a saddle point and a minimum and under it a maximum and a minimum.

6.4 The phase diagram of the number of minima (++), maxima(--) and saddle points(+-) for the N=2 case. The two curves satisfy Eqs. (6.58) and (6.59). There is no stationary point above the red line. On the left of the vertical dashed blue line (and similarly under the horizontal dashed blue line), a maximum and saddle point annihilate. The derivation of the curves and also the annihilations on the left of these lines are derived in the main text.
6.5 The phase diagram for the $N = 2$ case. The green line given by Eq. (6.60) shows the location of the Minkowski vacua, above it is the dS and below it the AdS minima. There is no minimum above the top dotted-dashed blue line (region 1) which is given by Eq. (6.58). The red dashed line, which is given by Eq. (6.59), shows the boundary where the CDL bounces vanish and the HM bounces dominate. The most interesting part of this landscape is the region between the top red line and the green line where all the dS minima live in (regions 2 and 3). As proven in the text, its area, and therefore the number of dS vacua, is finite.

A.1 A schematic view of the de Sitter space. Each of the points here is a (d-2)-sphere. The dashed line shows a (d-1)-sphere at the end of the contracting and beginning of the expanding phase.

A.2 Penrose diagram for the de Sitter space. The vertical solid lines are time-like points corresponding to the points on the north and south poles. As seen, it takes an infinite amount of time for a signal to travel between the poles and the north pole is only causally connected to the shaded region which is called the static patch.

B.1 The $c_L$ and $c_T$ axes are the directions in which the field has purely longitudinal and transverse sound speeds. The two dots represent the two discrete vacua. In the limit $\beta \to 0$, the dashed lines through them are almost in the vacuum, too. The important portion of the domain-wall is the red (thick) path from one line to the other, which is free to pick the best orientation $\phi$.

B.2 The numerically calculated values of the tension for a double-well potential are shown in dots. The three analytical fits: Eq. (4.18) is the dashed line, Eq. (4.19) is the dot-dashed (blue) line, and Eq. (B.14) is the solid (red) line. We can see that for large $\beta$, Eq. (4.19) is a good fit, and for small $\beta$, Eq. (B.14) is a good fit.

B.3 The numerically calculated values of the tension for a double-well potential are shown in dots. Again the three analytical fits: Eq. (4.18) is the dashed line, Eq. (4.19) is the dot-dashed (blue) line, and Eq. (B.14) is the solid (red) line. The two figures use the same potential but different sound speed ratios.
B.4 The more complicated potential introduced in Eq. (B.16), with \( q = 0.5 \), \( r_1 = -2.5 \), \( r_2 = 2.5 \). We will use two values of \( S \), 1.1 and 0.9, but that makes no visual difference.

B.5 From the potential given by Eq. (B.16), we again compare the numerical \( \sigma(\theta) \) with the three equations. In the left figure we have \( S = 1.1 \). In the right figure we have \( S = 1 \). For some orientations the domain-wall does not exist because the path runs away toward the \( -\phi_x \) direction.
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Chapter 1

Introduction

The vacuum has to be the most boring place on Earth (in the Universe), completely empty with no interesting events. This was the notion of people living in the pre-historic era of the 19th century, before they had learned to understand quantum mechanics.

Over the last quarter of century we started discovering how fascinating and interesting this place is. In this previously dull environment, all of a sudden a bubble is born. It grows fast, in fact very fast, almost at the speed of light, and before we get alarmed it engulfs us. This bubble gives birth to new bubbles and we end up with a universe full of universes, a multiverse (See Fig.1.1). In this thesis I will explain some topics on this “road to the multiverse”\textsuperscript{1}.

Figure 1.1: An artistic depiction of the multiverse. There is a whole universe inside each bubble.

Let’s start from the simple case of a particle moving in one dimension under the influence of

\begin{footnote}{Family Guy, season 8, episode 1.}
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a potential $V(x)$ shown in Fig. 1.2. If the particle is at rest at any of the minima of the potential, classical mechanics predicts that it will remain there forever.

Similarly the vacua of a field $\phi(x)$ are the local minima of its potential $V(\phi)$. If $V(\phi)$, the field potential, takes its local minima at $\phi_1$, $\phi_2$ and $\phi_3$ (see Fig. 1.2), the minimum energy configurations are the states where the field is spatially homogenous and takes values $\phi_1$, $\phi_2$ or $\phi_3$. If the field starts at rest in any of these vacua, according to classical mechanics it remains there forever. However the situation is different when we include quantum mechanics. Quantum tunneling allows the particle or field to tunnel through the potential barriers and move out of a metastable minimum. The same is true if we put these closed systems in thermal contact with a heat bath. They can absorb enough energy to overcome the barrier and move towards a more stable minimum. In fact they will also have the opportunity to go from a more stable to a less stable minimum, but at a lower rate. For a single particle, there is a nonzero probability for these events to happen. For a field in an infinite universe, the situation is trickier. The chance that the field tunnels through or jumps over the barrier everywhere at once is zero. From the WKB perspective the tunneling exponent is infinite and thermal jumps would need an infinite energy, so according to Boltzmann the transition rate ought to be zero. What happens in reality for quantum tunneling is that a bubble of the new phase is formed and expands. This is the familiar prescription for the first order phase transitions we see in the everyday life. When we boil water, it does not evaporate all at once. Instead small bubbles form near nucleation centers and then expand until the whole liquid phase disappears. The same thing will happen in flat space vacuum decay and after a long enough time no trace of the old vacuum is left. When we add gravity to the picture, the situation gets more obscure.

Figure 1.2: Left, the potential for a particle in one dimensions. By vacuum here we simply mean $x_1$, $x_2$ and $x_3$. Right, the field potential for a single scalar field. Here by vacuum we mean a spatially homogeneous configuration where the field is resting at $\phi_1$, $\phi_2$ or $\phi_3$. 
and meanwhile more interesting. Because of existence of a horizon there is a nonzero Hawking temperature which makes thermal tunneling feasible. The old vacuum loses some of its volume to the decay and meanwhile it gains more volume because of the cosmic expansion. Depending on the rate of the bubble nucleation and the cosmic expansion, we may have different scenarios. If the tunneling rate is very fast, the transition will complete in a finite time and the whole space converts into the new truer vacuum. On the other hand, if the expansion rate is much faster than the decay rate, more and more of the true vacuum bubbles nucleate and chip away parts of the false vacuum. These bubbles grow and there may be new bubbles created inside each of them. Meanwhile the false vacuum itself grows much faster and the overall picture is a universe filled with the false vacuum and with a large number of isolated true vacuum bubbles in the false vacuum. The transition never completes. Here there are a variety of interesting problems about “what fraction” of the space is in the new or old vacuum. Since the space is infinite, defining a measure on this set is an immediate question necessary before giving any probabilistic or anthropic description of nature. We do not know the answer to this question yet.

In this thesis I will cover several topics regarding vacuum decay.

In Chapter 2 I will review the basics of tunneling and describe the formalism needed for the following chapters. I start by describing the meaning of the decay in a simple quantum mechanical system and then generalize this concept to a field theory. There are two approaches available on the market to deal with the problem of vacuum decay. One is based on the WKB approximation. The other uses a Euclidean path integral approach. I will briefly review both and then describe thermal tunneling.

The tunneling rate is determined by the Euclidean action of the solution that carries the decay. The higher the action of this solution, the less probable the decay described by it. We know that generically the highly symmetric solutions have lower action. It was shown that in flat spacetime the solution with lowest action and therefore highest rate has an $O(4)$ symmetry. However there is no such proof for field theories in curved spacetime. The notion that the higher the symmetry, the lower the action seems to be wrong in some cases. For example the solution with the highest possible spacetime symmetry, the Hawking-Moss solution which has an $O(5)$ symmetry, has a higher action than the $O(4)$-symmetric solutions in most cases. In Chapter 3 I will describe solutions with the next highest symmetry, solutions periodic in Euclidean time and spherically symmetric in spatial
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directions. These solutions have an $O(3) \times O(2)$ symmetry. I will obtain such solutions numerically and analytically. I show that for a wide range of potentials these solutions have higher action than the $O(4)$ symmetric solutions and therefore are subdominant.

The usual scenario for vacuum decay is bubble nucleation in a scalar field $\phi$ whose potential has more than one local minimum. In Chapter 4 I study bubble nucleation in a spatial vector field theory. This vector field has different speeds of sound in the longitudinal and transverse directions. I show that in this case the bubble does not have a spherical symmetry. This work is motivated by the phenomenon of A-B phase transition in the liquid $^3$He. I show that if the ratio of the longitudinal to transverse speeds of sound goes beyond a threshold, the critical bubble develops a kink and the flat domain wall breaks into zigzag segments.

In the last few years anthropic principles have become very popular as a paradigm for explaining the cosmological constant problem. The general belief is that it is possible to have an enormous number of vacua in compactifications of string theory. It is assumed that there are huge number of vacua, perhaps “$10^{500}$” (500 is a number quoted frequently, it could be several thousands as well). If there are so many vacua, we should not be very surprised to see a cosmological constant which is 120 orders of magnitudes smaller than the Planck mass. Having $10^{500}$ uniformly distributed vacua, we will get something like $10^{380}$ vacua with cosmological constants as small as the observed value. But it is not proven that all of these vacua are stable. Recently there has been work that shows that many of these “vacua” are indeed saddle points rather than local minima. Of course even if “most” of these vacua were unstable, let’s say 99.99% of them, still we would end up with $10^{496}$ stable ones. However we need to be worried about the lifetime of these vacua. Our Universe is an old one with a long lifetime. On the other hand, using string theories with many moduli means that the effective potential depends on many variables. In a potential with many variables, there are many different directions for tunneling. Some of these directions are crossing low barrier heights. This makes it possible for the metastable vacua to tunnel easily. I present the analysis of the lifetime of the vacua with large number of fields in Chapter 5. Because performing the exact calculations in the string theory context is a nightmare, we used a simple model of a theory of $N$ scalar fields. We looked at the behavior of their potential near the vacua. Our conclusion is that the vacua become highly unstable with a large number of fields. In fact we show that the lifetime drops like an exponential of a power of $N$. Therefore if our analysis applies to the landscape of string theory, we cannot find
enough diversity of vacua to describe the smallness of the cosmological constant in a natural way.

Our analysis in Chapter 5 is based on a model of $N$ scalar fields with a random potential. However we need to be very conservative in applying it to the landscape of the string theory. There are many points that need to be clarified and taken into account before such an application. Among them the non-canonical kinetic terms, the possibility of brane nucleation and keeping higher order terms can be listed. In Chapter 6 I present a simple model of compactification of the Einstein-Maxwell model which presents many of the features we expect from the landscape of string theory. I describe the landscape of the vacua of this theory which includes $N$ moduli which are the radii of the extra-dimensional spaces. I present some of the nice results we obtained about this landscape.

Finally I conclude in Chapter 7.
Chapter 2

Vacuum decay, background

2.1 Vacuum decay in one-dimensional quantum mechanics

Although the minima of a potential are considered to be stable states in classical mechanics, the story changes drastically when we deal with quantum or thermal physics. In quantum mechanics, the phenomenon of barrier penetration allows escaping from a classically forbidden region. In thermal systems, excitation through absorption of energy from a heat bath makes this jump possible. Figure 2.1 shows a simple potential for a particle moving in one dimension. If the particle is originally at the right minimum, it can penetrate through the barrier and go to the left side and emerge at D. The exact treatment of such a system is utterly difficult and we have to use the WKB approximations to solve it. The tunneling probability is given by

$$\Gamma \approx e^{-2 \int_{A}^{D} \frac{dx}{\pi} \sqrt{2m(V(x)-V(A))}}. \quad (2.1)$$

The outcome of the tunneling is a particle at rest emerging at D. Similarly, thermal fluctuations may render the right minimum unstable by boosting the particle to C with a probability

$$P \approx e^{-\frac{V(C)-V(A)}{k_B T}}. \quad (2.2)$$

The outcome will be a particle emerging at rest at C that may then classically roll down to the more stable minimum B.
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2.2 Imaginary energy states and decay

The time evolution of a particle with an imaginary energy is not unitary. The probability of its survival decays exponentially over time. It is unstable. This is similar to the situation we have in hand in the decay of a false vacuum. Let’s start with a simpler system shown in Fig. 2.2. If $V_2$ was infinite, the left side would admit its own ground state with a wave function

$$\Psi_{\text{left}} = \sqrt{\frac{2}{b}} \sin \frac{\pi x}{b}.$$  \hspace{1cm} (2.3)

However the finiteness of the barrier makes this state an approximately stationary one. Let’s choose the values of the potential in units of $\frac{\hbar^2}{2mb^2}$

$$V_i = v_i \frac{\hbar^2}{2mb^2}.$$  \hspace{1cm} (2.4)
We can use the Schrödinger equation to evolve the approximate ground state [Eq. (2.3)] in time and calculate the chance of finding the particle on the left side of the wall, i.e. $x \leq b$. These probabilities are shown in Fig. 2.3 for the cases where $V_1 > V_3$ (left) and $V_1 < V_3$ (right). As is seen, the former is unstable and the latter is quite stable. In addition, for the left case we see that the chance of survival of the particle drops exponentially with time (at least for a short period of time), which is reminiscent of the decay of unstable particles with imaginary energies. Of course, this exponential decay cannot continue forever in this simple system because after a while the particle starts oscillating between the left and right sides of the well. We can see this in Fig. 2.3 where the linear behavior on the log plot gets obscured after some time has passed. To understand this better, let’s repeat the same simulation for fixed potential parameters and different values of $a$, the location of the right part of the well.

![Graph showing probability versus time](image)

Figure 2.3: Chance of finding the particle at the left of the barrier as a function of time. Left is for the case $v_1 = 4, v_2 = 40, v_3 = 0$, Right for the case $v_1 = -8, v_2 = 40$ and $v_3 = 0$. Time is measured in units of $2mb^2\hbar^{-1}$ and the vertical axis has logarithmic scale. In both cases, $a = 20, w = 0.2$ and $b = 1$.

The survival chance for different values of $a$ is shown in Fig. 2.4. Interestingly enough, the exponentially decaying part does not depend on $a$ and its slope is the same for all of them. But the bigger $a$ is, the longer the time that the exponential decay approximation is correct. Therefore the imaginary part of the energy only depends on the barrier and the state on the left side and is independent of whatever happens on the right side of the wall. But making more space available on the right of the barrier results in a higher density of states which in turn increases the time it takes

---

1To be more accurate, we need to make a comparison between the ground state energies on the left and right sides of the barrier. This may or may not be the same as the comparison of the potentials.
The potential is described by $\nu_1 = 4, \nu_2 = 40, \nu_3 = 0, b = 1$ and $w = 0.2$. Time is measured in units of $2mb^2\hbar^{-1}$ and the vertical axis has a logarithmic scale. The red filled circles, blue squares and black empty circles correspond to $a = 40, 20$ and $5$. For the particle to return to its initial state. For the case that we will be considering the most, quantum field theory, the number of states available is infinite and therefore the decay process will be a real decay with no return to the original state. This means that we are dealing with states with an imaginary part of energy. But wait! The Hamiltonian in the form $p^2/2m + V$ is a Hermitian operator and its spectrum can only admit real energy states. How can it accommodate an imaginary energy? To understand this, let’s look at the quantum anharmonic oscillator. The Hamiltonian for this system is

$$H = -\frac{d^2}{dx^2} + \frac{1}{4}x^2 + \frac{1}{4}\lambda x^4,$$

with the associated boundary conditions

$$\lim_{|x|\to\infty} \Psi(x) = 0.$$ 

For simplicity, we set $m = \frac{1}{2}, \omega = 1, \hbar = 1$. This potential for different values of $\lambda$ is shown in Fig. 2.5. If there are unstable states for local but not global minima, we should expect to get states with imaginary energies for negative $\lambda$. 

Figure 2.4: Probability of finding the particle on the left side of the barrier as a function of time.
Let’s define $E(\lambda)$ to be the energy eigenvalues of the Hamiltonian in Eq. (2.5) constrained to the boundary conditions of Eq. (2.6). Using Symanzik transformations, we can show that $|E(\lambda)|$ grows like $|\lambda|^{1/3}$ for very large $\lambda$. Loeffel and Martin [7] showed that $E(\lambda)$ is analytic in the complex $\lambda$ plane except for the cut and the dashed region in Fig. 2.6. Loeffel, Martin, Simon and Wightman [8] showed that the $K$’th energy level can be written as an asymptotic series

$$E^K(\lambda) = K + \frac{1}{2} + \sum_{n=1}^{\infty} A_n^K \lambda^n.$$  
(2.7)

It is apparent from Fig. 2.6 that moving from positive to negative $\lambda$, which corresponds to moving from a stable to an unstable potential requires landing on a branch cut. We should expect that something nontrivial happens here. This makes the physical Hamiltonian for negative $\lambda$ the limit of a non-Hermitian operator and the branch cuts and discontinuities make the transition to the real potential non-smooth. This causes the energy levels to be complex numbers. Bender and Wu in a series of papers [9][11] showed that $E(\lambda)$ acquires an imaginary energy part and were able to calculate this imaginary energy for small negative $\lambda = -\epsilon$ to be

$$\text{Im}E^K(\lambda) = \frac{4K^{+\frac{1}{2}}}{K!\sqrt{2\pi}} e^{-\frac{1}{4}\epsilon} e^{-K^{-\frac{1}{2}}}.$$  
(2.8)

This number is very tiny for small $\epsilon$, which corresponds to a tall wall. For a general one-dimensional potential the exponential part of the energy in Eq. (2.8) can also be calculated using the standard WKB methods for finding the transmission coefficients.
Figure 2.6: Analyticity domain of $E(\lambda)$ in the complex $\lambda$ plane. The inner product is not defined for all vectors and it has a nontrivial analytic structure. Therefore these eigenvalues evade the usual proof for the reality of the eigenvalues of the Hermitian operators.

2.3 Vacuum decay in multi-dimensional quantum mechanics

Vacuum decay in many dimensions has slightly different qualitative features. Let’s look at the two-dimensional potential in Fig. 2.7. When the particle tunnels out of the central minimum, it can go to any of the points on the (blue) line which have the same energy as the central minimum and respect the conservation of energy. After the tunneling, the particle can emerge with zero kinetic energy at any of these points. In addition, any path that goes from the minimum to the exit point is an acceptable path. These paths do not contribute equally and they are exponentially suppressed. When we add them, we only need to take into account the ones which have the least damping (resistance).

In a series of papers, Banks, Bender and Wu (BBW) [12] [13] generalized the one-dimensional WKB methods to N-dimensional systems of coupled harmonic oscillators. Their idea is to break down the tunneling problem to a one-dimensional WKB approximation along the classical path to get the exponential part of the tunneling rate. The prefactor is calculated using a small tube that encompasses this one-dimensional path. The amplitude for a particle to take a path is proportional
Figure 2.7: Possible exit points in a multi-dimensional potential.

to $e^{iS}$, where $S$ is the action along the path. This exponent has an imaginary part for the case of tunneling and therefore the probability is exponentially small. Therefore to get the largest contribution we can minimize the action along the path. Using the Maupertuis principle, the problem of minimizing the action becomes equivalent to the variational problem

$$\delta \int ds (V - E)^{1/2} = 0.$$  \hspace{1cm} (2.9)

Here $s$ is the path length along the trajectory. The corresponding variational equations are

$$2(V - E) \frac{d^2 x_i}{ds^2} + \frac{dx_i}{ds} \sum_j dx_j \frac{\partial V}{\partial x_j} = \frac{\partial V}{\partial x_i}.$$  \hspace{1cm} (2.10)

If we had chosen time as a parameter, the sign of the potential gradient on the right side would be the opposite of what we would expect. In ordinary cases, we expect $\ddot{x}_i = -\partial_i V$. This means that the potential should be treated as an upside down potential or, equivalently, we should solve the problem in a Euclidean spacetime. We should have seen this if we were more careful in the context of barrier penetration. There the momentum became purely imaginary and to get a normal momentum, we should have made a transformation $t \rightarrow i\tau$. This is again changing to Euclidean spacetime. Solving these equations, we get a set of MPEPs, the most probable escape paths, which carry most of the decay. Then we look at the variations of the wave function in narrow "tubes" around these trajectories. Here we should distinguish between the two levels of approximation involved. The first is treating the amplitude of the wave function as a constant and only looking at the damping phase of it along the trajectory. This is similar to geometrical optics and zeroth order WKB and it gives the exponential damping. Then we look at the variation of the amplitude
around this trajectory which is the first order WKB that gives the non-exponential part of the
decay rate. Using this method, BBW could calculate the imaginary part of the energy of coupled
anharmonic oscillators with straight MPEPs could give a recipe for a general MPEP. However the
calculation is very difficult and generalization to many dimensions is a challenge.

As mentioned earlier there is another type of decay, thermal tunneling, which is possible in the
existence of a heat bath. In thermal tunneling, the path of least resistance will be a path which has
the lowest barrier height. As is clear from Fig. 2.8 the point which has the lowest barrier height
is a stationary point where the potential is increasing in all directions except for the one that leads
to the neighboring minimum. The particle jumps to this saddle point and emerges there. It may
then classically roll down to the other minimum.

![Figure 2.8](image.jpg)

Figure 2.8: The dominant configuration for thermal tunneling in a 2D potential is jumping to a
saddle point with one negative eigenvalue of the Hessian matrix.

## 2.4 Vacuum decay in field theory

Vacuum decay in field theory was studied by Langer [14] in the context of statistical physics of
saturation of droplets and also by Kobzarev, Okun and Voloshin [15]. However the modern accepted
view appeared in two seminal works of Coleman [16] and Callan and Coleman [17]. In this section,
we follow the approach of the latter two works. The decay rate is given by \( \Gamma = Ae^{-B/h} \), where \( B \) is shown to be the Euclidean action of the configuration that leads to tunneling. In first part of this section, a WKB generalization to field theory is presented and the exponential part of the tunneling is calculated. In the second part, we use a path integral approach to calculate the prefactor of the tunneling rate.

### 2.4.1 WKB approach

Let’s start from a scalar field theory with a Lagrangian

\[
\mathcal{L} = \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - V(\phi),
\]

where \( V \) is shown in Fig. 2.9 and we have shifted the potential so that the false vacuum has a zero potential. We want to find a configuration in which the field rests in its false vacuum at a long (Euclidean) time ago and a bubble emerges at rest at time \( \tau = 0 \). These correspond to

\[
\begin{align*}
\lim_{\tau \to -\infty} \phi(\tau, \vec{x}) &= \phi_F, \\
\frac{\partial \phi}{\partial \tau}(0, \vec{x}) &= 0.
\end{align*}
\]

![Figure 2.9: True and false vacua in a scalar field potential. For convenience, we set \( V(\phi_F) = 0 \).](image)

To get the dominant tunneling path, we need to find the stationary points of the Euclidean action

\[
S_E = \int d\tau d^3x \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial \tau} \right)^2 + \frac{1}{2} \left( \frac{\partial \phi}{\partial \vec{x}_i} \right)^2 + V(\phi) \right].
\]

Therefore we have to solve the Euclidean equations of motion

\[
\left( \frac{\partial^2}{\partial \tau^2} + \nabla^2 \right) \phi = \frac{\partial V}{\partial \phi}.
\]
Because this equation is invariant under time reversal, the first boundary condition in Eq. (2.12) can be consistently written as

\[
\lim_{\tau \to \pm \infty} \phi(\tau, \vec{x}) = \phi_F .
\]

(2.16)

This means that we look for field configurations which start from the false vacuum, evolve to the field configuration for tunneling at \( \tau = 0 \) and then bounce back to the false vacuum. These are called bounce solutions. To get a finite Euclidean action and therefore a nonzero tunneling rate, we need to make sure that at any moment of time, the field rests at its false vacuum for large spatial distances

\[
\lim_{|\vec{x}| \to \infty} \phi(\tau, \vec{x}) = \phi_F .
\]

(2.17)

The center of the bubble can appear anywhere in space and, by shifting the time origin, we can arrange the tunneling to occur at any desired Euclidean time. This means that the nucleation probability obtained for a specific bubble is in fact the nucleation probability per unit time per unit volume and the total nucleation rate takes a factor of spacetime volume. Coleman proved that the configuration with the least Euclidean action has an \( O(4) \) spherical symmetry. Let’s assume that the field is only a function of the four-dimensional distance \( \rho = (\tau^2 + |\vec{x}|^2)^{1/2} \).

Equation (2.15) simplifies to

\[
\frac{d^2 \phi}{d\rho^2} + \frac{3}{\rho} \frac{d\phi}{d\rho} = \frac{dV}{d\phi} .
\]

(2.18)

This equation resembles the motion of a classical particle moving in an upside down potential shown in Fig. 2.10. Boundary conditions in Eq. (2.16) correspond to a motion starting at time \( \rho = 0 \) at somewhere close to the true vacuum \( \phi_T \) with zero speed \( (\frac{d\phi}{d\rho} = 0) \) and landing on the false vacuum \( \phi_F \).
vacuum $\phi_F$ at $\rho = \infty$. This motion is affected by the presence of a time-dependent friction force proportional to velocity ($\frac{3}{\rho} \frac{d\phi}{d\rho}$). If $\phi(0)$ is very far from $\phi_T$, it will not have enough energy to reach $\phi_F$. If it starts too close to $\phi_T$, it will stay there for a long time. This suppresses the friction term so due to the difference between the potentials and lack of enough friction, it will pass $\phi_F$ in a finite time. Therefore there must be some point in between for which the particle does not overshoot or undershoot and reaches $\phi_F$ in an infinite time. This proves that the Euclidean equations of motion always admit a solution. Except for special cases, Eq. (2.18) does not have a closed form solution. However if the potential difference between the true and false vacua $\epsilon = V(\phi_F) - V(\phi_T)$ is small, we can solve this equation using a thin-wall approximation. If $\epsilon$ is small, in order for the field to make it to $\phi_F$, the effect of friction should be very tiny. Therefore the field should remain close to $\phi_T$ until $\rho$ becomes equal to some large radius $R$ and therefore friction gets suppressed. This is only possible if it starts very close to $\phi_T$. Then for $\rho > R$ we can neglect the friction term and Eq. (2.18) simplifies to

$$\frac{d^2 \phi}{d\rho^2} = \frac{dV}{d\phi}.$$  \hspace{1cm} (2.19)

This equation has a solution of the form

$$\rho = \int_0^\phi \frac{d\phi}{\sqrt{2} \sqrt{V(\phi) - V(\phi_T)}}.$$  \hspace{1cm} (2.20)

The Euclidean action for the spherically symmetric solution is

$$S_E = 2\pi^2 \int_0^\infty d\rho \rho^3 \left[ \frac{1}{2} \left( \frac{d\phi}{d\rho} \right)^2 + V(\phi) \right].$$  \hspace{1cm} (2.21)

The decay exponent $B$ is the difference between the Euclidean action of the bounce and the pure false vacuum solution. We can break this integral into three parts. The first part is where the field stays very close to the true vacuum ($\rho < R$) and we can neglect the derivative terms. After subtraction of the pure false vacuum action we get

$$B_1 = S_{1E} - S_{1F} = 2\pi^2 \int_0^R d\rho \rho^3 [V(\phi_T) - V(\phi_F)] = -\frac{1}{2} \pi^2 R^4 \epsilon.$$  \hspace{1cm} (2.22)

In a short transition region, which is the wall region, we can treat $\rho$ to be constant and we get

$$B_2 = S_{2E} - S_{2F} = 2\pi^2 \int_0^R d\rho \rho^3 \left[ \frac{1}{2} \left( \frac{d\phi}{d\rho} \right)^2 + V(\phi) - V(\phi_F) \right]$$

$$\approx 2\pi^2 R^3 \int_0^R d\rho \left[ \frac{1}{2} \left( \frac{d\phi}{d\rho} \right)^2 + V(\phi) - V(\phi_F) \right] = \pi^2 R^3 \sigma.$$  \hspace{1cm} (2.23)
Here $\sigma$ is a number that depends on the explicit form of the potential and represents a surface tension. For $R < \rho$, where the field get very close to its false vacuum value (in fact exponentially close for any potential), there is no difference between the false vacuum action and the Euclidean action. Therefore the net contribution to the decay exponent is only due to the wall and the interior region of the bubble and is given by

$$B = -\frac{1}{2} \pi^2 R^4 \epsilon + 2 \pi^2 R^3 \sigma .$$

(2.24)

We are left with one free parameter $R$ which determines for how long the field stays close to its true vacuum value. We can vary this number to get the largest possible decay rate. Doing so we get

$$0 = \frac{\partial B}{\partial R} = -2 \pi^2 R^3 \epsilon + 6 \pi^2 R^2 \sigma .$$

(2.25)

This leads to

$$R = \frac{3 \sigma}{\epsilon} ,$$

(2.26)

$$B = \frac{27 \pi^2 \sigma^4}{2 \epsilon^3} .$$

(2.27)

It is important to notice that the transition happens in the configuration space of the field and not through a straight path through the barrier. The term potential barrier may be misleading since the spatial gradient term is effectively a potential if we think about the field as points on a lattice. We will get back to this point in more detail in Sec. 2.5. The family of field configuration that leads to tunneling is shown in Fig. 2.11 where a bubble of true vacuum pops out of the false vacuum and reaches to a maximum size at $\tau = 0$ and again disappears when $\tau$ gets very large.

Stacking all of these spatial slices together, gives the picture in Fig. 2.12.

2.4.2 Growth of the bubble.

Until now we have described the formation of a bubble through quantum tunneling. Inside a space filled with a false vacuum, a bubble of true vacuum pops out and the field configuration is given by

$$\phi(\vec{x}, t = 0) = \phi(\vec{x}, \tau = 0) ,$$

$$\frac{\partial}{\partial \tau} \phi(\vec{x}, t = 0) = 0 .$$

(2.28)
Figure 2.11: Bubble nucleation as seen in Euclidean time from top left to the bottom right. In the beginning the whole space is filled with the false vacuum (shaded light blue region) and then a small bubble of true vacuum (green region inside the circles) with a wall (red region which is the boundary of the circle) appears and grows. The top right configuration shows the configuration at the moment of the bubble nucleation. For large Euclidean times, it bounces back to a space filled with the false vacuum.

Figure 2.12: Another view of the bounce. In this picture the Euclidean time progresses upwards, the false vacuum is pictured as a white background and the true vacuum is in red. Any horizontal line cuts the bounce at a spatial hypersurface. In the far past (the lower thick dashed line), the field is almost at its false vacuum, and the cut through the center of the bounce (upper thick dashed line) shows the field configuration right after the nucleation of the bubble.
If we assume that the size of the bubble is not too small, we can describe the subsequent evolution of the field by its classical (Lorentzian) equations of motion

\[
\left(-\frac{\partial^2}{\partial t^2} + \nabla^2\right)\phi = \frac{\partial}{\partial \phi} V(\phi) .
\] (2.29)

Comparison between Eq. (2.15) and Eq. (2.29) shows that the solutions of the Lorentzian equations of motion are the analytic continuations of their Euclidean counterparts and can be obtained by replacing \(\tau \rightarrow it\) in the Euclidean solutions. Therefore

\[
\phi(\vec{x}, t) = \phi(\vec{x}, i\tau) = \phi(\rho) = \phi(|\vec{x}|^2 - t^2) .
\] (2.30)

As seen from Eq. (2.30), the \(O(4)\) symmetry of the Euclidean solution translates into the \(O(3,1)\) symmetry for the consequent expansion of the bubble. Again we can get intuition about the solution by going to the thin-wall limit. In this approximation, the location of the wall is at

\[
|\vec{x}|^2 - t^2 = R^2 .
\] (2.31)

The bubble radius \(R\) is determined by the potential as described in the previous subsection. It should be of the same order as the energy scales of the scalar field and therefore a relatively short length compared to macroscopic lengths. This means that immediately after the nucleation of the bubble, the wall moves almost at the speed of light and starts eating away more and more of the false vacuum. The wall’s Lorentz factor \(\gamma = (1 - v^2)^{-1/2}\) from Eq. (2.31) is

\[
\gamma = \frac{x}{R} .
\] (2.32)

During the conversion of the false vacuum into the true vacuum, some energy is released. This energy is spent on accelerating the wall. It is easy to show that in the thin-wall limit, all the energy gained from the transition is exactly converted into the kinetic energy of the wall. This means that when the bubble passes a point, there is no ripple or radiation left behind it and only the true vacuum region at rest is created.

### 2.4.3 Path integral approach

Coleman and Callan [17] used a path integral approach in Euclidean spacetime to calculate the tunneling exponent and prefactor for the decay of metastable vacua. In this section we follow
their calculation. For simplicity let’s start again from a one-dimensional quantum mechanics in imaginary time and then generalize it to field theories. The amplitude for a particle to move from $x_i$ at time $-T/2$ to $x_f$ at time $T/2$ is

$$\langle x_f | e^{-HT/\hbar} | x_i \rangle = N \int [dx] e^{-S_E/\hbar}, \quad (2.33)$$

where in the path integral side the sum is over all the paths that satisfy the boundary conditions $x(-T/2) = x_i$ and $x(T/2) = x_f$ and $N$ is a normalization factor. The left hand side of this equation has a simple expansion in terms of the energy eigenstates of the Hamiltonian:

$$\langle x_f | e^{-HT/\hbar} | x_i \rangle = \sum_n e^{-E_n T/\hbar} \langle x_f | n \rangle \langle n | x_i \rangle \quad (2.34)$$

In the limit where $T \to \infty$, the ground state contribution dominates and

$$\langle x_f | e^{-HT/\hbar} | x_i \rangle = e^{-E_0 T/\hbar} \langle x_f | 0 \rangle \langle 0 | x_i \rangle \quad (2.35)$$

This gives a simple expression for the ground state energy $E_0$. In this section we evaluate the ground state energy $E_0$ by calculating the right side of Eq. (2.33) using standard path integral methods in the semiclassical approximation. We will see that indeed it has an imaginary part if the energy eigenstate is localized around a metastable vacuum. This imaginary part of the energy gives the decay (nucleation) rate.

In the limit $\hbar \to 0$, the main contribution to the path integral comes from regions close to paths $\bar{x}(t)$, the stationary points of the Euclidean action where

$$\frac{\delta S_E}{\delta \bar{x}} = -\frac{d^2 \bar{x}}{dt^2} + V'(\bar{x}) = 0. \quad (2.36)$$

This is the equation of motion of a classical particle moving in an upside down potential $-V$. We use the method of steepest descent to evaluate the path integral in a neighborhood of the classical path. But before proceeding further, let’s look at two different cases where $x_i = x_f = x_{\text{min}}$, one for a global minimum and one for a local minimum. These two cases are shown in Fig. 2.13. If $x_1$ is a true (global) minimum, the only solution to Eq. (2.36) is a constant solution in time. But if it is a local minimum and not a global one, there is another solution which starts from $x_1$ at time $-\infty$ and then moves to the left and after an infinite time returns to $x_1$. For obvious reasons this solution is called a bounce and is shown in Fig. 2.14. At the semiclassical level, we can evaluate
Figure 2.13: The Euclidean equations of motion have drastically different behaviors for paths starting from the true and false vacua. On the top, the two potentials with minima at $x_1$ and at the bottom their upside-down versions which are more relevant in Euclidean spacetimes. In the left potential, $x_1$ is located at a true vacuum and there is no solution for the Euclidean equations of motion except for $x(t) = x_1$. But for the left, in addition to this constant solution, there is another solution that starts from $x_1$, moves to $x_3$ and then returns to $x_1$ after an infinite time. This solution is called a bounce.

Figure 2.14: Left is a single bounce centered at $t_0$ and right a multi-bounce configuration. Both of these are approximate stationary points of the action and will contribute to the path integral in the semiclassical level. (The left bounce would be an exact stationary point if the bounce was centered at $t = 0$).
the path integral by looking at paths close to $x_1$. This can be done easily by expanding these paths in terms of a complete set of orthonormal functions $x_n(t)$ which satisfy the boundary conditions $x_n(\pm T/2) = 0$:

$$x(t) = \bar{x}(t) + \sum_n c_n x_n(t),$$

$$\int_{-T/2}^{T/2} dt \, x_n(t) \, x_m(t) = \delta_{mn}. \quad (2.37)$$

The integration over all paths now simplifies to an integration over the coefficients $c_n$. We define the measure to be

$$[dx] = \prod_n (2\pi\hbar)^{-1/2} dc_n. \quad (2.38)$$

We choose $x_n(t)$ to be the eigenstates of the second variation of the Euclidean action

$$\frac{d^2 x_n}{dt^2} + V''(\bar{x}) x_n = \lambda_n x_n. \quad (2.39)$$

Now the path integral simplifies to Gaussian integrals over $c_n$'s

$$\int [dx] e^{-S_E/\hbar} = e^{-S_E(\bar{x})/\hbar} \prod_n \lambda_n^{-1/2} [1 + \mathcal{O}(\hbar)]$$

$$= e^{-S_E(\bar{x})/\hbar} \left[ \det \left( -\partial_t^2 + V''(\bar{x}) \right) \right]^{-1/2} [1 + \mathcal{O}(\hbar)]. \quad (2.40)$$

We made an important assumption here that the $\lambda_n$'s are all positive. Otherwise the integrals would diverge. For the case of a true vacuum, shown in the left part of Fig. 2.13, the only contribution comes from the path $\bar{x} = 0$ and therefore $V''(\bar{x}) = V''(x_1) = \omega^2$ is a constant number. A simple calculation (for example [18]) leads to

$$N \left[ \det \left( -\partial_t^2 + V''(\bar{x}) \right) \right]^{-1/2} = \left( \frac{\omega}{\pi\hbar} \right)^{1/2} e^{-\omega T/2}. \quad (2.41)$$

The energy of the ground state has shifted by $\hbar\omega/2$, the familiar zero energy of a harmonic oscillator.

The situation is different for the false vacuum depicted in the right panel of Fig. 2.13. Here we have to take into account the contribution from the other stationary point of the action, the bounce. For the bounce solution, we have $\bar{x}(\pm T/2) = x_1$ and at some time $t_0$ we have $x(t_0) = x_3$ and

\footnote{The bounce solution is only an exact stationary point of the action in the limit $T \to \infty$ and we should justify using this approximate stationary point in the sum over all paths. However there is a more accurate treatment of this issue in page 275 of [18] by comparing the approximate stationary points with having stationary points at infinity.}
$\dot{x}(t_0) = 0$. This is the turning point. First we calculate the action for a single bounce. In Euclidean time, the energy is a constant of motion

$$E = \frac{1}{2} \left( \frac{d\bar{x}}{dt} \right)^2 - V(\bar{x}).$$  \hspace{1cm} (2.42)

We shifted the potential so that $V(x_1) = 0$. This makes $E$ vanish for the bounce. Let’s call the Euclidean action of this bounce $B$.

$$B = \int_{-\infty}^{\infty} dt \left[ \frac{1}{2} \left( \frac{d\bar{x}}{dt} \right)^2 + V(\bar{x}) \right] = \int_{-\infty}^{\infty} dt \left( \frac{d\bar{x}}{dt} \right)^2 = \int_{x_3}^{x_1} dx \sqrt{2V(x)}. \hspace{1cm} (2.43)$$

We also need to sum over multi-bounce configurations. If a multi-bounce configuration is composed of $n$ separate bounces, its action is $nB$ and the $\det[-\partial_t^2 + V''(\bar{x})]$ is the product of the determinant of $n$ single bounces which are separated by large time intervals and the determinant is

$$\left( \frac{\omega}{\pi \hbar} \right)^{1/2} e^{-\omega T/2} K^n. \hspace{1cm} (2.44)$$

Here $K$ is a factor chosen so that this expression is correct for a single bounce. For multi-bounce solutions, the turning points can take different values and we have to sum over the location of all of them. This sum contributes a factor

$$\int_{-T/2}^{T/2} dt_1 \int_{-T/2}^{t_1} dt_2 \ldots \int_{-T/2}^{t_{n-1}} dt_n = \frac{1}{n!} T^n. \hspace{1cm} (2.45)$$

Now we can sum over all the contributions from bounces:

$$\sum_{n=0}^{\infty} \left( \frac{\omega}{\pi \hbar} \right)^{1/2} e^{-\omega T/2} (Ke^{-B/\hbar}T)^n \frac{n!}{n!} = \left( \frac{\omega}{\pi \hbar} \right)^{1/2} \exp \left( -\frac{\omega T}{2} + Ke^{-B/\hbar}T \right). \hspace{1cm} (2.46)$$

Therefore the energy of the ground state becomes

$$E_0 = \left( \frac{\hbar \omega}{2} - hKe^{-B/\hbar} \right) [1 + \mathcal{O}(\hbar)]. \hspace{1cm} (2.47)$$

Please notice that the second term in the parentheses is much smaller than $\hbar^2$, so in general it does not make sense to keep it here. However, as we will see shortly, $K$ is imaginary and this term is in fact the first nonzero contribution to the imaginary part of the energy. Before calculating $K$, we should clarify some points about the eigenvalues of Eq. (2.39). In order to perform the Gaussian integrals in the path integral, we needed to assume that all $\lambda_n$’s were positive numbers. But because of the time invariance of the equations of motion, there is one zero eigenvalue, corresponding to

$$x_1 = B^{-1/2} \frac{d\bar{x}}{dt}. \hspace{1cm} (2.48)$$
The factor $B$ is introduced here to satisfy the convention in Eq. \([2.37]\). Integrating over this zero eigenvalue yields a factor proportional to $T$. Fortunately, we already have taken care of it when we integrated over the location of the turning point $t_0$. The eigenfunction $x_1$ is shown in Fig. 2.15.

Because the zero eigenfunction has a node, there must be a lower eigenvalue which is negative. This is worrisome, because now the path integral diverges. This should not be very surprising, because from the beginning we were trying to calculate the energy of a state localized near the false vacuum. We know that such a state should not be stable and therefore it should not be part of the spectrum of the Hamiltonian. The correct way to treat this energy is by analytic continuation. To make the computation as simple as possible, we restrict ourselves to a subspace of paths parametrized by a real parameter $z$. These paths are shown in Fig. 2.16. The $z = 0$ path is the constant path that stays at the false vacuum and therefore has zero action. The $z = 1$ path is the bounce and we chose the paths in such a way that the tangent to it is the negative mode. For large $z$, where the path remains in the negative potential region near $x_2$ for a long time, the action can get arbitrarily large and negative. If we evaluate the path integral over $z$, which is

$$J = (2\pi\hbar)^{-1} \int dz e^{-S(z)/\hbar},$$

we will end up with a badly divergent integral for $z \gg 1$. To remedy this divergence we use an analytic continuation of the potential. If instead of the potential on the right side of Fig. 2.13, we had used the potential on the left side, the action as a function of $z$ would look like Fig. 2.17, where the integral is convergent. Now let’s devise an analytic continuation of the potential on the left side of Fig. 2.13 which maps it to the potential on the right side. We choose this continuation in such a way that along the real $z$ axis, we recover the right potential and on the upper complex
Figure 2.16: Left, a class of paths parametrized by $z$ and right, their Euclidean actions as a function of $z$. The $z = 0$ path corresponds to the constant path $x(t) = x_1$ and has zero action. The $z = 1$ path is the bounce. We chose the paths in a way that the tangent to the $z = 1$ path is the negative mode and therefore we are sampling the divergent region of the path integral.

$z$ plane we continue to the potential on the left. To take the $z$ integral, we can follow a contour which is shown in Fig. 2.18. This contour extends from $-\infty$ along the positive $z$ axis to the saddle point at $z = 1$ and distorts to the upper half plane. The main contribution comes from the region near $z = 1$ and we can use the steepest descent method to evaluate the path integral:

$$\text{Im} J = (2\pi \hbar)^{-1} \text{Im} \int_{1+i\infty}^{1+\infty} e^{-1/2\hbar[2S(1)+S''(1)(z-1)^2]} = \frac{1}{2\sqrt{|S''(1)|}} e^{-S(1)/\hbar}. \quad (2.50)$$

Because the integration took a path only half-way around the saddle point, a factor of $1/2$ appeared here. By generalizing this analysis to the path integral over the whole function space, we get

Figure 2.17: Euclidean action as a function of $z$ for the potential shown on the left graph in Fig. 2.13. This function is positive and the path integral is well-defined. To get the correct result for the potential on the right side of Fig. 2.13 we analytically continue it to the potential on the left.

$$\text{Im} \left( N \int [dx] e^{-S/\hbar} \right)_{\text{one bounce}} = \frac{1}{2} Ne^{-B/\hbar} \left( \frac{B}{2\pi \hbar} \right)^{1/2} T \left| \det' \left[ -\partial_t^2 + V''(\bar{x}) \right] \right|^{-1/2}, \quad (2.51)$$
where \( \det' \) means evaluating the determinant ignoring the zero mode, which we have already taken care of by integrating over the turning points. By comparing this with Eq. (2.44), we find that the imaginary part of \( K \) is

\[
\text{Im} K = \frac{1}{2} \left( \frac{B}{2\pi \hbar} \right)^{1/2} \left| \frac{\det' \left[ -\partial_t^2 + V''(\vec{x}) \right]}{\det \left[ -\partial_t^2 + \omega^2 \right]} \right|^{-1/2}.
\] (2.52)

The decay rate per unit of time is

\[
\Gamma = -2\text{Im} \frac{E_0}{\hbar} = \left( \frac{B}{2\pi \hbar} \right)^{1/2} e^{-B/\hbar} \left| \frac{\det' \left[ -\partial_t^2 + V''(\vec{x}) \right]}{\det \left[ -\partial_t^2 + \omega^2 \right]} \right|^{-1/2}.
\] (2.53)

The generalization to field theory is very straightforward. We need to notice that there are four zero modes, corresponding to four translations in spacetime. This causes four factors of \( \left( \frac{B}{2\pi \hbar} \right)^{1/2} \) in Eq. (2.53). The decay (nucleation) rate in this case is per unit volume and we get

\[
\frac{\Gamma}{V} = \frac{B^2}{4\pi^2 \hbar^2} e^{-B/\hbar} \left| \frac{\det' \left[ -\Box + V''(\phi(t, \vec{x})) \right]}{\det \left[ -\Box + V''(\phi_V) \right]} \right|^{-1/2}.
\] (2.54)

where \( \phi(t, \vec{x}) \) is the bounce solution. In the case of a scalar field theory in four-dimensional spacetime with \( O(4) \) symmetric solution, Coleman proved that there is a single negative mode. It was crucial for our argument that there is a single negative mode. If there are an even number of negative modes, there will be no imaginary part contribution to the ground state energy and it cannot predict a decay. Also a higher number of negative modes for a bounce is usually an indication that there is a nearby bounce with lower Euclidean action which is going to be the dominant path. Therefore the bounce with more than one negative mode will be a subdominant decay mode.
2.5 Tunneling at finite temperature

In this section we consider the effect of a nonzero temperature on tunneling. We assume that the system is in equilibrium with a thermal bath at a temperature $T$. One of the interesting cases that we will encounter in the future is the nonzero temperature due to the existence of a horizon.

To treat the problem properly we have to use the finite temperature effective potential $V_{\text{eff}}(\phi, T)$. To simplify the notation we drop $T$ in the text, but have it implicitly in mind. Also we need to take into account the new ways for tunneling at nonzero temperature [19, 20]. Again our starting point is a one-dimensional quantum mechanical system and then we will look at the generalization to field theory. There are two new possibilities for tunneling. We can call them thermal tunneling and thermally assisted tunneling. These are shown in Fig. 2.19. The horizontal arrow shows the purely quantum tunneling that we covered in the previous sections. The dashed arrows show a thermally assisted tunneling in which the particle first jumps thermally to point 2 which has energy $E_T$ and then quantum mechanically tunnels to point 4. The dot-dashed arrow shows a purely thermal jump from point 1 to 3, which is a stationary point with one negative eigenvalue. Purely thermal tunneling is the easiest one to explain. The particle jumps from $x_1$ to $x_3$ and then rolls classically towards the lower minimum.

![Figure 2.19: At a nonzero temperature we can distinguish three different paths for tunneling. The horizontal arrow shows a purely quantum mechanical tunneling. The dashed arrows show a thermally assisted tunneling in which the particle first jumps thermally from 1 to 2 and then quantum mechanically tunnels to 4. The dotted dashed arrows show a purely thermal tunneling in which the particle jumps to a stationary point with one negative eigenvalue. In all cases, after tunneling to the right of the barrier, the particle evolves classically towards the lower minimum.](image-url)
down to $x_6$. In more than one dimension, the point $x_3$ is replaced by a stationary point of the potential which has a single negative mode. This point is the lowest point on a ridge that surrounds the false vacuum. The rate for this tunneling is given by

$$\Gamma_{\text{tunn}} \sim e^{-\beta(V(x_3)-V(x_1))}.$$  \hfill (2.55)

To calculate the tunneling rate, we do not need a path in configuration space. We only need an escape point. The easiest way to generalize this concept to a field theory is using the energy functional

$$E[\phi(\vec{x})] = \int d^3x \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial t} \right)^2 + \frac{1}{2} (\nabla \phi)^2 + V(\phi) \right].$$ \hfill (2.56)

The potential energy part is

$$U[\phi(\vec{x})] = \int d^3x \left[ \frac{1}{2} (\nabla \phi)^2 + V(\phi) \right],$$ \hfill (2.57)

which is different from $V(\phi)$. This is depicted in Fig. 2.20.

**Figure 2.20:** The same as Fig. 2.19, but for a field theory. This time the horizontal axis represents the (infinite-dimensional) field configuration space. Points $\phi_1(\vec{x})$ and $\phi_6(\vec{x})$ show the two homogenous configurations where the field is spatially uniform and rests in its vacua. $\phi_3(\vec{x})$ is a configuration which has only one negative eigenvalue and it is in fact a bubble of true vacuum inside the false vacuum. Its negative eigenvalue is along the expansion/contraction directions for the bubble. $\phi_2(\vec{x})$ shows the bounce configuration at $\tau = 0$ and $\tau = \beta$ in Fig. 2.23 and $\phi_4(\vec{x})$ is the configuration after the nucleation for a thermally assisted bubble.
As mentioned earlier, the tunneling happens through an infinite-dimensional configuration space with a potential $U[\phi(\vec{x})]$ not $V(\phi)$. The correct tunneling configuration is a stationary point of $U[\phi(\vec{x})]$ in the configuration space with a single negative mode. This stationary point is a static solution of the full equations of motion. A solution $\phi(\vec{x})$ to these equations is not spatially homogenous and in fact is a three-dimensional bubble of true vacuum which is separated from the false vacuum by a wall. This solution is time independent and it has an $O(3) \times O(2)$ symmetry where the $O(2)$ symmetry comes from the periodicity in the time direction. The negative mode corresponds to expansion/contraction of the bubble. The energy of the critical bubble in the thin-wall limit is given as the sum of the contributions from the surface tension of the wall and the energy density inside the bubble.

$$E = 4\pi R^2 \sigma - \frac{4\pi}{3} R^3 \epsilon,$$

where $\epsilon = U(\phi_{tv}) - U(\phi_{fv})$. We can find the energy of the critical bubble by maximizing this expression with respect to $R$. This situation is shown in Fig. 2.21. The bubble emerges with nonzero energy that it absorbs from the heat bath. It is clear from the picture that the radius of the three-dimensional thermal bubble is smaller than the radius of the four-dimensional bubble for quantum tunneling. We can think about this static solution as a cylinder in four dimensions where each cross section corresponds to the critical bubble. The shape of this bounce solution is given in Fig. 2.22.

Now we get back to the thermally assisted tunneling for a single particle. The probability for
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Figure 2.22: Bounces representing thermal tunneling are cylinders in four dimension with a period of \( \beta \). Each slice through this bounce gives a three-dimensional ball which is a bubble of true vacuum separated from the false vacuum by a wall (the solid vertical edges of the rectangle).

The thermal transition from 1 to 2 is given by the Boltzmann factor

\[
P_{1 \rightarrow 2} = e^{-\beta(E_T - E_{fv})}.
\]  

(2.59)

\( B(E_T) \), the Euclidean action for the transition from 2 to 3, is given by

\[
B(E_T) = 2 \int_{x_2}^{x_4} dx \sqrt{V(x) - E_T}.
\]  

(2.60)

Therefore the total rate of the transition is an integral over \( E_T \)

\[
\Gamma_{tunn} \sim \int_{E_{fv}}^{E_T} dE_T e^{-\beta(E_T - E_{fv}) - B(E_T)}.
\]  

(2.61)

The main contribution comes from the region close to the \( E_T^* \) that maximizes the integrand (minimizes the exponent). Minimizing the exponent with respect to \( E_T \) leads to

\[
\beta = -2 \frac{d}{dE_T} \int_{x_2}^{x_4} dx \sqrt{V(x) - E_T} = 2 \int_{x_2}^{x_4} \frac{dx}{\sqrt{V(x) - E_T}}
\]

\[
= 2 \int_{x_2}^{x_4} \frac{dx}{\sqrt{\left(\frac{dx}{d\tau}\right)^2}} = 2 \int_{\tau_2}^{\tau_4} d\tau = 2(\tau_4 - \tau_2).
\]  

(2.62)

This is the Euclidean time for the motion from point 2 to point 4. But the full bounce takes twice this Euclidean time. Therefore, along a bounce the change in Euclidean time should be the same as \( \beta \). This means that the bounce solution must be periodic in Euclidean time with a period of \( \beta \).

The same argument goes through for the case of quantum mechanics with \( n \) degrees of freedom. Similarly the solutions for field theory should have a period of \( \beta \). This is what we expect from a finite temperature field theory. Keeping in mind that the integral for the bounce action is over a
Euclidean time $\beta$, we can interpret $\beta(E_{T^*} - E_{fv})$ in Eq. (2.61) as part of the Euclidean action and we get the familiar result for the tunneling rate

$$\Gamma_{tunn} \sim e^{-[S_{bounce} - S_{fv}]}.$$  \hfill (2.63)

The shapes of the thermally assisted bounces are different from their quantum counterparts shown in Fig. 2.12. They do not have the same symmetry as the $O(4)$-symmetric quantum bubbles. In addition, the time direction is periodic. However, at very low temperatures the two bounces converge to each other. The analog of Fig. 2.12 is shown in Fig. 2.23.

Figure 2.23: The left picture shows a low-temperature thermally assisted tunneling and the right a high-temperature thermally assisted tunneling. The Euclidean time $\tau$ progresses upwards. The field configuration at $\tau = 0$ and $\tau = \beta$ is given by $\phi_2(\vec{x})$ and a spatial slice through the center gives $\phi_4(\vec{x})$. (See Fig. 2.20). In the limit $\tau \to \infty$, this pictures reduces to the graph in Fig. 2.12 as expected.

At low temperature the thermal bounces acquire multiple negative modes and they do not correspond to tunneling processes.

### 2.6 Vacuum decay in curved space time

Vacuum decay in curved spacetime is a much more formidable problem. Despite all the progress made over the last few decades, this phenomenon is not completely understood. On top of the usual difficulties associated with the large number of new metric variables and the complexity of the Einstein equations, the lack of a well-defined energy in curved spacetime is the main source of
the difficulty. The problems of the number of the negative modes, the symmetry of the solution with lowest action and also the interpretation of the bounce solutions are not very clear. On the other hand, this feature also makes a rich new variety of phenomena possible which are not allowed in flat spacetime. For example, not only can the false vacuum decay to a truer (lower) one, it is also possible to tunnel from a true vacuum to a false one. The existence of a finite volume horizon makes it possible for the whole field to jump to a saddle point of the potential \( V(\phi) \) (not \( U[\phi(\vec{x})] \)) and roll down. This solution is called a Hawking-Moss bounce.

Initially the field is at its false vacuum at every point. The vacuum energy in this state is \( V(\phi_{fv}) \) and it is constant in spacetime. Therefore the energy-momentum tensor and the curvature of the spacetime are constant. Depending on the sign of \( V(\phi_{fv}) \), the corresponding space is called a de Sitter, Minkowski or Anti-de Sitter space. These spaces and their basic properties are briefly described in Appendix A.

The first step towards a calculation of tunneling rates in curved spacetime was taken by Coleman and De Luccia (CDL). They used the analogy with the previous flat space results and borrowed the formalism developed there. The only change they made was to add the Einstein-Hilbert term to the action in Eq. (2.21). The action of a scalar field in curved spacetime is then given by

\[
S = \int d^4x \sqrt{|g|} \left[ -\frac{1}{16\pi G} R + \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + V(\phi) \right].
\]  

In flat space, the tunneling is dominated by solutions with \( O(4) \) symmetry. Although unproven, CDL conjectured that the dominating curved spacetime solutions have the same symmetry. This means that the metric takes the very simple form

\[
\rho^2 \left( d\xi^2 + \rho^2 \right),
\]

where \( \xi \) is a radial parameter and \( d\Omega_3^2 \) is the metric of a unit three-sphere. The scalar curvature of this metric is

\[
R = \frac{6}{\rho^2} (1 - \rho \rho'' - \rho''')
\]

where the primes denote differentiation with respect to \( \xi \). The scalar field also only depends on \( \xi \) so we can write it as \( \phi(\xi) \). The variational equations for \( \phi \) and \( \rho \) are

\[
\phi'' + \frac{3\rho'}{\rho} \phi' = \frac{dV}{d\phi}
\]
\[ \rho'^2 = 1 + \frac{8\pi G}{3} \rho'^2 \left( \frac{1}{2} \phi'^2 - V \right), \] (2.68)

We still have the freedom to shift \( \xi \) by a constant and we choose it so that a zero of \( \rho \) occurs at \( \xi = 0 \). If \( \rho \) only has one zero, then \( \xi \) ranges from 0 to infinity. In this case the boundary conditions are

\[ \begin{align*}
\phi'(0) &= 0, \\
\rho(0) &= 0, \\
\phi(\infty) &= \phi_{fv}.
\end{align*} \] (2.69)

The first condition is to avoid a singularity at \( \xi = 0 \) in Eq. (2.67), the second one is the way we chose the origin of \( \xi \) and the third condition is to ensure the finiteness of the Euclidean action. These boundary conditions completely determine both fields. The solution obtained this way has the topology of \( \mathbb{R}^4 \). If \( \rho \) has a second zero, let’s say at \( \xi_{\text{max}} \), the third boundary condition is replaced by \( \phi'(\xi_{\text{max}}) = 0 \) to avoid a singularity in Eq. (2.67). This space has the topology of a four-sphere.

Again, in general it is not possible to solve these equations in a closed form, but fortunately in the weak gravity limit, they reproduce their flat space counterparts.

Let’s look at the main qualitative differences between the flat space and curved space solutions.

For the case of tunneling from a false to a true vacuum in flat space, the argument using undershoot and overshoot solutions ensures the existence of a solution. But in curved spacetime there is no guarantee for the existence of these solutions. One famous example is the case of a potential \( V(\phi) \) which gets too flat on top. In this case the CDL bounce disappears [24–26].

When the CDL bounce has a four-sphere topology, the instanton that describes the transition from a true vacuum to a false vacuum has a region close to the true vacuum in its north pole (assuming the center of the bubble is at the north pole). It approaches the false vacuum at the south pole. We can rotate this instanton and get another instanton that describes the tunneling from false to true vacuum [21]. These are shown in Fig. 2.25. Because the instanton action is the same, the ratio of the tunneling rates is given by

\[ \frac{\Gamma(\text{True} \rightarrow \text{False})}{\Gamma(\text{False} \rightarrow \text{True})} = \frac{e^{-(S_{\text{bounce}} - S_{\text{tv}})}}{e^{-(S_{\text{bounce}} - S_{\text{tv}})}} = e^{S_{\text{tv}} - S_{\text{tv}}} = e^{-\frac{\pi}{3} \left( \Lambda_{\text{tv}}^2 - \Lambda_{\text{fv}}^2 \right)}. \] (2.70)

Again in the limit where \( \Lambda_{\text{tv}} - \Lambda_{\text{tv}} \ll \Lambda_{\text{tv}} \) and \( \Lambda_{\text{fv}} \), it simplifies to the familiar thermal expression. It should not be surprising that in the curved spacetime, the true vacuum can also decay. In contrast
to the flat space where a bubble of false vacuum has to collapse because of the surface tension and the pressure from the outside, the bubble of false vacuum in curved spacetime can be saved from collapsing by the cosmological expansion. Another way to think about it is the existence of the thermal bath which provides the energy needed for creation of the bubble of higher energy (false vacuum bubble). But this upward decay is only allowed for a de Sitter to de Sitter transition. Bubbles of Anti-de Sitter or Minkowski have an infinite $S_{fv}$ and therefore cannot up-tunnel.

Another difference between flat spacetime and curved spacetime tunneling is the existence of a new type of solutions which are called Hawking-Moss bounces. Because of the infinite volume of the flat space, the field cannot fluctuate at once in every point to reach the top of the barrier. The Euclidean action of such a solution is infinite and the associated decay rate is exactly zero. However in curved spacetimes with positive energy density, namely the de Sitter spaces, a horizon volume is finite and this transition is possible. The field fluctuates to the top of the barrier shown in Fig. 2.24 and then classically rolls down to the true vacuum. The Euclidean action of this solution is

$$S_E = -\frac{A_{\text{Horizon}}}{4G} = -\frac{\pi}{G} \Lambda^2_{\text{top}},$$  \hspace{1cm} (2.71)

where $\Lambda_{\text{top}}$ is the horizon radius of a de Sitter space with energy $V_{\text{top}}$. It is the inverse of the Hubble parameter of the space and is given by

$$\Lambda_{\text{top}} = H^{-1}_{\text{top}} = \sqrt{\frac{3}{8\pi G V_{\text{top}}}}.$$  \hspace{1cm} (2.72)
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Figure 2.24: One possible mode of decay is the fluctuation of the field in every point to $\phi_{\text{top}}$. It has a finite action and nonzero probability in de Sitter space.

After subtracting the Euclidean action of the false vacuum, we get the tunneling exponent $B$

$$B = \frac{\pi}{G} \left( \Lambda^2_{\text{top}} - \Lambda^2_{\text{fv}} \right).$$  \hspace{1cm} (2.73)
In the limit that $\Lambda_{\text{top}} - \Lambda_{\text{fv}} \ll \Lambda_{\text{top}}$ and $\Lambda_{\text{fv}}$, this expression takes a very simple form

$$B \approx e^{-|V_{\text{top}}-V_{\text{fv}}| \times \frac{\text{Horizon Volume}}{T_{\text{fv}}}} = e^{-\Delta U/T_{\text{fv}}}, \quad (2.74)$$

where $\Delta U$ is the difference of the energy in a horizon volume of $\phi_{\text{top}}$ and $\phi_{\text{fv}}$. $T_{\text{fv}}$ is the temperature of the de Sitter space filled with the false vacuum and this suggests that the Hawking-Moss has a thermal nature.

Since the calculations are much easier in the thin-wall limit, we study them here to get a better understanding of the CDL solutions. So again we assume that the bounce has three regions. Region one extends from the center at $\xi = 0$ to a value $\bar{\xi}$ where the wall is located. In this region the field is exactly at its true vacuum. There is a narrow transition region at $\xi = \bar{\xi}$ and outside of this region the bounce is filled with the false vacuum. Let’s first use Eq. (2.68) in Eq. (2.64) and integrate by part. This leads to

$$S_E = 4\pi^2 \int d\xi \left( \rho^3 V - \frac{3\rho}{8\pi G} \right). \quad (2.75)$$

In the thin-wall limit, the action of the bounce inside the wall is the action of a de Sitter or Anti-de Sitter space and the action of the wall comes from the surface tension. The general expressions are not very simple. But in the simple case where the initial space is a low-energy de Sitter space and the transition is to a Minkowski vacuum, the tunneling exponent is

$$B = \frac{B_{\text{flat}}}{\left(1 + \left(\frac{\rho(\bar{\xi})}{\Lambda_{\text{fv}}}\right)^2\right)}. \quad (2.76)$$

The tunneling exponent for decay from a Minkowski space to a low-curvature Anti-de Sitter space is given by

$$B = \frac{B_{\text{flat}}}{\left(1 - \left(\frac{\rho(\bar{\xi})}{\Lambda_{\text{fv}}}\right)^2\right)}. \quad (2.77)$$

These show that the tunneling exponents for the decay from the de Sitter space are smaller than the flat space case. Therefore gravity enhances the decays from de Sitter space, as we might expect from the new possibility of thermally assisted tunneling. On the other hand it decreases the decay rates from Minkowski or Anti-de Sitter spaces.

Until now all the formalism developed for curved spacetime was by analogy with the flat space case. But a more accurate treatment of the solutions is necessary for the interpretation of the bounces. For large bounces the interpretation is not very clear. In the flat space case shown in
Figure 2.25: Left is CDL instanton that describes tunneling from a false vacuum to a true one. Right is the same instanton, but the poles interchanged by a rotation. It describes the CDL instanton for the decay of the true vacuum.

Fig. 2.12 at very large negative Euclidean time we get the configuration before the tunneling and at $\tau = 0$ the configuration afterwards. But in curved spacetime with large bubbles, there is no such time which shows the configuration before the tunneling. Brown and Weinberg [27] clarified the interpretation for the case of a fixed background approximation\(^3\). In this approximation the variation of the potential in the horizon volume is much smaller than the potential itself. Therefore we can assume that the metric is the one of a de Sitter space. This metric in the (Euclidean) static patch is

$$ds^2 = P(r)^2 d\tau^2 + h_{ij} dx^i dx^j = \left(1 - \frac{r^2}{\Lambda^2}\right) d\tau^2 + \left(1 - \frac{r^2}{\Lambda^2}\right)^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) .$$

(2.78)

In the static patch, $r$ starts from 0 and ends at the horizon radius $\Lambda$ and the Euclidean time $\tau$ has a period of $2\pi\Lambda$. In the fixed background approximation, the constant $\tau$ surfaces are three-dimensional balls bounded by two-spheres at the horizon. In this static background, we can define an energy functional with respect to the time-like Killing vector $\partial_\tau$

$$E = \int d^3 x \sqrt{\det h} \left[ \frac{1}{2P(r)} \left( \frac{\partial \phi}{\partial \tau} \right)^2 + \frac{1}{2} P(r) h^{ij} \partial_i \phi \partial_j \phi + P(r) V(\phi) \right] ,$$

(2.79)

where $P(r)$ and $h_{ij}$ are defined in Eq. (2.78). Now we can treat the tunneling problem as a flat

\(^3\)Here we follow the approach in [28].
space case with a nonzero temperature (the time coordinate has a finite period) and there is no ambiguity. The bounce is shown in Fig. 2.26.

Figure 2.26: A CDL bounce as it is seen in the static patch. The horizontal dashed lines are the constant $\tau$ hypersurfaces, the shaded region the true vacuum and $r$ ranges from 0 at the center of the bubbles to $\Lambda$ at the horizon.

These bounces have the topology of a four-sphere, as expected from the Euclidean version of the de Sitter space. Let’s use a coordinate system which shows the four-sphere structure of the bounce more clearly

\begin{align}
  y_1 & = r \sin \theta \cos \phi , \\
  y_2 & = r \sin \theta \sin \phi , \\
  y_3 & = r \cos \theta , \\
  y_4 & = \sqrt{\Lambda^2 - r^2} \cos (\tau/\Lambda) , \\
  y_5 & = \sqrt{\Lambda^2 - r^2} \sin (\tau/\Lambda) .
\end{align}

Here $\tau = -\pi \Lambda$ and $\tau = \pi \Lambda$ are identified. If we look at the bounce of Fig. 2.26 in the $y_4$-$y_5$ plane we see the left picture of Fig. 2.27. Rotating it we get the right picture of Fig. 2.27. This one shows a $\tau$-independent bounce which resembles the purely thermal bounces for the flat space. This means that the CDL bounce can be viewed as a thermal bounce. This should not be very surprising, since the thermal nature of the de Sitter space is a consequence of quantum mechanics.
Figure 2.27: The bounce of Fig. 2.26 is shown in the $y_4$-$y_5$ plane on the left. The lines $\tau = -\pi \Lambda$ and $\tau = \pi \Lambda$ are identified and they show the radial directions. The configuration after tunneling is given by half of the hyperplane that goes through the center of the bounce. The other half shows the configuration before the nucleation. On the right the same bounce is shown after a rotation. This picture shows a $\tau$-independent bounce which resembles a purely thermal tunneling.
Chapter 3

Bounces with $O(3) \times O(2)$ symmetry

We studied tunneling in curved spacetime in Sec. 2.6 by starting from the argument for the flat spacetime case [16] and generalizing it by analogy to curved spacetime [23]. In this picture, tunneling is carried by bounce solutions which are the solutions of the Euclidean equations of motion of gravity coupled to matter fields. In flat space and zero temperature decay of a single scalar field, the solutions with the minimum Euclidean action, and therefore the highest rate, have an $O(4)$ symmetry [6]. There is no such statement for decays in curved spacetime or decays in theories with more than one scalar field. However it is generally believed that $O(4)$ symmetric solutions are also dominant in curved spacetime or multi-scalar field theories. In this chapter, we study solutions which have the next highest symmetry, $O(3) \times O(2)$, where $O(3)$ is the rotational invariance in spatial coordinates and $O(2)$ shows that the solutions are independent of the periodic Euclidean time $\tau$.

This chapter is based on [29]. We provide more evidence for the dominance of $O(4)$ symmetric solutions in curved spacetime and also shed more light on the reinterpretation of the Coleman-De Luccia bounces in de Sitter space introduced in [27] where these bounces were understood as tunneling in a finite horizon volume and finite temperature. This interpretation was described in length in Sec. 2.6.

Static self-gravitating rotationally symmetric bounces have been previously studied in various contexts, such as the false vacuum decay in the presence of a black hole (for example [30–34] and the references in these papers ). Our interest in these bounces was first raised by the work of Garriga and Megevand [35]. Motivated by the analogy with the thermal production of bubbles
in flat spacetime, they studied bounces with $O(3) \times O(2)$ symmetry and interpreted them as the nucleation of a pair of bubbles. Their discussion is in the context of brane nucleation [36, 37], in which the bubble walls are two-branes that separate the true vacuum at the center of a horizon volume from the false vacuum that extends to the horizon. This calculation can be applied to the case of a field theory in the thin-wall approximation. In Sec. 3.1 we discuss the thin-wall solution and review the results of Garriga-Megevand. In Sec. 3.2 we set up the formalism that we use for studying the decay of a single scalar field in the context of the new symmetry. Our analysis is not restricted to the thin-wall limit. The limiting cases are studied in Section 3.3 and we show that when the bubble gets large, the thin-wall approximation eventually breaks down. We then summarize in Sec. 3.5 and conclude that the $O(4)$ symmetric solutions are the dominant configuration of tunneling in all the cases we studied.

### 3.1 Review of the thin-wall results for the case of brane nucleation

The thin-wall solutions we are considering here are static solutions with rotational symmetry. We can think about them as a three-ball in spatial coordinates. There is a wall at a radius $R$ and the horizon is located at a radius $r_H > R$. This geometry is shown in Fig. 3.1. Inside the wall, the metric is that of a de Sitter (dS) space. Because the mass inside the wall is not zero, the metric on the outer part is a Schwarzschild-de Sitter (SdS) metric. Therefore the metrics inside and outside of the wall (in static patch coordinates) are

\[
\begin{align*}
 ds_i^2 &= C_i^2 f_i(r) \, d\tau^2 + f_i^{-1}(r) \, dr^2 + r^2 d\Omega^2, \\
 ds_o^2 &= f_o(r) \, d\tau^2 + f_o^{-1}(r) \, dr^2 + r^2 d\Omega^2,
\end{align*}
\]  

(3.1)

where

\[
\begin{align*}
 f_i(r) &= 1 - H_i^2 r^2, \\
 f_o(r) &= 1 - H_o^2 r^2 - \frac{2GM}{r},
\end{align*}
\]  

(3.2)

Here $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$ is the element of area on a unit two-sphere, $H_i$ and $H_o$ the Hubble parameters inside and outside of the wall, and $M$ the mass parameter in the SdS metric which is

---

1 This section and the figures in it are following [35].

2 These coordinates are described in Appendix A.
Figure 3.1: A schematic view of the thin-wall solution. The wall is located at the radius $R$ and inside is the true vacuum. The horizon is located $r_H$ and between the wall and the horizon is the false vacuum. The bounce solution is constant in the periodic Euclidean time $\tau$ and apparently rotationally invariant.

related to the total mass of the inside bubble plus the mass of the wall. $C$ is a parameter to make the metrics smooth at the tangential directions at the wall. The projections of this geometry in the $r-\tau$ and $r-\phi$ planes are shown in Fig. 3.2.

The two metrics are glued smoothly at the location of the wall using the Israel junction conditions\cite{Israel}. Knowing $\sigma$, the surface tension of the wall, and $H_{tv}$ and $H_{fv}$, the Hubble parameters of the true and false vacua is sufficient to determine the mass and radius of the region inside the wall. In terms of the extrinsic curvature $K_{ab}$, the junction conditions can be written as

$$[K_{ab}] = -4\pi G \sigma \gamma_{ab} ,$$

(3.3)

where $[K_{ab}]$ is the difference between the extrinsic curvatures on both sides of the wall and $\gamma_{ab}$ is the world-sheet metric. The extrinsic curvature is

$$K_{ab} = \frac{1}{2} f^{1/2} \partial_r g_{ab} .$$

(3.4)

We can rewrite Eq. (3.3) in terms of metric components in Eq. (3.1) and obtain

$$g_o - g_i = -4\pi G \sigma , \quad g'_o - g'_i = 0 ,$$

(3.5)
Figure 3.2: The induced geometry of the static instanton in two different planes. Left is the $r - \tau$ plane where it is described by a periodic angular coordinate $\tau$ and the coordinate along the vertical axis is $r$. Horizon is at the tip of this object $r_H$ and the wall is at the location that there is a discontinuity in the first derivative due to the energy density of the wall. Right, the same picture, but in $r - \phi$ plane. Again $\phi$ is the periodic coordinate and $r$ is along the vertical axis. To avoid a conical singularity, the period of $\tau$ must be a very specific number.

where
\[
 g_o(r) = \frac{f_o^{1/2}(r)}{r}, \quad g_i(r) = \frac{f_i^{1/2}(r)}{r},
\]  
(3.6)
and all the derivatives are with respect to $r$. These equations completely determine $M$ and $R$ in terms of $\sigma$, $H_o$ and $H_i$:
\[
 R^{-2} = x^2 + H_i^2, \quad M = \frac{4\pi\sigma R}{3x},
\]  
(3.7)
where $x$ is defined by
\[
x = \frac{\epsilon}{4\sigma} + \frac{3\sigma}{16M_P^2} + \left[ \left( \frac{\epsilon}{4\sigma} + \frac{3\sigma}{16M_P^2} \right)^2 + \frac{H_i^2}{2} \right]^{1/2}.
\]  
(3.8)
In this equation, $\epsilon$ is the difference between the true and false vacuum energies. These equations imply that the tension cannot get too large, which is what we would naively expect. To compensate for the increase of the tension, we have to increase the radius of the bubble. But because of the existence of a horizon, there is not enough room for the radius to get too large and therefore there should be a maximum allowed tension $\sigma_N$ which is shown to be
\[
 \sigma_N = 2M_P^2 \sqrt{3H_o^2 - H_i^2}.
\]  
(3.9)
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When $\sigma$ approaches $\sigma_N$, the outside metric starts developing a double root at the horizon and beyond $\sigma_N$, there is no solution. We will see in Sec. 3.2.5 that this picture gets modified in the context of a scalar field theory and that before reaching this limit the thin-wall approximation breaks down.

The periodicity of $\tau$ is a measure of the temperature felt by the system. It can be determined by demanding that there be no conical singularity at the horizon. Near the horizon, we can expand the metric in powers of distance from the horizon

$$f_o(r) = B^2(r_H - r),$$

(3.10)

where $B^2$ is positive to make the metric positive inside the horizon. It is straightforward to calculate it:

$$B^2 = 3H_0^2r_H - \frac{1}{r_H}.$$  

(3.11)

Using the standard change of variables

$$\rho = \frac{2}{B}\sqrt{r_H - r}, \quad \gamma = \frac{B^2}{2}t,$$

(3.12)

we can rewrite the metric near horizon as

$$ds^2 = \rho^2d\gamma^2 + d\rho^2 + r_H^2d\Omega^2.$$  

(3.13)

To avoid a conical singularity, $\gamma$ must have a period of $2\pi$ and therefore the period of the time coordinate is given by

$$\beta = \frac{4\pi r_H}{3H_0^2r_H^2 - 1} = \frac{2\pi r_H^2}{r_H - 3GM}.$$  

(3.14)

In this approximation, the action of the bounce solution is

$$S = -\frac{\pi r_H^2}{G}.$$  

(3.15)

We will show in Sec. 3.2 that this result is in fact exact. Numerical calculations in [35] show that the action for the $O(3) \times O(2)$ in the thin-wall approximation is higher than their $O(4)$ symmetric counterparts in thin-wall limit.
3.2 Inclusion of a scalar field

In this section, we set up the formalism for the rest of this chapter. Our goal is to study the decay of a scalar field \( \phi \) with a potential \( V(\phi) \) in de Sitter space. The initial Hubble parameter is set by \( V_{f_{\text{iv}}} \) (or \( V_{t_{\text{iv}}} \) for decays from a true to a false vacuum) and the bounce solution has an \( O(3) \times O(2) \) symmetry. Later in Sec. 3.4 we will scan over possible \( V \)'s. The scalar field and the metric are independent of the Euclidean time \( \tau \) and only depend on the spherical coordinate radius \( r \). The most general \( \tau \)-independent metric compatible with spherical symmetry can be written as

\[
 ds^2 = B(r)^2 d\tau^2 + A(r)dr^2 + r^2 d\Omega^2. \tag{3.16}
\]

We still have the freedom to rescale \( \tau \). This will modify \( B(r) \) by a rescaling. The normalization for \( B \) is explained in the next paragraph. Each spatial slice is a three-ball and the horizon radius \( r_H \) is located at the zero of \( g^{rr} = 1/A \).

In order to get a non-singular solution at the origin, we need \( A(0) = 1 \) to avoid a conical singularity. We choose the normalization of \( B \) by demanding that \( A(r_H)B(r_H) = 1 \). This configuration corresponds to thermal nucleation of a bubble at the center of the horizon volume. The bounce solution is drawn in Fig. 3.3 on a four-sphere. The analysis of \[27\] predicts the production of a single bubble, while the conventional interpretation is the production of a pair of bubbles. The former seems to be a more natural interpretation.

3.2.1 Periodicity of Euclidean time

In thermal tunneling in flat space, the temperature determines the period of the Euclidean time and can be chosen arbitrarily. In curved spacetime, however, we expect the temperature and hence \( \beta \), the period of the Euclidean time to be determined by the metric.\(^3\) Therefore we assume that \( \beta \) is determined by the surface gravity at the horizon of the Lorentzian counterpart of our Euclidean metric:

\[
 \beta = \frac{1}{T} = 4\pi \left[ B' \left( \frac{1}{A} \right) \right]_{r_H}^{-1/2}. \tag{3.17}
\]

\(^3\) \( \beta \) only enters in our calculations as an overall multiplicative factor in the action and does not otherwise affect the solution. It would be a straightforward matter to extend our results to an arbitrary temperature, but the physical origin of the temperature would be less compelling.
Figure 3.3: Two views of an \( O(3) \times O(2) \)-symmetric bounce. These are from the same viewpoints as those of the CDL bounce in \[2.27\] (The views on the right would be the same if viewed from along any axis in the \( x_4 \)-\( x_5 \) plane.) On the left-hand view the radial dashed lines correspond to the similar lines in Fig. \[2.27\] The bounce is independent of the Euclidean time. The three-dimensional configuration corresponding to any of these lines contains a single true vacuum critical bubble in the center of a false vacuum horizon volume.

where primes denote differentiation with respect to \( r \) and the subscript indicates that all the quantities are to be evaluated at the horizon. Our normalization condition that \( A(r_H)B(r_H) = 1 \), the fact that at the horizon \( A^{-1} = 0 \), and Eq. \(3.17\) lead to

\[
B' = \frac{d}{dr} \left[ (AB) \left( \frac{1}{A} \right) \right] = (AB)' \left( \frac{1}{A} \right) + (AB) \left( \frac{1}{A} \right)' = \left( \frac{1}{A} \right)' .
\] (3.18)

Therefore \( \beta \) simplifies to

\[
\beta = -4\pi [B'(r_H)]^{-1} ,
\] (3.19)

with the minus sign coming from the fact that \( B'(r_H) \) is negative. If the space were pure de Sitter, \( \beta \) would be \( 2\pi r_H \). It should remain the same order of magnitude for the bounce solution.

There is another way to deduce Eq. \(3.17\). At the horizon \( 1/A = 0 \) and \( AB = 1 \). This means that \( B(r_H) = 0 \). Therefore both \( \left( \frac{1}{A} \right) \) and \( B \) vanish at the horizon. Assuming that they do not develop double roots, to the first order of Taylor expansion

\[
B(r) = -B'(r_H - r) ,
\]

\[
\frac{1}{A(r)} = C^2(r_H - r) ,
\] (3.20)

where \( C^2 = -\left( \frac{1}{A} \right)' \). In terms of the new variable \( y = \sqrt{\frac{4(r_H - r)}{C^2}} \), the metric near the horizon is

\[
ds^2 = dy^2 + \frac{B'C^2}{4}y^2 dr^2 + r^2 d\Omega^2 .
\] (3.21)
Avoiding a conical singularity in the $y$-$\tau$ plane leads to

\[ \beta = 4\pi (B'C^2)^{-1/2} = 4\pi \left[ B' \left( \frac{1}{A} \right) \right]^{-1/2}, \]  

which is consistent with Eq. (3.17).

### 3.2.2 Equations of motion and boundary conditions

The Euclidean action for a scalar field coupled to gravity is\(^4\)

\[ S = \int d^4x \sqrt{g} \left( -\frac{1}{16\pi G} \mathcal{R} + \mathcal{L}_{\text{matter}} \right), \]  

where $\mathcal{R}$ is the scalar curvature and $\mathcal{L}_{\text{matter}}$ is

\[ \mathcal{L}_{\text{matter}} = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + V(\phi). \]

The nontrivial components of the Einstein tensor and the energy-momentum tensor for the metric in Eq. (3.16) and the action in Eq. (3.23) are

\[ G_{\tau\tau} = -\frac{B}{r^2 A^2} (-A + A^2 + r A') , \]

\[ G_{rr} = \frac{B - AB + r B'}{r^2 B} , \]

\[ T_{\tau\tau} = -B \left( \frac{\phi'^2}{2A} + V(\phi) \right) , \]

\[ T_{rr} = A \left( \frac{\phi'^2}{2A} - V(\phi) \right) , \]

\[ \mathcal{R} = \frac{4A^2 B^2 + r B A' (4B + r B') + A (-4B^2 + r^2 B'^2 - 2r B (2B' + r B''))}{2r^2 A^2 B^2}. \]  

The gravitational and matter contributions to the action inside a horizon volume are ($\kappa = 8\pi G$)

\[ S_{\text{gravity}} = -\int_0^{r_H} \frac{\pi dr}{\kappa (AB)^{3/2}} \frac{4A^2 B^2 + r B A' (4B + r B') - 4AB^2 + r^2 A B'^2 - 2r AB (2B' + r B'')}{\kappa (AB)^{3/2}} , \]

\[ S_{\text{matter}} = \int_0^{r_H} dr 4\pi r^2 \sqrt{AB} \left( \frac{\phi'^2}{2A} + V(\phi) \right) . \]  

\(^4\)Please notice that the $g$ is a positive quantity in Euclidean spacetimes.
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The equations of motion arising from varying the action in Eq. (3.26) with respect to $\phi$, $A$ and $B$ are

\begin{align}
0 &= \frac{d}{dr} \left[ r \left( \frac{1}{A} - 1 \right) \right] + \kappa r^2 \left[ \frac{1}{2} \left( \phi' \right)^2 + V(\phi) \right], \quad (3.27) \\
0 &= \frac{(AB)'}{AB} - \kappa r \left( \phi' \right)^2, \quad (3.28) \\
0 &= \frac{d}{dr} \left( \frac{r^2 \sqrt{AB} \phi'}{A} \right) - r^2 \sqrt{AB} \frac{dV}{d\phi}. \quad (3.29)
\end{align}

We can integrate the second of these equations and get

\begin{equation}
A(r)B(r) = A(r_H)B(r_H) \exp \left( -\kappa \int_r^{r_H} dr' r' \left( \phi' \right)^2 \right). \quad (3.30)
\end{equation}

We chose $A(r_H)B(r_H) = 1$ in 3.2.1. Therefore

\begin{equation}
A(r)B(r) = \exp \left( -\kappa \int_r^{r_H} dr' r' \left( \phi' \right)^2 \right). \quad (3.31)
\end{equation}

We can eliminate $B$ from these equations so the only remaining fields to determine are $A(r)$ and $\phi(r)$. Before proceeding further, it is convenient to define new variables $f(r)$ and $M(r)$ by

\begin{equation}
f(r) = \frac{1}{A(r)} = 1 - \frac{2GM(r)}{r}. \quad (3.32)
\end{equation}

We can rewrite Eq. (3.27) in terms of $f$ as

\begin{equation}
0 = \frac{d}{dr} \left[ r \left( f - 1 \right) \right] + \kappa r^2 \left[ \frac{1}{2} \left( \phi' \right)^2 f + V(\phi) \right]. \quad (3.33)
\end{equation}

This can also be written in the familiar form

\begin{equation}
M' = 4\pi r^2 \left[ \frac{1}{2} \left( \phi' \right)^2 f + V(\phi) \right]. \quad (3.34)
\end{equation}

Substituting Eq. (3.28) in Eq. (3.29) gives

\begin{equation}
0 = f \left[ \phi'' + \frac{2}{r} \phi' + 4\pi Gr(\phi)^3 \right] + f' \phi' - \frac{dV}{d\phi}. \quad (3.35)
\end{equation}

This equation together with Eq. (3.33) gives two equations involving only $f$ and $\phi$. They are second order in $\phi$ and first order in $f$ and need three boundary conditions. To avoid a conical singularity at the origin and guarantee the smoothness of $\phi$, we would need

\begin{align}
f(0) &= 1, \\
\phi'(0) &= 0. \quad (3.36)
\end{align}

\footnote{These equations can also be obtained by plugging the ansatz in Eq. (3.16) into the full field equations.}
The first boundary condition prevents a conical singularity at the origin (since $d\Omega^2$ is the standard two-sphere metric) and the second one is a consequence of Eq. (3.35). To completely determine the fields, we need one more boundary condition. At the horizon, $f = 0$ and if we assume that $\phi''$ and $\phi'$ are finite, it imposes

$$\left. \left[ f' \phi' - \frac{dV}{d\phi} \right] \right|_{r=r_H} = 0$$  \hspace{1cm} (3.37)

In fact this condition holds even for singular $\phi'$ if $\phi'$ grows slower than $(r_H - r)^{-1/2}$ as we approach the horizon. Such a divergence does not imply a divergent action density and is merely a coordinate singularity. In fact, choosing the proper distance from the horizon as a new coordinate makes $\phi'$ finite.

There is another subtlety that we have to address here. With the periodicity introduced in Eq. (3.17), the four-sphere obtained by identifying all of the boundary two-spheres is a smooth manifold, just as in the CDL case. However, as in CDL, we do not require that $\phi$ to be smooth on this two-sphere. Smoothness of $\phi$ on the four-sphere requires $\phi'(r_H) = 0$. Equation (3.35) implies that $dV/d\phi = 0$ at the horizon which in turn means that the field must be precisely at a vacuum value (or else exactly at the top of the barrier, as in the Hawking-Moss solution). This is only possible in the (unattainable) limit in which the thin-wall approximation is exact. Having $\phi'(r_H) \neq 0$ causes a discontinuity in slope along a path passing through the two-sphere. However, this discontinuity does not cause any cost in action and therefore it is fine for $\phi'$ to be non-smooth.

Knowing $\phi$ and $f$ and using Eq. (3.31) determines $B$.  

### 3.2.3 Bounce action

One of the interesting features of these $O(3) \times O(2)$-symmetric bounces is the remarkable coincidence that the on-shell Lagrangian density is a total derivative and therefore the action only depends on the boundary values of the fields. Starting from Eq. (3.26) and integrating by parts, we can obtain

$$S = \frac{\beta}{4G} \left[ r^2 \frac{B'}{\sqrt{AB}} \right]_{r=0}^{r=r_H} + 4\pi\beta \int_0^{r_H} dr \sqrt{AB} \left\{ \frac{d}{dr} \left[ r \left( \frac{1}{A} - 1 \right) \right] + r^2 \left[ \frac{1}{2} \frac{(\phi')^2}{A} + V(\phi) \right] \right\} .$$  \hspace{1cm} (3.38)

Upon using Eq. (3.27), the terms in the curly brackets vanish. Now using Eq. (3.17), we can simplify the first term

$$S_{\text{bounce}} = -\frac{\pi}{G} r_H^2 .$$  \hspace{1cm} (3.39)
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The action only depends on the horizon area. The tunneling exponent $B$ is the difference between the bounce action and the false vacuum action.

$$B = S_{\text{bounce}} - S_{\text{fv}} = \frac{\pi}{G} \left( \Lambda_{\text{fv}}^2 - r_H^2 \right),$$  \hspace{1cm} (3.40)

where

$$\Lambda_{\text{fv}} = H_{\text{fv}}^{-1} = \sqrt{\frac{3}{8\pi GV_{\text{fv}}}}. \hspace{1cm} (3.41)$$

It agrees with the thin-wall results of [35] and is expected on more general grounds. As shown in [39, 40], the action of a static Euclidean solution with periodicity $\beta$ is $S_E = \beta E - S$, where $E$ is the total energy and $S$ is the entropy. For a solution without a boundary the total energy vanishes and the action depends on the entropy, which in turn depends on the horizon area.

3.2.4 Comments on the thin-wall approximation

The thin-wall approximation is a useful tool for gaining an intuitive understanding of tunneling processes. In this section we describe the conditions for validity of this approximation in $O(3) \times O(2)$-symmetric solutions. In this approximation, the bounce is approximated by a region of pure true vacuum inside the wall, a transition region which is the wall and the outside region which is in the pure false vacuum. To use this approximation, we require two essential conditions. First, the thickness of the wall (transition region) must be much smaller than the radius of the wall so we can approximate the wall as being locally planar. The second condition concerns the position dependence of the surface tension $\sigma$ of the wall. Although in most of the previous tunneling calculations, $\sigma$ was considered to be position-independent, it can depend on the position. To make the thin-wall approximation valid, the fractional variation of $\sigma$ must be small through the wall.

In flat spacetime, the thickness of the wall is determined by the shape of the potential barrier separating true and false vacua. The wall radius is determined by the ratio of $\sigma$ to $\epsilon$, the difference between the false and true vacuum energy densities. Reducing $\epsilon$ and meanwhile keeping the shape of the potential almost unchanged increases the wall radius and therefore it is always possible to obtain a thin-wall by making $\epsilon$ small enough. This is the case for both $O(4)$-symmetric zero-temperature and for high-temperature solutions that describe a critical bubble in three dimensions.

The situation is different in the presence of gravity because it introduces a new length scale, the horizon radius. Therefore the radius of the wall gets an upper limit equal to the horizon length.
and the true vacuum region cannot get arbitrarily large. To even have a possibility of a thin-wall approximation, the shape of the potential must be chosen in such a way that the natural width of the wall is small compared to the horizon radius. If this criteria is satisfied, then by making $\epsilon$ small, we can achieve a thin-wall solution. In Sec.3.2.5 we argue that this is not always the case for our $O(3) \times O(2)$ solutions.

3.2.5 No Nariai limit in the thin-wall approximation

In the context of brane nucleation it was claimed in [35] that as the surface tension $\sigma$ approaches the critical surface tension $\sigma_N$, the wall approaches the horizon and can get arbitrarily close to it. Meanwhile, the metric develops a double-root at the horizon. This is the Nariai limit[11, 12]. Here we show that it is not possible in a field theoretical set up to achieve a thin-wall solution which approaches the Nariai solution. If there is such a solution, near the horizon the metric can be approximated as $f(r) = B(R_H - r)^2$, where $B$ is a positive constant. Because of the thin-wall approximation, the field near the horizon should be very close to the false vacuum. Expanding the potential near the false vacuum ($P$ and $Q$ are determined by $V$),

$$V(\phi) = V_{fv} + \frac{1}{2} P(\phi - \phi_{fv})^2 + \frac{1}{3} Q(\phi - \phi_{fv})^3 + \ldots .$$  \hspace{1cm} (3.42)

It is more convenient to write Eq. (3.33) and Eq. (3.35) in terms of $y = R_H - r$ and $\Phi = \phi - \phi_{fv}$. In the remainder of this subsection the primes denote differentiation with respect to $y$ we obtain

$$1 + R_H f' - y f'' - f = 8\pi G(R_H - y)^2 \left( f \frac{\Phi^2}{2} + V \right),$$ \hspace{1cm} (3.43)

$$\Phi'' f + \Phi' f' - \frac{2}{R_H - y} \Phi' f - 4\pi G(R_H - y)\Phi^3 f = \frac{\partial V}{\partial \Phi} .$$ \hspace{1cm} (3.44)

The boundary conditions are

$$\Phi' f' = \left. \frac{\partial V}{\partial \Phi} \right|_{y=0} ,$$ \hspace{1cm} (3.45)

$$\Phi'(R_H) = 0 ,$$ \hspace{1cm} (3.46)

$$f(R_H) = 1 .$$ \hspace{1cm} (3.47)
Notice that $y = R_H$ is the same as $r = 0$. At the horizon, the equations of motion simplify to

$$
1 = 8\pi G R_H^2 \left( \frac{\dot{\Phi}^2}{2} + V_H \right),
$$

(3.48)

$$
BR_H^2 = -1 + 4\pi G R_H^3 \left( \frac{f \phi'^2}{2} + V \right),
$$

(3.49)

$$
\frac{\partial U}{\partial \Phi} = f \Phi' = 0.
$$

(3.50)

Here we get a second order and a first order differential equation and two unknowns, $B$ and $R_H$, and five boundary conditions which make it possible to solve the equations near the horizon. Expanding $\Phi$ in terms of $y$ to the first nonzero order, we get $\Phi(y) = A\sqrt{y}$ where

$$
A = \sqrt{\frac{2}{\pi G R \left( \frac{3}{4} - \frac{P}{B} \right)}}.
$$

(3.51)

Plugging back this solution for $\Phi$ into the metric equation gives

$$
BR_H^2 = -1 + 4\pi G R_H^3 \left( \frac{f (\phi')^2}{2} + U \right) = -1 + 4\pi G R_H^3 A^2 \left( \frac{B}{8} + \frac{P}{2} \right).
$$

(3.52)

This leads to

$$
\frac{B}{4} \left( 1 - \frac{4P}{B} \right)^2 + \frac{1}{R_H^2} = 0,
$$

(3.53)

where $B$ is a positive number. This shows that the metric cannot develop a double root at the horizon. Because the left side is always a nonzero positive number, adding a very small linear term to the metric does not make the situation better. Therefore not only can the metric not develop a double root in the thin-wall limit, but also it cannot get arbitrarily close to having a double root.

### 3.3 Limiting cases

We could not find closed form solutions of the field equations Eq. (3.27)-Eq. (3.29) and had to use numerical methods to understand the behavior of bounce. However there are limiting cases in which we could get more analytic insight. We present them in this section.

#### 3.3.1 Weak gravity limit

If the gravitational constant $G$ is small, we should expect to recover the flat space results with small corrections due to the nonzero temperature of the horizon. If $G$ is sufficiently small, $\phi$ varies from a
value near the true vacuum to one which is exponentially close to \( \phi_{fv} \) in an interval \( 0 \leq r \leq \tilde{r} \), where \( \tilde{r} \) is much smaller than the horizon radius \( \Lambda_{fv} \). In region \( \tilde{r} \leq r \leq \Lambda_{fv} \), the field almost assumes the false vacuum value and the space is well approximated by a SdS metric. In region \( 0 \leq r \leq \tilde{r} \), the field does not feel the curvature of the spacetime and Eq. (3.34) should be well approximated by the flat spacetime equations. Outside this region, we can integrate Eq. (3.34) to get

\[
\mathcal{M} = E_{\text{flat}} + \frac{1}{2G} \frac{r^3}{\Lambda_{fv}^2},
\]

(3.54)

where \( E_{\phi} \) is the energy of the critical bubble in flat spacetime. The horizon appears at the place where \( f \) vanishes or, equivalently, \( 2G\mathcal{M}(r) = r \). To first nonzero order in \( G \), we get

\[
r_H = \Lambda_{fv} - GE_{\text{flat}}.
\]

(3.55)

Since the bounce action only depends on the horizon radius, the tunneling exponent Eq. (3.40) is given by

\[
B = 2\pi \Lambda_{fv} E_{\text{flat}} = \frac{E_{\text{flat}}}{T_{\text{dS}}},
\]

(3.56)

where from Appendix A, \( T_{fv} = 1/2\pi \Lambda_{fv} \). This is the expected Boltzmann exponent that we would obtain for nucleation of a critical bubble in flat spacetime at a temperature \( T = T_{\text{dS}} \). However, because \( T \ll 1/\tilde{r} \), the high temperature bounce has multiple negative modes and must be discarded.

### 3.3.2 Strong gravity and oscillating bounces

Increasing the gravitational constant shrinks the horizon radius \( \Lambda_{fv} \) and leaves less and less space for the wall separating the two vacua. As \( \Lambda_{fv} \) becomes comparable to or smaller than the natural width of the wall, \( \phi \) is restricted to an increasingly narrow range of values around the top of the barrier. Eventually \( \phi(0) \) and \( \phi(r_H) \) merge and the field becomes spatially homogeneous. This is the usual Hawking-Moss bounce whose \( O(5) \) symmetry contains both \( O(4) \) and \( O(3) \times O(2) \) as subgroups. This is illustrated in Fig. 3.4. This is very similar to the behavior of \( O(4) \)-symmetric bounces described in [24, 26].

When the solution approaches the Hawking-Moss bounce, \( \delta \phi = \phi(r) - \phi_{\text{top}} \) becomes small and this enables us to use an expansion in powers of \( \delta \phi \) in Eq. (3.27)-Eq. (3.29). Because the variation of the field is small, the background metric remains very close to a de Sitter metric with \( \Lambda = \Lambda_{\phi_{\text{top}}} \).
Figure 3.4: Increasing $G$ leaves less and less room for the wall. As a result $\phi$ varies less over the horizon volume. In this graph the markers on the left of the barrier show $\phi(0)$ and the markers on the right of the barrier $\phi(r_H)$ for different $G$. Black circles, red diamonds, green triangles and the orange square show $\phi(0)$ and $\phi(r_H)$ in order of increasing $G$. For small $G$ (black circles), the field starts very close to the true vacuum at the center and ends very close to the false vacuum at the horizon. Increasing $G$ makes the change in $\phi$ smaller. Eventually, for a critical value of $G$ which is calculated in this section, the two points merge (orange square). This corresponds to a Hawking-Moss solution.

The analysis presented here is along the lines of [25]. To zeroth order in $\delta \phi$, the solution to field equations are

$$
\phi(r) = \phi_{\text{top}} ,
$$

$$
f(r) = 1 - H^2 r^2 , \quad \text{where} \quad H^2 = \frac{8\pi G}{3} U_{\text{top}} . \tag{3.57}
$$

Expanding $\phi$ and $f$ as

$$
\phi(r) = \phi_{\text{top}} + \delta \phi(r) ,
$$

$$
f(r) = f_0(r) + \delta f(r) = 1 - H^2 r^2 + \delta f(r) ,
$$

$$
V(\phi) = V_{\text{top}} + H^2 \left( -\frac{\beta}{2} \phi^2 + \frac{b}{3} \phi^3 + \frac{\lambda}{4} \phi^4 \right) . \tag{3.58}
$$

The boundary conditions for $\delta f$ and $\delta \phi$ are

$$
\delta \phi'(0) = 0 , \quad \delta f(0) = \delta f(\Lambda_{\text{top}}) = 0 , \quad \delta \phi'(\Lambda_{\text{top}}) \left[ -2H_{\text{top}} + \delta f'(\Lambda_{\text{top}}) \right] = \frac{dV}{d\phi} \bigg|_{\Lambda_{\text{top}}} . \tag{3.59}
$$
Using Eq. (3.58) in Eq. (3.33) and Eq. (3.35) leads to
\[
\frac{d}{dr}\left[r^2\delta\phi'(f_0 + \delta f)\right] + 4\pi Gr(\delta\phi')^3(f_0 + \delta f) = H^2(-\beta\delta\phi + b(\delta\phi)^2 + \lambda(\delta\phi)^3),
\]
\[
\frac{d}{dr}[r(1 - f_0 - \delta f)] = \kappa r^2 \left[\frac{1}{2}(\delta\phi')^2f + V_{\text{top}} + H^2 \left(-\frac{\beta}{2}(\delta\phi)^2 + \frac{b}{3}(\delta\phi)^3 + \frac{\lambda}{4}(\delta\phi)^4\right)\right].
\]  

Equation Eq. (3.61) implies that the first correction in $\delta f$ is of order $\delta\phi^2$. This simplifies the first equation immensely:
\[
\delta\phi''(1 - H^2r^2) + \delta\phi'(-4H^2r + \frac{2}{r}) + 4\pi Gr(\delta\phi')^3(1 - H^2r^2) = H^2(-\beta\delta\phi + b(\delta\phi)^2 + \lambda(\delta\phi)^3).
\]  

Defining $y = rH_{\text{top}}$, which brings the horizon to $y = 1$, and keeping only the first nonzero order in $\delta\phi$ (the primes for the rest of this section denote differentiation with respect to $y$) leads to
\[
\delta\phi''(1 - y^2) - 4y\delta\phi' + \frac{2}{y}\delta\phi' + \beta\delta\phi = 0.
\]  

To bring this equation into a more familiar form we change variables to
\[
g(y) = y\delta\phi(y).
\]  

This leads to
\[
(1 - y^2)g'' - 2yg' + (\beta + 2)g = 0,
\]  

which is the Legendre equation of order $-\frac{1}{2} + \frac{1}{2}\sqrt{4\beta + 9}$. The boundary conditions Eq. (3.59) in terms of $y$ are
\[
\delta\phi'(0) = 0, \quad \phi' f'\big|_{y=1} = \frac{\partial U}{\partial \phi}\big|_{y=1}.
\]  

After some simple manipulation using Legendre’s equation, the boundary condition at $y = 1$ becomes
\[
(1 - y^2)g'' = 0,
\]  

As long as $g''$ is not more divergent than $1/(1 - y)$, this is satisfied automatically. The most general solution to Eq. (3.65) is a linear combination of $P_n(y)$ and $Q_n(y)$. Since all the $Q_n$’s are logarithmically divergent at $y = 1$, they can’t satisfy this equation. Therefore the solution must be proportional to $P_n(y)$. Let’s look at the expansion of $g$ around zero:
\[
g(y) = a_0 + a_1y + a_2y^2 + O(y^3).
\]
The boundary condition at \( y = 0 \) in terms of \( g \) and \( y \) is
\[
\left. \left( \frac{g}{y} \right) \right|_{y=0} = 0 .
\] (3.69)

To satisfy this boundary condition we need \( a_0 = a_2 = 0 \). The Taylor expansion of \( P_n(Q) \) is
\[
P_n(y) = \frac{\sqrt{\pi}}{\Gamma(\frac{1-n}{2})\Gamma(\frac{2+n}{2})} + \frac{n(n+1)\sqrt{\pi}}{2\Gamma(\frac{2-n}{2})\Gamma(\frac{4+n}{2})} y + \frac{n(n+2)(n^2-1)\sqrt{\pi}}{8\Gamma(\frac{3-n}{2})\Gamma(\frac{5+n}{2})} y^2 + O(y^3)
\] (3.70)

The only possible way for \( a_0 \) and \( a_2 \) to vanish is to choose \( n \) to be an odd integer. This makes the Gamma function infinite. This restricts \( \beta \) defined in Eq. (3.58) to \( \beta = n(n+1) - 2 \) where \( n \) is an odd integer. Therefore, if we drop all the non-linear terms in Eq. (3.62), the solutions exist only for very special values of \( \beta \). If we add the nonlinearities, it relaxes this condition. Since the Legendre polynomials form an orthogonal basis, we can expand any solution of the full nonlinear equation in this basis. We can rewrite Eq. (3.62) in terms of \( g \)
\[
(1 - y^2)g'' - 2yg' + (\beta + 2)g - bg^2 - \lambda g^3 = 0 .
\] (3.71)

Expanding the solution in terms of \( P_M(Q) \) (\( M \) is an odd integer):
\[
g(y) = \frac{1}{\sqrt{|\lambda|}} \sum_M A_M P_M(y) ,
\] (3.72)

and plugging back into Eq. (3.71) leads to
\[
\sum_M P_M(y) \left( (\beta + 2 - M(M+1)) A_M - \frac{b}{\sqrt{|\lambda|}} \sum_{I,J} p_{IJM} A_I A_J - sgn(\lambda) \sum_{I,J,K} q_{IJKM} A_I A_J A_K \right) = 0 ,
\] (3.73)

where the \( p \)'s and \( q \)'s are defined by
\[
p_{IJM} = \frac{(2M+1)}{2} \int_{-1}^{1} dy P_I(y) P_J(y) P_M(y) ,
\] (3.74)
\[
q_{IJKM} = \frac{(2M+1)}{2} \int_{-1}^{1} dy P_I(y) P_J(y) P_K(y) P_M(y) .
\] (3.75)

Since the nonlinear terms are small, we expect the solution to the field equations to be close to the solutions for the linearized equation. Let’s assume that the solution is very close to one of

---

6This is very similar to the results obtained for \( O(4) \)-symmetric solutions in [29]. There \( \beta \) had to be equal to \( N(N+3) \) for integer \( N \)'s.
the $P_N(y)$ modes where $\Delta = \beta + 2 - N(N + 1)$ is small ($N$ is an odd integer). Therefore all the expansion coefficients $A_M(M \neq N)$ in Eq. (3.72) are very small compared to $A_N$. Solving for $A_M$ to the lowest nonzero order leads to

$$A_M(\beta + 2 - M(M + 1)) - \frac{1}{\sqrt{\lambda}} bA_N^2 p_{NNM} = 0 , \quad M \neq N ,$$

$$A_N \Delta - \frac{b}{\sqrt{\lambda}} \left( A_N^2 p_{NNN} + 2A_N A_M p_{NMN} \right) - sgn(\lambda) A_N^3 q_{NNNN} = 0 .$$

From the first equation, we can solve for $A_M$. Plugging back into the second equation we have:

$$cA_N^3 + \frac{b}{\sqrt{\lambda}} p_{NNN} A_N - \Delta + O(A_N^3) = 0 ,$$

where

$$c = sgn(\lambda) q_{NNNN} + \frac{2b^2}{\sqrt{\lambda}} \sum_M p_{NNM} p_{NMN} \frac{1}{\beta + 2 - M(M + 1)} .$$

Since $N$ is an odd integer, $P_N(y)$ is an odd function and therefore $p_{NNN}$ vanishes. Solving for $A_N$ we have:

$$A_N = \sqrt{\frac{\Delta}{c}} .$$

Let’s assume that $b = 0$. The $N = 1$ solution corresponds to $\Delta = \beta$, which is positive. This makes $A_1$ a real and acceptable coefficient. In this case $g(y) = P_1(y) = y$ which corresponds to a field configuration which is constant because $\phi(y) = \frac{g(y)}{y}$. This solution is not acceptable because it is inconsistent with the change of variable in Eq. (3.64). So the first useful solution corresponds to the case $N = 3$, which which makes $\Delta = \beta - 10$. Because $\Delta$ is under the square root, it cannot be negative and this sets a minimum value for $\beta$,

$$\beta = \frac{V''(0)}{H^2} > 10 .$$

These are the solutions that start from one side of the barrier and end on the other side. They are acceptable tunneling configurations. $A_3$ gets smaller when $\beta$ approaches 10 from above and the bounce solution gets closer and closer to the top of the barrier and merges with Hawking-Moss solution at $\beta = 10$. For larger values of $N$ we will have similar situations. For example the $N = 5$ solution exists only for $\beta \geq 28$. This solution crosses the barrier twice. It has more than one negative mode and therefore not an acceptable tunneling configuration. In general, solutions for $N = 3 + 2k$ cross the barrier $k$ times and merge with Hawking-Moss when $\beta = 2(k+1)(2k+5)$. None of them are acceptable as tunneling configurations. Some of these solutions are shown in Fig. 3.5.
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Figure 3.5: Oscillating bounces for different values of $N$. Green solid line, blue dashed, red dotted and black dot-dashed lines represent solutions for $N = 1, 3, 5$ and 7. Only the blue line represents a tunneling instanton.

3.3.3 Large vacuum energy

Another limiting case that we can study is to keep $G$ fixed and raise the vacuum energies by adding a large constant to $V(\phi)$. On a pure vacuum solution, increasing the vacuum energy has the same effect on the metric as increasing $G$ and shrinks the horizon radius. This leaves less room for the wall and therefore the field spends more time near the top of the barrier and the analysis of the previous section applies. If the vacuum energy gets too large, the $O(3) \times O(2)$-symmetric solution merges with Hawking-Moss at the critical value of $\beta$ found in Eq. (3.81).

3.4 Numerical results

Because it was not possible to solve the field equations in a closed form, we tried to understand the qualitative behavior of these bounces by choosing a quartic potential. If we look at the expansion of $V(\phi)$ near $\phi = 0$, we need to at least keep terms to quartic order to capture the tunneling features. We considered quartic potentials with two minima. By shifting $\phi$, we set up the two vacua to be equally separated around the field space origin, with $\phi_{tv} = v$ and $\phi_{fv} = -v$. Any such potential can be written in the form

$$V(\phi) = \lambda \left( C_0 v^4 - k v^3 \phi - \frac{1}{2} v^2 \phi^2 + \frac{k}{3} v \phi^3 + \frac{1}{4} \phi^4 \right), \quad (3.82)$$
with $0 < k < 1$. The top of the barrier separating the two vacua is located at $\phi = -kv$. The theory is therefore characterized by four dimensionless quantities: $\lambda$, $C_0$, $k$ and

\[ h = 8\pi G v^2. \] (3.83)

The dependence on $\lambda$ is very simple and we can scale it out. If $\phi(x) = g(x)$ is a bounce solution for a given value $\lambda$, then $\phi(x) = g(\gamma x)$ will be a solution with $\lambda$ replaced by $\gamma^2 \lambda$. Therefore the strong coupling limit (large $\lambda$) is related to the weak coupling limit by a rescaling of distances. The action $S$ of the bounce is replaced by $\gamma^{-2} \lambda S$. Therefore the classical action has a nontrivial dependence on only the three remaining dimensionless parameters. We found it more useful to work with a different set of alternative parameters,

\[ \epsilon = \frac{1}{v^4} (V_{fv} - V_{tv}) = \frac{4}{3} \lambda k, \]

\[ \alpha = \frac{1}{v^4} (V_{top} - V_{fv}) = \frac{\lambda}{12} (3 - k)(1 + k)^3, \]

\[ U_0 = \frac{1}{v^4} V_{tv} = \lambda \left( -\frac{1}{2} - \frac{2k}{3} + C_0 \right). \] (3.84)

These parameters characterize the splitting between the energies of the true and false vacua, and between the top of the barrier and the false vacuum and the energy of the true vacuum, all in units of $v^4$. In the subsequent sections we study the dependence of the bounce solution on each of these parameters. We change one while keeping the others fixed and solve the bounce equations (3.27)-(3.29) numerically. Such a variation will correspond to a more complicated path in the $\lambda - C_0 - k$ plane and may extend to regions where $\lambda$ is large and therefore the coupling is strong. However, we are not concerned with this strong coupling since any large coupling solution can be mapped onto a weak coupling solution by the rescaling introduced in the beginning of this section.

### 3.4.1 Varying $G$

As mentioned in Sec. 3.5, increasing the gravitational constant causes the solution to approach the Hawking-Moss. In Fig. 3.6, the numerical solutions for different values of $G$ are shown. In these graphs $U_0$, $\epsilon$ and $\alpha$ are held fixed. Increasing $G$ causes the field to get close to the Hawking-Moss

\[ \text{This is explained in details in chapter 12 of [28].} \]
(purple dashed line) and eventually the $O(3) \times O(2)$ merges with the Hawking-Moss at a value of $\beta = 9.998$ which is in a very good agreement with what we found in Eq. (3.81). In this limit $\phi$ becomes spatially homogenous and $f$ corresponds to a pure de Sitter space with $\Lambda = \Lambda_{\text{top}}$.

### 3.4.2 Varying $U_0$

We also argued in Sec. 3.3.3 that the effect of increasing $V(\phi)$ by a constant density is qualitatively very similar to that of increasing $G$. Our numerical solutions show that this statement is correct and the solution merges with Hawking-Moss at a value given by Eq. (3.81). These numerical solutions are shown in Fig. 3.7.

### 3.4.3 Varying $\epsilon$

In flat space, changing $\epsilon$, the dimensionless difference between the false and true vacuum energy densities, changes the radius of bubble. For smaller $\epsilon$ the bubble must get bigger to compensate for the surface tension of the bubble wall. In Fig. 3.8 we showed the field profile and metric for different values of $\epsilon$. We also included graphs for $\epsilon = 0$, which corresponds to two degenerate minima, and also graphs for negative $\epsilon$’s which show tunneling from a true vacuum to a false vacuum. Neither of these cases are possible in flat spacetime at zero temperature, where the bubble radius approaches infinity as $\epsilon$ goes to zero. However, the situation is different in the presence of gravity. If the true and false vacua are both de Sitter, it is possible to tunnel upward [21]. What saves the bubble from collapsing due to both surface tension and vacuum energy differences in up tunneling is the Hubble flow of the de Sitter space provided that the initial bubble size is large enough.

There are qualitative differences between the CDL ($O(4)$ symmetric) and $O(3) \times O(2)$-symmetric cases. In the CDL case, tunneling from true to false vacuum proceeds by nucleation of bubble of true vacuum (which we can assume to be centered about the “north pole” of the four-sphere by using the de Sitter symmetry group) and the false vacuum region around the south pole. To describe the tunneling from false to true vacuum, we only need to to interchange the south and north pole labels. The situation is different for $O(3) \times O(2)$-symmetric bounces. The spacelike slices are three-balls with the bubble of the new phase at the center of a horizon volume and the

---

8The geometry of de Sitter space and the terms north and south poles are explained in Appendix. A.
Figure 3.6: Evolution of the bounce as the gravitational constant is varied. The first two panels show $\phi$ as a function of (a) $r$ and (b) $r/r_H$. In both cases the black dot indicates the value at the top of the barrier. The third panel shows $f = 1/A$ as a function of $r$. Reading from left to right, the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $8\pi Gv^2$ equal to 0.711, 0.704, 0.628, 0.251, and 0.126. In all cases $U_0 = 2$, $\alpha = 3$, and $\epsilon = 0.3$. 
Figure 3.7: Evolution of the bounce as the true vacuum energy $U_0$ is varied. The first two panels show $\phi$ as a function of (a) $r$ and (b) $r/r_H$. In both cases the black dot indicates the value at the top of the barrier. The third panel shows $f = 1/A$ as a function of $r$. Reading from left to right, the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $U_0$ equal to 2, 5, 10, 2, and 26.8 In all cases $8\pi G\nu^2 = 0.126$, $\alpha = 3$, and $\epsilon = 0.3$. 
old vacuum at the outer edge, extending to the horizon. There is no longer a symmetry between
the two regions and therefore the bounce solutions are different, as can be seen in Fig. 3.8

3.4.4 Varying $\alpha$

The most interesting behavior was that which corresponds to changing the barrier height $\alpha$. In-
creasing the barrier height has two effects. First, it increases the surface tension of the bubble
which in turn (as in flat spacetime) increases the bubble radius. Second, it makes the wall thinner.
The situation for bubble nucleation in de Sitter spacetime is shown in Figs. 3.9 and 3.10. For small
values of $\alpha$, illustrated in Fig. 3.9, the field starts very close to the true vacuum at the center and
approaches the false vacuum close to the horizon. However, in contrast with the flat spacetime
case, the wall gets closer to the center of the bubble as $\alpha$ and therefore $\sigma$ increases. This is due
to the shrinkage of the horizon radius which makes all of the evolution happen on a shorter scale.

However, when the field profiles are viewed as functions of $r/r_H$, the results resemble the flat space
case. In both cases, whether as a function of $r$ or $r/r_H$, the walls get thinner when $\alpha$ gets larger
and they get closer to the horizon.

We may expect from this pattern that by increasing $\alpha$ further we might make the wall arbitrarily
narrow and close to the horizon. However, this trend does not continue when the wall starts reaching
the horizon for larger values of $\alpha$. For very large values of $\alpha$, shown in Fig. 3.10, the wall is cut
by horizon and there is no false vacuum region near the horizon. This means that the thin-wall
approximation has already been broken, as proved in Sec. 3.2.5. $\phi(r_H)$ falls visibly short of the false
vacuum value as $\alpha$ gets bigger. [For the largest $\alpha$ shown here, $\phi(r_H) = -0.85v$.] The wall does not
get thinner and, as shown in panel b of Fig. 3.10, the shape of the wall does not change much. The
field profiles as functions of $r/r_H$ are almost indistinguishable. In this region the behavior of the
field as a function of $r$ near the horizon is

$$\phi(r) = \phi(r_H) + B\sqrt{r_H - r}, \tag{3.85}$$

for a constant $B$ that depends on the potential and therefore $\phi'$ diverges. But this divergence is a
matter of a bad coordinate system. Choosing the physical distance defined by

$$r_{\text{phys}} = \int_0^r dr' \sqrt{A(r')}, \tag{3.86}$$
Figure 3.8: Behavior of the bounce as $\epsilon$ is varied. Again, panels (a) and (b) show $\phi$ as a function of $r$ and of $r/r_H$, with the black dot indicating the value at the top of the barrier. Panel (c) shows the metric function $f = 1/A$. Reading from left to right, the dashed brown, dotted red, dot-dashed blue, and solid black lines correspond to $\epsilon$ equal to 2, 1, 0, and $-1$. For all cases $U_0 = 2$, $\alpha = 3$, and $8\pi G v^2 = 0.126$. 
Figure 3.9: Variation of the bounce with barrier height for small $\alpha$ with the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines corresponding to $\alpha$ equal to 1, 3, 5, 12, and 15. For all of these $U_0 = 2$, $\epsilon = 0.3$, and $8\pi Gv^2 = 0.126$. As in the previous figures, the black dot indicates the value of the field at the top of the barrier.
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Figure 3.10: Variation of the bounce with barrier height for large $\alpha$, with the short-dashed purple, long-dashed brown, dotted red, dot-dashed blue, and solid black lines corresponding to $\alpha$ equal to 15, 20, 25, 40, and 100. For all of these $U_0 = 2$, $\epsilon = 0.3$, and $8\pi G v^2 = 0.126$. As in the previous figures, the black dot indicates the value of the field at the top of the barrier.
as a coordinate removes this divergence. Even when $\phi'(r)$ develops a singularity, the boundary conditions introduced in Eq. (3.36) and Eq. (3.37) still hold. The actions of these bounces, which only depend on the horizon radius, remain finite and therefore we can neglect this coordinate singularity.

### 3.5 Summary and conclusions

In this chapter we studied bounces with $O(3) \times O(2)$ symmetry. These bounce solutions show the thermal nucleation of a single bubble at the center of a horizon volume. The conventional interpretation of these bounces is the creation of two bubbles. However following the interpretation of [27] and taking a constant $\tau$ slice through the center of the bubble (which is topologically a three-sphere) gives the configuration of metric and the scalar field inside a horizon volume without any reference to quantities beyond the horizon.

We used general quartic potentials and scanned the parameter space of these potentials. We showed numerically and analytically that increasing the gravitational constant $G$ or adding a large positive constant to the field potential $V(\phi)$ drives the bounce towards the Hawking-Moss solution and calculated the threshold for $G$ at which the independent $O(3) \times O(2)$ solutions ceases to exist in Eq. (3.81).

The effects of decreasing $\epsilon$, the energy difference between the true and false vacua, is very different from their flat space counterparts. In flat space decreasing $\epsilon$ makes the bubble radius large. As $\epsilon$ tends to zero, this radius goes to infinity and there is no tunneling from false to true vacuum. However, in these $O(3) \times O(2)$-symmetric solutions, because of the existence of the horizon and a nonzero temperature, very small $\epsilon$ is not a very special point in the parameter space and the solutions for both transitions from true to false vacua and vice versa are possible. If $\epsilon$ gets too large (either negative or positive), it loses its significance because after a while the field does not start close to the true vacuum and therefore does not see a very large $\epsilon$.

The effect of increasing the barrier heights is quite notable. In flat space, increasing the barrier height increases the surface tension and, as a result, pushes the bubble radius outwards and makes the wall thinner. But this is not completely true for our solutions. Increasing the barrier height increases the surface tension and as a result decreases the horizon radius. Therefore the wall is
pushed inwards (in $r$ coordinates). But if we look at the field profiles as functions of $r/r_H$, the situation is more similar to the flat space case. The wall is pushed outwards and gets narrower. This behavior continues until the wall reaches the horizon and in this regime increasing the barrier heights further does not make the wall thinner. The scalar field rapidly changes near the horizon and $\phi'$ develops a singularity near the horizon. However it is a coordinate singularity and none of the physical quantities blow up.

For our solutions to be relevant to tunneling processes, it is not sufficient for them to satisfy the field equations. The fluctuations around these solutions must have one and only one negative mode. If there are more than one negative mode, it is an indication that there is another path in field space that has a lower Euclidean action and that dominates the decay. There are potentially three different types of negative modes for our $O(3) \times O(2)$-symmetric solutions. The first one is the usual $\tau$-independent negative mode corresponding to increasing or decreasing the radius of the bubble. This is what we expect for a critical bubble and we expect it to always be present. The second type of negative modes is similar to the negative modes explained in Sec. 2.5 which correspond to modulating the amplitude of the expansion-contraction mode with a sinusoidal variation in imaginary time. As explained in 2.5 these additional modes are present when the radius of the bubble is much smaller than the horizon radius and therefore we have to discard these very small bubbles. The third type of negative modes is closely related to the four-sphere geometry of the bounce. The easiest way to visualize this mode is by looking at the shaded region in Fig.3.3. If this region gets too narrow, we can reduce its length and therefore its action by moving along the $\tau$ direction. This mode may be avoided if the radius of bubble is not too small and the the wall is not very thin. This is the same parameter region which we may need to be in to avoid the second type of negative modes.

Even if these $O(3) \times O(2)$ symmetric bubbles have only one negative mode, they will not be very relevant if their action is higher than the CDL action. One of our main motivations for studying these solutions was checking whether the $O(4)$-symmetric solutions continue to be the dominant solutions in curved spacetime or not. In Fig.3.11 we plotted the action of our solutions compared to the CDL bounce. It is clear from the graphs that in all of these cases the CDL bounces have lower action and therefore are the dominant path of tunneling. This is in agreement with the thin-wall approximation and brane nucleations presented in [35]. However we did not restrict ourselves to
Figure 3.11: Comparison of the tunneling exponents for the CDL bounce (red diamonds) and the O(3)×O(2)-symmetric bounce (black circles) as one parameter is varied with the other three held fixed. When held fixed, $U_0 = 2$, $\alpha = 3$, $\epsilon = 0.3$, and $8\pi G v^2 = 0.126$.



the thin-wall limit and by scanning over a much larger portion of the parameter space, although not conclusively, we provided more evidence that the $O(4)$-symmetric bounces are the dominant tunneling paths even in curved spacetime.
In Chapter 3 we gave a plausible argument that even in the presence of gravity the bubbles with $O(3) \times O(2)$ symmetry are subdominant and $O(4)$-symmetric bubbles dominate. But all of the theories we studied were Lorentz invariant field theories. In this chapter we study a three-component spatial vector field theory which prefers non-spherical bubbles as the dominant mode of the decay. The model we study has a field that transforms under spatial rotations and that has different longitudinal and transverse speeds of sound. This chapter is based on [43]. First we show that the domain wall tension depends on the orientation of the wall and describe analytical and numerical methods to calculate this orientation-dependent domain-wall tension. We then show how to calculate the shape of the critical bubble for thermal tunneling. The tunneling exponents get modified by a factor of the ratio of the speeds of sound in the longitudinal and transverse directions. If this ratio goes beyond (a model dependent) threshold, the flat wall becomes unstable to the formation of zigzag segments of wall. This causes a kink in the shape of the critical bubble. The scaling of the tunneling exponents with the speeds of sound is very different from what we expect for smooth bubbles.
CHAPTER 4. BUBBLE NUCLEATION IN SPATIAL VECTOR FIELDS

4.1 Motivations and outline

As mentioned earlier, most first-order phase transitions happen through thermal or quantum nucleation of a bubble of true vacuum in the surrounding false vacuum. In this chapter we focus on thermal nucleation of bubbles. If the bubble is too small, the surface tension makes it collapse to nothing. If it is too large, it expands to complete the phase transition. In this sense, we need to create a critical bubble which corresponds to the lowest saddle point of the energy functional with only one negative eigenvalue, along the direction of expansion-contraction. For thermal tunneling, the dominant solutions are constant in time. Therefore time variable is treated separately and in general easier to study. This makes the non-relativistic theories which have vectors transforming under the spatial rotation group interesting. Studying them may shed light on many subtleties which are difficult to see in other contexts. For the case of scalar fields in N spatial dimensions, it has been shown \[ 6, 44 \] that the $O(N)$ symmetric solutions have the lowest action. The probability $\Gamma$ of creating a bubble of radius $R$ is

$$\log \Gamma = -\frac{E_s}{k_B T},$$

(4.1)

where $E(R)$ is given by

$$E(R) = \sigma \Omega_N R^{N-1} - \Delta V \Omega_N R^N,$$

(4.2)

where $\Delta V = V_{fv} - V_{tv}$ and $\Omega_N$ is the area of a unit N-sphere. The surface tension $\sigma$ depends on the path $\gamma$ in the field space that takes the field from false vacuum to near the true vacuum

$$\sigma = v_F \int_\gamma d\phi \sqrt{2V}.$$

(4.3)

The scaling with the Fermi velocity $v_F$ follows from the equations of motion. For the critical bubble we choose the path that minimizes Eq. (4.3) and then we minimize Eq. (4.2) with respect to $R$. This leads to the commonly used estimate for the tunneling rate.

$$\log \Gamma \sim \frac{\sigma^N}{(\Delta V)^{N-1}} \frac{1}{k_B T},$$

(4.4)

In this chapter we will generalize the theory to include vector fields. Our motivation arises from condensed matter systems such as liquid crystals, Helium 3 and Langmuir monolayers\[45, 52\].

In cases like the famous A-B transition in liquid $^3$He, the system shows different longitudinal and transverse speeds of sound. However, people used to study their nucleation properties using spherical bubbles.
study models which show non-spherical bubbles. To do so, we use spatial N-dimensional vector fields in an (N+1)-dimensional spacetime. These vectors transform under the spatial rotation group and have different speeds of sound in the longitudinal and transverse directions. The Lagrangian for this model is

\[ L = \frac{1}{2} \left( \dot{\phi}_i^2 - c_T^2 \partial_i \phi_j \partial_j \dot{\phi}_i - (c_L^2 - c_T^2) \partial_i \phi_i \partial_j \dot{\phi}_j \right) - V(\phi_i) . \] (4.5)

The transitions occur between the two minima of the potential \( V \), which we denote by \( \vec{\phi}_\pm \). To avoid ghost-like instabilities we need \( c_L \geq c_T \). When \( c_L \neq c_T \), the potential can minimally break the spatial \( SO(N) \) symmetry. We will consider this minimal breaking. In this set up, \( (\vec{\phi}_+ - \vec{\phi}_-) \) specifies a direction which is the direction of the longitudinal wall and causes non-spherical bubbles.

We first study the planar domain-walls in \( 4.2 \) and set up numerical and analytical results to determine the orientation dependence of the tension. We show a variety of different behaviors of \( \sigma(\theta) \), the tension of the wall oriented at the polar angle \( \theta \), in appendix \( B \). An instability in the flat wall is studied in \( 4.2.2 \) and the corresponding effects on bubble shape are shown in \( 4.3 \). When \( c_T \) is not much smaller than \( c_L \), the bubble shape is close to a sphere. By increasing this ratio, the bubble shape gets more and more skewed and after reaching a critical value, it becomes a multivalued function of angle. In \( 4.3 \) we study these effects and give the correct interpretation of the singular shape of the bubble and find the corrections made to the tunneling exponents and transition rate. These techniques are identical to the one used for equilibrium bubbles, known as the Wulff construction\[53\]. It has been applied to “soft matter” systems like liquid crystals and Langmuir monolayers\[45, 49–52\]. Our result agrees with the major conclusions in these earlier works.

\section*{4.2 Orientation Dependence}

The equation of motion derived from the Lagrangian in Eq. \( 4.5 \) is

\[ \ddot{\phi}_i - c_T^2 \partial_j \partial_j \phi_i - (c_L^2 - c_T^2) \partial_i \partial_j \phi_j = - \frac{\partial V}{\partial \phi_i} . \] (4.6)

Here it is more apparent that \( c_T \) and \( c_L \) correspond to the transverse and the longitudinal sound speeds. To make the transitions possible, the potential \( V \) must have at least two isolated local
minima. There are many potentials which show this feature. For example, if a vector field $\vec{\phi}$ is put in an external field $\vec{H}$, the potential to the second order in the external field $H$ is

$$V(\vec{\phi}) = \frac{m^2}{2}|\vec{\phi}|^2 + \frac{\lambda}{4}|\vec{\phi}|^4 + a(\vec{H} \cdot \vec{\phi}) + b(\vec{H} \cdot \vec{\phi})^2 + c(\vec{H} \times \vec{\phi})^2 + f(\vec{H})^2(\vec{\phi})^2. \quad (4.7)$$

Here we assume that $c = f = 0$. Neglecting $a$ and assuming $b < 0$ makes the direction parallel to $\vec{H}$ preferable. If $b|\vec{H}|^2 + m^2/2 < 0$, we get two degenerate vacua at

$$\vec{\phi}_\pm = \pm \sqrt{\frac{m^2 + 2b|\vec{H}|^2}{\lambda}} \frac{\vec{H}}{|\vec{H}|}. \quad (4.8)$$

The degeneracy in the minima can be removed by allowing a small $a$ to allow a first order phase transition. This example shows how generic this model is. Our further analysis in this chapter will be independent of the form of the potential in Eq. (4.7). Later we show other examples. We start by considering a potential with two almost degenerate vacua. This allows for a thin-wall approximation which simplifies the problem to that of finding the tension for different orientations.

Since the interpolation between the two vacua connects two vectors in the field space, it breaks the spatial rotational symmetry, as shown in Fig.4.1. $\vec{\phi}_-$, which is the field at the true vacuum (interior of the bubble), is shown as red arrows and $\vec{\phi}_+$, the vector field at the false vacuum (exterior of the bubble), is shown as blue vectors. The transition between them in different orientations corresponds to different contributions from gradient terms in the longitudinal and transverse directions which in turn makes the action along the walls (which per unit area is the tension) dependent on the orientation. The longitudinal ones are the most massive domain walls. The field wants to spend less time in those orientations. This skews the shape of bubble and creates non-spherical bubbles. Here we will provide the general formalism to find $\sigma(\theta)$, and then in Sec.4.3 we will use this to find the bubble shape.

### 4.2.1 Domain walls in two spatial dimensions

The easiest cases to study are flat domain walls in a theory with vector fields in two spatial dimensions. The domain wall solutions for the case of degenerate vacua are static solutions of the equations of motion obtained in Eq. (4.6)

$$-c_T^2(\partial_x^2 + \partial_y^2)\phi_x - (c_L^2 - c_T^2)\partial_x(\partial_x \phi_x + \partial_y \phi_y) = -\frac{\partial V}{\partial \phi_x},$$

$$-c_T^2(\partial_x^2 + \partial_y^2)\phi_y - (c_L^2 - c_T^2)\partial_y(\partial_x \phi_x + \partial_y \phi_y) = -\frac{\partial V}{\partial \phi_y}. \quad (4.9)$$
Figure 4.1: The blue (longer) and red (shorter) arrows represent the vector field at the two vacua. The thick green line is the domain-wall. From left to right, we show a longitudinal wall, a transverse wall, and a wall with orientation $\theta$. The orientation is defined such that for a longitudinal wall $\theta = 0$, and for a transverse wall $\theta = \pi/2$.

If the wall is along the $x$ direction, the boundary conditions can be written as

$$\partial_x \vec{\phi} = 0,$$

$$\lim_{y \to \pm \infty} \vec{\phi}(x, y) = \vec{\phi}_\pm,$$  \hspace{1cm} (4.10)

where $\vec{\phi}_\pm$ are the true and false vacua. Similarly if the wall is parallel to $\vec{v}$ and orthogonal to $\vec{u}$ the boundary conditions can be written as

$$\left(\vec{v} \cdot \nabla\right)\vec{\phi} = 0,$$

$$\lim_{\lambda \to \pm \infty} \vec{\phi}(\lambda \vec{u}) = \vec{\phi}_\pm.$$  \hspace{1cm} (4.11)

(4.12)

For a given wall, we can always rotate the coordinate systems (and at the same time $\vec{\phi}$) to set $\vec{u}$ to be along the $y$-axis. If the rotation is through an angle $\theta$ and the rotated vector field is $\vec{\phi}$, we can define the rotated potential $V$ as

$$V(\vec{\phi}_x, \vec{\phi}_y) = V(\phi_x \cos \theta + \phi_y \sin \theta, \phi_y \cos \theta - \phi_x \sin \theta) = V(\phi_x, \phi_y).$$  \hspace{1cm} (4.13)

In terms of this new field $\vec{\phi}$, the wall is along the $x$ axis and therefore $x$-independent. After this we will drop the tildes for simplicity. The field profile only depends on $y$. This simplifies the equation of motion to

$$-c_T^2 \partial_y^2 \phi_x = -\frac{\partial V}{\partial \phi_x},$$

$$-c_L^2 \partial_y^2 \phi_y = -\frac{\partial V}{\partial \phi_y}.$$  \hspace{1cm} (4.14)
The tension of the domain wall is given by the total energy per unit $x$ (assuming the potential of the vacua is set to be zero).

$$\sigma(\theta) = \int dy \left[ \frac{1}{2} \left( c_L^2 \partial_y^2 \phi_x + c_T^2 \partial_x^2 \phi_y \right) + V_\theta \right] = 2 \int dy V_\theta .$$

(4.15)

The last step came from integrating the equations of motion in Eq. (4.14). The practical way to find the domain-wall solution is to numerically minimize this tension[54–56], which is what we do in Appendix B.

For a general potential, the orientation dependence of $\sigma$ can be complicated. Here we start from a simple and, in some sense, the typical case. Imagine the situation where at $\theta = 0$ the interpolation is purely longitudinal$^2$ $\phi_x = \text{const}$. Since a rotation of $\pi/2$ just exchanges $\phi_x$ and $\phi_y$, the interpolation will become purely transverse with $\phi_y = \text{const}$. It is then easy to work out from Eq. (4.15) that

$$\sigma(0) = c_L \int_{\text{path}} \sqrt{2V} |d\vec{\phi}|,$$

$$\sigma\left(\frac{\pi}{2}\right) = c_T \int_{\text{path}} \sqrt{2V} |d\vec{\phi}|,$$

(4.16)

where the two integration paths are the same, so

$$\frac{\sigma(0)}{\sigma\left(\frac{\pi}{2}\right)} = \frac{c_L}{c_T} .$$

(4.17)

Potentials given by Eq. (4.7) when $m^2 > 0$ satisfy Eq. (4.17). So do the simpler potentials we use in Appendix B. They not only show a good agreement with Eq. (4.17), but also demonstrate an excellent fit to a naïve interpolation,

$$\sigma(\theta) = \sigma(0) \cos^2 \theta + \sigma\left(\frac{\pi}{2}\right) \sin^2 \theta,$$

(4.18)

in the regular range of parameters. From the symmetry of the problem, it seems natural to expand $\sigma(\theta)$ as a polynomial of $\sin^2 \theta$ and keep the lowest order terms.

We also analyze two extreme choices of parameters in Appendix B. One of them corresponds to Eq. (4.18) and the other satisfies

$$\sigma(\theta) = \sqrt{\sigma(0)^2 \cos^2 \theta + \sigma\left(\frac{\pi}{2}\right)^2 \sin^2 \theta} .$$

(4.19)

$^2$Note that we talk about a particular solution, instead of imposing some symmetry on $V$. This is necessary. One might try a rotational symmetry on $V$ along the vector $(\vec{\phi}_+ - \vec{\phi}_-)$. That turns out to be neither necessary nor sufficient to guarantee that $\phi_x$ is constant.
It turns out that Eq. (4.18) and (4.19) are quite representative for our further analysis. Despite their simple forms which will simplify the calculation, they can actually have dramatically different behaviors.

### 4.2.2 Flat Wall Instability

Because $c_L > c_T$ and $\vec{\phi}_+ - \vec{\phi}_-$ is along the $y$-axis, it is apparent from Eq. (4.17) that the wall in the longitudinal direction has the highest tension $\sigma(0)$. Since the energy of a domain wall is proportional to its length, we would naively expect straight flat walls to have the lowest energy. However, if in some direction the wall gets too heavy, it may be favorable to create a wall which is longer (not straight-line) but with lower energy. Therefore, even if the boundary condition is set up to preserve the $x$ translational symmetry, the minimum energy interpolation can spontaneously break that symmetry. The full treatment of this problem is to remove the condition (4.11) and see if a symmetry breaking configuration can further minimize the total energy. However, this approach requires a complicated numerical work and we will not pursue it in this chapter. We will simply demonstrate this possibility in the thin-wall approximation.

The total energy is a functional of the domain-wall shape, $y(x)$,

$$E[y(x)] = \int_{x_1}^{x_2} \sigma(-\tan^{-1}y')\sqrt{1+y'^2}dx = \int_{x_1}^{x_2} \frac{\sigma(\theta)}{\cos \theta} dx.$$  (4.20)

Here $y'$ denotes the derivative with respect to $x$. Now, given a symmetric boundary condition $y(x_1) = y(x_2)$, we can study whether the flat wall is stable to perturbations that deform the wall and, if it is unstable, we can look for other configurations which have the lowest possible energy. Expanding $E$ near $\theta = 0$ gives (assuming $\sigma(0)$ is a stationary point)

$$E \approx E_{\text{flat}} + \int_{x_1}^{x_2} \left( \frac{1}{2} \frac{d^2 \sigma}{d\theta^2} \bigg|_{\theta=0} + \frac{\sigma(0)}{2} \right) \delta \theta^2 dx.$$  (4.21)

Thus, the perturbative stability condition is

$$\frac{1}{\sigma(0)} \frac{d^2 \sigma}{d\theta^2} \bigg|_{\theta=0} > -1.$$  (4.22)

Next, the non-perturbative instability can occur if there is a $\theta \neq 0$ such that

$$\sigma(\theta) < \sigma(0) \cos \theta.$$  (4.23)
When either or both instabilities exist, there is a critical angle $\theta_c$ such that $\sigma(\theta_c)/\cos\theta_c$ is the global minimum, and the wall prefers to settle into the zig-zag configuration in which every segment is oriented at $\theta_c$, as shown in Fig. 4.2. It is favorable to not have many corners which will cost more energy. It is straightforward to see that domain walls more massive than $\sigma(\theta_c)$ always break into zigzags, while less massive walls are unaffected.

The edges of the zigzag will contribute to the energy of the wall and the thin-wall approximation will break down at the sharp corners. A more careful treatment using thick-wall effects is necessary. However, if the distance between points $x_1$ and $x_2$ is large enough and there are not many kinks, the contribution from the corners will be negligible and the zigzag walls will have lower energy and still be favorable. For the case of bubbles, we will not necessarily have the possibility of making the energy of the kinks negligible. However if the difference between the energy of the true and false vacuum is small, the bubble size will become very large and we can restore the results for the breakdown of flat walls.

The two examples whose $\sigma(\theta)$ is given by Eq. (4.18) and Eq. (4.19) show very different behaviors for different ratios of $c_L/c_T$. While the latter always gives stable flat walls, the former develops

---

3There are two different scales for nucleation of kinky bubbles. One of them is the thin-wall approximation which demands that the physical length in which the transition happens be small compared to the radius of the bubble. We can achieve this approximation by making the energy difference of the two vacua small. The other hierarchy we need is the smallness of the energy of the kinks to the energy stored in the surface tension of the wall. Fortunately this also can be achieved by creating a large bubble. Therefore, in order to make both of these approximations valid, we just need to make the two vacua almost degenerate.
kinks once

\[
\frac{\sigma(0)}{\sigma(\pi/2)} = \frac{c_L}{c_T} > 2. \tag{4.24}
\]

A flat wall with \( \theta = 0 \) would break and settle into zigzag segments with

\[
\theta_c = \sin^{-1}\sqrt{\frac{\sigma(0) - 2\sigma(\pi/2)}{\sigma(0) - \sigma(\pi/2)}} = \sin^{-1}\sqrt{\frac{c_L - 2c_T}{c_L - c_T}}. \tag{4.25}
\]

The wall shape and energy between two points \( x_1 \) and \( x_2 \) for the latter are shown in Fig. 4.3.

Figure 4.3: The right figure is the energy stored in the wall connecting points \( x_1 \) and \( x_2 \) (left figure) vs the angle \( \theta \). The solid blue, dashed purple, dot-dashed red and dotted green lines correspond to \( c_L/c_T = 1.5, 2, 2.5 \) and 3. The dots show the angle with minimum energy. Clearly, for high ratios of \( c_L/c_T \), the zigzag walls (\( \theta_{\text{min}} \neq 0 \)) are energetically favorable.

### 4.3 Bubble Shape

In order to allow a phase transition, we have to break the degeneracy between the two vacua and in order to keep the thin-wall approximation valid, the energy difference between the two vacua should be kept small. The phase transition via thermal bubble nucleation has a rate

\[
\Gamma \sim \exp \left[ -\frac{E_s}{k_B T} \right], \tag{4.26}
\]

where \( E_s \) is the saddle point energy of the bubble. We can find this saddle point by treating \( E \) as a functional of the bubble shape \( y(x) \),

\[
E[y(x)] = \text{(surface integral of } \sigma) - \Delta V(\text{volume})
\]

\[
= 4 \int dx \left[ \sigma \left( -\tan^{-1} y' \right) \sqrt{1 + y'^2} - y \Delta V \right]. \tag{4.27}
\]
We put the origin at the center of the bubble. The bubble has a reflection symmetry along both the $x$- and $y$-axes. Therefore the contributions from different quadrants to the bubble energy are equal and we can keep only the first quadrant. In this quadrant $y' = -\tan \theta$. This configuration is shown in Fig. 4.4. To minimize the energy functional, we need to specify the boundary conditions. The ordinary boundary conditions are $y'(0) = 0$ and $y(x_{\text{max}}) = 0$ at some unknown value of $x_{\text{max}}$, which will be determined later by the energy difference between the two vacua. But we learned from Sec. 4.2.2 to replace $y'(0) = 0$ by $y'(0) = -\tan \theta_c$. Despite that $y(x)$ is not smooth, it does eliminate the boundary variation and is indeed what we get from the Euler-Lagrange equation. A more formal argument is to write down $E[x(y)]$ instead, for which the standard choice, $x = 0$ and $x' = 0$ does not exclude the kink. The resulting Euler-Lagrange equation is essentially the same and we can just use it.

![Figure 4.4: Bubble shape in the first quadrant.](image)

We will keep it simple and solve the Euler-Lagrange equation for Eq. (4.27).

$$\Delta V = \frac{d}{dx} \left[ \frac{d\sigma}{dy'} \sqrt{1 + y'^2} + \frac{y'}{\sqrt{1 + y'^2}} \right] = \frac{d}{dx} \left( \sigma \sin \theta + \frac{d\sigma}{d\theta} \cos \theta \right). \quad (4.28)$$

The general solution for $x$ is

$$x(\theta) = \text{const.} + \frac{1}{\Delta V} \left( \sigma \sin \theta + \frac{d\sigma}{d\theta} \cos \theta \right). \quad (4.29)$$

The quantity in the parentheses is zero at both $\theta = \theta_c$ and $\theta = 0$. Therefore, solutions starting at either value will eliminate boundary variations, as promised, and also set that integration constant
to zero. We can then integrate to find

\[ y(\theta) = \frac{1}{\Delta V} \left( \sigma \cos \theta - \frac{d\sigma}{d\theta} \sin \theta \right). \]  

(4.30)

For the case of higher dimensions, the structure of the potential can further break the SO\((N - 1)\) symmetry, since the exact interpolation between \(\vec{\phi}_\pm\) may still involve nontrivial profiles of the transverse fields. But if the solutions retain SO\((N - 1)\) symmetry the generalization to higher dimensions is straightforward. We can choose the \(x_N\)-axis along \((\vec{\phi}_+ - \vec{\phi}_-)^\pm\) and denote it by \(x_L\) and \(x_1\) to \(x_{N-1}\) as the transverse directions \(x_T\). In these cases \(\sigma\) is only a function of the polar angle \(\theta\) and the energy is

\[ E[x_L(x_T)] = 2\Omega_{N-2} \int dx_T x_T^{N-2} \left( \sigma (\tan^{-1} x_T^L) \sqrt{1 + x_T^2} - \Delta V x_L \right), \]  

(4.31)

where \(\Omega_{N-2}\) is the area of a unit \((N - 2)\)-sphere and \(x_T = \sqrt{\sum_{i=1}^{N-1} x_i^2}\).

This leads to the general solution,

\[ x_T(\theta) = \frac{(N - 1)}{\Delta V} \left( \sigma \sin \theta + \frac{d\sigma}{d\theta} \cos \theta \right), \]  

(4.32)

\[ x_L(\theta) = \frac{(N - 1)}{\Delta V} \left( \sigma \cos \theta - \frac{d\sigma}{d\theta} \sin \theta \right). \]  

(4.33)

Although this is a naive generalization of [53], we should take a closer look. Note that by symmetry we have \(\frac{d\sigma}{d\theta} = 0\) at 0 and \(\pi/2\). Also, for simplicity we can treat \(\sigma(\theta)\) as a monotonically decreasing function. So we can see that \(x_N\) is positive definite, but there is a risk of \(x_T\) being negative. Since \(x(\pi/2)\) is still always positive definite, and \(x\) goes to zero exactly at \(\theta_c\), if we naively plot Eq. (4.33) for the range \(\theta \in [0, 2\pi]\), we may get something like a wrapped candy, as in Fig 4.5. We will provide a simple argument using the number of negative modes to prove the following statement:

Eq. (4.33) always gives the correct critical bubble profile. When the flat longitudinal domain-wall is stable, this solution is valid for \(0 < \theta < \pi/2\). When the flat longitudinal domain-wall is unstable, we should take the largest \(\theta_c\) such that \(x_T(\theta_c) = 0\) and use the portion \(\theta_c < \theta < \pi/2\). Therefore in Fig 4.5 we only keep the middle part of the candy shape region.

Any valid tunneling configuration must have one and only one negative mode, in the expansion-contraction direction. The energy should increase for any other perturbation. This means that
fluctuations of the wall shape should still correspond to positive modes and every segment of the wall should still settle into a minimum energy configuration. However, in the contraction-expansion direction we must have a maximum energy. Let’s go back to the (2+1)-dimensional case and pick two pieces of wall and glue them together. Since these pieces satisfy Eq. (4.33), they are indeed local minima with respect to fluctuations that change the shape of the wall. However, to get one negative mode, at the location of gluing, we must have a maximum of energy for the critical bubble. This situation is shown in Fig. 4.6. We see that, at least for the case that satisfies Eq. (4.18), for large values of $c_L/c_T$ this angle is not at zero and therefore there are kinky bubbles. To make this more rigorous, let’s look at Fig. 4.7. We can glue the two pieces, as in the right panel, using a smaller portion of the two shells. Also, can we take the two shells further apart and interpolate between them with zigzag walls. The former possibility is making the bubble smaller, while the later is making it bigger. Through a pictorial argument, we can show that they both make the total energy smaller, establishing that Eq. (4.43) is really the saddle point with this unique negative
Figure 4.6: Picking two pieces of the wall (top left panel) and gluing them at angle $\theta$ (top right panel). Each piece locally satisfies Eq. (4.33) and therefore gives the minimum energy for the fluctuations parallel to the wall. The energy of the bubble vs the gluing angle $\theta$ is shown in the lower panel for different values of $c_L/c_T$ for a tension that satisfies Eq. (4.18). Blue dashes, green dots, red dot dashes and solid purple lines correspond to $c_L/c_T = 1.5, 2, 3$ and 4. The correct spot for gluing the two is the angle which gives a local maximum (negative mode). For $c_L/c_T < 2$ this gives a smooth bubble. For larger ratios it gives a kink.
Figure 4.7: The left figure depicts Eq. (4.35), where we attempt to make a larger bubble by inserting true-vacuum regions and extra interpolation walls. The right figure depicts Eq. (4.36), where we try to make a smaller bubble by removing part of the walls and part of the true-vacuum region. Both result in smaller total energy, which shows that the kinky shape is indeed a saddle point.

From Eq. (4.33) we get

\[ \Delta V_{xL}(\theta_c) = (N - 1) \frac{\sigma(\theta_c)}{\cos \theta_c}, \]  

which means that the energy difference due to volume for a cylinder, an \((N - 1)\)-sphere times height \(x_L(\theta_c)\), is equal to the energy in the domain wall that covers the \((N - 1)\)-sphere by a zigzag profile with orientation \(\theta_c\).

Then, as shown in the left portion of Fig. 4.7, the energy lost due to the green (shaded) region is equal to the contribution from the dotted domain-wall. After these cancel each other, the two

---

\(^4\)There are two different scales and approximations involved in this problem. The first is using a flat-wall approximation to derive the orientation dependence of the tension. The second is the ratio of the contribution of the kink to the wall in the bubble energy which we neglected here. Both of these approximations are valid if we choose a small energy difference between the two vacua [for example by choosing a very small \(a\) in Eq. (4.7)] which makes the bubble bigger and flatter and, by increasing the area of the bubble and keeping the kink contribution unchanged, makes the kink contribution negligible.
extra triangular regions still contribute $-\Delta V$, so the total energy is indeed less.

\[ (\text{zigzag wall}) = \Delta V(\text{rectangle}) < \Delta V(\text{extra false vacuum region}) . \] (4.35)

In the right portion of Fig.4.7 we try to make a smaller bubble by removing the true vacuum region and domain walls covered by the green (shaded) rectangle and then patching the remaining two shells together as a smaller bubble, with a kink angle larger than $\theta_c$. Since $\sigma(\theta_c)/\cos \theta_c$ is a minimum of $\sigma(\theta)/\cos \theta$, losing those wall segments overcompensates for the energy gain even if we remove $-\Delta V$ of the entire green (shaded) rectangle.

### 4.3.1 Smooth Bubbles

We can get more intuition by solving the exact bubble shape for a specific $\sigma(\theta)$. In the first example we will use Eq. (4.19), where no spontaneous symmetry breaking should occur. Thus, we are expecting a smooth bubble. Plugging into Eq. (4.33), we get

\[
 x_T(\theta) = \frac{N - 1}{\Delta V} \frac{\sigma(\pi/2) \sin \theta}{\sqrt{\sigma(0)^2 \cos^2 \theta + \sigma(\pi/2)^2 \sin^2 \theta}},
\] (4.36)

\[
 x_L(\theta) = \frac{N - 1}{\Delta V} \frac{\sigma(0) \cos \theta}{\sqrt{\sigma(0)^2 \cos^2 \theta + \sigma(\pi/2)^2 \sin^2 \theta}}.
\] (4.37)

Obviously, the bubble takes the shape of an ellipsoid,

\[
 \sum_{i=1}^{N-1} \frac{x_i^2}{c_T^2} + \frac{x_L^2}{c_L^2} = (N - 1)^2 r_0^2 ,
\] (4.38)

where

\[
 r_0 = \frac{\sigma(0)}{c_L \Delta V} = \frac{\sigma(\pi/2)}{c_T \Delta V} = \frac{1}{\Delta V} \int_{\text{path}} \sqrt{2V|d\tilde{\phi}|}
\] (4.39)

comes from Eq. (4.16).

It is then straightforward to calculate the saddle point energy,

\[
 E_s = S_{N-1} \frac{(N - 1)^{N-1}}{N} \left( \int_{\text{path}} \sqrt{2V|d\tilde{\phi}|} \right)^N \frac{N}{\Delta V^{N-1}} c_L c_T^{N-1} .
\] (4.40)

Comparing this to the usual form people use assuming a spherical bubble, Eq. (4.1), the difference can be characterized by an effective Fermi velocity,

\[
 v_F \to \left( c_L c_T^{N-1} \right)^{1/N} ,
\] (4.41)

which is a weighted geometric average of sound speeds.
4.3.2 Kinky Bubbles

Now we turn our attention to Eq. (4.18). Plugging it into Eq. (4.33), we get

\[ x_T(\theta) = \frac{(N - 1)}{\Delta V} \left( \left[ 2\sigma(\pi/2) - \sigma(0) \right] \sin \theta + \left[ \sigma(0) - \sigma(\pi/2) \right] \sin^3 \theta \right), \quad (4.42) \]

\[ x_L(\theta) = \frac{(N - 1)}{\Delta V} \left( \left[ 2\sigma(0) - \sigma(\pi/2) \right] \cos \theta - \left[ \sigma(0) - \sigma(\pi/2) \right] \cos^3 \theta \right). \quad (4.43) \]

As expected, when \( \sigma(0) < 2\sigma(\pi/2) \), we still have a smooth bubble profile. When \( \sigma(0) > 2\sigma(\pi/2) \), we just use the portion \( \theta_c < \theta < \pi/2 \). This is proved in Sec. 4.3.

The expression for \( E_s \) is quite complicated in arbitrary dimensions, so we only present the results for “realistic” dimensions. For \( N = 2 \), we have

\[ E_s^{N=2} = \frac{\left( \int_{\text{path}} \sqrt{2} |d\tilde{\phi}| \right)^2}{4\Delta V} \left( 10c_Lc_T - c_L^2 - c_T^2 \right) \frac{\pi}{2}, \quad \text{for} \quad c_L < 2c_T, \quad (4.44) \]

\[ = \frac{\left( \int_{\text{path}} \sqrt{2} |d\tilde{\phi}| \right)^2}{4\Delta V} \left( (10c_Lc_T - c_L^2 - c_T^2) \cos^{-1} \sqrt{\frac{c_L - 2c_T}{c_L - c_T}} \right), \quad \text{for} \quad c_L > 2c_T \]

\[ + (c_L + 13c_T) \sqrt{(c_L - 2c_T)c_T}, \quad \text{for} \quad c_L > 2c_T. \quad (4.45) \]

This is quite complicated. We should again compare it to the spherical bubble and think in terms of the effective Fermi velocity, especially in the limit \( c_L \gg c_T \).

\[ v_F \rightarrow \left( \frac{10c_Lc_T - c_L^2 - c_T^2}{8} \right)^{1/2}, \quad \text{for} \quad c_L < 2c_T, \]

\[ v_F \rightarrow \frac{4}{\sqrt{3}} (c_Lc_T^3)^{1/4}, \quad \text{for} \quad c_L \gg c_T. \quad (4.46) \]

For \( N = 3 \), we have

\[ E_s^{N=3} = 4\pi \frac{\left( \int_{\text{path}} \sqrt{2} |d\tilde{\phi}| \right)^3}{\Delta V^2} \frac{4(c_L^2 - 10c_L^2c_T + 52c_Lc_T^2 - 8c_T^3)}{105}, \quad \text{for} \quad c_L < 2c_T, \]

\[ = \frac{4\pi \left( \int_{\text{path}} \sqrt{2} |d\tilde{\phi}| \right)^3}{\Delta V^2} \frac{32c_T^2(7c_L - 6c_T)c_T^{5/2}}{105 \sqrt{c_L - c_T}}, \quad \text{for} \quad c_L > 2c_T. \quad (4.47) \]

Similarly we have

\[ v_F \rightarrow \left( \frac{8}{5} c_L^{1/2} c_T^{5/2} \right)^{1/3}, \quad \text{for} \quad c_L \gg c_T. \quad (4.48) \]

Comparing these to Eq. (4.41), we find that the effective Fermi velocity is still a weighted geometric mean, but the weight on \( c_L \) is always reduced by half. This is quite understandable since
the critical bubble approaches a thin slit. A major portion of its domain-wall is aligned in the transverse direction. It is straightforward to show that this limit generalizes to $N$ dimensions as

$$v_F \sim \left( \frac{c_L}{c_T} \right)^{N-1/2} \frac{1}{N}. \tag{4.49}$$

### 4.4 Summary

In this chapter we studied the vacuum decay problem in a vector field theory which has different longitudinal and transverse speeds of sound and constructed the critical bubbles for thermal tunneling. Because the spherical symmetry is broken due to a combination of different sound speeds and having a singled out direction ($\vec{\phi}^+$ and $\vec{\phi}^-$), the surface tension has a dependence on the orientation of the wall. This makes the critical bubbles non-spherical. We derived the shape of the bubble using a simple formula, Eq. (4.33), and showed a modification in the bubble energy by a factor of speeds of sound ratios. Since the tunneling rate depends exponentially on this energy, this implies a large modification to the rates. We showed that if the ratio of speeds of sound goes beyond a critical value, the flat walls become unstable and break spontaneously into zigzag segments. The same effect is seen for the nucleation of bubbles, and so the critical bubble develops kinks. We gave a recipe for making these non-smooth bubbles and explained the correct way to interpret them according to the number of negative modes. We also developed numerical ways to calculate the orientation dependence of the tension and showed examples for different behaviors of the surface tension.

Our analytic and numerical study shows that the freedom to take different paths in a multi-dimensional field space is essential for the instability. If we choose parameters that reduce the number of dynamical fields down to one, the longitudinal wall is always stable. That is however an extreme choice. For typical choices of parameters, at $c_L/c_T > 2$ the longitudinal wall becomes

---

5Analysis of the bubble shape for nucleation is identical to that for equilibrium bubbles, known as the Wulff construction. Earlier works have qualitatively similar results. We further show that the flat wall settles into zigzag segments with a corner angle of $\theta_c$. The recognition and interpretation of the kinky bubble shape is also more transparent in our analysis. The tension previously studied is often expanded as $\sigma(\theta) = \sigma_0 + a \cos \theta + b \cos 2\theta$, and most analysis focused on the effect of $a \neq 0$. In our model there is a reflection symmetry—the domain-wall tension does not change when you look at it from the other side. Thus we always have $a = 0$. This makes our situation closer to a two dimensional lattice model, where similar bubble shape was observed.
unstable, and the critical bubble develops two kinks. Such behavior can appear with an even smaller sound speed ratio, $c_L/c_T > \sqrt{2}$, if we tune the potential to the other extreme limit. This range of sound speed ratios is not hard to find in real materials.

We picked two representative forms of $\sigma(\theta)$, given by Eq. (4.18) and (4.19), to calculate the exact shapes of critical bubbles. This allowed us to observe the scaling property of tunneling rates. When we further increase the sound speed ratio the critical bubble is deformed but still smooth, we can modify the standard tunneling rate formula, Eq. (4.1), through an effective Fermi velocity,

$$v_F \rightarrow (c_L c_T^{(N-1)})^{1/N}. \quad (4.50)$$

This is quite intuitive, since one particular orientation is longitudinal and all others are transverse. They care about the sound speeds in their own orientations. When we increase the sound speed ratio the bubble starts to develop kinks and the scaling behavior changes to

$$v_F \rightarrow (c_L^{1/2} c_T^{(N-1/2)})^{1/N}. \quad (4.51)$$

This is because the kink development removes a large portion of the longitudinally oriented wall, so $c_L$ becomes less important.

On top of modifying the tunneling rate estimation, our result has a practical impact. Typically, experimental measurement of domain-wall tension involves measuring the bubble radius\cite{58}. That is done by observing a domain wall popping through a partition with holes. When it does, the radius of the hole is identified with the bubble radius. Our result shows that for vector fields, the orientation of that partition is important. The popping radius can be identified with $x$ given by Eq. (4.33) only for a longitudinally oriented partition. For other orientations the hole and the bubble do not have common symmetries. Therefore the exact relation between the popping radius and the critical radius requires further analysis.

We have only taken a small step toward a rich phenomenology. Given the new insight here, many nontrivial questions arise. How does the domain wall move (bubble expand) given this orientation dependence? When there is a kink, can we expect the tip to travel at $c_L$, leaving behind a Cherenkov-like tail of domain walls bounded by $c_T$? How does the spontaneously broken planar symmetry interact with impurities or other external effects? All these await future study, and may lead towards a more practical understanding of some exotic theories of phase transitions that rely on the properties of domain walls\cite{55, 59, 60}.
Chapter 5

Instabilities in large dimensional field spaces

There are important qualitative and quantitative differences between tunneling in theories with one scalar field and ones which involve many fields. We studied one specific case in Chapter 4 that has more than one field and found dramatically different behavior. In general, finding bounces solution in multi-field theories is not easy and there is not much focus on it in the standard literature of tunneling. But there is one aspect of these theories which on very basic principles may be worrisome and needs further exploration. From Fig. 5.1 it is clear that, in the case with one field, to get from the false vacuum to the true vacuum we must pass through the highest barrier that separates them, but that for a theory with two fields there are many other passages which do not require crossing the highest barrier. This may enhance the tunneling process. The number of saddle points and possible tunneling paths increases very rapidly with the number of fields. This may render most of the minima of these theories unstable and short-lived due to quantum or thermal fluctuations. In this chapter, which is based on [61], we show that, indeed, a generic minimum is not protected by high enough walls to ensure its stability. Specifically, we will study theories with multiple scalar fields and provide numerical evidence that for a generic local minimum of the potential the semiclassical tunneling rate, $\Gamma = Ae^{-B}$ increases rapidly as the number of fields increases. As a consequence, the fraction of vacua with rates low enough to maintain metastability decreases exponentially with the number of fields. We also discuss possible implications for the landscape of
string theory. If our results prove applicable to string theory, the landscape of metastable vacua may not contain sufficient diversity to offer a natural explanation of dark energy.

The discovery that string theory admits a huge number of flux vacua \[62-64\] played a very important role in the development of the theory over the last decade. The landscape of vacua of theories with several hundred moduli fields was considered to be a good anthropic framework to address the problem of naturalness of the cosmological constant. Many aspects of these vacua, from their phenomenological and cosmological properties to their distribution and statistical features, have been extensively studied \[65, 66\]. There have been many attempts to study some of the statistical features of these vacua in previous works \[67-74\]. But due to the complexity of this landscape of vacua, many important questions have not been answered. One important one is whether the vacua obtained in this way are long-lived or no. A direct analysis of this question brings formidable challenges in calculation. Therefore, we take a different approach and study generic field theoretic models of landscape and focus on how the stability of vacua varies as the dimension of the moduli space (the number of fields) increases. Our results suggest that tunneling rates, and hence vacuum instability grow so rapidly with the number of moduli fields that the probability of a given local minimum being metastable is exponentially small. At the semiclassical level, the transition
rate is given by $\Gamma = Ae^{-B}$ where $B$ is the instanton action and $A$ is given by the determinant of fluctuations around the classical path. We show that $B$ drops very quickly with the number of moduli fields. For tunneling from de Sitter, we also have the possibility of Hawking-Moss solutions. The tunneling exponents in the latter case in the thin-wall approximation are proportional to the difference between the saddle point energy density and the energy density of the false vacuum. We show that this difference drops very quickly with the number of moduli fields, so this tunneling channel also gets a big enhancement. In string theory, the complexity of the geometry and the large number of moduli fields makes the situation much more complicated. Meanwhile, it opens up a new line of attack based on statistical analysis. For example, Douglas and Denef [75] developed a method of calculating the density of flux vacua in the string landscape in terms of the Kähler potential on the moduli space of a given Calabi-Yau compactification. Their work showed that the vacua tend to accumulate near the conifold locus in moduli space. Dine et al. [69] used a scaling argument to show that the vacua with small cosmological constant in the landscape of string theory become unstable when the fluxes are large compared to their compactification volume. Chen et al. [76] studied the chance that a given stationary point in the landscape is a minimum. They found that the chance that a randomly chosen saddle point is a minimum is suppressed exponentially for large numbers of moduli fields. They showed that the suppression becomes more severe as the cosmological constant of the vacuum gets higher. In Sec. 5.1, we discuss our approach for estimating tunneling rates in a field theoretical context. In Sec. 5.2, we show the numerical methods and results. These results show a general feature of high-dimensional field theories and are independent of the application to string theory. In Sec. 5.3, we discuss the possible implications of our results for the landscape of string theory and explain some of the considerations that would need to be resolved before applying this model to the string landscape. Finally, in Sec. 5.5, we estimate the maximum dimension of moduli spaces that allows enough diversity to explain the cosmological constant in a natural way, and we suggest future directions for studying these models.

5.1 Background and approximation method

We consider the dynamics of a system composed of $N$ scalar fields $\phi_j$ with a Lagrangian

$$\mathcal{L} = \frac{1}{2} \sum_{j=1}^{N} \partial_{\mu} \phi_j \partial^{\mu} \phi_j - V(\phi_1, \phi_2, \ldots, \phi_N).$$ (5.1)
In general the potential $V$ has many local minima that represent metastable false vacua. We are interested in the rate at which the transitions between these vacua occur. Let’s consider one of these minima and use the freedom to shift the field by a constant value to bring this minimum to the origin. Since we are ignoring gravity at this point, we can shift the value of the potential by a constant number and set it to zero at the origin. If the potential is smooth enough around this minimum, we can expand the potential in a power series,

$$V = \lambda \left( \sum_i A^{(2)}_{ii} \phi_i^2 v^2 + \sum_{ijk} A^{(3)}_{ijk} \phi_i \phi_j \phi_k v + \sum_{ijkl} A^{(4)}_{ijkl} \phi_i \phi_j \phi_k \phi_l + \ldots \right).$$

(5.2)

Here we used the freedom of using an $O(N)$ transformation to diagonalize the quadratic terms. Assuming that the origin is a minimum makes $A^{(2)}_{ii}$ positive definite. Here we have extracted a mass scale $v$ from the potential to make $A^{(3)}_{ijk}$ and $A^{(4)}_{ijkl}$ dimensionless. This scale determines the typical distance between the stationary points of $V$ in the field space. Finally, we have extracted an overall factor $\lambda$ from the potential to make the quantities inside the parenthesis of order unity. Although the potential itself is bounded from below, if we keep a finite number of terms in the series, the resulting approximation may not be so. We are not concerned about making the potential in Eq. (5.2) bounded form below as long as we care about the immediate vicinity of the origin. Therefore the coefficients $A^{(3)}_{ijk}$ and $A^{(4)}_{ijkl}$ can be positive or negative without imposing an overall positivity condition.

The tunneling exponent $B$ is the Euclidean action of the bounce solution. Since we are ignoring gravitational effects, we can safely assume that the dominating bounce has an $O(4)$ symmetry and the fields are all functions of $s = \sqrt{x^2 + x'^2}$. The equation for the bounce solution \[16\] is

$$\frac{d^2 \phi_j}{ds^2} + 3 \frac{d\phi_j}{s ds} = \frac{\partial V}{\partial \phi_j}.$$ 

(5.3)

This configuration will have a region on the true vacuum side at the center of the bubble and, in order to ensure it has a finite action, at large $s$ it should approach the false vacuum, i.e. $\lim_{s \to \infty} \phi(s) = \phi_{fv}$. We do not specify $\phi(0)$, the field at the center of bubble, a priori and since this is a second order differential equation, we would need another boundary condition. We demand $\phi'(0) = 0$ to avoid a singularity at $s = 0$. Except for the thin-wall approximation, we do not expect the field at the origin be very close to the true vacuum.

For our study, we will generate a large ensemble of potentials with random coefficients. In order to calculate the tunneling rates, we would have to solve Eq. (5.3) for each sample. But these are $N$
coupled nonlinear differential equations and solving them numerically in a reasonable time is not possible. Instead, we develop an approximation to make this problem tractable. Our starting point is the thin-wall approximation for a single scalar field. In the thin-wall case, the field configuration can be thought of as a ball, filled inside with true vacuum while the outside is in false vacuum. The two phases are separated and patched smoothly by a transition region which is thin compared to the length scale in the problem (the radius of the ball). In this transition region, the potential barrier and the gradient terms have an energy density per unit of area which is equivalent to a tension. Therefore the net tunneling exponent is

\[ B = 2\pi^2 \int_0^\infty ds s^3 \left[ \frac{1}{2} \phi'^2 + V(\phi) - V_{fv} \right] = 2\pi^2 R^3 \sigma - \frac{1}{2} \pi^2 R^4 \epsilon. \]  

(5.4)

where the factors of \( \pi^2 \) come from the volume elements in four-dimensional spherical coordinates, \( R \) is radius of the bubble, \( \epsilon = V_{fv} - V_{tv} \) comes from the integration over the inside of the bubble and \( \sigma \) represents the surface tension. By virtue of the equations of motions, \( \sigma \) can be rewritten as

\[ \sigma = \left| \int_{\phi_{fv}}^{\phi^*} d\phi \sqrt{2 \left[ V(\phi) - V_{fv} \right]} \right|, \]  

(5.5)

and the integration is taken from the false vacuum outside the bubble to some point \( \phi^* \) on the true vacuum side of the barrier which has the same potential as the false vacuum \( V(\phi^*) = V_{fv} \). For the case of multi-field theories, the possible \( \phi^* \) constitute a co-dimension one subset in the field space. Depending on the endpoint, we will have different values for tension.

To find the dominant path, we minimize this action with respect to \( R \) (and also the endpoints) to get

\[ R = \frac{3\sigma}{\epsilon}. \]

\[ B = \frac{\pi^2}{2} \sigma R^3 = \frac{27\pi^2 \sigma^4}{2\epsilon^3}. \]  

(5.6)

These results are only valid if \( \epsilon \) is much smaller than the energy scales involved and therefore the tunneling rate given by Eq. (5.6) is very slow. Also this result is very sensitive to \( \epsilon \) which cannot be correct outside the thin-wall limit, because the field does not get close enough to the true vacuum to see the real energy difference. But we can extract some useful information for the thick wall case.
Here we follow chapter 12 of [28] to get an approximation for the tunneling exponent in the thick-wall limit. Let’s rewrite the potential in Eq. (5.2) as (notice that in this case $V_{fv} = 0$)

$$V(\phi) = \lambda v^4 \dot{V}(\phi/v) + V_{fv}.$$  \hspace{1cm} (5.7)

We can define a dimensionless length and field as

$$s = \frac{\hat{s}}{v \sqrt{\lambda}},$$

$$\phi = v \hat{\phi}.$$ \hspace{1cm} (5.8)

In terms of these new variables, the tunneling exponent in Eq. (5.4) becomes

$$B = \frac{2\pi^2}{\lambda} \int_{\infty}^{0} d\hat{s} \hat{s}^3 \left[ \frac{1}{2} \left( \frac{d\hat{\phi}}{d\hat{s}} \right)^2 + \dot{V}(\hat{\phi}) \right].$$ \hspace{1cm} (5.9)

Therefore the tunneling exponent is independent of $v$ and inversely proportional to $\lambda$. The bounce solution follows a path $\gamma_1$ in the field space starting from some point on the true vacuum side of the barrier and evolving into the false vacuum. At some point $s_{\text{top}}$, it passes halfway through the barrier that separates the two vacua. Similarly to the case of a thin wall, we can assign a surface tension to this path.

$$\tilde{\sigma} = \int_{\gamma} d\phi \sqrt{2[V(\phi) - V_{fv}]} = \sqrt{\lambda} v^3 \int_{\gamma} d\hat{\phi} \sqrt{2[\dot{V}(\hat{\phi}) - V_{fv}]} = \sqrt{\lambda} v^3 \hat{s}.$$ \hspace{1cm} (5.10)

Since the contribution from $s = 0$ to $s = s_{\text{top}}$ on average is the same as contribution from $s = s_{\text{top}}$ to the point where it reaches the false vacuum, we can evaluate the integral over a new path $\gamma'$ which is the portion of $\gamma$ that extends from $s = 0$ to $s = s_{\text{top}}$. This causes a factor of 2 to appear in front of the integral to compensate for the part that we have neglected.

$$\tilde{\sigma} = 2 \int_{\gamma'} d\phi \sqrt{2[V(\phi) - V_{fv}]} = 2\sqrt{\lambda} v^3 \int_{\gamma'} d\hat{\phi} \sqrt{2[\dot{V}(\hat{\phi}) - V_{fv}]} = \sqrt{\lambda} v^3 \hat{s}.$$ \hspace{1cm} (5.11)

Outside the thin-wall limit, we cannot talk about the radius of the bubble, since there is no sharply defined boundary between the true and false vacuum. However we can introduce a notion of radius to be corresponding to $s_{\text{top}}$. This quantity which should be proportional to $R = s_{\text{top}} = \frac{1}{2\sqrt{\lambda}}$.

\footnote{Although $B$ is independent of $v$, the value of $v$ effects the prefactor in the tunneling rate.}
\( \tilde{s}_{\text{top}} (\sqrt{\lambda} v)^{-1} \sim k (\sqrt{\lambda} v)^{-1} \) where \( k \) is a number of order unity. Now we can generalize the tunneling exponent for the thin-wall solution calculated in Eq. (5.6) to the case of a thick-wall solution,

\[
R \sim \frac{1}{\sqrt{\lambda}} \frac{1}{\sqrt{v}} k ,
\]

\[
B \sim \pi^2 R^3 \tilde{s} \sim \frac{\pi^2}{\lambda} k^3 \tilde{s} . \tag{5.12}
\]

We can check the reliability of this approximation using a one field example which has thick-wall solutions. We start from a potential of the form

\[
V(\phi) = \frac{\lambda}{4} \left[ (\phi^2 - v^2)^2 + \frac{4b}{3} (v\phi^3 - 2v^3\phi - 2v^4) \right] , \quad 0 \leq b < 1 . \tag{5.13}
\]

This potential has two local minima at \( \phi = \pm v \) and a local maximum at \( \phi = -bv \), while \( b \) is a measure of the breaking of \( Z_2 \) symmetry between the two vacua. If \( b \approx 0 \), the two vacua are almost degenerate and the thin-wall approximation works very well. The potential for different values of \( b \) and the corresponding exact bounce solutions are shown in Fig. 5.2. For large values of \( b \), the wall gets thick and we can see how well the approximation in Eq. (5.12) works. To do so, first we calculate the exact tunneling exponent by solving the bounce equation and then calculate \( \tilde{s} \) from Eq. (5.11) by evaluating the integral in the field space from \( \phi = -v \) to \( \phi = -bv \). We then calculate the corresponding value for \( k \). The values of \( k \) are shown in Table 5.1. There is not much change in \( k \) when we scan through the values of \( b \). A typical value of \( k \) is some number between 5 and 6. Therefore the approximation introduced in Eq. (5.12) is valid and we will use it in all of our numerical calculations.

Now we can use a prescription to estimate the tunneling action \( B \) in a simple form. We choose a number between 5 and 6 for \( k \) and use the \( \tilde{s} \) introduced in Eq. (5.11) as a measure of the tension for different paths. Minimizing the action is equivalent to minimizing the surface tension among all different paths \( \gamma' \) in the field space. However, this is still too complicated if the dimensionality of field space, and hence the number of possible choices for path \( \gamma' \), are large. But we expect that the paths that give the minimum tension should pass through low barriers which are the saddle points of the potential. As an upper bound for the tension, we can look at all the paths that go along straight lines from the false vacuum to a saddle point of the potential and evaluate the value

\[ \text{[28]} \]
Figure 5.2: Left panel shows the potential introduced in Eq. (5.13). The progression from top to bottom shows the potentials corresponding to \( b = 0, 0.2, 0.4, 0.6 \) and 0.8. Case \( b = 0 \) is a symmetric double well and the larger values show more and more deviation from the \( \mathbb{Z}_2 \) symmetry. The right panel shows the corresponding field profiles (top to bottom) of bounce solution for the values of \( b = 0.4, 0.5, 0.6, 0.7 \) and 0.8. The solution deviates more and more from a thin wall and at \( b = 0.9 \) it merges to a Hawking-Moss instanton.

Table 5.1: Different values of \( k \) calculated over a wide range of potentials which have a thick-wall solution. Despite all the changes in the parameters of the potential, the values of \( k \) do not change much when we scan potentials that give nearly thin-walls solutions to the ones that give Hawking-Moss instantons.

| \( b \) | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |
|-------|-----|-----|-----|-----|-----|
| \( \sigma \) | 0.2746 | 0.1758 | 0.1017 | 0.0500 | 0.0183 |
| \( B \) | 30.199 | 13.973 | 7.017 | 3.576 | 1.735 |
| \( k \) | 6.04 | 5.42 | 5.17 | 5.23 | 5.75 |

of \( \tilde{s} \) along these lines. We keep the lowest of these tensions \( s = \tilde{s}_{\text{min}} \). As a measure of tunneling exponent, we can use Eq. (5.12) (setting \( k \approx 5 \))

\[
B \sim 10^{3} \frac{\tilde{s}}{\lambda}.
\]  

(5.14)

Of course this gives an upper bound for \( B \). The actual value should be lower than this. If the lifetime of the metastable vacua calculated in this approximation is not long, it should be even shorter when we do not use the approximation. If the tunneling exponents get too small, let’s say
of order unity or less, then too many bubbles pop out and this make the dilute gas approximation, which is a pillar of the semiclassical approximation, invalid. In this case, the metastability of the false vacua is essentially gone.

5.2 Numerical results

We numerically studied large ensembles of theories with potentials given by Eq. (5.2) with random coefficients. We use $s$ as a measure of stability of the vacua. Since the numerical calculations are very time consuming, we only keep terms up to quartic order in fields. We later use different orders in the expansion and show that our results do not change much. An ensemble is defined by choosing random numbers for the $A^{(n)}$ with uniform distributions over ranges defined by

$$
A_{ii}^{(2)} \in [0, a_2], \\
A_{ijk}^{(3)} \in [-a_3, a_3], \\
A_{ikl}^{(4)} \in [-a_4, a_4],
$$  

(5.15)

where the $A^{(2)}$ are chosen to be positive to ensure that the origin of the field space is a minimum. The coefficients of the cubic and quartic terms are not necessarily positive and therefore the potentials are not in general bounded from below. However, because the important region for tunneling is a small neighborhood of the origin, the lack of a lower bound at large field values does not concern us and the boundedness of the $V$ at large distance is achieved by higher order terms.

Because we are interested in the dependence of the tunneling exponent on the number of fields, it is important to have a prescription for how to change the ranges for $a_2, a_3$ and $a_4$ in Eq. (5.15) when we change $N$. Our guiding principle is to keep the variation of the potential inside an $N$-dimensional ball of radius $\phi_R$ independent of the number of fields. This has the advantage that if we constraint ourselves to an $N_0 \leq N$-dimensional hypersurface of the field space, we can recover the same variation inside an $N_0$-dimensional ball of the same radius $\phi_R$. This ensures that our normalization does not have a peculiar dependence on the number of fields.

With this assumption, it is an easy job to find the dependence of the $a_n$ on the number of fields. The typical variation of each field $\phi_i$ inside a ball of radius $\phi_R$ is $\phi_R/\sqrt{N}$. There are $N$ positive
quadratic terms and their sum is roughly $\phi^2_R$. Therefore the variation of the quadratic terms in the potential is independent of $N$ if $a_2$ is. Similarly, there are of order $N^3$ cubic terms. Because they can be positive or negative, their sum is effectively $N^{3/2}$ times a typical value of $\phi_i^3$ which is $\phi_R^3/N^{3/2}$. Therefore we need to keep $a_3$ independent of $N$. Similarly there are $N^4$ quartic terms. Because they may be positive or negative, effectively we have $N^2$ terms. Each of them is roughly $\phi_R^4/N^2$ and therefore $a_4$ should be independent of $N$.

It is important to notice that the range of all the coefficients are not independent and they can have trivial effects. For example, if we multiply the potential by an overall factor, the ranges of the $a_i$ get rescaled by the same overall factor. Also, by redefining the fields by a multiplicative factor, we can set the ratio $a_3/a_2$ to be any arbitrary number. Therefore if we keep only up to quartic order, the only independent range will be the ratio of $a_4/a_3$ (or the ratio of any chosen pair). Therefore, without losing generality, we can assume $a_2 = a_3 = 1$. For our numerical calculations, we also set $a_4 = 1$. We get back to this shortly.

For a given $N$, we generated an ensemble of 10000 random potentials and found all the saddle points. For each potential, we calculated the lowest $s$ (as explained in the Sec. 5.1), the lowest barrier height, the distance to the lowest saddle point and the distance to the saddle point which has the smallest $s$. In Fig. 5.3, the median values of the lowest $\tilde{s}$ and the lowest barrier heights are shown for quartic potentials. As the graphs indicate, the medians drop very quickly with the number of fields and they follow a power law relation. Not only do the barrier heights and the domain-wall tensions drop very quickly, these saddle points get closer to the origin (false vacuum) and this is a good indication that our truncation at the quartic level was the right idea. In Fig. 5.4, the distance to the saddle points with the lowest $\tilde{s}$ and the saddle points with lowest barrier height for a quartic potential are plotted on a log-log plot. It shows very good agreement with a power law relation. The two graphs are almost identical.

To understand this behavior better, in Fig. 5.8 the median value for the number of saddle points around the origin are plotted on a log graph. Apparently this fits very well to an exponential. Although this is a numerical work, there are rigorous proofs that the number of stationary points of a polynomial of order $D$ in $N$ variables is an exponential in $N$ [77, 78]. Now let’s look at the lowest barrier heights. We kept the variations of the potential independent of $N$ (this was the guiding principle for choosing the $a^{(n)}s$). If there are $K$ saddle points and they are randomly
Figure 5.3: Left panel, the median value of $\tilde{s}$ for quartic potentials on a log-log plot. Right panel, the median value of the lowest barrier heights for quartic potential in units of $\lambda v^4$. The bars in both cases show the 25th and 75th percentile.

Figure 5.4: Left panel, the median value of the distances to the saddle point which has the smallest $s$ for quartic potentials on a log-log plot. Right panel, the median value of distances to the saddle points with the lowest barrier height for quartic potentials in units of $v^{-1}$. The bars in both cases show the 25th and 75th percentile.
distributed (in fact being well scattered is enough and we do not really need randomness here), we expect the lowest of them to have a height proportional to $K^{-1}$. Therefore if the number of saddle points $K$, increases rapidly with the number of fields (in this case an exponential growth), we expect the lowest of them to fall very rapidly with $N$. A similar argument may be used to justify that the wall tensions should drop rapidly with the number of dimensions.

![Figure 5.5: The median value of the number of saddle points around the origin on a log plot for quartic potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile.](image)

From these figures, we see that the median value of all the quantities we are interested in drops like a power law for randomly chosen quartic potentials. Let’s define this power to be $\alpha$. For example

$$s_{\text{median}} = C_{\text{tension}} N^{-\alpha_{\text{tension}}}.$$  

The values of $\alpha$ and $C$ for $s$, lowest barrier heights, and distance to the saddle point with lowest $s$ are shown in Table 5.2 for the case of randomly chosen quartic, cubic and supersymmetric potentials (they are explained in the next few paragraphs). We may question the validity of cutting the potential at quartic order. To have a check, we repeated the same calculation for randomly chosen cubic potentials. For each dimension, we chose ensemble of 10000 randomly chosen cubic potentials, and using the prescription of Sec. 5.1, we calculated $\tilde{s}$, the lowest barrier heights and their distances to the false vacuum. The medians of the different quantities are shown in Figs.5.6, 5.7 and 5.8. The same power law decrease is observed in the median values of the different quantities of interest.
Figure 5.6: Left panel, the median value of $s$ for cubic potentials on a log-log plot. Right panel, the median value of the lowest barrier heights for cubic potentials in units of $\lambda v^4$. The bars in both cases show the 25th and 75th percentile.

Figure 5.7: Left panel, the median value of the distances to the saddle points which have the smallest $s$ for cubic potentials on a log-log plot. Right panel, the median value of the distances to the saddle points with lowest barrier heights for cubic potentials in units of $v^{-1}$. The bars in both cases show the 25th and 75th percentile.
Figure 5.8: The median value of the number of saddle points around the origin on a log plot for cubic potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile.

Figure 5.9: Left panel, the median value of $s$ for supersymmetric potentials on a log-log plot. Right panel, median value of the lowest barrier height for supersymmetric potentials in units of $\lambda v^4$. The bars in both cases show the 25th and 75th percentile.
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Figure 5.10: Left panel, the median value of the distances to the saddle points which have the smallest $s$ for supersymmetric potentials on a log-log plot. Right panel, the median value of distances to the saddle points with lowest barrier height for supersymmetric potentials in units of $v$. The bars in both cases show the 25th and 75th percentile.

Figure 5.11: The median value of the number of saddle points around the origin on a log plot for supersymmetric potentials. As is apparent from here, this number fits very well to an exponential. The bars show the 25th and 75th percentile.
Another issue to address is the correlation between the coefficients. We chose all the coefficients in Eq. (5.2) as uncorrelated random numbers. We may worry that the results we found about the rapid drop of different quantities versus the number of fields could be merely an artifact of choosing so many random uncorrelated numbers. To show that this is not the case, we started from the superpotential of a set of $N$ scalar superfields. This potential is described in details in Appendix D. We chose the coefficients $m_{ij}, g_{ijk}$ and $h_{ijkl}$ to be randomly chosen numbers. Using an $SU(N)$ rotation in the field space, we can diagonalize the positive definite matrix $m_{ij}$. We chose these coefficients to be uniformly distributed over the following intervals

$$m_{ij} \in [0, a_2],$$
$$\text{Re } g_{ijk} \in [0, a_3],$$
$$\text{Im } g_{ijk} \in [0, a_3],$$
$$\text{Re } h_{ijkl} \in [0, a_4],$$
$$\text{Im } h_{ijkl} \in [0, a_4].$$

Although we chose uncorrelated numbers for the $m_{ij}, g_{ijk}$ and $h_{ijkl}$, we can see from Eq. (D.12), that the coefficients in the expansion are highly correlated. Please notice that the supersymmetry is broken after we truncated Eq. (D.10) at the quartic order and this example only addresses the effect of correlation between coefficients on the median of different quantities. The median values of the quantities of interest are shown in Figs. 5.9 5.10 5.11. Because the $N$ chiral superfields correspond to $2N$ real scalar fields, instead of writing the fits to the data as in Eq. (5.16) we write, e.g.,

$$s_{\text{median}} = C_{\text{tension}} (2N)^{-\alpha}.$$

Again we get a power law decrease for all the median quantities, but the powers are different. The drop with the number of fields is even more severe in the case of supersymmetric potentials which have correlated coefficients.

Now we address one more issue regarding the numerical calculations. We chose the range of the coefficients $a_i$ to be all equal to one. As mentioned earlier, the values $a_2$ and $a_3$ can be arbitrarily set by an overall factor for the potential and rescaling the fields. We studied the effects of changing $a_4$
on the median value of $s$ in Fig. 5.12. Making the value of $a_4$ larger makes the tunneling exponents and barrier heights smaller and the limit of $a_4 \to 0$ simply reduces to the results we had for cubic potentials as expected. Therefore we cannot compensate for the drop of median values by changing the value of $a_4$ (or $a_2$ and $a_3$).

Until now, we have seen that the median values of tensions, barrier heights and tunneling exponents drop with a power law of the number of dimensions. Therefore if we choose a generic vacuum in these theories, it will not have a long lifetime. This by itself does not tell us about the lifetime of the “non-generic” points and the number of stable points. To find the population of these outliers, we studied the distribution of tunneling exponents, barrier heights and the distances to the false vacuum around their median values for different dimensions. In Figs. 5.13, 5.14 and 5.16 we show the distribution of values of $s$, $V_{\text{top}}$ and saddle point distances for several choices of $N$ with quartic, cubic and supersymmetric potentials. They roughly coincide when plotted as a functions of $s/s_{\text{median}}$. Our data suggest that the frequency of finding a vacuum with large $s$ has an approximately exponential falloff which we can describe by

$$n(s) \approx n_0 \exp \left(-\gamma s/s_{\text{median}}\right).$$  

(5.19)

Similar results are found for the barrier heights and distances of the lowest saddle points to the false vacuum. The values of $\gamma$ for various $N$ are shown in Tables 5.3, 5.4 and 5.5. Now using the
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Figure 5.12: The dependence of the median value of $s$ on the range of parameter $a_4$. The data shown are for $N = 2$.

equation for medians from Eq. (5.16) in Eq. (5.19)

$$n(s) \approx n_0 \exp \left( -\frac{\gamma}{C_{\text{tension}}} N^{\alpha_{\text{tension}}s} \right).$$

(5.20)

We can use this result to find an approximation for the distribution of tunneling exponents using Eq. (5.14). This suggests that the fraction of vacua with a tunneling exponent greater than some value $B$ is roughly

$$f(B) \sim \exp \left( -\beta N^{\alpha_{\text{tension}}B} \right),$$

(5.21)

where

$$\beta = 10^{-3} \frac{\gamma \lambda}{C_{\text{tension}}}. $$

(5.22)

From the numerical analysis of this section, we see that $\gamma/C_{\text{tension}}$ is of order unity. We extracted an overall factor $\lambda$ from the shape of the landscape potential. There is no reason for it to be a small coupling constant. It could be well of order unity, which makes $\beta \sim 10^{-3}$. Since $\alpha_{\text{tension}} \sim 3$, Eq. (5.21) shows a huge suppression in the number of long-lived vacua in high dimensional landscapes.

We also show that the barrier heights that protect the false vacuum got very low, with a very similar relation

$$f\left(V_{\text{barrier}}\right) \sim \exp \left( -\frac{\gamma}{C_{\text{barrier}}} N^{\alpha_{\text{barrier}}V_{\text{barrier}}} \right).$$

(5.23)

Therefore the fraction of barrier heights which are high enough to support stable vacua drop with an exponential of some power of $N$. This huge suppression means that only an extremely small
portion of barrier heights are high. Until now we have neglected gravity. But in the presence of
gravity and a de Sitter space with a relatively flat barrier, the Hawking-Moss bounce provides an
alternative mode of decay. The corresponding decay exponent is

$$B_{HM} = \frac{3}{8G_N^2} \frac{V_{\text{barrier}} - V_{fv}}{V_{\text{barrier}}V_{fv}},$$

(5.24)

where $V_{\text{barrier}}$ is the potential on top of the barrier and $G_N$ is the Newton’s constant. Our numerical
solutions suggest that the barrier heights relative to the false vacuum, (i.e., $V_{\text{barrier}} - V_{fv}$) drop like
an exponential of a power and therefore this mode of decay also gets enhanced for large number of
fields and adds to the instability of the false vacuum.

| $N$ | Cubic | Quartic | SUSY |
|-----|-------|---------|------|
| 1   | 0.58  | 0.46    | 0.45 |
| 2   | 0.38  | 0.39    | 0.33 |
| 3   | 0.40  | 0.35    | 0.33 |
| 4   | 0.34  | 0.33    | 0.32 |
| 5   | 0.37  | 0.35    | 0.32 |
| 6   | 0.37  | 0.34    |      |
| 7   | 0.38  | 0.34    |      |
| 8   | 0.38  | 0.35    |      |
| 9   | 0.38  | 0.37    |      |
| 10  | 0.35  | 0.34    |      |

Table 5.3: Best fit exponents for the $s$ distributions of results for cubic and quartic non-
supersymmetric and quartic supersymmetric potentials with various $N$.

### 5.3 Possible implications for string landscape

The results we showed so far are general features of quantum field theories of scalar fields. However
our main motivation in this work is understanding the implications of large dimensions for the
tunneling rates of metastable vacua of the string landscape. It this section, we contemplate the
applicability of our assumptions and results for the string landscape.
### Table 5.4: Best fit exponents for the distributions of the lowest barrier heights of results for cubic and quartic non-supersymmetric and quartic supersymmetric potentials with various $N$.

| $N$ | Cubic | Quartic | SUSY |
|-----|-------|---------|------|
| 1   | 0.49  | 0.75    | 0.78 |
| 2   | 0.32  | 0.69    | 0.64 |
| 3   | 0.34  | 0.65    | 0.50 |
| 4   | 0.31  | 0.60    | 0.55 |
| 5   | 0.29  | 0.60    | 0.54 |
| 6   | 0.32  | 0.59    |      |
| 7   | 0.32  | 0.58    |      |
| 8   | 0.35  | 0.59    |      |
| 9   | 0.34  | 0.61    |      |
| 10  | 0.32  | 0.62    |      |

### Table 5.5: Best fit exponents for the distributions of the distances of the lowest saddle points to the false vacuum for results for cubic and quartic non-supersymmetric and quartic supersymmetric potentials with various $N$.

| $N$ | Cubic | Quartic | SUSY |
|-----|-------|---------|------|
| 1   | 0.85  | 1.42    | 1.93 |
| 2   | 1.28  | 1.52    | 1.89 |
| 3   | 1.52  | 1.98    | 3.17 |
| 4   | 1.72  | 2.04    | 2.2  |
| 5   | 1.78  | 2.34    | 2.5  |
| 6   | 1.79  | 1.95    |      |
| 7   | 1.53  | 1.75    |      |
| 8   | 1.54  | 1.68    |      |
| 9   | 1.52  | 1.67    |      |
| 10  | 1.49  | 1.54    |      |
Figure 5.13: The distribution of values of $\tilde{s}$ in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$. 
Figure 5.14: The distribution of values of lowest barrier heights in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$. 
Figure 5.15: The distribution of values of the distance of the lowest saddle point to the false vacuum in the ensembles for quartic (top) and cubic (bottom) random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamonds correspond to $N = 2$, green down-pointing triangles, $N = 4$; red up-pointing triangles, $N = 6$; blue squares, $N = 8$ and black circles, $N = 10$. 
Figure 5.16: The distribution of values of $\tilde{s}$ (top) and lowest saddle point heights (bottom) in the ensembles for supersymmetric random potentials for various values of $N$. The vertical axis represents the natural logarithm of the number of values in each bin. For the sake of clarity, the data for different values of $N$ have been offset by constants, so only the slopes are meaningful. Purple diamond correspond to $N = 1$, green down-pointing triangles, $N = 2$; red up-pointing triangles, $N = 3$; blue squares, $N = 4$ and black circles, $N = 5$. 
CHAPTER 5. INSTABILITIES IN LARGE DIMENSIONAL FIELD SPACES

Although the large number of possible vacua in the landscape of moduli of the underlying Calabi-Yau manifolds makes the string landscape a very intriguing place to start anthropic arguments for almost everything, it may contain the seeds of its demise within by destabilizing such an enormous number of vacua. Not only does the huge number of minima in high dimensional string theory landscapes (which can be the endpoints of tunneling events)\(^3\) offer the possibility of a significant enhancement of quantum tunneling processes, but we also have seen that the huge growth of the number of saddle points makes the lowest of the saddle points exponentially low and enhances thermal tunnelings. The main question of this section is to what extent the features of the landscape of random potentials that we have used in the previous sections provide an accurate insight into the properties of the string landscape.

First we used a straight line that connects the false and true vacuum (to be more accurate, twice the contribution from a straight line that connects the false vacuum to a saddle points on the surrounding barrier) as an upper bound for the tension. But this very simple approximation may not be correct in the string landscape or in other high-dimensional spaces. The correct tunneling trajectories may be very tricky and complicated. Explicit examples in the landscape are the conifunneling trajectories between monodromy-related flux vacua found in \[79\] (see also \[80, 81\]).

An additional, and potentially pivotal, complication is that the different flux vacua that are not monodromy related are generally minima of distinct potentials. Physically, such transitions invoke features not captured by our local field theoretic model, including for example the nucleation of branes to absorb changes in flux \[37, 82\]. These effects might significantly affect the tunneling action, and possibly mitigate the field theory instabilities we have identified.

Second, we have assumed that as the stabilizing contributions to a given model are varied, the effective potentials around local minima will have expansions that are well modeled by random polynomials. In Eq. \[5.2\], if we keep to order \(D\), there will be roughly \(D^N\) random coefficients. But are there that many random free parameters to choose in a string landscape? In the landscape, the “random” parameters of the potential are the fluxes. There are far fewer fluxes in this system than the number of random coefficients we chose in our model. However, the associated minima

\(^3\)The density of vacua near the conifold point, \(\rho_{\text{conifold}}\), in a one-dimensional moduli space is described by \(1/r^2(C + \log r)^2\), where \(r\) is the distance from the conifold point \[75\]; applying this result near a generic point along the conifold locus an \(n\)-dimensional moduli space, shows the rapid growth in the number of vacua, \(\int d^n r \rho_{\text{conifold}}\) with \(n\).
of $V$ will occur at different locations in the moduli space of a Calabi-Yau. As the location of these minima changes in the moduli space, it may help to pseudo-randomize the potential further. It seems reasonable to us that this will result in local expansions well modeled by the random potentials invoked in Sec. 5.1, but we do not have a firm argument. One important issue that we need to point out is that the decrease in barrier heights and tensions is merely a result of the fact that there are many positive and negative terms in the potential and that the number of coefficients grows exponentially with the number of fields. As long as these numbers are well scattered over positive and negative numbers, we expect the same results to hold. We probably do not need a perfect randomness as long as we have scattered the coefficients enough over positive and negative numbers. As mentioned, because the location of minimum can be anywhere in the landscape, that helps spreading these numbers, even if they are not random or freely chosen.

Third, we used the results achieved from theories with canonically normalized kinetic terms to calculate the tunneling exponents. It is well known, however, that string vacua are densest in the vicinity of the conifold locus, where the classical moduli space metric suffers from a curvature singularity. In particular, near a generic point on the conifold locus we can choose local coordinates $(Z^1, Z^2, \ldots, Z^P)$ on the moduli space such that $Z^1 = 0$ labels the conifold. Near $Z^1 = 0$, the moduli space metric $G$ behaves as:

$$G^{11}(Z) \sim \ln(|Z^1|^2). \quad (5.25)$$

The local form of the action then takes the form

$$\int \sqrt{-g} g^{\mu\nu} G_{ij} \partial_\mu Z^i \partial_\nu Z^j - V(Z), \quad (5.26)$$

where $g$ is the space-time metric. In this expression the coordinates $Z$ are the moduli space representation of the scalar fields $\phi$ and $V$ is their flux potential. At any non-singular point we can, of course, use a local change of field variables to absorb $G$ into the $Z$, yielding a canonical kinetic term. But as we approach a conifold point, this change of variables corresponds to reducing the barrier heights in $V$ (assuming $V$ is continuous and is being expanded about a local minimum) and thus increases tunneling rates. In the regions of moduli space that are most densely populated with string vacua, we therefore expect the non-canonical kinetic terms to augment the destabilization we have found.
Fourth, since the flux potential $V$ is derived from the superpotential $W$, and it is $W$ that directly incorporates flux values, a more accurate representation of the landscape arises from randomly varying coefficients in a local expansion of $W$, and then using the result to calculate the random potentials. In principle, the relationships between the coefficients in $V$, which reflect its origin in $W$, could alter our findings. For this reason we have repeated the calculations for a supersymmetric potential which is described in Appendix D. The results, which were very similar to the random potentials, were presented in Sec. 5.2.

The examples we worked out in this chapter illustrate the challenges of investigating random potentials for large numbers of fields. In all of our studies, supersymmetric or not, computational considerations have forced us to only probe a limited range of values of $N$, the number of fields, and work with truncated potentials and use various approximations for tunneling rates. We are assuming that the pattern we have found, as evidenced in Figs. 5.3-5.11 will continue to hold as these constraints are relaxed.

5.4 A multiverse explanation of the cosmological constant?

Our results have important and immediate implications for attempts to use multiverse scenarios as an explanation for the smallness of the cosmological constant. These arguments are based on simple counting. Even if the natural scale of the underlying theory for the cosmological constant is Planckian, one might naturally find vacua with $\Lambda$ as low as $10^{-120}$ if there are many more than $10^{120}$ vacua. However, a low cosmological constant is not the only feature of the observed universe. Our universe is several billion years old and whatever vacuum it is living in must be very long-lived. Therefore what we really need for an anthropic and natural explanation of the cosmological constant is an abundance (much more than $10^{120}$) of truly metastable and long-lived vacua.

The generally accepted counting is that for a case of $N$ fields, the number of vacua $N_{\text{vac}}$ is of order $g^N$ where $g$ is some number of order unity, let’s say 10. However our results suggest that the chance of finding a stable vacuum decreases like $e^{-\beta N^\alpha}$ where $\alpha$ is a model dependent number (in the cases we studied it was roughly 2.7 for quartic random potentials and 3.2 for supersymmetric potentials). Therefore, for very large $N$ the chance of finding even one stable vacuum is exponentially small. If the number of vacua is $g^N$, the number of metastable ones is
Figure 5.17: Parameter ranges allowing multiverse explanations of the cosmological constant. With \( \alpha = 2.66 \) and \( g = 10 \), a sufficient number of metastable vacua is only possible for parameters in the region to the left of the solid line. This region is extended to the dashed line if \( g = 100 \).

Figure 5.18: Like Fig. 5.17, but for \( \alpha = 3.16 \) and \( g = 10 \).
\[ N_{\text{vac}} f(B_{\text{min}}) \sim g^N e^{-\beta B_{\text{min}} N^\alpha}, \] (5.27)

where \( f(B) \) given by Eq. (5.21). The requirement that this number be greater than \( 10^{120} \) is

\[ N - \frac{b}{\ln g} N^\alpha > 120 \left( \frac{\ln 10}{\ln g} \right), \] (5.28)

with

\[ b = \beta B_{\text{min}} = \left( \frac{10^{-3} \gamma}{C_{\text{tension}}} \right) \lambda B_{\text{min}} \sim 10^{-3} \lambda. \] (5.29)

\( N \) must be a large number to satisfy Eq. (5.28), at least more than 120 if \( g = 10 \). The new feature we have found is that \( N \) cannot be too large, since the enhancement in the tunneling rate at large \( N \) will make the number of available stable vacua smaller rather larger. Therefore there can only be a window in \( N \) values, larger than let’s say 120, but small enough that the tunnelings leave us enough stable vacua to explain the cosmological constant. In fact there may be no such a window which satisfy this inequality, as illustrated in Fig. 5.17 where we used \( \alpha = 2.66 \) from our results for non-supersymmetric potentials in Sec. 5.2. The allowed region for \( b \) and \( N \) is on the left of the solid line for \( g = 10 \) and dashed line for \( g = 100 \). As we can see, there is no value of \( N \) which satisfy this criteria if \( b > 1.4 \times 10^{-3} \) for \( g = 10 \) and the range of allowed \( N \) is small until \( b \) gets much smaller than this threshold. Changing the value of \( g \) does not help much. For example for \( g = 100 \), the allowed values for \( b \) only increases by a factor of 4. We need to increase \( g \) exponentially to change the range of \( b \) significantly.

In Eq. (5.28) \( \alpha \) is model dependent. The effect of varying it is shown in Fig. 5.18 where we used \( \alpha = 3.16 \) from our supersymmetric potentials in Sec. 5.2. Although the curve looks similar to the one of the previous case, the allowed values for \( b \) have shrunk by more than one order of magnitude.

**5.5 Summary**

In this chapter we studied the effect of increasing the number of fields on the stability of vacua in multi-field quantum theories. Our motivation arises from the landscape of string theory and whether or not it can furnish a natural framework to resolve the cosmological constant problem. We used random polynomials of quartic and cubic order with \( N \) fields \((N \leq 10)\) as an approximation for the potential near its minimum. To make the computations tractable, we used some approximations
explained in Sec. 5.1 and kept the number of fields relatively small. Even with these constraints, our data provide evidence that there is an exponentially large enhancement in the transition rates due to quantum and thermal fluctuations and that the rates increase so rapidly as a function of $N$ that all but an exponentially small fraction of the generic vacua become unstable. Therefore the range of parameters that give a sufficiently large number of stable vacua to provide enough diversity to explain the cosmological constant problem is severely restricted.

The assumptions we made were quite generic and potentially relevant to any model invoking anthropic explanation for the cosmological constant problem in which the required diversity of vacua is a consequence of involving a large number of fields. However, since our results are based on models of field theory, the impact of these considerations on the landscape of string theory and its ability to provide a natural explanation of cosmological constant problem needs further study.
Chapter 6

Higher dimensional Einstein-Maxwell landscapes

Understanding the statistics, phenomenology, stability analysis and other features of the landscape of string theory is one of the most important and urgent problems in theoretical physics. Unfortunately, because of the complexity of this landscape, many of these features are not understood very well. As a way of understanding these features, different toy models have gotten attention and have helped us to uncover some of these features. Among these, the landscape of Einstein-Maxwell theory (for brevity we call it EM after this) is a very popular and interesting one.

This is a model of electromagnetism in curved spacetime with a minimal coupling between electromagnetism and gravity. The magnetic flux can help to stabilize the compactification of some of the dimensions. For example, if we start from a six-dimensional spacetime and wrap magnetic fluxes around two of these dimensions, we end up with four non-compact dimensions. The remaining two dimensions have the geometry of a two-sphere. This compactification was first introduced in [83, 84] and later on many aspects of this theory were understood.

This model that we will describe later provides an excellent lab to test whether the field theoretical approach we used in Chapter 5 is applicable to potentials obtained from compactification because

1. The compact extra dimensions are stabilized by fluxes wrapping around them.

2. The kinetic terms are not canonical and even not diagonal. Nicely enough, there is a general
formula for making them diagonal and canonical.

3. Although there are fluxes which corresponding to magnetic charges, we can go to a decompactified phase without nucleation of branes.

4. There are inherently random numbers (the fluxes for different spheres). This resembles the situation in the string landscape.

5. The effective potential obtained by compactification is exactly of cubic order. This makes the Taylor expansions we used in Chapter 5 legitimate.

The work we present in this Chapter is mainly based on a work in progress with Adam Brown and Alex Dahlen [85]. It will appear soon. We describe compactification of $(4+2N)$-dimensional space in EM theory over $\mathbb{R}^4 \otimes S^2 \otimes S^2 \otimes \ldots \otimes S^2$. In Sec. 6.1 we review some of the features of the 6-dimensional EM theory in which two of the dimensions are compactified over a two-sphere. This corresponds to $N = 1$. In Sec. 6.2 we describe the generalization to higher dimensions and calculate the effective potential. We show some of the main features of the $N = 2$ case in Sec. 6.4 and present some of the results and conjectures for higher dimensions in Sec. 6.5. Finally we summarize and discuss the future directions we will take in Sec. 6.6.

6.1 Review of the six-dimensional model

In this section, we mainly follow the explanation and conventions in [86]. The action of six-dimensional EM is

$$\tilde{S} = \int d^6 \tilde{x} \sqrt{-\tilde{g}} \left( -\frac{M_4}{2} \tilde{R}^{(6)} + \frac{1}{4} F_{MN} F^{MN} + \tilde{\Lambda} \right),$$

(6.1)

where $\tilde{R}^{(6)}$ and $\tilde{\Lambda}$ denote the six-dimensional scalar curvature and cosmological constant. We use capital Latin letters to denote six-dimensional indices and Greek letters for four-dimensional indices. The equations of motion arising from this action are

$$\tilde{R}_{MN} - \frac{1}{2} \tilde{g}_{MN} \tilde{R} = \frac{1}{M_4^{(6)}} T_{MN},$$

$$\frac{1}{\sqrt{-\tilde{g}}} \partial_M \left( \sqrt{-\tilde{g}} F^{MN} \right) = 0,$$

(6.2)
where the energy-momentum tensor is
\[ T_{MN} = \tilde{g}^{PQ} F_{MP} F_{NQ} - \frac{1}{4} \tilde{g}_{MN} \Lambda. \] (6.3)

We can compactify two of the dimensions over \( S^2 \) using a metric of the form
\[ ds^2 = \tilde{g}_{MN} dx^M dx^N = e^{-\frac{\psi(x)}{M_P}} g_{\mu\nu} dx^\mu dx^\nu + e^{\frac{\psi(x)}{M_P}} R^2 d\Omega_2^2. \] (6.4)

Here we defined the four-dimensional Planck mass as
\[ M_P^2 = 4\pi R^2 M_{(6)}^4. \] (6.5)

The only ansatz for the electromagnetic equations consistent with the symmetries of the extra dimension and independent of the four-dimensional coordinates \[84\] is
\[ A_\phi = -\frac{n}{2g} (\cos \theta \pm 1), \] (6.6)
which is a monopole-like configuration in the extra-dimensional spheres. Here \( n \) is an integer and the signs correspond to the two patches necessary to describe a monopole configuration. Assuming that the two representations for the electromagnetic field are related by a single-valued gauge transformation quantizes \( n \). The only nonzero components of \( F_{MN} \) are
\[ F_{\theta\phi} = -F_{\phi\theta} = \frac{n}{2g} \sin \theta. \] (6.7)

Using this ansatz for the electromagnetic sector, and the metric in Eq. (6.4), we can integrate out the two extra dimensions and get the four-dimensional effective action from Eq. (6.1)
\[ S = \int d^4x \sqrt{-g} \left( -\frac{1}{2} M_P^2 R^{(4)} + \frac{1}{2} \partial_\mu \psi \partial^\mu \psi + V(\psi) \right), \] (6.8)

where
\[ V(\psi) = \frac{M_P^2}{R^2} \left( -\frac{\pi n^2}{2g^2 M_P^2} e^{-3\psi/M_P} - e^{-2\psi/M_P} + \frac{4\pi R^4 \Lambda}{M_P^2} e^{-\psi/M_P} \right). \] (6.9)

For any nonzero value of flux, this potential gets large and positive for large negative \( \psi \) (small extra dimensions) and tends to zero for large positive \( \psi \) (decompactified phase). If there is no flux, the potential is unbounded from below and the extra-dimensional spheres collapse. The possible behaviors of the potential for nonzero fluxes is shown in Fig[6.1]
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Figure 6.1: Different behaviors of the potential as we change the number of fluxes. For very large $n$, there is no stationary point (dotted purple line). By lowering $n$, the potential gets a single stationary point (dashed red line) and for smaller $n$ (black line), it gets one maximum at a larger value of $\psi$ and one minimum at a smaller $\psi$. In the last case there is a stable compactified phase separated by a barrier from the decompactified phase. We are only interested in the last case.

We are only interested in the case where there is a (classically) stable minimum. In this case, we can choose $R$ in such a way that one of the stationary points appears at $\psi = 0$. (Our convention is different from the one used in [86].) This choice of $R$ is merely a shift in the values of $\psi$ or, equivalently, a rescaling of $R$. Also, we define a dimensionless quantity $\tilde{n}$ as $\tilde{n}^2 = \pi n^2 / (2g^2 M_P^2)$ (Please notice that the electric charge in six-dimensional spacetime is no longer dimensionless). In terms of the rescaled $R$ and $\tilde{n}$, the potential takes a very simple form,

$$\frac{R^2 V(\psi)}{M_P^2} = \tilde{n}^2 e^{-3\psi/M_P} - e^{-2\psi/M_P} + (2 - 3\tilde{n}^2) e^{-\psi/M_P}.$$  (6.10)

Depending on $\tilde{n}$, the minima can be de Sitter, anti-de Sitter or Minkowski. For $0 < \tilde{n} < 1/\sqrt{2}$, this minimum is a de Sitter space. If $n = 1/\sqrt{2}$, the minimum is Minkowski. For larger $\tilde{n}$, the minimum is anti-de Sitter. But there are two possibilities. If $1/\sqrt{2} < n < \sqrt{2}/3$ there is a de Sitter minimum which is separated by a barrier with positive energy from the decompactification. For larger $\tilde{n}$’s there is no stationary point besides the anti-de Sitter minimum and this minimum is completely stable. Choosing a very large $\tilde{n}$ creates a minimum with arbitrarily negative potential. These possibilities are shown in Fig. 6.2. This potential can tunnel to different values of $\tilde{n}$ by creating a charged brane or by decompactifying. These instantons are explained in details in [86].
Figure 6.2: Different possibilities for the minimum of the potential introduced in Eq. (6.10). As we change $\tilde{n}$ from very small values, the minimum changes from being de Sitter (black dotted-dashed line), to Minkowski (red dashed), to an AdS with a positive maximum (blue line) to an AdS space which is never positive(dotted purple). These graphs correspond to $\tilde{n} = 0.467, 1/\sqrt{2}, 0.776$ and 0.826.

6.2 Compactification and effective potential

6.2.1 Calculation of effective potential

In this section, we describe a compactification of $(4 + 2N)$-dimensional Einstein-Maxwell (EM) theory over $\mathbb{R}^4 \otimes \mathbb{S}^2 \otimes \mathbb{S}^2 \ldots \otimes \mathbb{S}^2$. As explained in the beginning of this chapter this model has very interesting features. Let’s start from the action of the EM theory in $(4 + 2N)$-dimensional spacetime. As in the previous section, all the tilded quantities and also the capital Latin indices refer to the $(N + 2)$-dimensional quantities and the Greek indices denote the four-dimensional non-compact spacetime. The action is

$$S_{\text{EM}} = \int d\tilde{x}^{(4+2N)} \sqrt{-\tilde{G}} \left[ -\frac{M_{(4+2N)}^4}{2} \tilde{R}^{(4+2n)} + \frac{1}{4} F_{AB} F^{AB} + \tilde{\Lambda} \right], \quad (6.11)$$

We compactify the spacetime over the product of $N$ two-spheres and $\mathbb{R}^4$ and write the metric as

$$ds^2 = \tilde{G}_{MN}(x) d\tilde{x}^M d\tilde{x}^N = e^{-B \sum \psi_i(x_{\mu})} g_{\mu\nu} dx^\mu dx^\nu + e^{A \psi_i(x_{\mu})} R^2 d\Omega^2_{2(i)}.$$

(6.12)

Here $d\Omega^2_{2(i)}$ is the length element of the $i$’th two-sphere. $B$ and $A$ are constant numbers and the $\psi_i$’s only depend on the four-dimensional spacetime coordinates. $R$ is a length scale associated with
the size of the extra-dimensional spheres that keeps the dimensions correct. When we integrate out the extra dimensions, the action is in the Einstein frame only when $A = B$. Here we set them equal, and by a rescaling of the fields we set both to be equal to one. We are looking for solutions for the electromagnetic sector which are independent of the underlying four-dimensional spacetime. We want to choose these solutions in such a way that they stabilize the radius of the spheres. An ansatz which is compatible with the symmetries of the extra dimensions and independent of the four-dimensional coordinates $x_\mu$ is

$$F_{\theta_i \phi_i} = \frac{gN_i}{4\pi} \sin \theta_i , \quad (6.13)$$

The other components are zero. The Lagrangian density of the electromagnetic tensor is

$$F_{CD} F^{CD} = 2 \sum_i F_{\theta_i \phi_i} F^{\theta_i \phi_i} = 2 \sum_i g^{\theta_i \theta_i} g^{\phi_i \phi_i} F_{\theta_i \phi_i}^2 = 2 \sum_i e^{-2B\psi_i} \left( \frac{gN_i}{4\pi R^2} \right)^2 . \quad (6.14)$$

Now we need to express the scalar curvature of the $(4 + 2N)$-dimensional metric in Eq. (6.12) in terms of the associated scalar curvature of the four-dimensional space time. We have undertaken this calculation for the warped product of an arbitrary number of spaces in Appendix C. The result for this special case is

$$R^{(4+2N)} = e^\Psi \left[ \tilde{R}^{(4)} + \nabla^2 \Psi - \frac{1}{2} \nabla \Psi \cdot \nabla \Psi - \frac{1}{2} \sum_{i=1}^N \nabla \psi_i \cdot \nabla \psi_i \right] + \frac{2}{R^2} \sum_{i=1}^N e^{-\psi_i} , \quad (6.15)$$

where $\Psi = \sum_{i=1}^N \psi_i$ and all the covariant derivatives are calculated using the the connections obtained from the four-dimensional metric $(g_{\mu\nu})$, so the inner product

$$\nabla \Psi \cdot \nabla \Psi = \nabla_\mu \left( \sum_{i=1}^N \psi_i \right) \nabla^\mu \left( \sum_{j=1}^N \psi_j \right) . \quad (6.16)$$

We can readily integrate the action in Eq. (6.11) over the extra dimensions. We set the $(4 + 2N)$-dimensional Planck mass $M_{(4+2N)} = 1$. The effective actions of the different sectors are

$$S_{GR} = - \int d^4x \sqrt{-g} \frac{1}{2} (4\pi R^2)^N \left[ \tilde{R}^{(4)} + \nabla^2 \Psi - \frac{1}{2} |\nabla \Psi|^2 - \frac{1}{2} \sum_{i=1}^N |\nabla \psi_i|^2 + \frac{2}{R^2} \sum_{i=1}^N e^{-\psi_i} \right] ,$$

---

1It was argued in [86] based on [84] that this is the only compatible answer for the case of the six-dimensional EM theory. We do not know whether or not this is the unique solution in the higher dimensional case.
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\[ S_{E-M} = \int d^4x (4\pi R^2)^N \sqrt{-g} \sum_{i=1}^{N} 2 \left( \frac{g N_i}{8\pi R^2} \right)^2 e^{-\Psi - 2\psi_i}, \]

\[ S_{\Lambda} = \int d^4x \sqrt{-g} (4\pi R^2)^N \Lambda e^{-\Psi}. \]

Let’s define \( M = (4\pi R^2)^{N/2} \). We can drop the second term in the first equation, because it is a total derivative. Putting everything together we get

\[ S = -\int d^4x \sqrt{-g} M^2 \left[ \frac{1}{2} R^{(4)} - \frac{1}{4} |\nabla \Psi|^2 - \sum_{i=1}^{N} \frac{1}{4} |\nabla \psi_i|^2 + \frac{1}{R^2} \sum_{i=1}^{N} e^{-\Psi - \psi_i} - 2 \sum_{i=1}^{N} \left( \frac{g N_i}{8\pi R^2} \right)^2 e^{-\Psi - 2\psi_i} - \bar{\Lambda} e^{-\Psi} \right]. \]

(6.17)

We have used the freedom to set the \((4+2N)\)-dimensional Planck mass to one, but still we can set \( R^2 \Lambda = 1 \). This is merely a shift in the \( \psi_i \)'s and is not setting a mass scale. This gives

\[ \frac{S}{M^2} = -\int d^4x \sqrt{-g} \left[ \frac{1}{2} R^{(4)} - \frac{1}{4} |\nabla \Psi|^2 - \sum_{i=1}^{N} \frac{1}{4} |\nabla \psi_i|^2 - \frac{1}{R^2} V_{\text{eff}} \right], \]

(6.18)

where

\[ V_{\text{eff}} = \sum \left( n_i^2 e^{-\Psi - 2\psi_i} - e^{-\Psi - \psi_i} \right) + e^{-\Psi}. \]

(6.20)

Here \( n_i = \frac{g N_i \sqrt{2}}{8\pi R} \). If we define \( \alpha_i = e^{-\psi_i} \), the effective potential becomes a polynomial of order three. This verifies one of the claims we made in the beginning of this chapter.

6.2.2 Bringing the kinetic terms into canonical form

The kinetic terms for the scalar fields in Eq. (6.20) are not canonical. To diagonalize them, we need a field redefinition. There are many different ways to do this. We present two of them here. The first one is a symmetric field redefinition which treats all the fields on the same footing. The second one is not symmetric, but it is more useful for explicit calculations.

Let’s start from the symmetric redefinition. Here \( n_i = \frac{g N_i \sqrt{2}}{8\pi R} \). The kinetic terms of the scalar fields are not diagonal. To diagonalize them, we need a field redefinition.

\[ \psi_i = \sqrt{2} \phi_i + \frac{\sqrt{2}}{A} \sum_j \phi_j, \]

(6.21)
where
\[ A = -(N + 1) \pm \sqrt{N + 1}. \] (6.22)

To fix the notation, let’s choose the plus sign in Eq. (6.22). The inverse transformation is
\[ \sqrt{2} \phi_i = \psi_i - \frac{1}{A + N} \sum_j \psi_j. \] (6.23)

In this notation, the kinetic terms are canonically normalized.
\[ |\nabla \Psi|^2 + \sum |\nabla \psi|^2 = 2 \sum |\nabla \phi|^2. \] (6.24)

The effective potential in terms of the new fields is
\[ V_{\text{eff}} = e^{-\frac{A+1}{A} \sqrt{2} \Phi} + \sum n_i^2 e^{-\frac{1}{2} \sqrt{2} \Phi - 2 \sqrt{2} \phi_i} - e^{-\frac{A+1}{A} \sqrt{2} \Phi - \sqrt{2} \phi_i}, \] (6.25)
where \( \Phi = \sum \phi_i \). Although this field redefinition is very useful for the case that all the \( n_i \)'s are the same, for other cases it is more convenient to use a field redefinitions which does not treat all the fields the same.

\[ \begin{align*}
\psi_1 &= \tilde{\phi}_1 + \tilde{\phi}_2 + \cdots + \tilde{\phi}_N, \\
\psi_2 &= \tilde{\phi}_1 - (N - 1)\tilde{\phi}_2, \\
&\vdots \\
\psi_j &= \tilde{\phi}_1 + \cdots + \tilde{\phi}_{j-1} - (N - j + 1)\tilde{\phi}_j, \\
&\vdots \\
\psi_N &= \tilde{\phi}_1 + \tilde{\phi}_2 + \cdots + \tilde{\phi}_{N-1} - \tilde{\phi}_N. 
\end{align*} \] (6.26)

We can write this in a slicker way,
\[ \psi_i = \sum_{j=1}^{i} \phi_j - (N - i)\phi_i, \quad i \geq 2. \] (6.27)

The kinetic terms become
\[ |\nabla \Psi|^2 + |\nabla \psi_i|^2 = \sum_{i=1}^{N} (N + 1 - i)(N + 2 - i) |\nabla \phi_i|^2. \] (6.28)

The inverse of this transformation is
\[ \tilde{\phi}_1 = \frac{1}{N}(\psi_1 + \psi_2 + \cdots + \psi_n), \]
Again we can write this in a closed form
\[ \tilde{\phi}_j = \frac{1}{(N+1-j)(N+2-j)} \left[ \psi_1 - (N+1-j)\psi_j + \psi_{j+1} + \ldots + \psi_N \right] , \quad j \geq 2 . \] (6.30)

This is diagonal. However, it is not canonically normalized and needs a trivial rescaling of the field. In order to go to a canonically normalized frame, we define
\[ \phi_i = \sqrt{\frac{(N+1-i)(N+2-i)}{2}} \tilde{\phi}_i . \] (6.31)

The effective potential in terms of these fields is
\[ V_{\text{eff}} = e^{-\sqrt{\frac{2N}{N+1}} \phi_1} + \sum \left[ n_1 e^{-\sqrt{\frac{2N}{N+1}} \phi_1 - 2\psi_1} - e^{-\sqrt{\frac{2N}{N+1}} \phi_1 - \psi_1} \right] . \] (6.32)

Here we present the field redefinition and effective potential for small values \( N \).

**N=2 two-spheres**

The new fields are given by
\[
\begin{pmatrix}
X \\
\phi
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
\frac{2}{\sqrt{3}} & \frac{2}{\sqrt{3}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} ,
\] (6.33)

and the effective potential Eq. (6.20) is
\[ V_{\text{eff}}(X, \phi) = e^{-4X\sqrt{3}} \left( n_1^2 e^{-2\phi} + n_2 e^{2\phi} \right) - e^{-X/\sqrt{3}} \left( e^{-\phi} + e^{\phi} \right) + e^{-2X/\sqrt{3}} . \] (6.34)

**N=3 two-spheres**

The new fields are given by
\[
\begin{pmatrix}
X \\
\phi_1 \\
\phi_2
\end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix}
\frac{2}{\sqrt{3}} & \frac{2}{\sqrt{3}} & \frac{2}{\sqrt{3}} \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}} \\
\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}}
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2 \\
\psi_3
\end{pmatrix} ,
\] (6.35)
and the effective potential is

$$V_{\text{eff}}(X, \phi) = e^{-5X\sqrt{6}} \left[ n_1^2 e^{-2\phi} + n_2^2 e^{2\phi} \right] - e^{-X/\sqrt{3}} \left( e^{-\phi} + e^{\phi} \right) + e^{-2X/\sqrt{3}}.$$  

(6.36)

**N=4 two-spheres**

The new fields are given by

$$\begin{pmatrix} X \\ \phi_1 \\ \phi_2 \\ \phi_3 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{5}/2 & \sqrt{5}/2 & \sqrt{5}/2 & \sqrt{5}/2 \\ \frac{1}{\sqrt{12}} & \frac{-1}{\sqrt{12}} & \frac{1}{\sqrt{12}} & \frac{1}{\sqrt{12}} \\ \frac{1}{\sqrt{6}} & 0 & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\ \frac{1}{\sqrt{2}} & 0 & 0 & \frac{1}{\sqrt{2}} \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \\ \psi_4 \end{pmatrix},$$  

(6.37)

and the effective potential is

$$V_{\text{eff}}(X, \phi_1, \phi_2, \phi_3) = e^{-3\sqrt{5/2}X} \left\{ \left( n_1^2 e^{-2\phi_1} + n_2^2 e^{2\phi_1} \right) \left( n_2^2 e^{-2\phi_2/\sqrt{3}} + n_3^2 e^{2\phi_2/\sqrt{3}} \right) e^{-3\phi_3/\sqrt{6}} + n_1^2 e^{\sqrt{6}\phi_3} \right\}$$

$$- e^{-\sqrt{5/2}X} \left\{ \left( e^{-\phi_1} + e^{\phi_1} \right) e^{-2\phi_2/\sqrt{3}} + e^{2\phi_2/\sqrt{3}} \right\} e^{-3\phi_3/\sqrt{6}} + e^{-2\sqrt{2/5}X}.$$  

(6.38)

This explicit form of potential is used in the calculations in the next few sections.

### 6.3 Case of equal fluxes

When all the fluxes are equal, it is easy to get some understanding of the potential in Eq. (6.25). Let’s assume that all the $n_i$’s take a common value $n$. We expect that at least some of the stationary points of the potential lie on the line where all the fields $\phi_i$ take a common value $\tilde{\phi}$. The effective potential Eq. (6.25) along this line is

$$V_{\text{eff}} = Nn^2 e^{-\sqrt{\frac{2}{1+N}(2+N)}\tilde{\phi}} - Ne^{\sqrt{\frac{2}{1+N}}\tilde{\phi}} + e^{\sqrt{\frac{2}{1+N}}N\tilde{\phi}}.$$  

(6.39)

To make Eq. (6.39) look better, let’s define $X = e^{-\sqrt{2}\tilde{\phi}(1+N/A)}$.

$$V_{\text{eff}} = X^N + Nn^2 X^{N+2} - NX^{N+1}.$$  

(6.40)

The gradient vanishes at the location of critical points

$$\frac{\partial V}{\partial \phi_i} = - \frac{A + N}{A} \sqrt{2}X^N \left\{ n^2 X^2(N + 2) - (1 + N)X + 1 \right\}.$$  

(6.41)
Equation Eq. (6.41) may admit at most two solutions,

$$\tilde{X} = \frac{N + 1 \pm \sqrt{(N + 1)^2 - 4n^2(N + 2)}}{2n^2(N + 2)}.$$  (6.42)

If both roots are positive numbers, the larger one, which corresponds to smaller spheres, will be a minimum and the smaller one will be a maximum along the line $\phi = \tilde{\phi}$. To understand whether these points are minima, maxima or saddle points, we need to calculate the other eigenvalues of the Hessian which correspond to fluctuations of potential in directions not parallel to $\Phi$. After some simplification, the Hessian matrix at the critical points is

$$H_{ij} = 2 \tilde{X}^N \left( (4n^2\tilde{X}^2 - \tilde{X})(y^2 + \frac{1}{A}(y + 1) + \delta_{ij}) - 2n^2\tilde{X}^2y^2 \right) = 2 \tilde{X}^N \left[ U_1 \delta_{ij} + U_2 \right],$$  (6.43)

where $y = 1 + \frac{N}{\tilde{X}}$. Please notice that the terms which do not have indices on the right side are independent of $i$ and $j$. The eigenvalues of this matrix are $2\tilde{X}^N(U_1 + NU_2)$ and an $(N - 1)$-fold degenerate eigenvalue $2\tilde{X}^NU_1$. By looking at the behavior of the potential in Eq. (6.40) along the line $\phi_i = \tilde{\phi}$, it is clear that the non-degenerate eigenvalue is negative at the smaller root and positive at the larger root. The other eigenvalues are all equal to $U_1 = 4n^2\tilde{X}^2 - \tilde{X}$. The value of $U_1$ at the larger root (the one with positive sign in Eq. (6.42)) is always positive. Therefore if this point exists, it is a minimum.

$$U_1 = \frac{N + 2\sqrt{(1 + N)^2 - 4n^2(2 + N)}}{2 + N} \tilde{X}.$$  (6.44)

The value $U_1$ at the smaller root (corresponding to bigger spheres) is

$$U_1 = \frac{N - 2\sqrt{(1 + N)^2 - 4n^2(2 + N)}}{2 + N} \tilde{X}.$$  (6.45)

The sign of $U_1$ can be easily expressed in terms of $n_c$ defined as

$$n_c = \frac{1}{4} \sqrt{2 + 3N}.$$  (6.46)

If $n < n_c$, $U_1$ is negative and therefore this point corresponds to a maximum. For $n_c < n$, $U_1$ is positive and therefore this point is a saddle point with one negative mode and $N - 1$ positive modes. The vacua can be de Sitter, Minkowski and AdS. The Minkowski vacua happen at

$$n_M = \frac{\sqrt{N}}{2}.$$  (6.47)

For $n < n_M$, the vacuum will be an AdS space and for $n_M < n$, it is a de Sitter space.
There is no minimum for
\[ n > n_{\text{max}} = \frac{N + 1}{2\sqrt{N + 2}}. \] (6.48)

We know that when the top of the barrier gets too flat, the CDL instantons cease to exist. The criteria for the existence of CDL bounces is \([24–26]\)
\[ \frac{V''(\phi_{\text{top}})}{H_{\text{top}}^2} > 4. \] (6.49)

When this criteria is met, the dominating bounce is the CDL one. However if the CDL does not exist, the Hawking-Moss bounce dominates. Therefore the tunneling mode has a transition from CDL to HM at \( V''(\phi_{\text{top}}) = 4H_{\text{top}} \). This happens at
\[ n_{\text{CDLHM}} = \frac{(1 + N)\sqrt{6 + N}}{2(4 + N)}. \] (6.50)

Interestingly enough, \( n_c \), \( n_M \) and \( n_{\text{CDLHM}} \) all coincide for \( N = 2 \). But this is only a coincidence. For all other \( N \)'s this does not happen. These lines are shown in Fig. 6.3.

Unfortunately, the case where the fluxes are not equal is not as easy as this. In the next section, we derive many features of the potentials for \( N = 2 \) and in Sec. 6.5 we derive some general results and also state some conjectures about the statistics and the Hubble parameter of the landscape of these vacua.

### 6.4 Case of \( N = 2 \)

In this section we study the features of the \( N = 2 \) case, which is the compactification of eight-dimensional Einstein-Maxwell theory on two two-spheres.

#### 6.4.1 Phase diagram of the \( N = 2 \) case

Let's assume that there are \( n_1 \) fluxes on the first two-sphere and \( n_2 \) on the second one. The effective potential for this case in canonically normalize fields is given in Eq. (6.34). We want to know the number of minima, maxima and saddle points for different numbers of fluxes. A summary is shown in Fig. 6.4. The region above the top red line does not have any minimum. This resembles the \( N = 1 \) case where increasing the flux causes the minimum to vanish. Along this line the minimum
and the saddle point annihilate each other. To find the equation that the red line satisfies, let’s rewrite the potential in Eq. (6.20) as

$$V = e^{-(\psi_1 + \psi_2)} \tilde{V},$$

where

$$\tilde{V} = 1 + e^{-\psi_1} + e^{-\psi_2} - 2n_1^2 e^{-2\psi_1} - 2n_2^2 e^{-\psi_2}$$  \hspace{1cm} (6.52)$$

At any stationary point of the potential

$$0 = \frac{\partial V}{\partial \psi_i} = -V + \frac{\partial \tilde{V}}{\partial \psi_i} \frac{\partial \tilde{V}}{\partial V} = V \left( -1 + \frac{1}{V} \frac{\partial \tilde{V}}{\partial \psi_i} \right).$$

This leads to

$$\tilde{V} = e^{-\psi_i} - 2n_i^2 e^{-2\psi_i}.$$  \hspace{1cm} (6.54)$$

At the red line, the minimum merges with the saddle point. Therefore one of the eigenvalues of the Hessian should vanish. The Hessian matrix at the extremum is

$$\frac{\partial^2 V}{\partial \psi_i \partial \psi_j} = V \frac{\partial}{\partial \psi_j} \left( -1 + \frac{1}{V} \frac{\partial \tilde{V}}{\partial \psi_i} \right) = V \left( \frac{\partial^2 \tilde{V}}{\tilde{V} \partial \psi_i \partial \psi_j} - \frac{1}{\tilde{V}^2} \frac{\partial \tilde{V}}{\partial \psi_i} \frac{\partial \tilde{V}}{\partial \psi_j} \right)$$
\[ V \left( \frac{\partial \hat{V}}{\partial \psi_i \partial \psi_j} - 1 \right) = V \left\{ \left[ 4n_1^2 e^{-2\psi_i} - e^{-\psi_i} \right] \delta_{ij} - \hat{V} \right\} . \quad (6.55) \]

Here we use a simple theorem about the determinant of matrices. For a matrix \( M \) defined by

\[ M_{ij} = a_i \delta_{ij} - b, \]

the determinant of \( M \) vanishes if \( \sum a_i = b - 1 \). Therefore the vanishing of one of the eigenvalue of the Hessian translates into

\[ \sum_i \frac{1}{4n_i^2 e^{-2\psi_i} - e^{-\psi_i}} = \frac{1}{\hat{V}}. \quad (6.56) \]

This leads to

\[ \sum_i \frac{-2n_i^2 e^{-\psi_i} + 1}{4n_i^2 e^{-\psi_i} - 1} = 1. \quad (6.57) \]

After we combine Eq. (6.54) and Eq. (6.57) and perform some manipulation, the equation for the red line in Fig. 6.4 is given by

\[ 2358n_1^6 n_2^2 + 58848n_1^4 n_2^4 + 65536n_1^6 n_2^6 + 1125 (n_1^4 + n_2^4) - 15420 (n_1^6 n_2^2 + n_1^2 n_2^4) - 2500 (n_1^6 + n_2^6) + 22800 (n_1^6 n_2^2 + n_1^2 n_2^6) - 67584 (n_1^6 n_2^2 + n_1^4 n_2^6) = 0. \quad (6.58) \]

The same equation also describes the lower part of the red line where a maximum and saddle point merge and disappear. On the left side of the vertical dashed blue line and also under the horizontal blue dashed line in Fig. 6.4, one of the saddle points hits the infinity and disappears. We give a proof for this in Sec. 6.5 where we prove a generalized version of this statement for arbitrary \( N \).

The vacua that we get from the minimum of these potentials can decay through decompactification. This decompactification can be carried either by CDL or HM bounces. But if the top of the barrier gets too flat, the CDL disappears, and using a similar technique, we find that the line where the transition between CDL-dominated decay to HM-dominated decay occurs along a curve [the criteria for this transition is \( V''(\phi_{\text{top}}) = 4H^2_{\text{top}} \)]

\[ 1286n_1^2 n_2^2 + 44256n_1^4 n_2^4 + 65536n_1^6 n_2^6 + 637 (n_1^4 + n_2^4) - 10012 (n_1^6 n_2^2 + n_1^2 n_2^4) - 1764 (n_1^6 + n_2^6) + 17808 (n_1^6 n_2^2 + n_1^2 n_2^6) - 59392 (n_1^6 n_2^2 + n_1^4 n_2^6) = 0. \quad (6.59) \]

This is the red dashed curve in Fig. 6.5. The Minkowski vacua occur along the green solid curve in Fig. 6.5 which is described by

\[ \frac{1}{n_1^2} + \frac{1}{n_2^2} = 4. \quad (6.60) \]
This is a special case of the result we present for arbitrary \( N \) in Sec. 6.5.

Figure 6.4: The phase diagram of the number of minima (++), maxima(--) and saddle points(+-) for the \( N=2 \) case. The two curves satisfy Eqs. (6.58) and (6.59). There is no stationary point above the red line. On the left of the vertical dashed blue line (and similarly under the horizontal dashed blue line), a maximum and saddle point annihilate. The derivation of the curves and also the annihilations on the left of these lines are derived in the main text.

Now we can give a full description of the phase diagram presented in Fig. 6.5. In region 1 there is no stable minimum. Region 2 has a single dS vacuum and the transitions are dominated by the HM bounces. Region 3, the tiny area between the green solid line and the dashed red line, has a single dS vacuum and the transitions are dominated by CDL bounces. Region 4 has a AdS vacuum and a saddle point and the CDL bounces are dominating. Region 5 has a AdS vacuum, two saddle points and one maximum and the CDL bounces dominate. Region 7, 8 and 9 have a AdS minimum and the potential approaches zero from below for large \( \psi \)'s and therefore there is no tunneling in this region. They are only different in the number of saddle points and maxima. Region 10 has a AdS vacuum, one maximum and two saddle points and the HM bounces are dominating.
Figure 6.5: The phase diagram for the $N = 2$ case. The green line given by Eq. (6.60) shows the location of the Minkowski vacua, above it is the dS and below it the AdS minima. There is no minimum above the top dotted-dashed blue line (region 1) which is given by Eq. (6.58). The red dashed line, which is given by Eq. (6.59), shows the boundary where the CDL bounces vanish and the HM bounces dominate. The most interesting part of this landscape is the region between the top red line and the green line where all the dS minima live in (regions 2 and 3). As proven in the text, its area, and therefore the number of dS vacua, is finite.
6.4.2 Statistics of vacua

It is not possible in general to find an analytic expression for the extrema of the potential Eq. (6.20) or, equivalently, Eq. (6.52). But we can infer some useful information about them. The area of the regions to the left or under the green line is infinite which means that there are an infinite number of AdS vacua. Also, by making the $n$’s small enough, these minima can have arbitrarily negative cosmological constants. The story for the more interesting dS vacua is different. First we show that there are a finite number of them and then we find approximately the location of the minima and their cosmological constants for large values of fluxes. The dS vacua are bound between the two lines defined by Eqs. (6.58) and (6.60). For large values of $n_1$, the tail of the green line is

\[ n_{2g} = \frac{1}{2} + \frac{1}{4n_1^2}, \quad (6.61) \]

and the tail of the green blue dotted-dashed line is

\[ n_{2b} = \frac{1}{2} + \frac{1}{12n_1^2}. \quad (6.62) \]

The area between these two lines is

\[ \int_{n_1^*} dn_1 [n_{2g} - n_{2b}] \quad (6.63) \]

which is finite. From Eq. (6.61) and Eq. (6.62) it is apparent that the right parameterization for the large values of $n_2$ is

\[ n_1 = \frac{1}{2} + \epsilon^2, \]

\[ n_2 = \frac{K}{\epsilon}, \quad (6.64) \]

where $\epsilon$ can be arbitrarily small. In terms of this parameterization, the minimum is located at

\[ e^{-\psi_1} = 2 + \frac{1}{9} \left( -96 + \frac{1}{K^2} + \frac{\sqrt{1 - 12K^2}}{K^2} \right) \epsilon^2, \]

\[ e^{-\psi_2} = \frac{1 + \sqrt{1 - 12K^2}}{3K^2} \epsilon^2, \]

\[ V_{\text{min}} = \frac{2 \left( 1 + \sqrt{1 - 12K^2} \right) \left( 24K^2 - 1 - \sqrt{1 - 12K^2} \right) \epsilon^4}{27K^4}. \quad (6.65) \]
It is easy to see that $K \leq \frac{1}{\sqrt{12}}$. Now we can express $V_{\text{min}}$ in terms of $n_1$ and $n_2$

$$V_{\text{min}} = \frac{2 \left(1 + \sqrt{1 + (6 - 12n_1)n_2^2} \right) \left(1 + (12 - 24n_1)n_2^2 + \sqrt{1 + (6 - 12n_1)n_2^2} \right)}{27n_2^2}.$$  \hspace{1cm} (6.66)

The eigenvalues of the Hessian in a canonically redefined field at the minimum are

$$\lambda_1 = \frac{4}{9K^4} \sqrt{1 - 12K^2} \left(1 + \sqrt{1 - 12K^2} \right)^2 \epsilon^4,$$

$$\lambda_2 = \frac{16 \left(1 + \sqrt{1 - 12K^2} \right)}{9K^2} \epsilon^2.$$  \hspace{1cm} (6.67)

Therefore the potential energy at the minimum is of order $\epsilon^2$. One of the eigenvalues is of order of $\epsilon^2$. However, the other one is of order $\epsilon^4$. Therefore one of the mass scales of excitations around the minimum is much smaller than the energy scale of the vacuum.

### 6.5 Higher $N$’s

It is very difficult to completely map out the landscapes for $N > 3$. However we can infer some important and general features of them.

#### 6.5.1 Criteria for Minkowski vacua

We can rewrite the effective potential in Eq. (6.20) as

$$V_{\text{eff}} = e^{-\sum \psi_i \tilde{V}},$$

(6.68)

where

$$V_{\text{eff}} = 1 + \sum \left(n_i^2 e^{-2\psi_i} - e^{-\psi_i} \right).$$

(6.69)

At a Minkowski vacuum, $V = 0$ and $\partial V / \partial \psi_i = 0$. This leads to

$$\tilde{V} = 0,$$

$$\frac{\partial \tilde{V}}{\partial \psi_i} = -2n_i^2 e^{-2\psi_i} + e^{-\psi_i} = 0.$$  \hspace{1cm} (6.70)
CHAPTER 6. HIGHER DIMENSIONAL EINSTEIN-MAXWELL LANDSCAPES

Form the second equation we can find all the $\psi_i$'s and plugging it back into $\tilde{V} = 0$ we get the criteria for Minkowski vacua.

$$\sum_{i=1}^{N} \frac{1}{n_i^2} = 4.$$  \hfill (6.71)

The dS vacua correspond to $\sum_{i=1}^{N} \frac{1}{n_i^2} < 4$ and AdS vacua to $\sum_{i=1}^{N} \frac{1}{n_i^2} > 4$. Equation Eq. (6.60) is a special case of this result.

### 6.5.2 Bounds on values of $n_i$’s

As we have seen in the previous sections, a stationary point does not exist for every choice of fluxes. Here we infer some bounds on the value of fluxes which is necessary for existence of a stationary point. It is more convenient to write the potential in Eq. (6.20) in terms of $\rho_i = e^{-\psi_i}$,

$$V_{\text{eff}} = \rho_1 \cdots \rho_N f(\rho_1, \ldots, \rho_N),$$  \hfill (6.72)

where

$$f(\rho_1, \ldots, \rho_N) = 1 + \sum (n_i^2 \rho_i^2 - \rho_i).$$  \hfill (6.73)

The critical points must satisfy

$$f + \rho_i \frac{\partial f}{\partial \rho_i} = 1 + \sum_{j=1}^{N} (n_j^2 \rho_j^2 - \rho_j) + 2n_i^2 \rho_i^2 - \rho_i = 0$$  \hfill (6.74)

for every value of $i$. Therefore, at the critical point, $\rho_i(2n_i^2 \rho_i - 1)$ should be independent of $i$. By completing the squares we can rewrite Eq. (6.74) as

$$\sum_{j=1}^{N} n_j^2(\rho_j - \frac{1}{2n_j^2})^2 + 2n_i^2(\rho_i - \frac{1}{4n_i^2})^2 = \frac{1}{8n_i^2} + \sum_{j} \frac{1}{4n_j^2} - 1.$$  \hfill (6.75)

Therefore

$$\forall i \quad \frac{1}{8n_i^2} + \sum_{j} \frac{1}{4n_j^2} \geq 1$$  \hfill (6.76)

This leads to

$$\sum_{j} \frac{1}{n_j^2} \geq \frac{8N}{2N + 1}.$$  \hfill (6.77)

Because we cannot set the left-hand side of Eq. (6.75) to zero for all $i$’s, this is not the strictest bound we can set on $n_i$’s. For large values of $N$, even this non-strict bound converges to the bound we found for the dS to AdS transition which means that the window in which we get a de Sitter
space gets smaller and smaller by going to higher dimensions. However we will see soon that the number of vacua diverges for \( N > 2 \).

### 6.5.3 Location of the critical points

We can rewrite Eq. (6.75) as

\[
2n_i^2 \left( \rho_i - \frac{1}{4n_i^2} \right)^2 = \frac{1}{8n_i^2} + \left[ \sum \frac{1}{4n_j^2} - 1 - \sum n_j^2 \left( \rho_j - \frac{1}{2n_j^2} \right)^2 \right] = \frac{1}{8n_i^2} + A , \tag{6.78}
\]

where \( A \) is defined as

\[
A = \sum \frac{1}{4n_j^2} - 1 - \sum n_j^2 \left( \rho_j - \frac{1}{2n_j^2} \right)^2 . \tag{6.79}
\]

Solving \( \rho_i \) in terms of \( A \) leads to

\[
\rho_i = \frac{1}{4n_i^2} \left[ 1 \pm \sqrt{1 + 8n_i^2 A} \right] . \tag{6.80}
\]

If \( A \) is positive, only the positive sign applies to this problem. Now plugging Eq. (6.80) into Eq. (6.79), we get an equation for \( A \),

\[
\frac{N + 2}{2} A = -1 + \sum \frac{1}{8n_i^2} \left( 1 \pm \sqrt{1 + 8n_i^2 A} \right) . \tag{6.81}
\]

For positive \( A \), only positive signs apply here. However, for negative \( A \)'s, the situation is not that clear and both positive and negative signs are applicable. The possibility of plus or minus in each term of the sum makes this equation less useful, but we will still be able to use this equation later when we expand it in terms of small \( \rho_i \)'s.

### 6.5.4 Case of small fluxes

We saw in Fig. 6.4 that for small values of the \( n_i \)'s, there always exists a stationary point which is a maximum (the diamond shape under the red line). In this section we show that this is indeed true for general \( N \).

Starting from Eq. (6.74) and expanding to 2nd order in \( n_i \), we get

\[
\rho_i = \frac{1}{N + 1} \left( \frac{1}{(N + 1)^3} \sum n_j^2 + \frac{2n_i^2}{(N + 1)^2} \right) , \tag{6.82}
\]
and, using the definition of $f$ in Eq. (6.73)

$$f(\rho_1, \ldots, \rho_N)|_{\text{Critical Point}} = \frac{1}{N+1} \left( 1 - \sum \frac{n_i^2}{(N+1)^2} \right) + O(n_i^4).$$

(6.83)

It is easy to show that

$$\frac{\partial^2 V_{\text{eff}}}{\partial \rho_i \partial \rho_j} \big|_{\text{critical point}} = \rho_1 \ldots \rho_N \left[ 2n_i^2 \delta_{ij} - \frac{f}{x_i^2} \delta_{ij} - \frac{f}{x_i x_j} \right] = -\rho_1 \ldots \rho_N (N+1) \left[ \delta_{ij} + 1 + O(n_i^2) \right].$$

(6.84)

The eigenvalues of this matrix to zeroth order in $n_i$ are proportional to $(N+1)$ and $(N+1)^2$ which confirms that this extremum is indeed a maximum.

### 6.5.5 Vanishing critical points because of hitting infinity

In this section we find the criteria for changing the number of critical points due to the approach of some of the fields $\psi_i$ to infinity for general $N$ and find the location of these saddle points. It will be a straightforward calculation to determine whether they are minima, maxima or saddle points. If the $i$'th radion $\psi_i$ approaches infinity, then $\rho_i = e^{-\psi_i}$ will approach zero. Let's separate the $\rho_i$'s that remain finite by labeling them as $\rho_1, \ldots, \rho_K$ and the ones that approach zero as $\rho_{K+1}, \ldots, \rho_N$. From Eq. (6.80) we see that this behavior is possible if and only if $A$ is an infinitesimally small negative number and we have to choose the positive root for $i = 1, \ldots, K$ and the negative root for $i = K+1, \ldots, N$. Now expanding Eq. (6.81) to first order in $A$, we get

$$\sum_{i=1}^{K} \frac{1}{4n_i^2} = 1 + (N+1-K)A = 1 - \epsilon,$$

(6.85)

where $\epsilon$ is an infinitesimally small positive number. Therefore, for any subset $n_1 \ldots n_K$, the number of stationary points of the potential changes at a hypersurface defined by $\sum_{i=1}^{K} \frac{1}{4n_i^2} = 1$. The location of this critical point will be

$$\rho_i = \begin{cases} \frac{1}{2n_i^2} & i \leq K, \\ 0 & i > K. \end{cases}$$

(6.86)

The two blue dashed lines we found in Fig. 6.4 ($n_1 = \frac{1}{2}$ or $n_2 = \frac{1}{2}$) for $N = 2$ are special cases of this argument and we expect that a saddle point vanishes on the left (bottom) of these lines. Using the value of $\rho_i$ we found in Eq. (6.86) we can easily determine whether these points are minima, maxima or saddle points.
6.5.6 Divergence of the number of dS vacua for \( N \geq 3 \)

One of the most interesting features of this landscape is that not only is the possible number of AdS vacua infinite for \( N = 2 \), but also for larger \( N \) they accommodate an infinite number of dS vacua. In this section we prove this result for the case \( N = 3 \). It will be clear from this proof that the larger \( N \)'s also have an infinite number of dS minima. Clearly, for any finite value for the fluxes \( n_1, n_2 \) and \( n_3 \) there is a finite volume in parameter space. Therefore if we want to find an infinite volume, these numbers should get very large. However, from Eq. (6.77), it is not possible for all of them to get large. Let’s assume that \( n_1 \) remains finite and \( n_2 \) and \( n_3 \) get large. We are looking for dS minima. Using the argument in Sec. 6.5.2 and Eqs. (6.77) and (6.71), \( n_1 \) should remain very close to \( 1/2 \). We use the following parameterization for \( n_1 \) and \( n_2 \) and \( n_3 \):

\[
\begin{align*}
n_1 &= \frac{1}{2} + \epsilon^2, \\
n_2 &= \frac{K}{\epsilon}, \\
n_3 &= \frac{L}{\epsilon},
\end{align*}
\]

(6.87)

where again \( \epsilon \) is a small positive number and \( K \) and \( L \) are positive numbers that should be chosen in such a way that \( \frac{1}{n_1^2} + \frac{1}{n_2^2} + \frac{1}{n_3^2} \leq 4 \). To the first non-zero approximation in \( \epsilon \), the location of the minima is given by

\[
\begin{align*}
\rho_1 &= 2 + A\epsilon^2, \\
\rho_2 &= B\epsilon^2, \\
\rho_3 &= C\epsilon^2.
\end{align*}
\]

(6.88)

In order to satisfy Eq. (6.74), \( A, B \) and \( C \) satisfy

\[
\begin{align*}
12 + A - B - C + B^2K^2 + C^2L^2 &= 0, \\
4 - 2B - C + 3B^2K^2 + C^2L^2 &= 0, \\
4 - B - 2C + B^2K^2 + 3C^2L^2 &= 0.
\end{align*}
\]

(6.89)

Unfortunately, it is not very easy to solve these equations analytically and analyze the minima as we could do in the case of two two-spheres. However, we can prove that the volume in the \( n \) space that creates dS vacua is infinite in contrast to the \( N = 2 \) case. In the case of two two-spheres,
we found a finite number of de Sitter vacua because the area between the graphs in Eqs. (6.61) and (6.62) was finite. However, if we rotate these two graphs around the \( n_1 \) axis, the integral in Eq. (6.63) diverges logarithmically. To make this argument more precise, let’s adopt a cylindrical coordinate system as follows:

\[
n_1 = n_1, \quad n_2 = r \cos \theta, \quad n_3 = r \sin \theta.
\] (6.90)

The two graphs that specify the boundary of the region containing the dS vacua are

\[
n_1 = \frac{1}{2} \left[ 1 + \frac{1}{8 \sin^2 \theta \cos^2 \theta} \right],
\]

\[
n_1 = \frac{1}{2} \left[ 1 + \frac{G(\theta)}{r^2} \right],
\] (6.91)

where the first one is a result of Eq. (6.71) and the second one comes from Eq. (6.89). Our numerical solutions show that

\[
F(\theta) = G(\theta) - \frac{1}{8 \sin^2 \theta \cos^2 \theta} > 0.
\]

Therefore the volume of phase space for the de Sitter vacua is

\[
\int_{r_*}^{\infty} \int_0^{\pi/2} r \, dr \, d\theta \frac{F(\theta)}{r^2} = \int_{r_*}^{\infty} dr \int_0^{\pi/2} d\theta F(\theta).
\] (6.92)

This integral is logarithmically divergent and therefore the number of dS vacua is infinite. A similar argument is correct for higher \( N \) and our conjecture is that this integral for different \( N \)’s gets a modification of the form

\[
\int_{r_*}^{\infty} \int_0^{\pi/2} r^{N-1} d\Omega_{N-2} \frac{F(\theta)}{r^2} = \int_{r_*}^{\infty} dr \int_0^{\pi/2} d\theta F(\theta).
\] (6.93)

This expression is more divergent for larger \( N \)’s. Therefore in all of them we will have an infinite number of dS vacua and also an infinite number of AdS vacua with arbitrarily large negative cosmological constants.

6.6 Summary and future directions

In this chapter we studied compactifications of the \((4 + 2N)\)-dimensional Einstein-Maxwell theory over a product of a four-dimensional Lorentzian space and two-spheres. We calculated the four-dimensional effective potential. The landscape of vacua for \( N = 2 \) is completely mapped out. We
showed that the number of dS vacua in this case is finite and that there are an infinite number of AdS vacua. We studied the minima of this theory in the approximation that one of the fluxes gets very large. Although we could not completely study the landscape for higher $N$’s, we still could derive some of its important features. Especially we showed that there are an infinite number of dS vacua for higher $N$’s.

There are many things left here that we will pursue in future works. One of them is the stability of these spheres for higher $\ell$ modes. We also will check whether this model of compactification becomes unstable for large $N$, as we could show for field theoretical models in Chapter 5.
Chapter 7

Conclusion

The Universe can undergo large-scale phase transitions. When the hot and dense Universe got colder, there was a chance that it did not land on the true global minimum of the potential describing it. The way to move towards a more stable vacuum is a phase transition which is carried by nucleation of bubbles of the new phase. The subsequent expansion may complete the phase transition. In this thesis I explained aspects of this decay.

In Chapter 2 I laid the foundation for the subsequent chapters. I described the vacuum decay in a field theory.

In Chapter 3 I explained the bubbles which have an O(3) × O(2) symmetry, which is different from the conventionally used O(4) symmetry. I showed that these bubbles have higher actions and therefore are subdominant in the decay process.

In Chapter 4 I showed the results for the decay of a spatial vector field theory with different transverse and longitudinal speeds of sound. I showed that in some limits the flat walls get unstable and the bubbles develop kinks.

In Chapter 5 I studied the effects of large numbers of fields on the decay rate. I showed that the decay rates grow so quickly as to render the overwhelming majority of the vacua unstable, and therefore not good candidates for our observed Universe.

In Chapter 6 I presented a model which shares many of the features of the string landscape and makes a good lab for testing the assumptions made in Chapter 5. We will investigate the consequences of large number of fields in this model in upcoming work.
Appendix A

de Sitter space

The d-dimensional de Sitter space $\text{dS}_d$ can be thought as a hypersurface in a $d+1$-dimensional Minkowski space defined by

$$-X_0^2 + X_1 + \ldots + X_d^2 = \ell^2,$$

where $\ell$ is the de Sitter radius. This space satisfies the Einstein equation with a cosmological constant related to $\ell$ by

$$\Lambda = \frac{(d-2)(d-1)}{2\ell^2}.$$

Because de Sitter space has a horizon, it has a temperature \cite{88, 89} which is given by

$$T_{\text{ds}} = \frac{1}{2\pi \ell}.$$

We now set $\ell = 1$. If we assume $X_0$ is the time direction, then we can foliate the spacetime with constant time hypersurfaces. Each of these hypersurfaces has the geometry of a $(d-1)$-sphere of radius $\sqrt{1 + X_0^2}$. This foliates the space with first contracting and then expanding spheres. This space has a $SO(d,1)$ symmetry group. A simple picture of this space is shown in Fig.\ref{A.1} There are many different coordinates systems used for de Sitter space. Here we introduce the two which are needed in the thesis. The first one is the global coordinate system which describes the above embedding. Let’s devise a spherical coordinate system for the space-like directions

$$\omega^1 = \cos \theta_1,$$

$$\omega^2 = \sin \theta_1 \cos \theta_2,$$
Figure A.1: A schematic view of the de Sitter space. Each of the points here is a (d-2)-sphere. The dashed line shows a (d-1)-sphere at the end of the contracting and beginning of the expanding phase.

\[
\omega^{d-1} = \sin \theta_1 \cdots \sin \theta_{d-2} \cos \theta_{d-1}, \\
\omega^d = \sin \theta_1 \cdots \sin \theta_{d-2} \sin \theta_{d-1}.
\]  

Here 0 ≤ θ_i ≤ π for 1 ≤ i < d - 1 and 0 ≤ θ_{d-1} < 2π. In terms of these variables, we can put a global coordinate system on the de Sitter space

\[
X_0 = \sinh \tau, \\
X_i = \omega_i \cosh \tau.
\]  

The metric takes a very simple form

\[
ds^2 = -d\tau^2 + \cosh^2 \tau d\Omega_{d-1}^2.
\]  

The Penrose diagram for de Sitter space is shown in Fig. A.2. Not all the points are causally connected and for any point there is a horizon. The shaded area in this picture shows all the points that can send and receive signals from the north pole (the solid vertical line on the right). We can choose a coordinate system which only covers this shaded region

\[
X_0 = \sqrt{1 - r^2} \sinh t,
\]
Figure A.2: Penrose diagram for the de Sitter space. The vertical solid lines are time-like points corresponding to the points on the north and south poles. As seen, it takes an infinite amount of time for a signal to travel between the poles and the north pole is only causally connected to the shaded region which is called the static patch.

\[
X^a = r \omega^a , \quad a = 1, \ldots, d - 1 , \\
X_d = \sqrt{1 - r^2 \cosh t} .
\]  
(A.7)

In this coordinate system the metric takes a very simple form

\[
ds^2 = -(1 - r^2)dt^2 + \frac{dr^2}{1 - r^2} + r^2 d\Omega_{d-2}^2 .
\]  
(A.8)

This is a static metric and \( r = \pm 1 \) denotes the boundaries of the shaded area. Clearly the Euclidean version of the space given in Eq.(A.1) is a d-sphere.
Appendix B

Examples of potentials with various orientation dependence of the tension.

Here we present some analytic approaches and the numerical evaluation of the domain-wall tension given by the relaxation method\cite{54,55,56}. The first potential we study is a double well in one direction and a quadratic in the other direction.

\[
V(\phi_x, \phi_y) = -\frac{1}{2} \mu^2 \phi_y^2 + \frac{1}{4} \lambda \phi_y^4 + \frac{1}{2} \beta \phi_x^2 .
\] (B.1)

This is qualitatively similar to Eq. (4.7) when \(m^2 > 0\). The differences are some 4th order terms involving \(\phi_x\), which is not very important when \(\beta > 0\) stabilizes a trajectory near \(\phi_x = 0\). The two potentials can be roughly related by

\[
-\frac{\mu^2}{2} = \frac{m^2}{2} + b|\vec{H}|^2 ,
\]
\[
\frac{\beta^2}{2} = \frac{m^2}{2} .
\] (B.2)

The two degenerate minima sit at \((0, \pm \sqrt{\frac{\mu^2}{\lambda}})\). For the purely longitudinal (or transverse) wall oriented along the \(\vec{y}\) (or \(\vec{x}\)), we can solve the problem analytically and get the exact value of the tension.
Longitudinal wall \((\theta = 0)\):
\[
\phi_y(x, y) = \sqrt{\frac{\mu}{\lambda}} \tanh \left( \frac{\mu y}{c_L \sqrt{2}} \right) \tag{B.3}
\]
\[
\phi_x(x, y) = 0 \tag{B.4}
\]
\[
\sigma = \sigma(0) = \frac{2\sqrt{2}\mu^3 c_L}{3\lambda} \tag{B.5}
\]

Transverse wall \((\theta = \frac{\pi}{2})\):
\[
\phi_y(x, y) = \sqrt{\frac{\mu}{\lambda}} \tanh \left( \frac{\mu x}{c_T \sqrt{2}} \right) \tag{B.6}
\]
\[
\phi_x(x, y) = 0 \tag{B.7}
\]
\[
\sigma = \sigma(\pi/2) = \frac{2\sqrt{2}\mu^3 c_T}{3\lambda} \tag{B.8}
\]

For other orientations of the wall, we can evaluate the tension numerically. Before that, we can analyze two extreme cases. Using the method of rotating the potential as described in Sec. 4.2, we have
\[
\sigma(\theta) = \int dx \frac{c_T^2}{2} \phi_x'^2 + \frac{c_L^2}{2} \phi_y'^2 + V_0(\phi_x, \phi_y) = \int dx \frac{c_T^2}{2} \phi_x'^2 + \frac{c_L^2}{2} \phi_y'^2 + V(\phi_x \cos \theta + \phi_y \sin \theta, \phi_y \cos \theta - \phi_x \sin \theta) \tag{B.9}
\]
When \(\beta \to \infty\), we effectively have a single field problem with
\[
\bar{\phi} = \frac{\phi_x}{\cos \theta} = \frac{\phi_y}{\sin \theta} \tag{B.10}
\]
such that
\[
\sigma(\theta) = \int dx \frac{c_L^2}{2} \cos^2 \theta + \frac{c_T^2}{2} \sin^2 \theta + V(\bar{\phi}, 0) \tag{B.11}
\]
Clearly, this gives us Eq. (4.19).

The other extreme limit is \(\beta \to 0\), in which the potential is flat in the \(\phi_x\) direction. The two degenerate vacua approach two separated lines. Moving along these lines contributes nothing to the tension. As shown in Fig. B.1, the path that minimizes the tension involves first moving along these lines to an appropriate angle \(\phi\), then connecting them through a straight line. The tension of this path is a function of both \(\theta\) and \(\phi\) through the orientation dependence in Eq. (4.19), and a simple projection of the length.
\[
\sigma(\theta, \phi) = \frac{\sigma(0)}{c_L} \frac{1}{\cos(\theta - \phi)} \sqrt{c_L^2 \cos^2 \phi + c_T^2 \sin^2 \phi} \tag{B.12}
\]
Figure B.1: The $c_L$ and $c_T$ axes are the directions in which the field has purely longitudinal and transverse sound speeds. The two dots represent the two discrete vacua. In the limit $\beta \to 0$, the dashed lines through them are almost in the vacuum, too. The important portion of the domain-wall is the red (thick) path from one line to the other, which is free to pick the best orientation $\phi$.

Minimizing this with $\phi$, we have

$$\phi_m(\theta) = \arccos \frac{c_T^2 \cos \theta}{\sqrt{c_T^4 \cos^2 \theta + c_L^4 \sin^2 \theta}} ,$$

(B.13)

so the tension in this case should be

$$\sigma(\theta) = \sigma[\theta, \phi_m(\theta)] .$$

(B.14)

We can apply the analysis in Sec. 4.2.2 and calculate the stability condition for the flat longitudinal wall:

$$\frac{1}{\sigma(0)} \frac{d^2 \sigma}{d\theta^2} = \left( 1 - \frac{c_L^2}{c_T^2} \right) > -1 .$$

(B.15)

We can see that the wall becomes unstable as soon as $c_L > \sqrt{2} c_T$.

We next provide several plots with the numerical values on top of the three possible fits, Eqs. (4.18), (4.19) and (B.14). Fig. B.2 shows that the two extreme limits indeed fit very well with our analysis. Fig. (B.3) shows that with a more moderate choice of parameters, Eq. (4.18) is quite reliable, independent of the sound speed.
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Figure B.2: The numerically calculated values of the tension for a double-well potential are shown in dots. The three analytical fits: Eq. (4.18) is the dashed line, Eq. (4.19) is the dot-dashed (blue) line, and Eq. (B.14) is the solid (red) line. We can see that for large $\beta$, Eq. (4.19) is a good fit, and for small $\beta$, Eq. (B.14) is a good fit.

Figure B.3: The numerically calculated values of the tension for a double-well potential are shown in dots. Again the three analytical fits: Eq. (4.18) is the dashed line, Eq. (4.19) is the dot-dashed (blue) line, and Eq. (B.14) is the solid (red) line. The two figures use the same potential but different sound speed ratios.
Figure B.4: The more complicated potential introduced in Eq. (B.16), with $q = 0.5$, $r_1 = -2.5$, $r_2 = 2.5$. We will use two values of $S$, 1.1 and 0.9, but that makes no visual difference.

In the end, we provide a much more complicated potential as in Fig. (B.4). It has a general slope in the $\phi_x$ direction and two minima located at $(0.001, \pm 2.498)$. So, trivially, the interpolation path will always involve both fields.

$$V(\phi_x, \phi_y) = e^{q\phi_x} \left\{ 1 - S \exp \left[ -4 \left( \phi_x - \sin \left( \frac{\phi_y - r_1}{r_2 - r_1} \right) \right)^2 \right] \right\} \left[ \tanh^2 \left( \frac{(\phi_y - r_1)(\phi_y - r_2)}{3} \right) \right].$$  

We numerically evaluated the tension for various orientations and plotted it against the three analytical fits in Fig. (B.5). The overall shape can be quite different from any equation given in this paper. In particular, note that in the right portion of Fig. (B.5) the longitudinal domain-wall (actually an open set near $\theta = 0$) does not exist.\(^1\)

\(^1\)This is for the same reason as described in [54]. The interpolation path breaks into two parts, connecting each vacuum individually with the $-\phi_x$ region. For vector fields, such runaway behavior also acquires an orientation dependence.
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Figure B.5: From the potential given by Eq. (B.16), we again compare the numerical $\sigma(\theta)$ with the three equations. In the left figure we have $S = 1.1$. In the right figure we have $S = 1$. For some orientations the domain-wall does not exist because the path runs away toward the $-\phi_x$ direction.
Appendix C

Curvature of warped product of metrics.

In this appendix, we calculate the curvature tensor for a warped product of metrics. These results were used in Chapter 6 to calculate the effective potential of the lower dimensional spacetimes after compactification. We do these calculations in two different parameterizations of the metric. Consider the warped product of manifolds $M \times N^1 \times \ldots \times N^p$ which are respectively $m, n_1, n_2, \ldots$ and $n_p$ dimensional. The coordinates of $M$ are $x_\mu$ and $y^{(a)}_i$ are the coordinates of $N^{(a)}$.

C.1 Parametrization 1

The metric in the first parameterization is

$$ds^2 = G_{MN} dx^M dx^N = e^{-2A(x)} g_{\mu\nu}(x) dx^\mu dx^\nu + e^{2B_a(x)} h_{ij}^{(a)}(y^{(a)}_i) dy^{(a)}_i dy^{(a)}_j,$$  \hspace{1cm} (C.1)

where the index $a$ runs from 1 to $p$. Latin indices from beginning of the alphabet specify which manifold $N$ is used. The nonzero components of the affine connection are
The Laplacian operator on the scalar field is

\[ \nabla^2 \phi = e^{2A} \nabla^2_{(x)} \phi + e^{-2B_a} \nabla^2_{(a)} \phi + e^{2B_a} \nabla_\mu \left[ n_a B_a - (m - 2) A \right] \nabla^\mu \phi . \]  

(C.14)
C.2 Parametrization 2

Another parametrization of the metric may be useful in other situations. Let’s assume the warped metric has the form

\[ ds^2 = G_{MN} dx^M dx^N = g_{\mu\nu}(x) dx^\mu dx^\nu + f_a(x) h^{(a)}_{ij}(y_a) dy_i^{(a)} dy_j^{(a)}. \]  

(C.15)

The non-zero components of the affine connection are

\[ \Gamma^\mu_{\nu\alpha} = \tilde{\Gamma}^\mu_{\nu\alpha}, \]  

(C.16)

\[ \Gamma^\mu_{ia,ja} = -\frac{1}{2} h_{ia,ja} \nabla^\mu f_a, \]  

(C.17)

\[ \Gamma^i_{ja} = \tilde{\Gamma}^i_{ja}, \]  

(C.18)

\[ \Gamma^{i}_{ij} = \frac{1}{2} \delta^{i}_{ja} f_a^{-1} \nabla^j f_a. \]  

(C.19)

The nonzero components of the Riemann tensor are

\[ R^\mu_{\nu\alpha\beta} = \tilde{R}^\mu_{\nu\alpha\beta}, \]  

\[ R^a_{ja,ka,l_a} = \tilde{R}^a_{ja,ka,l_a} + \frac{1}{4} f_a^{-1} (\nabla f_a)^2 \left[ h_{ja,ka} \delta^i_{la} - h_{ja,la} \delta^i_{ka} \right], \]  

(C.20)

\[ R^i_{ia,\nu j_a} = \frac{1}{2} h_{ia,j_a} \left[ \frac{1}{2} f_a^{-1} \nabla^\mu f_a \nabla^\nu f_a - \nabla^\mu \nabla^\nu f_a \right] \]  

(C.21)

\[ R^i_{\mu j_a \nu} = \frac{1}{2} \delta^i_{ja} \left[ \frac{1}{2} f_a^{-2} \nabla^\mu f_a \nabla^\nu f_a - f_a^{-1} \nabla^\mu \nabla^\nu f_a \right], \]  

(C.22)

\[ R^a_{kb,ja,l_b} = -\frac{1}{4} \delta^a_{ja} f_a^{-1} h_{kb,l_b} \nabla^j f_a \cdot \nabla^k f_a. \]  

(a \neq b)  

(C.23)

The nonzero components of the Ricci tensor are

\[ R_{\mu\nu} = \tilde{R}_{\mu\nu} + \frac{1}{2} n_a \left[ \frac{1}{2} f_a^{-2} \nabla^\mu f_a \cdot \nabla^\nu f_a - f_a^{-1} \nabla^\mu \nabla^\nu f_a \right], \]  

(C.24)

\[ R_{ia,j_a} = \tilde{R}_{ia,j_a} - \frac{1}{2} h^{(a)}_{ia,j_a} \left[ \frac{1}{2} n_b f_b^{-1} \nabla^j f_a \cdot \nabla^b f_b - f_a^{-1} (\nabla f_a)^2 + \nabla^2 f_a \right], \]  

(C.25)

and the scalar curvature is

\[ R = f_a^{-1} \tilde{R}^{(a)} + \tilde{R}^{(x)} - \frac{n_a n_b}{4} f_a^{-1} f_b^{-1} \nabla f_a \cdot \nabla f_b - n_a f_a^{-1} \nabla^2 f_a + \frac{3}{4} n_a f_a^{-2} (\nabla f_a)^2. \]  

(C.26)

The Laplacian operator for a scalar field \( \phi(x, y_a) \)

\[ \nabla^2 \phi = \nabla^2 (x) \phi + f_a^{-1} \nabla^2 (y_a) \phi + \frac{1}{2} n_a f_a^{-1} \nabla f_a \cdot \nabla \phi. \]  

(C.27)
Appendix D

Quartic supersymmetric potentials

In this appendix, we explain the supersymmetric potentials used in Chapter 5 to model the dependence of tunneling rates on the number of fields. We use chiral superfields $\Phi_i$,

$$\Phi(x, \theta) = A(x) + i \theta \sigma^m \bar{\theta} \partial_m A(x) + \frac{1}{4} \theta \theta \theta \bar{\theta} \Box A(x) + \sqrt{2} \theta \psi(x) - \frac{i}{\sqrt{2}} \theta \bar{\theta} \partial_m \psi(x) \sigma^m \bar{\theta} + \theta \theta F(x) . \quad (D.1)$$

The general form of Lagrangian for a set of chiral fields $\Phi_1, \ldots, \Phi_N$ is

$$\mathcal{L} = \Phi_i \Phi_i^* \bigg|_{\theta \bar{\theta} \partial \bar{\partial}} + \left( \frac{1}{2} m_{ij} \Phi_i \Phi_j + \frac{1}{3} g_{ijk} \Phi_i \Phi_j \Phi_k + \frac{1}{4} h_{ijmn} \Phi_i \Phi_j \Phi_m \Phi_n + \lambda_i \Phi_i \right) \bigg|_{\theta \bar{\theta}} + \text{h.c.} \right) . \quad (D.2)$$

where $m$, $g$ and $h$ are symmetric tensors. In terms of the component fields, this becomes

$$\mathcal{L} = i \partial_m \bar{\psi}_i \tilde{\sigma}^m \psi_i + A_i^* \Box A_i + F_i F_i^* + \left[ m_{ij} \left( A_i F_i - \frac{1}{2} \psi_i \bar{\psi}_j \right) \right. \right.$$

$$\left. + g_{ijk} (A_i A_j F_k - \psi_i \bar{\psi}_j A_k) + h_{ijmn} (F_i A_j A_m A_n - 3 A_i A_j \psi_m \psi_n) + \lambda_i F_i + \text{h.c.} \right] . \quad (D.3)$$

Varying with respect to the auxiliary fields $F_k$ and $F_k^*$, we find

$$F_k = - \lambda_k^* - m_{ik} A_i^* - g_{ijk} A_i^* A_j^* - h_{ijmnk} A_i^* A_j^* A_m^* ,$$

$$F_k^* = - \lambda_k - m_{ik} A_i - g_{ijk} A_i A_j - h_{ijmnk} A_i A_j A_m . \quad (D.4)$$

Plugging this back in Eq.(D.3) gives

$$\mathcal{L} = i \partial_m \bar{\psi}_i \tilde{\sigma}^m \psi_i + A_i^* \Box A_i - \frac{1}{2} m_{ik} \psi_i \bar{\psi}_k - \frac{1}{2} m_{ik}^* \bar{\psi}_i \psi_k - g_{ijk} \bar{\psi}_i \psi_j A_k$$

$$- g_{ijk}^* \bar{\psi}_i \psi_j A_k^* - \mathcal{V}(A_i, A_i^*) , \quad (D.5)$$
We can choose a basis $m_k$. Using Eq. (D.4) gives

$$\mathcal{V} = F_k^* F_k .$$  \hspace{1cm} (D.6)

Using Eq. (D.4) gives

$$\mathcal{V} = \lambda_k \lambda^*_k + (\lambda_k^* m_{ik} A_i + \lambda_k m_{ik}^* A_i^*)$$
$$+ m_{ik} \lambda^*_k m_{jk} A_i A_j + \lambda_k g_{ijk} A_i A_j + \lambda_k g_{ijk} A_i^* A_j^*$$
$$+ m_{ik} g_{abk} A_i A_i A_b^* + m_{ik} g_{abk} A_i^* A_a A_b + \lambda_k h_{ijk}^* A_i^* A_j^* A_m^* + \lambda_k^* h_{ijk} A_i A_j A_m$$
$$+ g_{ijk} h_{ijk}^* A_i A_j A_k^* A_m^* A_n^* + h_{ijk}^* m_{nk} A_i A_j A_m A_n^*$$
$$+ g_{abk} h_{ijk}^* A_i A_j A_k^* A_m^* A_n + g_{abk} h_{ijk}^* A_a A_b A_i A_j A_k^* A_m^*$$
$$+ h_{ijk} h_{abck} A_i^* A_j^* A_m^* A_n A_b A_c .$$  \hspace{1cm} (D.7)

To make the linear part of the potential vanish, we need

$$\lambda_k^* = 0 .$$  \hspace{1cm} (D.8)

Keeping only term to quartic order in Eq. (D.7)

$$\mathcal{V} = m_{ik} m_{jk}^* A_i A_j^* + m_{ik} g_{abk} A_i A_i^* A_a A_b + m_{ik} g_{abk} A_i^* A_a A_b$$
$$+ g_{ijk} g_{abk} A_i A_j A_i A_b^* + h_{ijk}^* m_{nk} A_i A_i A_j A_m A_n + h_{ijk}^* m_{nk} A_i A_j A_m A_n^*.$$  \hspace{1cm} (D.9)

We can choose a basis $m_{ik} = \delta_{ik} M_k$. This further simplifies the potential

$$\mathcal{V} = |M_k|^2 |A_k|^2 + M_k g_{abk} A_k A_i A_a A_b + M_k^* g_{abk} A_k A_a A_b$$
$$+ g_{ijk} g_{abk} A_i A_j A_i A_b^* + h_{ijk}^* M_k A_i A_j A_m A_k^* A_n + h_{ijk}^* M_k^* A_i A_j A_m A_k .$$  \hspace{1cm} (D.10)

Let’s define $H_{ijk} = h_{ijk}^* M_k^*$. Please notice there is no summation here on $k$ and $H$ is still symmetric in $i, j, k$. Similarly let’s define $G_{abk} = g_{abk} M_k^*$ where again there is no summation over $k$ and the tensor is still symmetric in $a, b$. Let’s define everything in terms of real quantities as follows

$$A_i = \phi_i + i \pi_i ,$$
$$H_{ijk} = F_{ijk} + i L_{ijk} ,$$
$$G_{abc} = P_{abc} + i Q_{abc} ,$$
$$g_{abc} = R_{abc} + i S_{abc} .$$  \hspace{1cm} (D.11)
The potential in Eq. (D.10) becomes

\[
\mathcal{V} = |M_k|^2 \phi_k^2 + |M_k|^2 \pi_k^2 + 2P_{ijk} [\phi_i \phi_j \phi_k - \pi_i \pi_j \pi_k + 2\phi_i \pi_j \pi_k] \\
+ 2Q_{ijk} [-\pi_i \pi_j \pi_k + \phi_i \phi_j \pi_k - 2\pi_i \phi_j \pi_k] \\
+ \phi_i \phi_j \phi_m \phi_n [R_{ijk} R_{mnk} + S_{ijk} S_{mnk} + 2F_{ijmn}] + \pi_i \pi_j \pi_m \pi_n [S_{ijk} S_{mnk} + R_{ijk} R_{mnk} - 2F_{ijmn}] \\
+ 2\phi_i \phi_j \pi_m \pi_n [2S_{lmk} S_{njk} + 2R_{lmk} R_{njk} - R_{ijk} R_{mnk} - S_{ijk} S_{mnk} + 3F_{ijmn} - 3F_{ijmn}] \\
+ 2\phi_i \pi_j \pi_m \pi_n [2R_{njk} S_{lmk} - 2S_{njk} R_{lmk} + L_{ijmn} - 3L_{ijmn}] \\
+ 2\pi_i \phi_j \phi_m \phi_n [2S_{njk} R_{lmk} - 2R_{njk} S_{lmk} + L_{ijmn} - 3L_{ijmn}] .
\]  
(D.12)

This is the form we used for the calculations in Chapter 5. We chose the real and imaginary parts of \( g_{ijk} \) and \( h_{ijkl} \) in the range \([-1, 1]\).
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