ABSTRACT In this paper, we present a hybrid deep learning model that is based on a two-dimensional convolutional neural network (2D-CNN) and a bidirectional long short-term memory network (Bi-LSTM) to detect non-technical losses (NTLs) in smart meters. NTLs occur due to the fraudulent use of electricity. The global integration of smart meters has proven to be beneficial for the storage of historical electricity consumption (EC) data. The proposed methodology learns the deep insights from the historical EC data and informs power utilities about the presence of NTLs. However, the effective detection of NTLs faces the problem of class imbalance that occurs due to the rare availability of fraudulent electricity consumers. To solve this issue, an evolutionary bidirectional Wasserstein generative adversarial network (Bi-WGAN) is employed. Bi-WGAN synthesizes the most plausible fraudulent EC samples by integrating an auxiliary encoder module. Besides, the inevitable curse of high dimensional data reduces the generalization ability of classifiers. The proposed hybrid model efficiently handles the highly dynamic data by utilizing its potent feature extracting capabilities. The one-dimensional daily EC data is passed to Bi-LSTM model for capturing the non-malicious changes from consumers’ profiles. Meanwhile, 2D-CNN takes 2D weekly EC data as input to extract the potential features by applying different convolutions and pooling operations. Extensive experiments are conducted on a realistic smart meters dataset to prove the effectiveness of the proposed model. The results show that the proposed model outperforms the state-of-the-art models by achieving area under the curve receiver operating characteristics of 0.97 and precision-recall area under the curve of 0.98, which make it suitable for real-world scenarios.
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I. INTRODUCTION

Nowadays, the major activities of human lives are dependent on the electricity. It has become an important part of human life. In the modern era, varieties of ways are introduced to generate electricity, such as production through hydro power, wind power, fuel power and thermal power. However, different losses occur during the generation of electricity [1]. The most common losses are classified into technical losses (TLs) and non-technical losses (NTLs). TLs happen because of the
heat production in electrical distribution lines, short circuits in transformers or other grid components, etc. Whereas, NTLs occur due to energy theft, meter bypassing, meter malfunctioning, billing errors, etc. The major source of NTL is electricity theft (ET). The power utilities around the globe accounted for billions of dollars per annum due to NTLs. The electric utilities in the United States of America bear almost $6 billion every year because of NTLs [2]. Similarly, the Chinese power companies lost almost $15 million till 2018 as a result of energy theft [3]. The underdeveloped countries are also affected by NTLs, such as Brazil and India and they lose approximately 16% and 25% of their total energy supply, respectively [4]. Besides the huge financial loss, NTLs also disturb the normal flow of electricity by overloading the transformers and grid’s internal components.

The recent enhancement in advanced metering infrastructure (AMI) integrates communication flow with energy flow to enable the cooperation between consumers and electric utilities. The integration of AMI brings potential benefits, such as efficient recording of electricity usage, remote controlling of electricity consumption (EC), real-time pricing and providing grids’ status information for power utilities to detect NTLs. However, it introduces numerous ways for electricity thieves to remotely compromise the smart metering systems and manipulate meters’ readings [5]. Keeping the above concerns in view, electricity theft detection (ETD) has become essential for the modern era. In addition, the availability of massive EC data enables researchers to exploit state-of-the-art data driven methods for better ETD.

According to literature, different researchers performed ETD using varieties of statistical and machine learning (ML) methods [6], [7]. In general, three methods are commonly used for ETD. These methods are enlisted as follows: i) state based methods, ii) game theory based methods and iii) data driven based methods. In state or hardware based methods, special devices and sensors are integrated with the smart meters to detect the abnormal consumers [8]. However, these methods are costly in terms of both time and money. Moreover, extra maintenance cost is required for installation and management of these devices. Whereas, in game theory based methods, a virtual environment is initially created. Then, a game is played between electric utilities and consumers to perform ETD [9]. A special utility function is formulated where the rules and regulations are defined. The game is stopped when the equilibrium state is achieved. However, these methods are not proven to be effective because designing a suitable utility function for complex scenarios is a challenging task for researchers. In contrast, the data driven based methods demand only data for model’s training so they become cost effective solutions to perform ETD. The massive availability of EC data enables the application of numerous data driven based solutions. The researchers put their efforts by adopting different supervised and unsupervised ML solutions to detect electricity thieves and support the power industries to reduce revenue loss.

In recent literature, varieties of supervised and unsupervised methods are adopted to detect energy thieves in smart grids. In this regard, several machine and deep learning based solutions are proposed by researchers to perform ETD [1], [10]–[12], [13]. However, these solutions do not provide satisfactory results because of inefficient feature engineering. Poor feature engineering also degrades the generalization ability of models. Moreover, limited amount of labeled EC data is another underlying cause that decreases the detection accuracy. Furthermore, in deep learning models, the problem of internal covariate shift (ICS) adversely affects the stable learning of hidden layers [1], [14]. ICS occurs when the input distribution of a hidden neural layer is transferred to other layers. The severe lack of fraudulent electricity consumers in real-world scenarios creates a class imbalance problem, which is an important concern for efficient ETD [1], [5], [14], [15]. In addition, the noisy and high dimensional data leads...
to the curse of dimensionality issue, which is confronted by the researchers during ETD [14].

Keeping the above concerns in view, we propose a novel deep learning solution to improve the detection accuracy of ETD in power grids. The proposed model consists of a two-dimensional convolutional neural network (2D-CNN) and a bidirectional long short-term memory (Bi-LSTM). A bidirectional Wasserstein generative adversarial network (Bi-WGAN) is exploited for synthesizing the minority class theft samples. The one-dimensional (1D) daily EC data is converted into a 2D manner according to weeks. 2D-CNN is developed to capture the weekly insights and periodicity from 2D weekly data. Meanwhile, Bi-LSTM takes 1D data as input and extracts the long-term temporal correlation from EC profiles. It also overcomes the effects of non-malicious factors and consequently, reduces the high false positive rate (FPR). Finally, a single feature vector is devised by merging the outcomes of both models. Then, a sigmoid function is employed for final ETD. It is worth mentioning that this work is the extension of [16].

The major contributions of this study are enlisted as follows.

- A novel state-of-the-art methodology is introduced, which combines 2D-CNN and Bi-LSTM models. The proposed model efficiently performs feature extraction and resolves the curse of dimensionality issue.
- The Bi-WGAN model is employed to resolve the inevitable class imbalance problem. The samples generated by the model are closely related to real-world theft patterns. To the best of our knowledge, we apply Bi-WGAN first time in the ETD domain for augmenting the theft class samples.
- The Bi-LSTM model is leveraged to handle the problem of high FPR, which occurs due to several non-malicious factors. The model intelligently captures long-term tendency and temporal correlations from the EC data to minimize the effects of non-malicious changes.
- For comprehensive analysis of the proposed model, area under the curve (AUC), precision, recall, AUC receiver operating characteristics (AUC-ROC), precision-recall AUC (PR-AUC), F1-score and Matthews correlation coefficient (MCC) metrics are considered.

The organization of the manuscript is as follows. The related work is presented in Section II. The formulation and analysis of the problem statement are given in Section III. The proposed scheme is explained in Section IV. Section V describes the experimental results of the proposed and benchmark schemes. In last, the manuscript is concluded in Section VI.

### II. RELATED WORK

The literature is saturated with numerous statistical and ML models where ETD is performed. In fact, these models require handcraft feature engineering and pertinent domain expertise, which is a difficult and time-consuming task. The existing ML models under-performed while capturing temporal correlations and complex non linearities from EC profiles. In general, most of the ML models performed ETD by utilizing only 1D EC data. However, catching latent features and periodicity from 1D data is a difficult process [1]. In [14], it is referred that all conventional schemes are centered around manual feature engineering in order to identify NTL patterns. Moreover, in the existing work, no mathematical based solutions are established to distinguish shunt and double tapping attacks. The authors of [17] examine that the existing ML algorithms are not taken into account for the proper feature engineering step, which consequently leads to the poor generalization issue.

The authors of [5] identify that many conventional ML techniques are exploited to detect NTLs in power grids. However, they neglect an efficient feature engineering process that results in poor generalization and low detection accuracy. Many classification and clustering techniques make an early decision about the abrupt changes in consumers’ consumption that results in a high FPR because it may happen due to several non-malicious factors, e.g., weekends, change of residents, change of appliances, change of seasonality, etc. Moreover, the existing techniques perform poorly in the detection of zero-day attacks. Similarly, the authors of [12] and [18] highlight the issue of inappropriate feature engineering. The process of handcraft feature engineering demands the involvement of domain expert, which is a time intensive and difficult task. In [18], the most prominent features are extracted through autoencoder from highly dynamic EC data to perform efficient ETD. However, further improvement is needed to recognize some intelligent attacks, such as shunt attack, zero data attack, double tapping attack and so forth.

In [19], numerous clustering based techniques are exploited for anomaly detection in smart meters’ data. However, the fluctuations and variations in the normal and theft load profiles are not properly detected, which yield poor detection results. Similarly, the authors in [20] analyze some traditional techniques that are applied to detect data poisoning attacks. However, these techniques add up an additional stage of data filtering, which first removes any available false label and then performs the detection step. In [21]–[24], the authors discuss that many pattern recognition and conventional ML techniques are employed for NTL detection. These techniques demand extensive handcraft feature engineering, which is a laborious, time-consuming and financially expensive task. Moreover, the re-involvement of the domain experts is needed when new features are to be required. In addition, these techniques poorly perform to extract vital features from the available high dimensional EC data.

According to [25], many conventional anomaly detection algorithms mistakenly detect the normal user as abnormal because of several non-malicious factors: changes of home residents, weekends, changes in the number of appliances, etc. These non-malicious factors also become the reason of high FPR. Moreover, in [21], it is mentioned that many researchers exploit deep learning models for theft identification and self feature learning from the highly dynamic EC data. However, these models are tested and evaluated on the artificially generated data, which is not effective for a
reliable assessment. According to [26] and [27], the manual creation of features is not sufficient to properly detect the NTL behavior because of stochastic changes in EC profiles. In [28], the problem of maintaining temporal correlation in the existing ML models is highlighted. Moreover, the learning algorithms are unable to learn the potential features from 1D raw EC data.

The study of [29] demonstrates that many researchers propose different electricity theft detectors. However, these detectors have low detection accuracy because the EC data is a highly dynamic and rapidly growing time-series data. In [30], the authors discuss that many conventional data mining and ML techniques are exploited to filter customers' consumption patterns for the detection of irregular electricity profiles. However, these techniques under-perform because of improper feature engineering. Moreover, different non-malicious factors mislead the classification model in a wrong direction, which is a quite serious issue in the existing research. From [31] and [32], numerous non-malicious factors degrade the detection accuracy of traditional ML models. In [33], bidirectional gated recurrent unit (Bi-GRU) is used for extracting the high level features from the electricity load profile in order to detect NTLs. However, synthetic minority oversampling technique (SMOTE) and SMOTE over sampling tomik link are used for data balancing, which raise overfitting issue because of generating duplicate records and vanishing the temporal correlation between consumption patterns. In addition, the authors of [34] discover that the existing deep learning techniques are not suitable for anomaly detection in electricity power data because of interpretability and practicality concerns. On the other hand, the authors of [2], [12], [17], [21], [29] and [35] highlight a critical class imbalance issue that occurs in ETD because of less availability of fraudulent consumers. Consequently, the minority class dominates the minority class, which leads to high FPR. Moreover, the learning algorithms are skewed towards the majority class. As a result, the misclassification rate is increased to a greater extent. According to [4], [11] and [19], the problem of limited amount of labeled EC data becomes challenging for ML algorithms to perform efficient ETD. Similarly, the authors of [22], [26] and [28] examine that the severe imbalance proportion of classes adversely affect the generalization power of classifiers. Due to this, the classification algorithms have higher chance to suffer from the overfitting issue.

From [32] and [36], the existing literature is teemed with various oversampling techniques that are employed to handle the problem of class imbalance. In oversampling techniques, the minority class samples are augmented and the proportion of classes is equalized. SMOTE, K-mean SMOTE, adaptive synthetic (ADASYN) and so forth are well known oversampling techniques that are used to synthesize the minority class instances. The GAN model is also exploited to augment the minority class samples. It becomes popular due to its tremendous success in generating artificial data. However, the above mentioned techniques lack in capturing the arbitrary fluctuation and probabilistic curve from EC patterns while generating fraudulent samples. Consequently, the final classification results do not provide real-world assessment.

## III. PROBLEM ANALYSIS

With the advent of AMI, the energy flow is integrated with the communication flow in order to establish two way real time coordination between consumers and power industries. However, with the involvement of the Internet, the communication flow can be prone to different contamination attacks, which are harmful for power utilities and become one of the reasons for NTLs. So, there is an important need for a robust ETD model. In [1], wide and deep convolutional neural network (WD-CNN) is proposed to reduce the curse of dimensionality. However, a single layer of neural network is integrated inside the wide component that does not learn the temporal correlation and hidden features from 1D EC data and also gets stuck in local optima. Moreover, the models presented in [2], [4] and [14] do not use any feature extraction module to reduce the data dimensionality. The rapid growth in the dimensions of time series data degrades the model’s accuracy and increases the computational overhead. Therefore, if data dimensionality is not handled correctly, the deep or ML models memorize the noise and redundant features that lead toward poor generalization problem. Furthermore, the ICS is another common issue that occurs in deep neural networks. It happens due to the shifting of input distribution between different layers of neural networks and the changing of network parameters on each hidden layer. However, in [1] and [14], no mechanism is presented to handle the ICS problem, which adversely affects the stable learning of neural networks. It also degrades the hidden layers’ feature learning capabilities, increases the training time and slows down the convergence rate. Another major issue faced by the researchers is the high FPR that occurs due to several non-malicious factors and false injection of noise in data by the intelligent attackers. For instance, the deep learning models used in [1] and [21] are unable to capture the non-malicious changes and long-term temporal correlation from the EC data, which increases the FPR and onsite inspection cost as well.

The imbalanced nature of data is another major concern that occurs when detecting energy thieves. It raises the overfitting and poor generalization issues. In [1], [14] and [15], the problem of imbalance data is not handled. As a result, the classification model is skewed towards the larger class. Furthermore, in [11] and [29], the dataset is balanced through random under sampling (RUS), which overlooks the important information. Moreover, in [4] and [22], the authors exploit SMOTE approach for data balancing. It generates the synthetic samples without considering the overlapping of neighboring samples. Therefore, it introduces an additional noise and increases the ratio of duplicate records, which lead the models towards overfitting. Furthermore, in ETD, the selection of appropriate performance metric is a necessary task for better evaluation of a model.
IV. PROPOSED ELECTRICITY THEFT DETECTION MODEL

This section describes the architecture of the proposed electricity theft detection model, which is divided into four stages.

1) In the first stage, data preprocessing is performed in which missing values are filled through linear interpolation method, outliers are handled by three sigma rule (TSR) and feature scaling is done using Min-Max normalization.

2) In the second stage, class imbalance issue is resolved by augmenting the minority class theft samples using Bi-WGAN.

3) In the third stage, a hybrid deep learning model is designed in which two modules, termed as 2D-CNN and Bi-LSTM, are integrated in a parallel manner to perform efficient feature extraction and memorization of temporal EC patterns.

4) In the fourth stage, a hybrid module is developed to perform the classification of theft and benign consumers.

Further explanation about the above mentioned steps is given in the upcoming subsections. Moreover, the complete representation of the proposed scheme is shown in Fig. 1. For easy understanding, a unique step number is assigned to each stage. In the first step, data preprocessing is carried out. In the second step, the preprocessed data is separated into minority theft class and majority benign class. In the third step, the data augmentation is performed by simulating theft samples. The balanced dataset is produced at step four by concatenating the augmented theft samples with benign ones. In the fifth and sixth steps, feature extraction and memorization of temporal EC patterns are performed by 2D-CNN and Bi-LSTM, respectively. Finally, the classification is performed in the seventh step by leveraging a fully connected neural network.

A. DATA PREPROCESSING MODULE

The EC data recorded through AMI may contain noisy, erroneous and missing values. This is because of the metering faults, problem in storage devices, meter tampering, etc. The erroneous values in the dataset should be removed for achieving accurate results. Therefore, the data preprocessing techniques are adopted to handle the above issues. Missing values are tackled through a linear interpolation method [1]. The equation used for filling the missing values is given below.

\[
f(x_i) = \begin{cases} 
\frac{x_{i-1} + x_{i+1}}{2}, & x_i = NaN, x_{i-1} \neq NaN, \\
0, & x_i = NaN, x_{i-1} or x_{i+1} = NaN, \\
x_i, & x_i \neq NaN.
\end{cases}
\]

where \(x_i\) represents the electricity usage of a consumer over a period \(i\) (e.g., a day). The equation has three parts. The first part ensures that the EC value of a user at period \(i \pm 1\) should not be equal to NaN. If the condition is satisfied, the missing EC value of the consumer \(x_i\) is filled by taking the average of \(i \pm 1\) EC values. Otherwise, the missing value is filled by zero, which is the second part of equation. The third part of the equation states that if \(x_i\) is not NaN then do not change it. Similarly, some unusual values are also found in the EC dataset. These values are referred to as outliers. The outliers badly degrade the system performance. In this case, we handle the outlier using a well known method, termed as TSR [37]. The mathematical equation of TSR is given below.

\[
f(x_i) = \begin{cases} 
\bar{x} + 2 \times \sigma(x), & if \ x_i > \bar{x} + 2 \times \sigma(x), \\
x_i, & otherwise.
\end{cases}
\]

where \(x\) shows the real EC vector of a consumer and \(\bar{x}\) represents the average value of real usage. \(\sigma\) denotes the standard deviation. In equation 2, the expression \(x_i > \bar{x} + 2 \times \sigma(x)\) states that if \(x_i\) does not follow the Gaussian distribution, it will be declared as an outlier and will be handled by filling with \(\bar{x} + 2 \times \sigma(x)\). After incorporating outliers and missing values, there is a need to scale the EC data. If we pass EC data to neural networks without proper feature scaling, it may raise the gradient exploding issue and increase the computational overhead. The convergence rate of the neural network is also suffered. Therefore, we adopt Min-Max normalization technique to scale the EC data in the range of 0 to 1. The equation of Min-Max normalization is given below.

\[
x_{new} = \frac{x_i - \text{min}(x)}{\text{max}(x) - \text{min}(x)}. 
\]

In equation 3, \(\text{max}(x)\) and \(\text{min}(x)\) represent the maximum and minimum EC of a user, respectively. Algorithm 1 describes the complete workflow of data preprocessing steps. The input, output, variables and functions of the algorithm are described in lines 1 to 7. The lines 8 to 15 define the linear interpolation method used for handling the missing values present in the electricity load profiles. Similarly, the lines from 17 to 21 and 23 deal with outliers and features scaling, respectively.

B. DATA AUGMENTATION MODULE

The problem of data imbalance adversely affects the performance of classification algorithms. This issue is raised when the data samples of one class is higher than the other class. In ETD, this problem commonly occurs because the data samples of theft consumers are rarely available. As a result, the classification algorithms get biased towards the majority class and ignore the minority class. Keeping this in view, Bi-WGAN model is opted in this work to resolve the class imbalance problem by simulating the EC patterns of fraudulent consumers. In [28], it is used for extracting the rich task-targeting features from the EC data and shows satisfactory performance. Moreover, in [38], it performs efficiently while synthesizing the fake image samples. Hence, we are inspired and motivated from [28] and [38] and exploited Bi-WGAN for generating the theft class samples. The synthesized theft patterns of Bi-WGAN closely mimic
the patterns of real-world electricity thieves. Moreover, the auxiliary encoder model strengthens the augmentation ability of Bi-WGAN model through inverse mapping of original input to the latent dimension.

Bi-WGAN is the advanced version of Bi-GAN and WGAN [39], [40]. It is introduced to mitigate the drawbacks of traditional GAN [41]. The traditional GAN suffers from mode collapse, vanishing gradient and nash equilibrium problems. The mode collapse issue occurs when the generator model generates almost the same data. In GAN, the Jensen divergence loss function is used, which raises the vanishing gradient issue during the adversarial training. Furthermore, both generator and discriminator try to update their loss functions, simultaneously, which affect the convergence speed of the GAN model. Moreover, in traditional GAN, only the mapping from latent space to the samples exists, while the inverse mapping is not present. In Bi-WGAN, an external encoder module is attached with the generator network for performing the inverse mapping of the real input to the latent space. Moreover, an updated loss function, known as Wasserstein distance (WD) [35], is used instead of Jensen divergence. This function assists the model to obtain an optimal solution within minimum time. In this manner, the convergence speed of the model towards the global optimum solution is enhanced. The overall working of Bi-WGAN by augmenting electricity theft samples is explained below.

The available electricity theft data is selected as an input for the training of Bi-WGAN model. It utilizes the objective function and loss function of Bi-GAN and WGAN, respectively. Equation 4 presents the objective function of Bi-WGAN [32].

$$\min\max V(G, E, D) = \mathbb{E}_{x \sim P_{\text{data}}(x)}[\log D(x, E(x))]$$

$$\geq$$

$$\mathbb{E}_{z \sim P_{\text{enc}}(z)}[\log(1 - D(G(z), z))].$$ (4)

where $G, E, D$ represent generator, encoder and discriminator models, respectively. The original distribution of electricity theft samples is denoted by $P_{\text{data}}(x)$. $P_{\text{enc}}(z)$ indicates the distribution of latent noise $z$. $E_x$ and $E_z$ depict the overall expected values of discriminator and generator models, respectively. $E(x)$ represents the encoded representation of the real electricity theft data $x$. A zero-sum game is conducted among $G, E$ and $D$ to achieve an optimal output, which is the high resemblance electricity theft patterns. $G$ is responsible for generating those samples, which mimic the patterns of real-world thieves. Whereas, the goal of $D$ is to check either the generated theft data is real or fake. We pass real theft samples along with the generated samples of $G$ to $D$ for differentiating between real and fake samples. The role of $E$ is to improve the capabilities of $G$ by adding the encoded representation $E(x)$ back to the latent dimension $z$. The training process continues until $P_{\text{enc}}(z)$ becomes similar to $P_{\text{data}}(x)$. To measure the differences between the real and the fake probability distributions of theft samples, WD is utilized. It shifts the small amount of $P_{\text{data}}(x)$ to $P_{\text{enc}}(z)$ for generating those theft samples, which are closely related to the real-world thieves. In this way, WD improves the convergence speed and the stable learning of Bi-WGAN model. The mathematical formulation of WD [35] is given below.

$$W(P_{\text{data}}(x), P_{\text{enc}}(z)) = \inf_{\gamma \in \Pi(P_{\text{data}}(x), P_{\text{enc}}(z))} \mathbb{E}_{(x, z) \sim \gamma}[\|x - z\|].$$ (5)

where $\Pi(P_{\text{data}}(x), P_{\text{enc}}(z))$ demonstrates the set of joint distributions $\gamma(x, z)$. Whereas, $\|x, z\|$ denotes the mass transported from the value of $x$ to $z$.

Algorithm 1 Data Preprocessing

1. **Input:** Real dataset $S_{\text{real}} = \{(x^1, y^1), (x^2, y^2), \ldots, (x^n, y^n)\}$, $x, y \in \mathbb{R}$
2. **Output:** Preprocessed dataset $S_{\text{prep}}$
3. **Variables and Functions:** EC of user $x \subseteq S_{\text{real}}$
4. **min**($x$): minimum consumption value of user $x$
5. **max**($x$): maximum consumption value of user $x$
6. $S_{\text{prep}}$: store preprocessed data
7. $\sigma$: standard deviation, $\text{avg}(x)$: average value of $x$
8. **Handling missing values:**
9. for $n=1$ to $S_{\text{real}}$.length do
10. for $i=1$ to $x$.length do
11. if $x^n_i == \text{NaN}$ & $x^n_{i-1} || x^n_{i+1} \neq \text{NaN}$ then
12. $x^n_i = (x^n_{i-1} + x^n_{i+1})/2$
13. end
14. if $x^n_i == \text{NaN}$ & $x^n_{i-1} || x^n_{i+1} == \text{NaN}$ then
15. $x^n_i = 0$
16. end
17. **Outlier detection:**
18. if $x^n_i > \text{avg}(x^n) + 2 * \sigma(x^n)$ then
19. $x^n_i = \text{avg}(x^n) + 2 * \sigma(x^n)$
20. else
21. $x^n_i = x^n_i$
22. end
23. **Normalization:**
24. $x^n_i = (x^n_i - \text{min}(x^n))/(\text{max}(x^n) - \text{min}(x^n))$
25. end
26. $S_{\text{prep}} = x^n$
FIGURE 1. The proposed electricity theft detection model.
Algorithm 2 Bi-WGAN for Data Augmentation

| Step | Description |
|------|-------------|
| 1. **Input:** | Preprocessed dataset $S_{\text{prep}} = \{(x^1, y^1), (x^2, y^2), \ldots, (x^n, y^n)\}, x, y \in \mathbb{R}$, |
| 2. **Output:** | Parameters after training $\theta_G, \theta_D$, trained Bi-WGAN model $G_{\text{train}},$ balanced dataset $S_{\text{bal}}$ |
| 3. **Variables and Functions:** | $S_{\text{bal}}, X_{\text{theft}}, X_{\text{honest}}, \alpha = 0.00005, \epsilon = 0.01, \theta_G$ initial generator parameter, $\theta_D$ initial discriminator parameter, size of batch $m$, discriminator’s counter $n_{\text{critics}},$ encoder $\varepsilon$, encoded input $e_{\text{in}}$ |
| 4. | RMSprop($\alpha$): optimizer |
| 5. | split(): splitting theft and honest users’ data |
| 6. | clip(): for clipping weights |
| 7. | Bi-WGAN process: |
| 8. | $X_{\text{theft}}, X_{\text{honest}} = \text{split}(S_{\text{prep}})$ |
| 9. | $P_r = P_{\text{distribution}}(X_{\text{theft}})$ |
| 10. | $P_z = P_{\text{distribution}}(z)$ |
| 11. | while $\theta_G$ has not converged do |
| 12. | for $j = 0$ to $n_{\text{critics}}$ do |
| 13. | Sample from real data distribution $X_{\text{real}}^{m}_{i=1} \sim P_r$ |
| 14. | Sample from latent data distribution $X_{\text{latent}}^{m}_{i=1} \sim P_z$ |
| 15. | $\varepsilon_{\text{in}} = \varepsilon(x)$ |
| 16. | $\hat{x} = G(z)$ |
| 17. | $l_d = \nabla_d \left[ \frac{1}{m} \sum_{i=1}^{m} D_w(x_i, \varepsilon_{\text{in}}) - \frac{1}{m} \sum_{i=1}^{m} D_w(\hat{x}, z) \right]$ |
| 18. | $\theta_d = \theta_d + \alpha \text{RMSprop}(\theta_d, l_g)$ |
| 19. | $\theta_l = \text{clip}(\theta_d, -c, c)$ |
| 20. | Sample a batch from latent variable $z^{m}_{j=1} \sim P_z$ |
| 21. | $l_g = -\nabla \frac{1}{m} \sum_{i=1}^{m} D_w(z_i)$ |
| 22. | $\theta_g = \theta_g + \alpha \text{RMSprop}(\theta_g, l_g)$ |
| 23. | update $G_{\text{train}}(\theta_g)$ |
| 24. | end |
| 25. | end |
| 26. | After training of generator, theft samples are generated |
| 27. | $X_{\text{gen}} = G_{\text{train}}.\text{predict}(X_{\text{sample}})$ |
| 28. | $S_{\text{bal}} = \text{concatenate}(X_{\text{gen}}, X_{\text{theft}})$ |

C. ARCHITECTURE OF THE PROPOSED HYBRID MODEL

In this study, a hybrid deep learning model is developed, which is the combination of 2D-CNN and Bi-LSTM. The hybrid model performs better than standalone model that is proved in [43]. Both 2D-CNN and Bi-LSTM models are integrated in a parallel manner. 2D-CNN takes 2D weekly EC data for extracting the potential feature and periodicity from consumers’ profiles. Meanwhile, 1D daily electricity data is passed to Bi-LSTM for memorizing the global and temporal correlated features. At the end, both models’ outcomes are combined in the hybrid module for final classification. The detailed working of these modules is provided in the following subsections.

1) 2D CONVOLUTIONAL NEURAL NETWORK

CNN is introduced to automatically capture the complex feature representation and non-linearity from highly dynamic data. It is mostly used in the domain of image processing and computer vision. However, the authors of [44] employed it for a speech recognition task. The results showed the superior performance of CNN by capturing the latent correlations from the speech data. In [1], a 2D-CNN is constructed with the help of 2D convolution and pooling layers to explore the electricity load profiles. It extracts the promising EC patterns for efficient ETD. Therefore, motivated from [1] and [44], we design a 2D-CNN model to investigate the electricity load profiles. The major task of 2D-CNN is to learn the hidden representations and potential features from the highly dynamic feature space. Most of the EC datasets are provided in 1D raw form. They contain the daily EC records of different consumers. Since the 1D EC data has limited periodicity and associations in EC patterns, so there is a need to transform 1D daily EC profiles of consumers into 2D weekly profiles. Therefore, 1D data is converted into 2D weekly data. 2D-CNN takes this data as input and passes it through various filtrations, convolutions and pooling operations to capture the latent trends and hidden fluctuations for better generalization. In convolutional operations, different filters are incorporated. They learn hidden feature representations and generate feature maps accordingly. Afterwards, pooling operations are performed to diminish the spatial dimensions of generated feature maps. In particular, we opt a max pooling strategy in this work. The max pooling strategy picks up the highest values from the given receptive field of the specific feature map and drops the remaining values. The dropout layers are added in 2D-CNN to avoid overfitting issue. Moreover, we add batch normalization layers in 2D-CNN to prevent it from the ICS problem. Furthermore, the deep learning models are very sensitive to diverse data, so the data should be in a normalized form before passing it to the next layer. Otherwise, they will become vulnerable to the gradient exploding or overfitting problems. The mathematical formulation of the convolutional layer [1] of 2D-CNN is as follows.

$$y^j = \sigma_i(w_i \ast x_i + b_i).$$

where $\sigma_i$ depicts the sigmoid activation function and $y^j$ represents the output of $i^{th}$ convolutional layer. $x_i$ refers to the input, which is basically 2D weekly EC data. Similarly, $w_i$ denotes the weight of $i^{th}$ convolutional layer and $b_i$ depicts the bias factor. The output $y^j$ stores feature maps after the convolving operations are performed. Afterwards, the pooling operations are performed through a max pooling strategy. The equation of the max pooling layers is shown below.

$$y^m = \max_{i,j \in S}(y^{ij}).$$

where $y^m$ denotes the outcomes of max pooling layers, which contain the reduced feature maps. Similarly, $j$ depicts the $j^{th}$ neurons of a specific convolutional layer. The dropout and batch normalization layers are added to prevent the model from overfitting and ICS issues. Moreover, the flatten layer is
utilized to convert the feature map into 1D vector for establishing connectivity between the following pooling layers and the upcoming fully connected layer. The mathematical derivation of the fully connected layer is as follows.

\[ y' = g_t(w'_f \ast y' + b'_f) \]  

where \( g_t \) represents the activation function. \( w'_f \) and \( b'_f \) denote the weight and bias factors of the fully connected layer, respectively. \( y' \) shows the output of the fully connected layer, which contains the most important feature set that is extracted from the 2D EC data. This feature set is further passed to the hybrid module where it is concatenated with the feature set of Bi-LSTM for the final classification as a honest or a malicious consumer.

2) BIDIRECTIONAL LONG SHORT-TERM MEMORY NETWORK

The EC data contains lots of fluctuations in the EC profiles of consumers. We observed that the electricity patterns of consumers have a strong association with each other. In this regard, we opt a Bi-LSTM model to capture the long-term trend from the EC data for better NTL detection. The selection of Bi-LSTM is made because the authors of [45] prove that its performance is outstanding in predicting the traffic routes. The traffic routes dataset belongs to the time series data [46]. Moreover, the other reason of using Bi-LSTM is that it stores the EC patterns for a long time in its memory states to identify the effects of non-malicious changes. As a result, it reduces the false detection of electricity consumers to a minimal level.

Bi-LSTM is the extension of the traditional LSTM model in which two sub-models are trained simultaneously. The first sub-model works in the forward direction and the other one works in the backward direction. Both sub-models are aimed to learn long-term periodicity and temporal correlation in EC load profiles. In Bi-LSTM, the provision of context about EC patterns in both directions further improves its feature learning capabilities. It also memorizes the long-term historical EC patterns of consumers’ profiles, which are beneficial to deal with the non-malicious changes. Consequently, the high FPR is reduced to a greater extent. The reduction in FPR helps the power utilities to save the maximum monetary cost that is incurred in unnecessary onsite inspections.

Moreover, Bi-LSTM maintains the long-term sequence in EC patterns through the collaboration of both short and long-term memory states. The long-term memory state stores the historical information for a long time. This state is updated at each time step with the updated information. Whereas, the short-term memory state consists of different memory gates that keep the output at current time step. There are three memory gates that work in the short-term memory state. The input gate decides how much input data should be kept and how much will be thrown away. It employs sigmoid function for making the decision. Moreover, it utilizes both current and previous state input data during decision process.

Similarly, the unnecessary information is discarded by the forget gate. It passes only important information to the cell state. In last, the final decision about how much information is passed to the next hidden state is taken by the output gate. In addition, the long-term historical information is stored in cell state for future decisions. The process of storing the information in both directions increases the detection accuracy and reduces the high FPR. The mathematical representations of different memory gates [14] are given as follows.

\[ f_t = \sigma_x(W_ix_t + U_fh_{t-1} + b_f), \]  
\[ i_t = \sigma_x(W_ix_t + U_ih_{t-1} + b_i), \]  
\[ o_t = \sigma_x(W_ox_t + U_oh_{t-1} + b_o), \]  
\[ \hat{c}_t = \sigma_x(W_cx_t + U_ch_{t-1} + b_c), \]  
\[ c_t = f_t \ast c_{t-1} + i_t \ast \hat{c}_t, \]  
\[ h_t = o_t \ast \sigma_x(c_t). \]

where \( i_t, f_t \) and \( o_t \) denote the values of input, forget and output gates at current time step, respectively. Similarly, \( \sigma_x \) denotes the sigmoid activation function of the corresponding gate, which decides about the activation of the gates. \( W \) and \( U \) indicate the weights matrices, which are integrated with the input of current and previous time steps, respectively. Moreover, \( \hat{c}_t \) and \( c_t \) signify the values in cell state at current and overall timestamps, respectively. \( h_t \) represents hidden state at time \( t \). The factor \( b \) shows the bias term.

3) HYBRID MODULE

The hybrid module refers to a combined module where the outcomes of both Bi-LSTM and 2D-CNN modules are integrated into a unique feature vector. A joint weight matrix is constructed for the hybrid training of both models. Finally, a sigmoid function is applied on the combined feature vector for the detection of NTL patterns.

\[ NTL_{det} = \sigma_b(W[h_{2D-CNN}, h_{Bi-LSTM}] + b), \]

where \( \sigma_b \) denotes the sigmoid activation function. \( h_{2D-CNN} \) and \( h_{Bi-LSTM} \) represent the final output of 2D-CNN and Bi-LSTM models, respectively. Similarly, \( W \) denotes the joint weight for a hybrid model and \( b \) is the bias factor. Algorithm 3 describes the process of feature learning and NTL detection through the hybrid 2D-CNN and Bi-LSTM model. The lines 1 to 3 describe the input, output, variables and functions of the algorithm. In lines 4 and 5, the transformation of data from 1D to 2D is given. The lines from 6 to 12 present the overall working mechanism of 2D-CNN model. Similarly, the lines 14 to 30 indicate the learning process of Bi-LSTM model. The lines from 19 to 24 describe the updating process of memory gates and cell states. These gates keep or throw current state information according to the previous cell state information. The lines from 31 to 38 show the backpropagation and the weight updating processes for different memory gates. Finally, the line 40 describes detection of energy thieves.
Algorithm 3 The Proposed Hybrid Model

1. **Input**: Balanced dataset $S_{bal} = \{(x^1, y^1), (x^2, y^2), \ldots, (x^n, y^n)\}, x, y \in \mathbb{R}$
2. **Output**: $NT_{det}$
3. **Variables and Functions**: Weights $W^l, U^l, b^l$ and $\forall l, h_{l-1}^L$
4. $X_{1D} = S_{bal}$
5. $X_{2D} = \text{transform}(X_{1D})$
6. **2D-CNN working**: Input layer $x_i = \text{Input}(X_{2D})$
7. Convolutional layers: $x_i$ denotes input of convolutional layers
8. $y_i = \sigma_j(w_i \ast x_i + b_i)$
9. Max pooling layers: $y^m = \max_{i,j \in R}(y^j)$
10. Fully connected layer: $y^f = g_l(w_i^l \ast y^m + b_i^l)$
11. $h_{2D-CNN} = y^f$
12. **Bi-LSTM working mechanism**:Input $x \in X_{1D}$ do
   for $x$ do
   Same process for forward and backward pass
   for each hidden layer $l=1$ to $l/2$ do
   for each time step $t$ do
   $i_t = \sigma(W_{i}^l x_t^l + U_{i}^l h_{t-1}^l + b_i^l)$
   $f_t = \sigma(W_{f}^l x_t^l + U_{f}^l h_{t-1}^l + b_f^l)$
   $o_t = \sigma(W_{o}^l x_t^l + U_{o}^l h_{t-1}^l + b_o^l)$
   $c_t = \sigma(W_{c}^l x_t^l + U_{c}^l h_{t-1}^l + b_c^l)$
   $c_t^l = f_t^l \ast c_{t-1}^l + i_t^l \ast \sigma(c_t^l)$
   $h_t^l = o_t^l \ast \sigma(c_t^l)$
   end
   end
   Fully connected:
   Compute: $c_t^l \leftarrow W^l(\sigma(h_t^l) + b_l^l)$
   $h_{l-1}^L \leftarrow \text{BiLSTM}(c_t^l)$
   Back propagation:
   $\nabla W^l T(x), \nabla W^l T(x)$ and $\nabla b^l T(x)$
end
end
Hybrid layer:
$NT_{det} = \sigma(W[h_{2D-CNN}, h_{Bi-LSTM}] + b)$

V. EXPERIMENTS AND RESULTS

In this section, the experimental results of the proposed and the existing schemes are presented. The experiments are conducted on a realistic smart meters dataset, which is released by the State grid corporation of China (SGCC). The detailed description of the dataset is provided in Section V-A. Moreover, Python 3.0 and Google Colab are used for the training of deep learning models. All the deep learning models are developed through TensorFlow and Keras, which are open source libraries that build deep neural networks. The baseline models are fitted using scikit-learn library.

A. DATASET DESCRIPTION

The EC dataset is a publicly available realistic smart meters’ dataset, which is released by SGCC. It comprises of daily EC of 42,372 consumers from 1 Jan 2014 to 31 Oct 2016. In the dataset, each row represents the complete electricity profile of a consumer and every column depicts daily EC at a specific date. The normal and abnormal users in the dataset are labeled as 0 and 1, respectively. The meta information about the dataset is given in Table 2.

![Table 2. Information of SGCC dataset.](image-url)

| Total No. of consumers | Fraudulent consumers | Honest consumers |
|------------------------|----------------------|-----------------|
| 42,372                 | 3,615                | 38,757          |
| Time duration          | 2014-01-01 to 2016-10-31 |

B. PERFORMANCE EVALUATION

In the ETD scenario, the available EC data is imbalanced. Therefore, the selection of appropriate performance metrics is a necessary task for fair and better evaluations of the model. In the case of class imbalance, the accuracy metric is not suitable because it only focuses on the correct predictions. Moreover, both false positive (FP) and false negative (FN) are important in the case of ETD. Therefore, in this study, the selection of AUC metric is made to properly distinguish between honest and dishonest consumers. Moreover, FN is also important for power utilities because it increases the financial loss. Hence, the selection of MCC metric is made because it takes into account all the positive and negative classes. It tells about how well true positive (TP), FN, true negative (TN) and FN are separated. In particular, the range of MCC score is between 0 and 1. The model performs well if the value of MCC score is closer to 1. The interaction towards 1 shows that the classification model efficiently detects the positive and negative class samples. In addition, we consider precision, recall, PR-AUC and F1-score metrics for comprehensive analysis of the proposed scheme. Precision tells about the correct predictions of the model, which assist the electric utilities to save the extra onsite inspection cost. Similarly, recall provides the overall suspicious list of energy thieves, which also reduces the financial loss. Whereas, PR-AUC focuses on both precision and recall, and measures the ratio among them.

The mathematical formulation of the aforementioned performance metrics is given as follows [22].

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad (16)
\]

\[
\text{Recall} = \frac{TP}{TP + FN}, \quad (17)
\]

\[
F1 - \text{score} = 2 \ast \frac{\text{Precision} \ast \text{Recall}}{\text{Precision} + \text{Recall}}, \quad (18)
\]

\[
T = (TP + FP)(TP + FN),
\]

\[
P = (TN + FN)(TN + FN),
\]
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TABLE 3. Proposed model performance on imbalance distribution.

| Performance metrics | Bi-WGAN | Imbalance dataset | SMOTE (Over-sampling) | Near Miss (Under-sampling) |
|---------------------|---------|-------------------|------------------------|---------------------------|
| Accuracy            | 0.95    | 0.92              | 0.89                   | 0.58                      |
| Precision           | 0.97    | 0.83              | 0.58                   | 0.40                      |
| Recall              | 0.92    | 0.53              | 0.64                   | 0.93                      |
| F1 score            | 0.94    | 0.60              | 0.58                   | 0.32                      |
| MCC score           | 0.93    | 0.62              | 0.62                   | 0.49                      |
| AUC score           | 0.97    | 0.88              | 0.84                   | 0.58                      |
| PR-AUC score        | 0.98    | 0.72              | 0.72                   | 0.61                      |

where $P$ and $N$ represent positive and negative class samples, respectively. TP refers to the correctly identified positive class users, which are actually normal electricity users. Similarly, TN depicts the accurately identified abnormal class users. Whereas, FN and FP represent the misclassified normal and abnormal class users, respectively.

C. MEASURING EFFECTS OF IMBALANCE DISTRIBUTION ON PERFORMANCE RESULTS

Table 3 presents the analysis of the proposed methodology using different sampling techniques to analyze the significance of the balanced and the imbalanced data distributions. The performance results depict that the hybrid 2D-CNN and Bi-LSTM model obtains the highest performance on the Bi-WGAN’s generated data distribution. The near miss and SMOTE based balanced data does not provide satisfactory performance results because these schemes randomly remove and synthesize duplicate data records, respectively, which raise information loss and overfitting issues. Moreover, Bi-WGAN utilizes an auxiliary encoder module to improve the stable learning and the convergence speed. That is why the Bi-WGAN generated samples have close resemblance with the real-world theft patterns, which enable the classification model to perform efficient ETD.

D. COMPARATIVE ANALYSIS WITH BENCHMARK MODELS

In this section, the proposed model is compared with the state-of-the-art benchmark models for efficient ETD. For fair comparison, the same data preprocessing techniques are opted for them. The description of the benchmark models is given below.

1) SUPPORT VECTOR MACHINE

The support vector machine (SVM) is the most popular ML classifier. Both classification and regression tasks are performed through SVM. In general, it is exploited for binary classification. However, it also performs multi classification using a kernel trick. In [2], SVM is exploited for final NTL detection. Therefore, we select SVM as a baseline classifier in this work.

2) RANDOM FOREST

The random forest (RF) classifier is an ensemble learning approach. It integrates several decision trees together that make a forest. It follows a bagging method. In the bagging method, the final outcome is decided by taking the average or majority voting of different weak learners. In [21], it is used to perform ETD.

3) LOGISTIC REGRESSION

Logistic regression (LR) is a simple and well known ML classifier. It is used for binary classification and follows the principle of neural networks. It contains a single layer of neural network and a sigmoid activation function on the output layer for binary classification. If the value on the output layer is closer to 1, then the electricity user is classified as an honest user and vice versa [21].

4) WIDE AND DEEP CNN

WD-CNN [1] is a hybrid deep learning approach. It is proposed to detect electricity thieves in power grids. It consists of two deep learning models, known as wide and deep components. The wide component contains a single fully connected layer of the neural network. It is used for extracting the abstract features from the 1D daily EC data. Meanwhile, the deep component captures the local features and periodicity from the 2D weekly consumption data.

5) LSTM AND MLP

For efficient ETD, a hybrid of LSTM and multi layer perceptron (MLP) is proposed in [14]. In the proposed model, the sequential time series data is passed to LSTM for capturing the temporal correlation from the EC profiles of consumers. Similarly, the non-sequential additional data is fed to the MLP model for better detection of energy thieves. Afterwards, the outputs of both models are combined into a unique feature vector. Then, final NTL detection is performed by applying the sigmoid activation function.

E. PERFORMANCE ANALYSIS AND DISCUSSION

This section presents the analysis of the experimental results. First of all, we discuss the analysis of data augmentation using Bi-WGAN. In Fig. 2(a), the loss curves of discriminator on both real and fake samples along with the loss of generator model are shown. The blue and the orange curves exhibit the discriminator loss on real and fake samples. The gradual decay in discriminator loss indicates that the discriminator model efficiently discriminates the real samples and the samples that are synthesized by the generator model. The reason is that the discriminator model is trained more than the generator model in Bi-WGAN. In particular, the weights of discriminator model are updated by utilizing the half batch of real samples and the half batch of fake samples at each round of the training process. On the other hand, the
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The loss of generator model during the training phase is shown by the green curve. The addition of an external encoder module in Bi-WGAN strengthens its power towards generating the most plausible EC samples. Due to this addition, it efficiently captures the complex probability distribution curve from EC profiles. That is why the loss of generator model is gradually reduced after few iterations of training. Consequently, the generated patterns have close resemblance with the real-world theft patterns. More specifically, in Bi-WGAN, the Wasserstein loss function is used instead of Jensen divergence loss function.

The Wasserstein loss function measures the score of realness or fakeness of given samples while the regular GAN loss function predicts the probability of generated samples as real or fake. Hence, the addition of Wasserstein loss function, integrating auxiliary encoder module in generator network and the process of training discriminator model boost the performance of Bi-WGAN towards generating prominent electricity theft samples. Fig. 2(b) illustrates the performance of Bi-WGAN during the generation of fake electricity theft patterns. The red curve shows the real theft pattern of an electricity user. Similarly, the blue curve demonstrates Bi-WGAN generated theft patterns. From the figure, it is seen that Bi-WGAN efficiently learns the objective laws from the real electricity theft profiles and generates the real-world synthetic theft patterns with high precision. Moreover, it is proved that the integration of an external encoder module in Bi-WGAN helps in simulating realistic real-world theft patterns.

Table 4 describes the performance results of the proposed model and the benchmark models on 70% training data and 30% testing data. From the results, it is seen that the proposed model shows superior performance on all the existing models. In the proposed hybrid model, the concurrent usage of 2D-CNN and Bi-LSTM boosts its performance towards achieving the best performance results. It obtains 0.97 AUC-ROC score, which is the best achievement for efficient ETD. It also beats the existing schemes, such as SVM, LR, RF, WD-CNN and LSTM-MLP in terms of AUC-ROC. Higher AUC-ROC means that a classification model efficiently distinguishes the two classes. Moreover, the proposed model achieves PR-AUC of 0.98. This score states that how well the model correctly identifies the electricity thieves. Our model obtains the highest PR-AUC because of the powerful capabilities of Bi-LSTM and 2D-CNN. Whereas, SVM obtains the lowest AUC-ROC score of 0.77 because it does not perform well on high dimensional data. It draws \( n - 1 \) hyperplanes, where \( n \) denotes the number of features. Therefore, the selection of an optimal hyperplane in the case of highly dynamic data is very difficult for it. That is why SVM obtains the lowest AUC-ROC score as compared to other baseline models.

In contrast, RF achieves a suitable AUC-ROC of 0.94 because it follows the ensemble learning procedure. In RF, the outcomes of several weak learners are combined for the final prediction using the majority voting phenomenon. Moreover, it uses a random subset of data samples and features for training each weak learner. This process improves its performance results. Therefore, it performs better than the conventional ML techniques. It obtains AUC-ROC and PR-AUC of 0.94 and 0.96, respectively, which is higher than SVM and LR predictions. LR does not achieve satisfactory results because it has one single hidden layer. WD-CNN and LSTM-MLP models achieve 0.92 and 0.95 AUC-ROC scores, respectively. LSTM-MLP obtains better results than WD-CNN because it uses the strong memorization and feature extraction abilities of LSTM and MLP, respectively.

Fig. 3(a) shows the loss of the proposed hybrid model during the training phase. The orange curve depicts the loss on validation data and the blue curve demonstrates the loss on training data. It is clearly seen that the hybrid model performs well on both training and validation data. We analyze that the loss value decreases when the epoch value increases. However, after running 10 iterations of the training phase, the loss value on training data starts decreasing gradually; meanwhile, the loss value on validation data becomes smooth. This implies that the model has good generalization ability before the 10th iteration. Moreover, a threshold must exist for epoch value to optimize the training process. For instance, in our case, the best performance of training is achieved when the epoch value reaches 10.
TABLE 4. Comparison analysis of the proposed model with benchmark schemes.

| Model       | Accuracy | Precision | Recall | F1-score | AUC-ROC | MCC | PR-AUC |
|-------------|----------|-----------|--------|----------|---------|-----|--------|
| SVM         | 0.77     | 0.80      | 0.77   | 0.77     | 0.77    | 0.89| 0.83   |
| LR          | 0.83     | 0.85      | 0.83   | 0.83     | 0.83    | 0.68| 0.87   |
| RF          | 0.94     | 0.95      | 0.95   | 0.94     | 0.94    | 0.89| 0.96   |
| WD-CNN      | 0.84     | 0.91      | 0.87   | 0.84     | 0.92    | 0.93| 0.91   |
| LSTM-MLP    | 0.95     | 0.95      | 0.92   | 0.93     | 0.95    | 0.90| 0.96   |
| Proposed hybrid model | 0.95 | 0.97      | 0.92   | 0.94     | 0.97    | 0.93| 0.98   |

Fig. 3(b) illustrates the accuracy of the hybrid model during the training phase. It is seen that the hybrid model performs well on both training and validation datasets because of the effective gated configuration and the integration of both forward and backward passes in Bi-LSTM model. In particular, the powerful feature extraction capabilities of 2D-CNN model also improve the classification results. The performance of the hybrid model on validation data is more stable than training data. This implies that the proposed hybrid model efficiently detects electricity thieves and honest consumers from the EC data due to the hybrid functionalities of 2D-CNN and Bi-LSTM. Its training accuracy gradually increases when the epoch value increases.

Performance is obtained when the number of epoch hits 10. Furthermore, a large fluctuation is seen in the accuracy value at epoch 6. It is because of a noisy batch of samples during the model’s training. However, the model stabilizes its learning after the 6th epoch. Similarly, Fig. 4(a) depicts the AUC-ROC score of the hybrid model during the training and validation phases. It is seen that the model obtains an AUC-ROC score of 0.97, which is an excellent achievement. This achievement implies that the hybrid model effectively discriminates normal and theft classes due to its best learning mechanism. Fig. 4(b) exhibits the MCC score. MCC metric is opted because it equally incorporates all findings of confusion matrix. It finds the correlation between TP, FP,
TN and FN. FN and TN are also important for electric utilities because they help utilities to restore maximum monetary cost. From the figure, it is observed that MCC score is increasing at each iteration, which shows that the proposed model perfectly deals with FN and TN. It obtains MCC score of 0.93, which is satisfactory in case of detecting electricity thieves. Consequently, it will be beneficial for power utilities to recover maximum revenue by identifying the energy thieves. The F1-score is depicted in Fig. 5(a) on both validation and training datasets. It is determined by computing the harmonic means of precision and recall values. During training, an abrupt change is seen in the 6th epoch. This is because of noise in the training batch. HBesides, the proposed model obtains F1-score of 0.94, which depicts its superior performance on validation dataset. The higher F1-score helps the electric utilities to accurately identify and locate the energy thieves. It also becomes beneficial to increase the detection rate (DR) and reduce the high FPR.

The AUC-ROC scores of the proposed scheme and the baseline models are illustrated in Fig. 5(b). The proposed scheme obtains an AUC-ROC score of 0.97, which is satisfactory as compared to the existing classifiers, such as SVM, LR, RF, WD-CNN and LSTM-MLP. This achievement implies that the proposed scheme efficiently distinguishes the two classes due to its hybrid feature learning mechanism. Moreover, the powerful gated configuration along with the integration of both forward and reverse feature learning paths in Bi-LSTM increases its performance towards capturing the non-malicious changes. Consequently, the high FPR is reduced to a minimum extent. The PR-AUC scores of the proposed and baseline models are shown in Fig. 6. It equally focuses on both precision and recall. In the case of detecting electricity frauds, these both factors are dominant for electric utilities. A high PR-AUC score proves the efficacy of models. The proposed scheme achieves PR-AUC of 0.98, which is higher than all baseline models. This implies that the proposed scheme is proven to be beneficial for power industries to accurately identify the energy frauds and help them to recover maximum income. Moreover, Fig. 7 illustrates the training time of the proposed and baseline models. It is seen that the proposed model takes less time for training as compared to other deep models. The reason is that the proposed model efficiently discards the redundant and noisy features from the high dimensional EC data and reduces the computational overhead to a greater extent. The model obtains the highest performance results as compared to the baseline models. Moreover, LR takes least time for training because it contains one layer of neural networks. However, it does not obtain satisfactory results. The SVM model takes the highest training time because it first draws multiple hyperplanes and then selects an optimal hyperplane from them to perform the
TABLE 5. Mapping between identified limitations, proposed solutions and validation results.

| Identified limitations | Proposed solutions | Validations |
|------------------------|--------------------|-------------|
| L.1 Noisy high dimensional EC data with inappropriate feature engineering adversely affect the detection accuracy of classification models and increase the computational time as well [2], [4] | S.1 The extraction of the most potential features from the highly dynamic EC data is performed by proposing a hybrid approach, which is the combination of 2D-CNN and Bi-LSTM. Moreover, the proposed model reduces the computational overhead to a greater extent | V.1 The suitable key performance indicators, such as MCC, AUC-ROC, PR-AUC and execution time are used to validate the proposed solution and the results are exhibited in Figs. 4, 5, 6 and 7, respectively |
| L.2 Without using proper feature extraction, the model memorizes noise and redundant features, which raise poor generalization issue [11] | S.2 2D-CNN extracts the hidden latent representations from the EC data. Meanwhile, Bi-LSTM learns the most significant temporal correlation from EC patterns to enhance the generalization ability | V.2 The solution is validated through final classification results, as given in Table 4 |
| L.3 High FPR occurs because of several non-malicious factors and abrupt changes in EC patterns [1], [21] | S.3 Bi-LSTM intelligently captures the temporal correlation from EC data and easily detects the non-malicious changes using the memory states. Consequently, it diminishes the FPR to a minimal level | V.3 The solution is validated through plotting FPR and TPR using AUC-ROC, as shown in Fig. 5(b) |
| L.4 The severe lack of fraudulent electricity samples leads to a class imbalance problem, which negatively affects the classifier’s performance [14], [15] | S.4 Fraudulent electricity samples are generated by utilizing the Bi-WGAN model. Its simulated samples are closely associated with the real-world theft patterns | V.4 Bi-WGAN efficiently generates fake EC data, as shown in Fig. 2(b) |
| L.5 In [4], [22], SMOTE generates synthetic samples of minority theft class to balance the data, however, it raises overfitting issue due to the duplication of records | S.5 Bi-WGAN prevents the overfitting issue by intelligently generating the synthetic theft samples | V.5 The performance of Bi-WGAN during the generation of theft samples is shown in Fig. 2(b) |
| L.6 ICS issue affects the convergence speed of the deep neural networks because it updates input distribution on each hidden layer [1], [14] | S.6 Adding batch normalization layers and regularization penalties in both 2D-CNN and Bi-LSTM modules helps to resolve ICS issues | V.6 The performance and convergence speed of the proposed solution is enhanced to a greater extent, as shown in Figs. 3, 4 and 5 |
| L.7 Improper selection of performance metrics for imbalance classification does not provide real-world assessment [19] | S.7 Appropriate performance metrics are adopted for better evaluation | V.7 Figs. 3-6 depict the results using appropriate performance metrics |

classification task. This process increases the computational complexity to a greater extent.

F. MAPPING BETWEEN LIMITATIONS, SOLUTIONS AND THEIR VALIDATIONS

The mapping of identified limitations with their proposed solutions and validations is given in Table 5. L.1 is about the noisy high dimensionality issue, which is solved by proposing a hybrid of 2D-CNN and Bi-LSTM model and their results are validated through suitable key performance indicators, as shown in Figs. 4, 5 and 6. The poor generalization issue is highlighted in L.2. It occurs because of noisy and duplicate features in the EC data. The issue is solved through the proposed hybrid model. The proposed model captures only potential features and discards the irrelevant features. Moreover, it efficiently extracts the temporal correlated features from the EC data. Table 5 validates this solution. In L.3, the problem of high FPR is discussed. This problem occurs due to several non-malicious factors and abrupt changes in EC load profiles. It may happen because of false data injection by the intelligent attacker. Hence, the problem of high FPR is resolved by utilizing the Bi-LSTM model. It maintains the context of the long-term temporal correlation in memory states. In this manner, the effects of various non-malicious factors are easily identified by the model. The solution is validated through AUC-ROC that is shown in Fig. 5(b). The class imbalance issue is highlighted in L.4. Bi-WGAN is employed to synthesize the fraudulent electricity samples. The solution is validated through the generated sample of Bi-WGAN, as shown in Fig. 2(b). L.5 is about the overfitting issue, which occurs when using SMOTE due to the duplication of EC records. Bi-WGAN simulates plausible theft samples because of their powerful feature learning capabilities. The solution is validated in Fig 2(b) where the learning process of Bi-WGAN is presented. In L.6, the ICS issue is discussed that occurs in neural network while transferring the input distribution from one hidden layer to the others. To solve ICS, we add batch normalization layers and regularization penalties in the neural network. The solution is validated by analyzing the convergence speed of the proposed model, which is shown in Figs. 3, 4 and 5. In L.7, it is mentioned that the improper selection of performance metrics in ETD does not provide fair assessment. Therefore, the selection of appropriate metrics is made for the fair evaluation of the proposed model. The solution is validated by suitable performance indicators, which are shown in Figs. 3-6.

VI. CONCLUSION AND FUTURE WORK

In this article, we have proposed a hybrid deep learning model for the detection of ET in power grids. The proposed model combines 2D-CNN and Bi-LSTM models. The noisy high dimensionality issue is tackled through the hybrid capabilities of both Bi-LSTM and 2D-CNN modules. Furthermore, the challenge of the severe lack of fraudulent samples is solved by generating realistic theft samples using Bi-WGAN. All the experiments are conducted on the realistic smart meters.
dataset, which is released by the SGCC. The comparison with other baseline models proves that the proposed scheme surpasses the performance of the state-of-the-art models, such as LR, SVM, RF, WD-CNN and LSTM-MLP. Moreover, the simulation results illustrated that the proposed model achieves higher AUC-ROC, PR-AUC, F1-score and MCC score as compared to the baseline models. Our model obtains AUC-ROC and PR-AUC of 0.97 and 0.98, respectively that make it more suitable for real-world scenarios. Furthermore, the proposed model can be used in different industrial applications to detect anomalies and frauds. In the future, we will consider the high sampling EC data to enhance the performance of the proposed hybrid model.

**DATASET AVAILABILITY**

Dataset used in this study is publically available at “https://github.com/henryRDLab/Electricity TheftDetection/”.
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