Periodic forcing of graphene as geometric ripples on its surface
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We explore the possibility of using modulated high frequency periodic driving of mono-layer graphene to create effects of curved geometry. The low energy continuum limit of graphene is modeled using Dirac equation in (2+1) dimensions. We suggest that the modifications to the Dirac equation written in a curved background space can also be induced by a suitable driving scheme. The time dependent system yields, in the approximate limit of high frequency pulsing, an effective time independent Hamiltonian that governs the time evolution, except for an initial and a final kick. We use a specific form of 4-phase pulsed forcing with suitably tuned choice of modulating operators to mimic the effects of weak metric perturbations and thereby effectively induce mild wrinkles on the surface. The strength of the perturbation is found to be directly related to \(\omega^{-1}\) the time period of the driving field at the leading order. We apply the method to engineer some specific ‘nearly flat’ metrics and we find that the imprint of curvilinear geometry modifies the band structure significantly. The emergence of band gap at the Dirac point is crucial in this regard. We suggest that this method shall be useful in studying the response of various properties of such materials to non-trivial geometry without requiring any actual physical deformations.

I. INTRODUCTION

Quantum systems subjected to high-frequency periodic driving have become a prominent feature of quantum simulation studies. These studies are mostly aimed at modelling various unique condensed-matter systems. Field induced driving, or that generated through mechanical straining, for instance, in graphene have demonstrated their ability to create novel gauge structures and modify the energy spectra. Such driving schemes have hence become increasingly popular in cold atom and ion-trap systems as a means of implementing effective potentials that could simulate magnetic fields or spin-orbit couplings.

The theoretical formalism underlying these driven quantum systems relies on a time dependent forcing of the system that synthesizes an effective approximate time independent Hamiltonian. A recent trend in the investigations has been inclined towards looking at a variety of driving schemes to explore potentially interesting Hamiltonians. These studies, build on previous experimental and theoretical investigations of time-dependent Hamiltonians, especially for high-frequency perturbations. The significant advantage offered over other approaches is the clear decomposition of system dynamics into an effective Hamiltonian governing long-term evolution, the micro-motion and effects of initial modulation phase of the driving signal.

We consider the possibility of choosing a specifically modulated pulse signal to periodically drive planar graphene which would, effectively simulate ripples on the surface of the material. We use the fact that the band structure of graphene resembles the energy spectrum of a Dirac system in the low energy limit.

This motivates us to invoke the continuum limit for graphene for the purpose of our analysis, whereby the electronic behaviour is described by the Dirac equation in (2+1)-dimensions. The introduction of rippled graphene in this approach shall be described by the Dirac equation written in a curved spatial background. Several works have addressed the issues relating to curvature in graphene sheets illustrating the relationship between the geometric curvature of the sheet and an effective curved space-time for the Dirac equation governing its electronic properties. They layout in detail the physical consequences one should look for if the graphene surface possessed defects or wrinkles. These studies focus on the changes to the local density of states and other transport properties arising due to the curvature of the background space-time. In this context it is also worth mentioning the progress in studying the Dirac equation in artificial curved space-times from a cold atom /optical lattice perspective. Our claim is that it is possible to generate similar effects on planar mono-layer graphene through a well defined periodic driving scheme. The Dirac equation in (2+1)-dimensional space-time has also received much attention, apart from graphene, in the contexts of planar Coulomb and magnetic fields, (2+1)-dimensional gravity, minimal length formalism, Aharonov-Bohm solenoids and non-linear scenarios. These varied approaches provide for a solid framework in our analysis.

In this paper, we consider the Dirac equation in (2+1)-dimensional background described by a metric with a conformally flat spatial part. The Dirac equation in this curved background is cast in a Hamiltonian form to allow easy comparison with the graphene Hamiltonian in the continuum limit. The effect of the background curvature is noted. We outline a scheme for the generation of an approximate Hamiltonian using periodic time dependent forcing on flat graphene such that the resulting static effective system mimics the features of a curved background. We find that if the metric is treated as...
a weak perturbation to flat space then the consequent Dirac Hamiltonian can be effectively simulated by a suitable periodic pulsing of planar graphene with a direct correspondence between the period of driving and the parameter of metric perturbation. The method is applied to surfaces with geometry that is spherical, spheroidal, toroidal and a Beltrami pseudosphere. The modification to the band structure is studied specially in low energy regimes near the Dirac points. Here, the crucial emergence of band gap as a effect of metric perturbations in the background space is noted.

II. FORMALISM

We consider a (2+1) dimensional space-time as the backdrop for our analysis. Noting that the treatment of mono-layer graphene shall essentially be confined to two dimensional space we choose a space-time metric of the form

\[ ds^2 = dt^2 - e^{-2Λ(x,y)}(dx^2 + dy^2). \]  

where \( t \) represents the time coordinate, \( x \) and \( y \) are the spacial isothermal coordinates, and \( e^{-2Λ(x,y)} \) denotes an arbitrary conformal factor. The two dimensional spatial part of this metric is completely general. The metric tensor \( g_{\mu\nu} \) for this space-time is \( \text{diag}(1, e^{-2Λ(x,y)}) \). This metric has been used in the context of studying Dirac equation coupled to curved space-time \[33\] with a distribution of defects, for instance, in the case of corrugated graphene sheets \[6\].

The Dirac equation in curved space-time takes the form

\[ iγ^\mu(x)(\partial_\mu + \Gamma_\mu(x))ψ = 0 \]  

where \( iγ^\mu(x) \) denote the usual vielbeins and their inverses respectively, \( \Gamma_\mu \) are the Christoffel connection coefficients and \( s^\lambda_{\nu\mu} \) are the generators of spinor transformation in curved space-time.

The expression illustrates the indeterminacy of the connection term to within a constant \( a_\mu \) and hence \( \Gamma_\mu \) has arbitrary trace \[33\]. This offers a gauge freedom which can be exploited depending on the nature of the problem. We take the standard choice for \( \Gamma_\mu \) as

\[ \Gamma_\mu(x) = \frac{1}{2}g_{\lambda\alpha}(e^i_{\nu\mu}E^\alpha_i - \Gamma^\alpha_{\nu\mu})s^\lambda_{\nu\mu} \]

(3)

with,

\[ s^\lambda_{\nu\mu}(x) = \frac{1}{2}[γ^\lambda(x), γ^\nu(x)] \]  

(5)

The \( γ \) matrices with space-time indices are related to the usual Dirac matrices in flat space by \( γ^\mu(x) = E^\mu_i(x)γ^i \)

We choose the following representation using the Pauli matrices for the \( γ \)'s

\[ γ^0 = σ_z \quad γ^1 = iσ_y \quad γ^2 = -iσ_x \]  

(6)

In our choice of representation \( σ_z \) is diagonal and \( σ_y \) is complex.

The spin connection components, for our metric [see Eq. (1)] are

\[ Γ_1(x) = \frac{i}{2} \frac{∂Λ(x,y)}{∂y}σ_z, \quad Γ_2(x) = \frac{-i}{2} \frac{∂Λ(x,y)}{∂x}σ_z \]  

(7)

The mass-less Dirac equation in curved (2+1) space-time, can hence be written as

\[ \left[ iσ_3 \frac{∂}{∂t} - e^{Λ(x,y)}\left( σ_y \frac{∂}{∂x} - σ_x \frac{∂}{∂y} \right) + \frac{e^{Λ(x,y)}}{4} \left( \frac{∂Λ(x,y)}{∂y}σ_z - \frac{∂Λ(x,y)}{∂x}σ_y \right) \right] ψ = 0, \]  

(8)

where we have used Eqs. (2) and (4). This equation can be recast in an explicitly Hamiltonian form by breaking the manifestly covariant form as

\[ \frac{dψ}{dt} = e^{Λ(x,y)} \left[ σ \cdot p - \frac{i}{2} \left( \frac{∂Λ(x,y)}{∂y}σ_y + \frac{∂Λ(x,y)}{∂x}σ_x \right) \right] ψ, \]

(9)

with \( σ = (σ_x, σ_y) \) and \( p = (p_x, p_y) \). The equation can be expressed in a more manifestly Hermitian form as

\[ \frac{dψ}{dt} = \frac{1}{2} e^{Λ(x,y)} \left[ σ \cdot p + σ \cdot p \right] ψ = Hψ. \]  

(10)

We shall henceforth refer to the operator \( H \) appearing in the right hand side of this equation as the Dirac Hamiltonian in curved space. We note that the low energy limit of a continuum approximation of graphene has the Hamiltonian of the form 20

\[ H_G = v_Fσ \cdot p \]  

(11)

where \( v_F \) is the Fermi velocity. We shall subsequently work in units where \( v_F = 1 \). This Hamiltonian \( H_G \) shall be generalised to \( H \) in curved space [see Eq. (10)].

We shall now consider the possibility of constructing an effective Hamiltonian of the form \( H \), starting from its flat space counterpart by considering a high frequency periodic forcing. In the study of quantum systems having periodic time dependent Hamiltonians \[21, 22\], a special category is devoted to the class of systems subject to high frequency periodic perturbations \[19\]. The theoretical treatment of such systems has its roots in the study of similar classical systems \[40, 41\]. The literature suggests various routes to arrive at such an effective time-independent Hamiltonian \[20, 22, 23\]. A recent approach \[18\], inspired by \[23\], forms the basis of our formalism. It uses the idea of engineering effective Hamiltonians by
applying carefully selected periodic driving schemes to quantum systems, geared towards generating desired effective static systems.

The technique may be outlined as follows. One considers a time-periodic Hamiltonian \( H(t) \) that can be written as

\[
H(t) = H_0 + V(t) \tag{12}
\]

where \( H_0 \) is time independent and \( V(t) \) is the periodic time dependent part such that \( V(t + T) = V(t) \). The idea is to decompose the dynamical evolution of the system between time slices \( t_i \) and \( t_f \) governed by a unitary evolution operator \( U(t_i, t_f) \) of the form

\[
U(t_i, t_f) = e^{-iF(t_f)}e^{-iH_{\text{eff}}(t_f-t_i)}e^{iF(t_i)} \tag{13}
\]

where, \( H_{\text{eff}} \) is a time-independent effective Hamiltonian and \( F(t) \) is a Hermitian, time dependent operator with \( F(t + T) = F(t) \). It is important to note here that \( H_{\text{eff}} \) is independent of both \( t_i \) and \( t_f \), which, have been transferred into the “Kick” terms \( e^{iF(t_i)} \) and \( e^{-iF(t_f)} \) respectively. It is generally not possible to extract the operators \( F(t) \) and \( H_{\text{eff}} \) in closed analytic form except for some special cases. However, if the driving frequency \( \omega = 2\pi/T \) is high, one can consider a perturbative expansion using the small parameter \( 1/\omega \). The expansions for \( H_{\text{eff}} \) and \( F \) are

\[
H_{\text{eff}} = \sum_{0 \leq n < \infty} \frac{1}{\omega^n} H^{(n)} \quad F = \sum_{1 \leq n < \infty} \frac{1}{\omega^n} F^{(n)}. \tag{14}
\]

The time evolution equation for \( U(t_i, t_f) \) given by \( i\partial_t U(t) = HU(t) \) yields

\[
H_{\text{eff}} = e^{iF(t)}H e^{-iF(t)} + \frac{\partial}{\partial t} \left( e^{iF(t)} \right) e^{-iF(t)}. \tag{15}
\]

This may be expanded as a perturbation series in \( 1/\omega \) using Eq. (14). At a given order of perturbation in \( 1/\omega \), one retains the time independent average in \( H_{\text{eff}} \) and adjust \( F(t) \) to annihilate any time dependence. The procedure is repeated at each order and results obtained at the previous order is incorporated in the subsequent orders. This allows us to determine \( H^{(n)} \) and \( F^{(n)} \) up to the desired accuracy. We note that the operators \( F^{(n)} \) are all periodic with zero mean

\[
\langle F^{(n)} \rangle = 0, \quad F^{(n)}(t + T) = F^{(n)}(t). \tag{16}
\]

The driving potential \( V(t) \) is usually considered to be a sequence of pulses that repeat periodically. Increasing the number of phases in the pulse sequence offers a wide variety of possibilities. Let us consider a general N-phase pulse sequence of the type

\[
V(t) = \sum_{r=1}^{N} f_r(t) \tilde{V}_r \tag{17}
\]

where \( f_r \) denotes a square profile such that \( f_r(t) = 1 \) during \( (r-1)T/N \leq t \leq rT/N \), else \( f_r(t) = 0 \).

Among the wide range of choices that do exist, our problem lends itself rather neatly to a 4-phase pulse sequence with modulation of the Hamiltonian given by

\[
\mathcal{P}_4 = \{ H_0 + A, H_0 + B, H_0 - A, H_0 - B \} \tag{18}
\]

This compares to (17) for \( N = 4 \) with \( V_1 = -V_4 = A \) and \( V_2 = -V_3 = B \), where \( A \) and \( B \) are suitable operators.

Instead of using square pulses, a smooth driving scheme equivalent to this pulsing scheme, of the kind \( V(t) = A \cos(\omega t) + B \sin(\omega t) \) may be used.

This choice of the time dependent potential yields

\[
H_{\text{eff}} = H_0 + \frac{i}{2\omega} [A, B] + \frac{1}{4\omega^2} ([A, H_0], A) + ([B, H_0], B)) + \mathcal{O}(1/\omega^3) \tag{19}
\]

It is significant in our context that the expression for \( H_{\text{eff}} \) has both first order and second order terms in \( \omega \) with the appropriate commutator brackets. The freedom in the choice of \( A \) and \( B \) allows us to engineer the desired Hamiltonian in curved space.

The conformal factor \( e^{\Lambda(x,y)} \) in the metric, encapsulates the curved nature of the space. For a space that differs slightly from the flat, the metric is expected to be expressible as a small perturbation around the flat metric. In terms of the conformal factor we may hence write

\[
e^{\Lambda(x,y)} \approx 1 + \epsilon f(x, y) + \mathcal{O}(\epsilon^2) \tag{20}
\]

where, \( \epsilon \) is a perturbation parameter. The Dirac Hamiltonian for such a weakly perturbed space can be obtained by substituting the above approximate form of the conformal factor in the Eq. (10).

The periodic driving scheme has a small parameter \( 1/\omega \), the time-period of forcing. We would like to map this parameter to the small parameter in metric perturbation. It is our contention that it is possible to use the formalism of generating effective approximate Hamiltonians, through a choice of suitable operators \( A \) and \( B \) as mentioned in Eq. (13), to reproduce a conformally flat metric on graphene with weak perturbation limit. This would involve impinging graphene with the appropriate pulsing scheme. This method, hence attempts to simulate a weakly perturbed space for the conducting electrons on an otherwise planar surface. In terms of our adopted formalism this essentially implies generating an effective Hamiltonian such that it matches the Dirac Hamiltonian in curved space with weakly perturbed metric having \( \epsilon \sim (1/\omega) \).

Let us consider a driving scheme with \( H_0 = \sigma \cdot p \), the Dirac Hamiltonian in flat space and choose the operators \( A \) and \( B \) of the form

\[
A = \sigma \cdot \alpha \quad B = \sigma \cdot \beta \tag{21}
\]

where, \( \alpha = (-p_y, p_z, 0) \) and \( \beta = (0, 0, -f) \). With this choice, Eq. (19) gives the Dirac Hamiltonian in a weakly
curved space up to order $1/\omega$. For large $\omega$ this is a good approximation whereby the leading correction term in equation (19) mimics curved space. The term of $\mathcal{O}(1/\omega^2)$ is significantly suppressed and manifests as non-trivial spin-orbit couplings and maybe ignored for our present analysis.

We then have an approximate effective Hamiltonian $H_{\text{eff}}$ given by

$$H_{\text{eff}} = \frac{1}{2} \left[ \left( 1 + \frac{f(x,y)}{\omega} \right) \sigma \cdot p + \sigma \cdot p \left( 1 + \frac{f(x,y)}{\omega} \right) \right]$$

which on comparison with Eqs. (10) and (11) clearly describes graphene on a weakly rippled surface. The form of the function $f(x,y)$ shall decide the nature of curvature as we shall see in the next section.

### III. RESULTS AND DISCUSSION

![FIG. 1. (Color online)Variation of ground state energy with wavevector $k_x$: (a) Shows the variation for spherical perturbations with $\omega^{-1} = 0, 0.1, 0.3$ and 0.5, color coded as black, red, green and blue respectively. (b) Shows the variation for oblate spheroidal perturbations with $(\omega^{-1}, \delta)$ values as $(0, 0)$ black, $(0.5, 0.3)$ red, $(0.5, 0.5)$ green and $(0.5, 0.8)$ blue. The insets in (a) and (b) magnify the region in the close vicinity of the Dirac points for better illustration. (c) Shows the variation for Rindler like perturbations in the same scheme as (a) above. (d) Shows the variation for toroidal perturbations with $\omega^{-1}$ values $0, 10^{-4}, 2 \times 10^{-4}$ and $3 \times 10^{-4}$ represented by the black, red, green and blue lines respectively.](https://example.com/figure1)

To illustrate the prescription outlined in the last section for generating weak ripples on graphene, we consider ‘nearly flat’ metrics in the form of small perturbations about the flat metric. We consider the following cases: spherical, oblate spheroidal, Rindler and toroidal perturbations. We also investigate the changes to the ground state band structure brought about by these metrics, especially around the Dirac points.

The behavior of the ground state energy at and around the Dirac points for graphene under strain, deformation and in the presence of substrate interaction has been studied \[5, 42, 43\]. These works discuss the possibility of opening a band gap in graphene at the Dirac point, which is known to be topologically protected by inversion and time reversal symmetries. The techniques employed to generate the band gap usually attempt to break the time reversal symmetry in some fashion \[44\], such as through the appearance of pseudo-magnetic fields \[45, 46\]. Cutting of graphene into nano-ribbons of various widths offers a means of engineering desired band gaps \[47\]. The gap introduced marks a phase transition from massless to massive Dirac fermions in graphene \[48, 49\]. Recent studies treat the emergence of the gap in the continuum limit by applying periodic magnetic and electric fields \[50\]. There is also an attempt to tune this gap by use of potentials or doping \[51, 52\], a feature of interest in transistor like applications of graphene \[53\].

Our treatment of periodically driven graphene as curved monolayer graphene leads us to expect the band gap characteristic of strained graphene geometries in our system. The results obtained through our computations reflect this. As illustrated in Fig. (1) all our weak metric perturbation choices introduce a band gap to varying extents as compared to planar graphene. Therefore, our technique offers an alternative way of engineering a band gap in graphene and also tuning it by use of suitable driving schemes. In the following paragraphs we proceed to discuss the details of the effects on the ground state as observed for our choices of metric perturbations.

The choice $f(x,y) = \text{sech}^2(x)$, implying $\Lambda(x,y) = \omega^{-1}\text{sech}^2(x)$, for the modulating operators given in (21) yields a weak spherical perturbation to the metric on planar graphene. The $\omega^{-1} = \epsilon$ correspondence is utilized here. In Fig. (1a), for the spherical ripples case, we illustrate the variation of band energy with $k_x$ for the ground state. This is a band structure cross-section plot obtained around a Dirac point. The three curves in the plot correspond to $\omega^{-1} = 0, 0.1, 0.3$ and 0.5 respectively. We note that $\omega^{-1} = 0$ corresponds to the “flat” case. The point of coincidence of the band lines (black) at the centre of the plot represents the Dirac point. Choosing $\omega^{-1} \neq 0$ creates a band gap at the Dirac point, as is clearly visible in the inset. The slope of the $E(k) - vs k$ linear relationship increases as one changes the frequency of driving. This maybe attributed to the changed position dependence of the Fermi velocity in curved space. Thus strengthening the curvature (slower driving) in general has an amplifying impact on the energy levels.

In Fig. (1b), the ground state band structure is plotted for a weakly oblate spheroidal metric. The choice of modulating operator that helps induce this metric on planar graphene is

$$f(x,y) = \text{sech}^2(x) + \delta \tanh^2(x) \text{sech}^2(x),$$
which implies $\Lambda(x, y) = \omega^{-1}f(x, y)$. Here, the parameter $\delta$ is a measure of the deviation of the metric from perfectly spherical form thereby giving it an oblate character. We draw attention to the splitting of the band structure at the Dirac point for $\omega^{-1} \neq 0.0$ owing to weak curvature in the background. The inset depicts this gap which is visibly greater as compared to the case of spherical metric perturbations. The energy values here too appear to undergo an amplification with increasing curvature with the overall increase being greater than in Fig. 1(a). The apparent bunching together of the curves for the $\omega^{-1} \neq 0.0$ cases is due to the nearly vanishing contribution from the term of the order $\omega^{-1} \times \delta$ in $\Lambda(x, y)$.

Fig. 1(c) illustrates the ground state energy for an effective weakly Rindler metric in graphene which is a consequence of a weak Beltrami pseudosphere geometry of the graphene sheet. Such a geometry can be effectively simulated on a planar graphene sheet by making the choice $f(x, y) = x^2$ in the modulation scheme. This entails $\Lambda(x, y) = \omega^{-1}x^2$. The band gap appearing here is directly visible without the aid of any magnification. The gap here is larger than both the previous cases of spherical and oblate spheroidal perturbations. Another distinguishing feature here is that deviations from flatness do not show similar behavior as $\omega^{-1} = 0.1$ shows an increase in energy whereas $\omega^{-1} = 0.3$ and 0.5 show a decrease. This indicates an asymmetry in the dependence of ground state energy on curvature unique to this metric choice.

Fig. 1(d) depicts ground state energy variation for weak toroidal perturbations to the metric of planar graphene. These perturbations are brought about effectively on a flat surface by choosing

$$f(x, y) = \frac{16 \sec^2(\sqrt{2}x)}{[1 + 2 \tan^2(\sqrt{2}x)]^2},$$

which implies $\Lambda(x, y) = \omega^{-1}f(x, y)$. The appearance of band-gap is extremely sensitive to the perturbation parameter. Even though the parameter $\omega^{-1}$ is of the order of $10^{-4}$, the amount of band gap appearing here is the maximum of all the cases. We find that though the qualitative features of the band structure match those of the other cases near the Dirac point, the spectrum is quite different when one moves away along the $k_-$ axis. The specific form of the metric manifests drastically in the behavior of the band structure far away from the Dirac points. Near these points all the weak metric perturbations show the same features with a varying degree of split.

We conclude by noting that the possibility of using periodic forcing to generate the effects of curved space on 2D electron systems has a far reaching influence in theoretical studies and technological applications. The effects of the metric deformation induced by such forcing shall affect the band structure and transport properties of the material. This opens up the possibility of synthesis of new materials finding applications in the technology of tunable transistors.

[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008).
[2] Y. J. Lin, R. L. Compton, A. R. Perry, W. D. Phillips, J. V. Porto, and I. B. Spielman, Phys. Rev. Lett. 102, 130401 (2009).
[3] M. Greiner, O. Mandel, T. Esslinger, T. Hänsch, and I. Bloch, Nature 415, 39 (2002).
[4] Z. Hadzibabic, P. Krger, M. Cheneau, B. Battelier, and J. Dalibard, Nature 441, 1118 (2006).
[5] J. Dalibard, F. Gerbier, G. Juzeliūnas, P. Öhberg, Rev. Mod. Phys. 83, 1523 (2011).
[6] M. A. H. Vozmediano, M. I. Katsnelson, F. Guinea, Phys. Rep. 496, 109 (2010); F. de Juan, J. L. Mañes, M. A. H. Vozmediano Phys. Rev. B 87, 165131 (2013); J. L. Mañes, F. de Juan, M. Sturza and M. A. H. Vozmediano, Phys. Rev. B 88 155405 (2013).
[7] F. Guinea, M. I. Katsnelson, A. K. Geim, Nat. Phys. 6, 30 (2010).
[8] P. San-Jose, J. Gonzalez, F. Guinea , Phys. Rev. Lett. 108, 216802 (2012).
[9] A. S. Sorensen, E. Demler and M. D. Lukin, Phys. Rev. Lett. 94, 086803 (2005).
[10] L. K. Lim, C. Morias Smith and A. Hemmerich, Phys. Rev. Lett. 100, 130402 (2008).
[11] A. Hemmerich, Phys. Rev. A 81, 063626 (2010).
[12] C. E. Creffield and F. Sols, Phys. Rev. A 84, 023630 (2011).
[13] A. Bermudez, T. Schaetz and D. Porras, Phys. Rev. Lett. 107, 150501 (2011).
[14] J. Struck et al., Phys. Rev. Lett. 108, 225304 (2012).
[15] P. Hauke et al., Phys. Rev. Lett. 109, 145301 (2012).
[16] B. M. Anderson, J. B. Spielman, and G. Juzeliūnas, Phys. Rev. Lett. 111, 125301 (2013).
[17] O. Boada et al. New J. Phys. 13 035002,(2011).
[18] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027 (2014).
[19] A. Nauts and R. E. Wyatt, Phys. Rev. A 30, 872 (1984).
[20] M. M. Mariq, Phys. Rev. B 25, 6622 (1982).
[21] J. H. Shirley, Phys. Rev. 138, 979 (1965).
[22] H. Sambe, Phys. Rev. A 7, 2203 (1973).
[23] S. Rahav, I. Gilary, and S. Fishman, Phys. Rev. B 68, 013820 (2003).
[24] T. P. Grozdanov, and M. J. Rakovic, Phys Rev. A 38, 1739, (1988).
[25] P. Avan et al., J. Phys.(Paris) 37, 993 (1976).
[26] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
[27] J. Gonzalez, F. Guinea and M. A. H. Vozmediano , Phys. Rev. Lett. 69, 172 (1992).
[28] F. de Juan, A. Cortijo and M. A. H. Vozmediano, Phys. Rev. B 76, 165409 (2007); A. Cortijo, F. Guinea and M.
A. H. Vozmediano, J. Phys. A: Math. Theor. **45** 383001 (2012).

[29] A. Iorio, Ann. of Phys. **326**, 1334 (2011).

[30] A. Iorio, G. Lambiase Phys. Lett B **716**, 334 (2012).

[31] A. Cortijo and M. A. H. Vozmediano, Eur. Phys. J. Special Topics , **148**, 83 (2007); A. Cortijo and M.A.H. Vozmediano, EPL **77** 47002 (2007); A. Cortijo and M. A. H. Vozmediano, Nucl. Phys. B **763**, 293 (2007); A. Cortijo and M. A. H. Vozmediano, Phys. Rev. B **79** 184205, (2009).

[32] F. Guinea, M. I. Katsnelson, M. A. H Vozmediano, Phys. Rev. B **77**, 075422 (2008).

[33] D. R. Brill and J. A. Wheeler, Rev. Mod. Phys. **29**, 465 (1957).

[34] M.D.Pollock, Act. Phys. Pol. **41**, 1827 (2010).

[35] Y. Sucu and N. Unal, J. Math. Phys. **48**, 052503 (2007).

[36] V. R. Khaliilov and C.-L. Ho, Mod. Phys. Lett. A **13**, 615 (1998); V. R. Khalilov and C.-L. Ho, Chinese J. Phys **47**, 294 (2009); C.-L. Ho and V. R. Khalilov, Phys. Rev. A **61**, 032104 (2000);

[37] S. P. Gavrilov, D. M. Gitman, and A. A. Smirnov, Eur. Phys. J. C **32**, 119 (2003); S. P. Gavrilov and D. M. Gitman, Phys. Rev. D **53**, 7162 (1996);

[38] P. D. Gupta, S. Raj, D. Chaudhuri [arXiv:1012.0976](2010).

[39] L. Menculini, O. Panella and P. Roy, Phys. Rev. D **87**, 065017 (2013).

[40] L. D. Landau and E. M. Lifshitz, *Mechanics*, 3rd ed. (Pergamon, Oxford, 1976), Sec. 30.

[41] I. C. Percival and D. Richards, *Introduction to Dynamics* (Cambridge University Press, London, 1982),p. 153.

[42] S. Y.Zhou et al., Nat. Mat. **6**, 770 (2007).

[43] G. Gui, J. Lin and J. Zhong, Phys. Rev. B **78**, 075435 (2008).

[44] F. D. M. Haldane Phys. Rev. Lett.**61**, 2015 (1988).

[45] I. F. Herbut, Phys. Rev. B **78**, 205433 (2008).

[46] S. Zhu et al., Phys. Rev. B **90**, 075426 (2014).

[47] M. Y. Han, B. Ozyilmaz, Y. Zhang and P. Kim Phys. Rev. Lett. **98**, 206805 (2007).

[48] S. L. Zhu, B. Wang and L. M. Duan, Phys. Rev. Lett.**98**, 260402(2007).

[49] S. Ryu, C. Mudry, C. Y. Hou, and C. Chamon, Phys. Rev. B **80**, 054303 (2009).

[50] I. Snyman, Phys. Rev. B, **80**, 054303 (2009).

[51] R. P. Tiwari and D. Stroud Phys. Rev. B , **79**, 205435 (2009).

[52] C. Coletti et al., Phys. Rev. B,**81**, 235401 (2010).

[53] K. K. Gomes et al., Nature, **483**, 306 (2012).