Abstract

We present a generalization of Hilfer derivatives in which Riemann–Liouville integrals are replaced by more general Prabhakar integrals. We analyze and discuss its properties. Further, we show some applications of these generalized Hilfer–Prabhakar derivatives in classical equations of mathematical physics, like the heat and the free electron laser equations, and in difference-differential equations governing the dynamics of generalized renewal stochastic processes.
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1. Introduction

In the recent years fractional calculus has gained much interest mainly thanks to the increasing presence of research works in the applied sciences considering models based on fractional operators. Beside that, the mathematical study of fractional calculus has proceeded, leading to intersections with other mathematical fields such as probability and the study of stochastic processes.

Currently, in the literature, there are several different definitions of fractional integrals and derivatives. Some of them such as the Riemann–Liouville integral, the Caputo and the Riemann–Liouville derivatives are thoroughly studied and actually used in applied models. Other less-known definitions such as the Hadamard and Marchaud derivatives are mainly subject of mathematical investigation (the reader interested in fractional calculus in general can consult one of the classical reference texts such as [36, 18, 31]).

In this paper we introduce a novel generalization of derivatives of both Riemann–Liouville and Caputo types and show the effect of using them in equations of mathematical physics or related to probability. In order to do so, we start from the definition of generalized fractional derivatives given by R. Hilfer [14]. The so-called Hilfer fractional derivative is in fact a very convenient way to generalize both definitions of derivatives as it actually interpolates them by introducing only one more real parameter \( \nu \in [0, 1] \). The further generalization that we are going to discuss in this paper is given
by replacing Riemann–Liouville fractional integrals with Prabhakar integrals in the definition of Hilfer derivatives. We recall that the Prabhakar integral [34] is obtained by modifying the Riemann–Liouville integral operator by extending its kernel with a three-parameter Mittag–Leffler function. This modified Mittag–Leffler function was used by J.D. Tamarkin [42] in 1930 and later gained importance in treating problems of fractional relaxation and oscillation, see e.g. [23] for a grand survey. This novel Hilfer–Prabhakar derivative (which contains the Hilfer derivative as a specific case) interpolates the Prabhakar derivative, first introduced in [16] and its Caputo-like regularized counterpart. In Section 4, we study some of its properties then, in Section 5, we discuss some related applications of interest in mathematical physics and probability. We commence by analyzing the time-fractional heat equation involving Hilfer–Prabhakar derivatives. We discuss the main differences between the solution of the Cauchy problems involving the non-regularized and the regularized operators. Another integro-differential equation of interest for applications is the free electron laser (FEL) integral equation [6]. This equation arises in the description of the unsaturated behavior of the free electron laser. Several generalizations of this equation involving other fractional operators have been studied in literature (see e.g. [17]). Taking inspiration from these works, we study a FEL-type integro-differential equation involving Hilfer–Prabhakar fractional derivatives. A further application that we study in Section 5.3 regards the derivation of a renewal point process which is in fact a direct generalization of the classical homogeneous Poisson process and the time-fractional Poisson process. The connection with Hilfer–Prabhakar derivatives comes from the fact that the state probabilities are governed by time-fractional difference-differential equations involving Hilfer–Prabhakar derivatives. We give a complete discussion of the main properties of this process, providing also the explicit form of the probability generating function, a subordination representation in terms of a time-changed Poisson process, and its renewal structure.

Before introducing the definition of the Hilfer–Prabhakar derivatives, in Section 2, in order to make the paper self-contained, we recall some basic definitions and results of fractional calculus. Section 3 presents instead the definition of Hilfer derivatives along with some of their properties.

2. Preliminaries on fractional calculus

Before introducing the non-regularized and regularized Hilfer–Prabhakar differential operators, for the reader’s convenience, in this section we recall some definitions of classical fractional operators. In particular, the classical Riemann–Liouville derivative and its regularized operator (the so-called Caputo derivative) will be described. However, in order to gain more insight on fractional calculus the reader can consult the classical reference books [36, 31, 18, 7].

Definition 2.1 (Riemann–Liouville integral). Let $f \in L^{1}_{\text{loc}}[a, b]$, where $-\infty \leq a < t < b \leq \infty$, be a locally integrable real-valued function. The Riemann–Liouville integral is defined as

$$I_{a+}^{\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{f(u)}{(t-u)^{1-\alpha}} du = (f * K_{\alpha})(t), \quad \alpha > 0, \quad (1)$$

where $K_{\alpha}(t) = t^{\alpha-1}/\Gamma(\alpha)$.

Definition 2.2 (Riemann–Liouville derivative). Let $f \in L^{1}[a, b]$, $-\infty \leq a < t < b \leq \infty$, and $f * K_{m-\alpha} \in W^{m,1}[a, b]$, $m = \lceil \alpha \rceil$, $\alpha > 0$, where $W^{m,1}[a, b]$ is the Sobolev space defined as

$$W^{m,1}[a, b] = \left\{ f \in L^{1}[a, b] : \frac{d^{m}}{dt^{m}} f \in L^{1}[a, b] \right\}. \quad (2)$$
The Riemann–Liouville derivative of order $\alpha > 0$ is defined as
\[ D^\alpha_a f(t) = \frac{d^m}{dt^m} I_{a^+}^{m-\alpha} f(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dt^m} \int_a^t (t-s)^{m-1-\alpha} f(s) ds. \] (3)

For $n \in \mathbb{N}$, we denote by $AC^n[a,b]$ the space of real-valued functions $f(t)$ which have continuous derivatives up to order $n-1$ on $[a,b]$ such that $f^{(n-1)}(t)$ belongs to the space of absolutely continuous functions $AC[a,b]$:

\[ AC^n[a,b] = \left\{ f : [a,b] \to \mathbb{R} : \frac{d^{n-1}}{dx^{n-1}} f(x) \in AC[a,b] \right\}. \]

**Definition 2.3** (Caputo derivative). Let $\alpha > 0$, $m = \lceil \alpha \rceil$, and $f \in AC^m[a,b]$. The Caputo derivative of order $\alpha > 0$ is defined as

\[ C D^\alpha_a f(t) = I_{a^+}^{\alpha-m} \frac{d^m}{dt^m} f(t) = \frac{1}{\Gamma(m-\alpha)} \int_a^t (t-s)^{m-1-\alpha} \frac{d^m}{ds^m} f(s) ds. \] (4)

In the space of the functions belonging to $AC^m[a,b]$ the following relation between Riemann–Liouville and Caputo derivatives holds \[15].

**Theorem 2.1.** For $f \in AC^m[a,b]$, $m = \lceil \alpha \rceil$, $\alpha \in \mathbb{R}^+ \setminus \mathbb{N}$, the Riemann–Liouville derivative of order $\alpha$ of $f$ exists almost everywhere and it can be written as

\[ D^\alpha_a f(t) = C D^\alpha_a f(t) + \sum_{k=0}^{m-1} \frac{(x-a)^{k-\alpha}}{\Gamma(k-\alpha+1)} f^{(k)}(a^+). \] (5)

The above theorem gives the set of functions where the Riemann–Liouville derivative can be regularized. Moreover, if $f(t) \in AC^m[a,b]$, we have (see e.g. \[1\])

\[ \lim_{t \to a^+} \frac{d^k}{dt^k} I_{a^+}^{\alpha-m} f(t) = 0, \quad \forall \quad 0 \leq k \leq m-1. \] (6)

Indeed, taking the Laplace transform of both sides of (3) the equality holds if (6) is true.

### 3. Hilfer derivatives

In a series of works (see \[15\] and the references therein), R. Hilfer studied applications of a generalized fractional operator having the Riemann–Liouville and the Caputo derivatives as specific cases (see also \[43, 41\]).

**Definition 3.1** (Hilfer derivative). Let $\mu \in (0, 1)$, $\nu \in [0, 1]$, $f \in L^1[a,b]$, $-\infty < a < t < b \leq \infty$, $f * K(1-\nu)(1-\mu) \in AC^1[a,b]$. The Hilfer derivative is defined as

\[ D^\mu_\nu f(t) = \left( I_{a^+}^{\nu(1-\mu)} \frac{d}{dt} I_{a^+}^{(1-\nu)(1-\mu)} f \right)(t), \] (7)

Hereafter and without loss of generality we set $a = 0$. The generalization (7), for $\nu = 0$, coincides with the Riemann–Liouville derivative (3) and for $\nu = 1$ with the Caputo derivative (4). A relevant point in the following discussion regards the initial conditions that should be considered in order to solve
fractional Cauchy problems involving Hilfer derivatives. Indeed, in view of the Laplace transform of the Hilfer derivative (13), formula (1.6))

\[ \mathcal{L}[D_{0+}^{\mu,\nu} f](s) = s^\mu \mathcal{L}[f](s) - s^{\nu(\mu-1)} (I_{0+}^{1-\nu}(1-\mu)f)(0^+) \]

it is clear that the initial conditions that must be considered are of the form \((I_{0+}^{1-\nu}(1-\mu)f)(0^+)\), i.e. on the initial value of the fractional integral of order \((1-\nu)(1-\mu)\). These initial conditions do not have a clear physical meaning unless \(\nu = 1\). In order to obtain a regularized version of the Hilfer derivative, we must restrict ourselves to the set of absolutely continuous functions \(AC^1[0,b]\) and therefore applying Theorem 2.1 we obtain, for \(\mu \in (0,1)\),

\[ D_{0+}^{\mu,\nu} f(t) = \left( I_{0+}^{\nu(1-\mu)} \frac{d}{dt} (I_{0+}^{1-\nu}(1-\mu)f) \right)(t) = \left( I_{0+}^{\nu(1-\mu)} I_{0+}^{1-\nu}(1-\mu) \frac{d}{dt} f \right)(t) + I_{0+}^{\nu(1-\mu)} \frac{t^{\nu-\mu-\mu} f(0^+)}{\Gamma(1-\mu)} \]

\[ = I_{0+}^{\nu(1-\mu)} \frac{d}{dt} f(t) + \frac{t^{\nu-\mu} f(0^+)}{\Gamma(1-\mu)} = C D_{0+}^{\mu,\nu} f(t) + \frac{t^{\nu-\mu} f(0^+)}{\Gamma(1-\mu)} \]

where we used the well-known semi-group property of Riemann–Liouville integrals and where \(C D_{0+}^{\mu,\nu}\) is the Caputo derivative (4). From (9) it follows that in the space \(AC^1[0,b]\) the Hilfer derivative (7) coincides with the Riemann–Liouville derivative of order \(\mu\), and the regularized Hilfer derivative can be written as

\[ D_{0+}^{\mu,\nu} f(t) - \frac{t^{\nu} f(0^+)}{\Gamma(1-\mu)} \]

which coincides with \(C D_{0+}^{\mu,\nu}\) and which in fact does not depend on the parameter \(\nu\).

4. Hilfer–Prabhakar derivatives

We introduce a generalization of Hilfer derivatives by substituting in (7) the Riemann–Liouville integrals with a more general integral operator with kernel

\[ e_{\rho,\mu,\omega}(t) = t^{\mu-1} E_{\rho,\mu}^\gamma (\omega t^\rho) , \quad t \in \mathbb{R}, \rho, \mu, \omega, \gamma \in \mathbb{C}, \Re(\rho), \Re(\mu) > 0 \]

where

\[ E_{\rho,\mu}^\gamma (x) = \sum_{k=0}^{\infty} \frac{\Gamma(\gamma + k)}{\Gamma(\gamma) \Gamma(\rho k + \mu)} \frac{x^k}{k!} \]

is the generalized Mittag–Leffler function first investigated in [34]. The so-called Prabhakar integral is defined as follows [34][16].

**Definition 4.1 (Prabhakar integral).** Let \(f \in L^1[0,b], 0 < t < b \leq \infty\). The Prabhakar integral can be written as

\[ E_{\rho,\mu,\omega,0+}^\gamma f(t) = \int_0^t (t-y)^{\mu-1} E_{\rho,\mu}^\gamma [\omega(t-y)^\rho] f(y) dy = (f * e_{\rho,\mu,\omega}^\gamma)(t) \]

where \(\rho, \mu, \omega, \gamma \in \mathbb{C}, \Re(\rho), \Re(\mu) > 0\).

We also recall that the left-inverse to the operator [12], the Prabhakar derivative, was introduced in [16]. We define it below in a slightly different form
We observe that (19) reduces to the Hilfer derivative for $\gamma$

**Proposition 4.1.**

where $\mu, \omega, \gamma, \rho \in \mathbb{C}$, $\Re(\mu), \Re(\rho) > 0$.

Observing now that the Riemann–Liouville integrals in (3) can be expressed in terms of Prabhakar integrals as

$$I^m_{0+} f(x) = E^m_{\nu,0} f(x), \quad \nu \in \mathbb{C}, \Re(\nu) > 0,$$

we have that,

$$D^\gamma_{\rho,\mu,\omega,0^+} f(x) = \frac{d^n}{dx^n} E^{-\gamma}_{\rho,m-\mu,\omega,0^+} f(x)$$

where we used the fact that (see [15], Theorem 8)

$$E^\gamma_{\rho,\mu,\omega,0^+} E^{\sigma}_{\rho,\nu,0^+} f(x) = E^{\gamma+\sigma}_{\rho,\mu+\nu,0^+} f(x).$$

Note that formula (16) coincides with the definition given by [16]. As expected, the inverse operator of the Prabhakar integral generalizes the Riemann–Liouville derivative. Its regularized Caputo counterpart is given, for functions $f \in AC^{m+1}[0, b]$, $0 < x < b \leq \infty$, by

$$C D^\gamma_{\rho,\mu,\omega,0^+} f(x) = E^{-\gamma}_{\rho,m-\mu,\omega,0^+} \frac{d^n}{dx^n} f(x)$$

$$= D^\gamma_{\rho,\mu,\omega,0^+} f(x) - \sum_{k=0}^{m-1} \frac{x^{k-\mu}}{k!} E^{-\gamma}_{\rho,k-\mu,1} (\omega x^\rho) f^{(k)}(0^+).$$

**Proposition 4.1.** Let $\mu > 0$ and $f \in AC^{m+1}[0, b]$, $0 < x < b \leq \infty$. Then

$$C D^\gamma_{\rho,\mu,\omega,0^+} f(x) = D^\gamma_{\rho,\mu,\omega,0^+} f(x) - \sum_{k=0}^{m-1} \frac{x^{k-\mu}}{k!} f^{(k)}(0^+).$$

**Proof.** It easily follows from [16] and Corollary 2.3 of [16].

**Definition 4.3** (Hilfer–Prabhakar derivative). Let $\mu \in (0, 1)$, $\nu \in [0, 1]$, and let $f \in L^1[a, b]$, $0 < t < b \leq \infty$, $f * e^{-\gamma(1-\nu)}_{\rho(1-\nu)(1-\mu),\omega}(\cdot) \in AC^1[0, b]$. The Hilfer–Prabhakar derivative is defined by

$$D^\gamma_{\rho,\mu,\omega,0^+} f(t) = \left( E^{-\gamma \nu}_{\rho,\nu(1-\mu),\omega,0^+} \frac{d}{dt} E^{-\gamma(1-\nu)}_{\rho,(1-\nu)(1-\mu),\omega} f(t) \right)(t),$$

where $\gamma, \omega \in \mathbb{R}$, $\rho > 0$, and where $E^0_{\rho,0,\omega,0^+} f = f$.

We observe that (19) reduces to the Hilfer derivative for $\gamma = 0$. Moreover, for $\nu = 1$ and $\nu = 0$ it coincides with (17) and (15), respectively (note that $m = 1$).
Lemma 4.1. The Laplace transform of \[10\] is given by

\[
\mathcal{L}\left(\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})\frac{d}{dt}\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right)(s) = s^{\mu}[1-\omega s^{-\rho}]\gamma\mathcal{L}[f](s) - s^{-\nu}(1-\mu)[1-\omega s^{-\rho}]\gamma\nu \left[\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right]_{t=0^{+}}.
\]

Proof. By recurring to formula (2.19) of [16], i.e.

\[
\mathcal{L}\left[\mu^{-1}\mathbf{E}_{\rho,\mu}^{\gamma}(\omega t^{\rho})\right](s) = s^{\mu}(1-\omega s^{-\rho})\gamma, \quad \gamma, \omega, \mu \in \mathbb{C}, \Re(\mu) > 0,
\]

with \(s \in \mathbb{C}, \Re(s) > 0, |\omega s^{-\rho}| < 1\). We can write

\[
\mathcal{L}\left(\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})\frac{d}{dt}\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right)(s) = s^{\mu}[1-\omega s^{-\rho}]\gamma\mathcal{L}[f](s) - s^{-\nu}(1-\mu)[1-\omega s^{-\rho}]\gamma\nu \left[\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right]_{t=0^{+}}.
\]

In order to consider Cauchy problems involving initial conditions depending only on the function and its integer-order derivatives we use the regularized version of \[19\], that is, for \(f \in AC^{1}[0,b]\), we have

\[
\mathcal{C}D_{\rho,\omega,0^{+}}^{\gamma,\mu}f(t) = \left(\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})\frac{d}{dt}f(t)\right) = \left(\mathbf{E}_{\rho,1-\mu,\omega,0^{+}}^{\gamma}(\omega t^{\rho})\right)(t),
\]

We remark that, in the regularized version of the Hilfer–Prabhakar derivative (as well as in the regularized Hilfer derivative—see [13]), there is no dependence on the interpolating parameter \(\nu\).

Lemma 4.2. The Laplace transform of the operator \[23\] is given by

\[
\mathcal{L}\left[\mathcal{C}D_{\rho,\omega,0^{+}}^{\gamma,\mu}f(t)\right](s) = s^{\mu}[1-\omega s^{-\rho}]\gamma\mathcal{L}[f](s) - s^{-\nu}(1-\mu)[1-\omega s^{-\rho}]\gamma\nu \left[\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right]_{t=0^{+}}.
\]

Proof. It ensues from similar calculations to those in Lemma 4.1.

From Lemmas 4.1 and 4.2, we have that the relation between the two operators \[19\] and \[23\] is given by

\[
\mathcal{C}D_{\rho,\omega,0^{+}}^{\gamma,\mu}f(t) = D_{\rho,\omega,0^{+}}^{\gamma,\mu}f(t) - t^{-\mu}\mathbf{E}_{\rho,1-\mu}(\omega t^{\rho})f(0^{+}),
\]

observing that, for absolutely continuous functions \(f \in AC^{1}[0,b]\),

\[
\left[\mathbf{E}_{\rho,\nu}^{\gamma}(1-\mu,\omega,0^{+})f(t)\right]_{t=0^{+}} = 0,
\]

and

\[
\mathcal{L}^{-1}[s^{\mu}(1-\omega s^{-\rho})\gamma]f(0^{+}) = t^{-\mu}\mathbf{E}_{\rho,1-\mu}(\omega t^{\rho})f(0^{+}).
\]
5. Applications

We show below some applications of Hilfer–Prabhakar derivatives in equations of interest for mathematical physics and probability.

5.1. Time-fractional heat equation

In the recent years more and more papers have been devoted to the mathematical analysis of versions of the time-fractional heat equation and to the study of its applications in mathematical physics and probability theory (see for example [27, 21, 22, 37, 44, 33] and the references therein). Here we study a generalization of the time-fractional heat equation involving Hilfer–Prabhakar derivatives. We present analytical results for the time-fractional heat equation involving both regularized and non regularized Hilfer–Prabhakar derivatives in order to highlight the main differences between the two cases.

We start by considering the fractional heat equation involving the non-regularized operator $D^{\gamma,\mu,\nu}_{\rho,\omega,0+}$.

**Theorem 5.1.** The solution to the Cauchy problem

$$
\begin{aligned}
&D^{\gamma,\mu,\nu}_{\rho,\omega,0+} u(x, t) = K \frac{\partial^2}{\partial x^2} u(x, t), \quad t > 0, \ x \in \mathbb{R}, \\
&E^{\gamma(1-\nu)}_{\rho(1-\nu),0+} u(x, t) \big|_{t=0^+} = g(x), \\
&\lim_{x \to \pm\infty} u(x, t) = 0,
\end{aligned}
$$

with $\mu \in (0, 1)$, $\nu \in [0, 1]$, $\omega \in \mathbb{R}$, $K, \rho > 0$, $\gamma \geq 0$, is given by

$$
u (1 - \omega s^{-\rho}) \gamma \hat{u}(k, s) - \nu (1 - \omega s^{-\rho})^{\gamma+\nu} \hat{g}(k) = -Kk^2 \hat{u}(k, s),
$$

so that

$$
\hat{u}(k, s) = \frac{s^{\nu(\mu-1)}(1 - \omega s^{-\rho})^{\gamma+\nu} \hat{g}(k)}{s^{\nu(1 - \omega s^{-\rho})^{\gamma} + Kk^2}}
$$

$$
= s^{-\mu + \nu(\mu-1) - \gamma(1-\nu)} \hat{g}(k) \left(1 + \frac{Kk^2}{s^{\nu(1 - \omega s^{-\rho})^{\gamma}}}\right)^{-1}
$$

$$
= \sum_{n=0}^{\infty} (-Kk^2)^n s^{-\mu(n+1) + \nu(\mu-1) - \gamma(n+1-\nu)} \hat{g}(k), \quad \left| \frac{Kk^2}{s^{\nu(1 - \omega s^{-\rho})^{\gamma}}} \right| < 1.
$$

Inverting first the Laplace transform it yields

$$
\hat{u}(k, t) = \sum_{n=0}^{\infty} (-K)^n t^{\nu(n+1) - \mu(\mu-1) - 1} E^{\gamma(n+1-\nu)}_{\rho,\mu(n+1) - \nu(\mu-1)} (\omega t^\rho) k^{2n} \hat{g}(k).
$$

The convergence of (32) and in general of series of the same form (see below) can be proved by using the same technique as in Appendix C of [38]. Finally, inverting the Fourier transform we obtain the claimed result. \(\blacksquare\)
We now discuss the case with the regularized Hilfer–Prabhakar derivative $C^{\gamma, \mu}_D^{\rho, \omega, 0^+}$.

**Theorem 5.2.** The solution to the Cauchy problem

\[
\begin{aligned}
& C^{\gamma, \mu}_D^{\rho, \omega, 0^+} u(x, t) = K \frac{\partial}{\partial x} u(x, t), \quad t > 0, \ x \in \mathbb{R}, \\
& u(x, 0^+) = g(x), \\
& \lim_{x \to \pm\infty} u(x, t) = 0,
\end{aligned}
\]

with \( \mu \in (0, 1), \ \omega \in \mathbb{R}, \ K, \rho > 0, \ \gamma \geq 0, \) is given by

\[
u(x, t) = \frac{1}{2\pi} \sum_{n=0}^{\infty} (-Kt^\mu)^n E^{\gamma n}_{\rho, \mu n+1} (\omega t^\rho) \int_{-\infty}^{\infty} k^{2n} \hat{g}(k) \cos kx \, dk.
\]

**Proof.** Taking the Fourier–Laplace transform of (33), by formula (24), we have that

\[
\hat{u}(k, s) = s^{\mu-1}(1-\omega s^{-\rho})^\gamma \hat{g}(k) = -Kk^2 \hat{u}(k, s),
\]

so that

\[
\hat{u}(k, s) = \frac{s^{\mu-1}(1-\omega s^{-\rho})^\gamma \hat{g}(k)}{s^{\mu}(1-\omega s^{-\rho})^\gamma + Kk^2} = s^{-1} \hat{g}(k) \left(1 + \frac{Kk^2}{s^{\mu}(1-\omega s^{-\rho})^\gamma}\right)^{-1}
\]

\[
= \sum_{n=0}^{\infty} (-Kk^2)^n s^{-\mu n-1}(1-\omega s^{-\rho})^{-\gamma n} \hat{g}(k), \quad \left|\frac{Kk^2}{s^{\mu}(1-\omega s^{-\rho})^\gamma}\right| < 1.
\]

Inverting first the Laplace transform it yields

\[
\hat{u}(k, t) = \sum_{n=0}^{\infty} (-Kt^\mu)^n E^{\gamma n}_{\rho, \mu n+1} (\omega t^\rho)k^{2n} \hat{g}(k).
\]

Inverting now the Fourier transform we obtain the claimed result. \( \square \)

**Example 5.1.** Let us consider the Cauchy problem

\[
\begin{aligned}
& C^{\gamma, \mu}_D^{\rho, \omega, 0^+} u(x, t) = K \frac{\partial^2}{\partial x^2} u(x, t), \quad t > 0, \ x \in \mathbb{R}, \\
& u(x, 0) = g(x) = \frac{1}{\sqrt{4\pi a}} e^{-\frac{x^2}{4a}}, \quad a > 0, \\
& \lim_{x \to \pm\infty} u(x, t) = 0,
\end{aligned}
\]

with \( \mu \in (0, 1), \ \omega \in \mathbb{R}, \ K, \rho > 0, \ \gamma \geq 0. \) In view of the well-known fact that

\[
\hat{g}(k) = e^{-ak^2},
\]

we have (see [13], formula 3.952(9), page 503)

\[
\int_{-\infty}^{\infty} k^{2n} \hat{g}(k) \cos kx \, dk = \frac{(-1)^n}{2^{2n} \pi n} \sqrt{\frac{\pi}{a}} e^{-\frac{x^2}{4a}} H_{2n} \left(\frac{x}{2\sqrt{a}}\right),
\]

where \( H_{2n} \) are the Hermite polynomials. Applying the previous theorem we obtain the explicit solution of the Cauchy problem, that is

\[
u(x, t) = \frac{1}{2\sqrt{\pi a}} \sum_{n=0}^{\infty} \left(\frac{Kt^\mu}{4a}\right)^n E^{\gamma n}_{\rho, \mu n+1} (\omega t^\rho) e^{-\frac{x^2}{4a}} H_{2n} \left(\frac{x}{2\sqrt{a}}\right).
\]
5.2. Fractional free electron laser equation
The free electron laser integro-differential equation
\[
\begin{aligned}
\frac{dy}{dx} &= -i\pi g \int_0^x (x-t)e^{i\eta(x-t)}y(t)dt, \quad g, \eta \in \mathbb{R}, \ x \in (0, 1], \\
y(0) &= 1,
\end{aligned}
\]  
(41)
describes the unsaturated behavior of the free electron laser (FEL) (see for example [8]). In recent years many attempts to solve the generalized fractional integro-differential FEL equation have been proposed (see for example [17]). Here we consider the following fractional generalization of the FEL equation, involving Hilfer–Prabhakar derivatives.

\[
D_{\rho,\omega,\gamma,\nu}^{\gamma,\mu,\nu,\rho,\omega,\gamma,\nu}y(x) = \lambda E_{\rho,\gamma,\mu,\nu}^{\gamma,\nu,\rho,\gamma,\nu}(x) + f(x), \quad x \in (0, \infty), \ f(x) \in L^1[0, \infty),
\]
(42)
where \(\mu \in (0, 1), \nu \in [0, 1], \omega, \lambda \in \mathbb{C}, \rho > 0, \gamma, \nu \geq 0\). This generalizes the problem studied in [17], corresponding to \(\nu = \gamma = 0\). Here \(f(x)\) is a given function. The original FEL equation is then retrieved for \(\gamma = 0, \nu = 0, \mu \to 1, f \equiv 0, \lambda = -i\pi g, \omega = i\eta, \rho = \nu = \kappa = 1\). We have the following

**Theorem 5.3.** The solution to the Cauchy problem [12] is given by
\[
y(x) = \kappa \sum_{k=0}^{\infty} \lambda^k x^{\nu(1-\mu)+2\mu k-1} E_{\rho,\nu(1-\mu)+\mu+2k\mu}^{\gamma+k(\nu+\gamma)}(\omega x^{\rho}) + \sum_{k=0}^{\infty} \lambda^k x^{\mu+k(\nu+\gamma)}E_{\rho,\mu(2k+1),\nu(0)}^{\gamma+k(\nu+\gamma)} f(x).
\]
(43)

**Proof.** By taking the Laplace transform of (42) (see (20)) we get
\[
s^{\mu}(1-\omega s^{-\rho})\gamma L[y](s) - \kappa s^{-\nu(1-\mu)}(1-\omega s^{-\rho})^{\nu-\gamma} = \lambda L[x^{\mu-1}E_{\rho,\mu(2k+1),\nu(0)}^{\gamma+k(\nu+\gamma)}(\omega x^{\rho})](s) \cdot L[y](s) + L[f](s),
\]
(44)
so that
\[
L[y](s) = \frac{\kappa s^{-\nu(1-\mu)-\mu(1-\omega s^{-\rho})^{\nu-\gamma}}}{1 - \lambda s^{-2\mu}(1-\omega s^{-\rho})^{\nu-\gamma}} + \frac{s^{-\mu}(1-\omega s^{-\rho})^{-\gamma}L[f](s)}{1 - \lambda s^{-2\mu}(1-\omega s^{-\rho})^{-\gamma}},
\]
(45)
Inverting the Laplace transform and using the convolution theorem, we obtain the claimed result.

**Example 5.2.** Let us consider the Cauchy problem [12] with \(\kappa = 0, f(x) = x^{m-1}\). By direct calculation we have that
\[
E_{\rho,\mu(2k+1),\nu(0)}^{\gamma+k(\nu+\gamma)}(x) = \Gamma(m)x^{\mu(2k+1)+m-1} E_{\rho,\mu(2k+1),\nu(0)}^{\gamma+k(\nu+\gamma)}(\omega x^{\rho}),
\]
(46)
and the explicit solution of the Cauchy problem is given by
\[
y(x) = \Gamma(m)x^{\mu+m-1} \sum_{k=0}^{\infty} (\lambda x^{2\mu})^k E_{\rho,\mu(2k+1),\nu(0)}^{\gamma+k(\nu+\gamma)}(\omega x^{\rho}).
\]
(47)
Example 5.3. Let us consider the Cauchy problem \((42)\) with \(\kappa = 0\), \(f(x) = x^{m-1} E_\sigma (\omega x^\rho)\). Recalling that \(E_\gamma + k (\sigma + \gamma) + \sigma \rho, \mu (2k+1)^{\omega, \mu} (\omega x^\rho) = x^{\mu + k (\sigma + \gamma) + \sigma} (\omega x^\rho)\), we obtain
\[
y(x) = x^{\mu + m-1} \sum_{k=0}^{\infty} (\lambda x^{2\mu})^k E_{\gamma + k (\sigma + \gamma) + \sigma} (\omega x^\rho),
\]
(49)

5.3. Fractional Poisson processes involving Hilfer–Prabhakar derivatives

In this section we present a generalization of the homogeneous Poisson process for which the governing difference-differential equations contain the regularized Hilfer–Prabhakar differential operator acting in time. The considered framework generalizes also the time-fractional Poisson process which in the recent years has become subject of intense research. It is well known that the state probabilities of the classical Poisson process and its time-fractional generalization can be found by solving an infinite system of difference-differential equations. We solve an analogous infinite system and find the corresponding state probabilities that we give in form of an infinite series and in integral form. As the zero state probability of a renewal process coincides with the residual time probability, we can characterize our process also by its waiting distribution (the common way of characterizing a renewal process). We will see in the following that the state probabilities of the generalized Poisson process are expressed by functions which in fact generalize the classical Mittag–Leffler function. The Mittag–Leffler function appeared as residual waiting time between events in renewal processes already in the Sixties of the past century, namely processes with properly scaled thinning out the sequence of events in a power law renewal process (see \([9]\) and \([25]\)). Such a process in essences is a fractional Poisson process. It must however be said that Gnedenko and Kovalenko did their analysis only in the Laplace domain, not recognizing their result as the Laplace transform of a Mittag–Leffler type function. Balakrishnan in 1985 \([2]\) also found this Laplace transform as highly relevant for analysis of time-fractional diffusion processes, but did not identify it as arising from a Mittag–Leffler type function. In the Nineties of the past century the Mittag–Leffler function arrived at its deserved honour, more and more researchers became aware of it and used it. Let us only sketch a few highlights. Hilfer and Anton \([13]\) were the first authors who explicitly introduced the Mittag–Leffler waiting-time density
\[
f_{\mu}(t) = -\frac{d}{dt} E_\mu (-t^\mu) = t^{\mu-1} E_{\mu, \mu} (-t^\mu)
\]
(writing it in form of a Mittag–Leffler function with two indices) into the theory of continuous time random walk. They showed that it is needed if one wants to get as evolution equation for the so-journ density the fractional variant of the Kolmogorov–Feller equation. In modern terminology they subordinated a random walk to the fractional Poisson process. By completely different argumentation the authors of \([24]\) also discussed the relevance of \(f_{\mu}(t)\) in theory of continuous time random walk. However, all these authors did not treat the fractional Poisson process as a subject of study in its own right but simply as useful for general analysis of certain stochastic processes. The detailed analytic and probabilistic investigation was started (as far as we know) in 2000 by Repin and Saichev \([35]\). More and more researchers then, often independently of each other, investigated this renewal process. Let us here only recall the few relevant papers \([10, 11, 10, 11, 1, 1, 1, 2, 20, 24, 32, 28]\) and see also the references cited therein.

Let us thus start with the governing equations for the state probabilities. In view of Section \([4]\) we define the following Cauchy problem involving the regularized operator \(CD_\rho^{\gamma, \mu}\).
Definition 5.1 (Cauchy problem for the generalized fractional Poisson process).

\[
\begin{cases}
\mathcal{C}D^{\gamma,\mu}_{\rho,\phi,0^+} p_k(t) = -\lambda p_k(t) + \lambda p_{k-1}(t), & k \geq 0, \ t > 0, \ \lambda > 0, \\
p_k(0) = \begin{cases} 1, & k = 0, \\
0, & k \geq 1,
\end{cases}
\end{cases}
\tag{50}
\]

where \( \phi > 0, \ \gamma \geq 0, \ 0 < \rho \leq 1, \ 0 < \mu \leq 1. \) We also have \( 0 < \mu[\gamma] / \gamma - r \rho < 1, \ \forall \ r = 0, \ldots, [\gamma], \) if \( \gamma \neq 0. \)

These ranges for the parameters are needed to ensure non-negativity of the solution (see Section 5.3.2 for more details). Multiplying both the terms of (50) by \( u^k \) and adding over all \( k, \) we obtain the fractional Cauchy problem for the probability generating function \( G(u, t) = \sum_{k=0}^{\infty} u^k p_k(t) \) of the counting number \( N(t), \ t \geq 0, \)

\[
\begin{cases}
\mathcal{C}D^{\gamma,\mu}_{\rho,\phi,0^+} G(u, t) = -\lambda(1-u)G(u, t), & |u| \leq 1, \\
G(u, 0) = 1.
\end{cases}
\tag{51}
\]

Theorem 5.4. The solution to (51) reads

\[
G(u, t) = \sum_{k=0}^{\infty} (-\lambda^t)^k (1-u)^k E_{\mu,1}^k(-\phi t^\rho), \quad |u| \leq 1.
\tag{52}
\]

Proof. In view of Lemma 4.2, we have

\[
s^{\mu}[1 + \phi s^{-\rho}]^\gamma \mathcal{L}[G](u, s) - s^{\mu-1}[1 + \phi s^{-\rho}]^\gamma = -\lambda(1-u)\mathcal{L}[G](u, s),
\tag{53}
\]

so that

\[
\mathcal{L}[G](u, s) = \frac{s^{\mu-1}[1 + \phi s^{-\rho}]^\gamma}{s^{\mu}[1 + \phi s^{-\rho}]^\gamma + \lambda(1-u)} = \frac{1}{s} \left( 1 + \frac{\lambda(1-u)}{s^{\mu}[1 + \phi s^{-\rho}]^\gamma} \right)^{-1}
\tag{54}
\]

\[
= \frac{1}{s} \sum_{k=0}^{\infty} \left[ -\frac{\lambda(1-u)}{s^{\mu}[1 + \phi s^{-\rho}]^\gamma} \right]^k = \sum_{k=0}^{\infty} (-\lambda(1-u))^k s^{-\mu k-1}[1 + \phi s^{-\rho}]^{-k\gamma},
\]

where \( |\lambda(1-u)/[s^{\mu}(1+\phi s^{-\rho})]| < 1. \) By using (21) we can invert the Laplace transform (54) obtaining the claimed result. \( \square \)

Remark 5.1. Observe that for \( \gamma = 0, \) we retrieve the classical result obtained for example in [19], formula (23). Indeed, from the fact that

\[
E_{\mu,1}^0(\phi t^\rho) = \frac{1}{\Gamma(\mu k + 1)},
\tag{55}
\]

equation (52) becomes

\[
G(u, t) = \sum_{k=0}^{\infty} \frac{(-\lambda t^\mu)^k (1-u)^k}{\Gamma(\mu k + 1)} = E_{\mu,1}^1(-\lambda(1-u)t^\mu),
\tag{56}
\]

that coincides with equation (23) in [19].
From the probability generating function \((52)\), we are now able to find the probability distribution at fixed time \(t\) of \(N(t)\), \(t \geq 0\), governed by \((50)\). Indeed, a simple binomial expansion leads to

\[
G(u, t) = \sum_{k=0}^{\infty} u^k \sum_{r=k}^{\infty} (-1)^{r-k} \binom{r}{k} (\lambda t^\mu)^r E_{\rho, \mu r+1}^{\gamma r} (-\phi t^\rho).
\]

(57)

Therefore,

\[
p_k(t) = \sum_{r=k}^{\infty} (-1)^{r-k} \binom{r}{k} (\lambda t^\mu)^r E_{\rho, \mu r+1}^{\gamma r} (-\phi t^\rho),\quad k \geq 0,\quad t \geq 0.
\]

(58)

We observe that, for \(\gamma = 0\),

\[
p_k(t) = \sum_{r=k}^{\infty} (-1)^{r-k} \binom{r}{k} (\lambda t^\mu)^r E_{\mu, \mu r+1}^{\gamma} (-\phi t^\rho) = \frac{(\lambda t^\mu)^k}{k!} E_{\mu, \mu}^{\gamma} (-\phi t^\rho),\quad k \geq 0,\quad t \geq 0.
\]

(59)

The first expression of \((59)\) coincides with equation (1.4) in [4]. The third one is a convenient representation involving the \(k\)th derivative of the two-parameter Mittag–Leffler function evaluated at \(-\lambda t^\mu\).

It is immediate to note, from \((52)\), by inserting \(u = 1\), that \(\sum_{k=0}^{\infty} p_k(t) = 1\). From the generating function \((52)\) much information on the behavior of the process can be extracted. From \((50)\), with standard methods we can evaluate the mean value of \(N(t)\). In order to do so, it suffices to differentiate equation \((51)\) with respect to \(u\) and to take \(u = 1\). We obtain

\[
\begin{align*}
\left\{ C D_{\rho, -\phi, 0^+}^{\gamma, \mu} E N(t) = \lambda, & \quad t > 0, \\
E N(t) \big|_{t=0} = 0, & \quad t \geq 0.
\end{align*}
\]

(60)

whose solution is simply given by

\[
E N(t) = \lambda t^\mu E_{\rho, \mu}^{\gamma} (-\phi t^\rho), \quad t \geq 0.
\]

(61)

5.3.1. Subordination representation

In order to derive an alternative representation for the fractional Poisson process \(N(t)\), \(t \geq 0\), we present first some preliminaries. Consider the Cauchy problem

\[
\begin{align*}
C D_{\rho, -\phi, 0^+}^{\gamma, \mu} h(x, t) = -\frac{\partial}{\partial x} h(x, t), & \quad t > 0, \quad x \geq 0, \\
h(x, 0^+) = \delta(x). & \quad t \geq 0.
\end{align*}
\]

(62)

Representation \((17)\) and the results obtained in \([8]\) simply imply that the Laplace–Laplace transform of \(h(x, t)\) can be written as

\[
\hat{h}(z, s) = \frac{s^{\mu-1}(1 + \phi s^{-\rho})^\gamma}{s^\mu(1 + \phi s^{-\rho})^\gamma + z}, \quad s > 0, \quad z > 0.
\]

(63)

Consider now the stochastic process, given as a finite sum of subordinated independent subordinators

\[
\mathfrak{M}_t = \sum_{r=0}^{[\gamma]} r V_{\Phi(t)}^{\mu - r \rho}, \quad t \geq 0.
\]

(64)
In the above definition $\lceil \gamma \rceil$ represents the ceiling of $\gamma$. Furthermore we considered a sum of $\lceil \gamma \rceil$ independent stable subordinators of different indices and the random time change here is defined by

$$\Phi(t) = \left( \lceil \gamma \rceil \right) V_t^{\gamma}, \quad t \geq 0,$$

(65)

where $V_t^{\gamma}$ is a further stable subordinator, independent of the others. Note that in order the above process $\mathcal{U}_t$, $t \geq 0$, to be well-defined, the constraint $0 < \mu \lceil \gamma \rceil / \gamma - \rho < 1$ holds for each $r = 0, 1, \ldots, \lceil \gamma \rceil$.

The next step is to define its hitting time. This can be done as

$$\mathcal{E}_t = \inf\{s \geq 0 : \mathcal{U}_s > t\}, \quad t \geq 0.$$  

(66)

Theorem 2.2 of [8] ensures us that the law $\Pr\{\mathcal{E}_t \in dx\}/dx$ is the solution to the Cauchy problem (62) and therefore that its Laplace–Laplace transform is exactly that in (63).

We are now ready to state the following theorem.

**Theorem 5.5.** Let $\mathcal{E}_t$, $t \geq 0$, be the hitting-time process presented in formula (66). Furthermore let $\mathcal{N}(t)$, $t \geq 0$, be a homogeneous Poisson process of parameter $\lambda > 0$, independent of $\mathcal{E}_t$. The equality

$$\mathcal{N}(t) = \mathcal{N}(\mathcal{E}_t), \quad t \geq 0,$$  

(67)

holds in distribution.

**Proof.** The claimed relation can be proved simply writing the probability generating function related to the time-changed process $\mathcal{N}(\mathcal{E}_t)$ as

$$\sum_{k=0}^{\infty} u^k \Pr(\mathcal{N}(\mathcal{E}_t) = k) = \int_0^\infty e^{-\lambda(1-u)y} \Pr(\mathcal{E}_t \in dy).$$  

(68)

Therefore, by taking the Laplace transform with respect to time we have

$$\int_0^\infty \int_0^\infty e^{-\lambda(1-u)y-st} \Pr(\mathcal{E}_t \in dy)dt = \frac{s^{\mu-1}(1 + \phi s^{-\rho})^\gamma}{s^\mu(1 + \phi s^{-\rho})^\gamma + \lambda(1 - u)}.$$  

(69)

Considering now the relation (2.20) of [8], the above Laplace transform can be inverted immediately, obtaining

$$\sum_{k=0}^{\infty} u^k \Pr(\mathcal{N}(\mathcal{E}_t) = k) = \sum_{k=0}^{\infty} (-\lambda(1-u))^k t^{\mu+1} E_{\rho,\mu+1}^{\gamma}(-\phi t^\rho),$$  

(70)

which coincides with [62].

5.3.2. Renewal structure

The generalized fractional Poisson process $N(t)$, $t \geq 0$, can be constructed as a renewal process with specific waiting times. Consider $k$ i.i.d. random variables $T_j$, $j = 1, \ldots, k$, representing the inter-event waiting times and having probability density function

$$f_{T_j}(t_j) = \lambda t_j^{\mu-1} \sum_{r=0}^{\infty} (-\lambda t_j^\rho)^r E_{\rho,\mu+1}^{\gamma+r}(\phi t_j^\rho), \quad t_j \geq 0, \mu \in (0, 1),$$  

(71)
and Laplace transform (recall formula (2.19) of [16])

\[
\mathbb{E} \exp(-sT_j) = \lambda \sum_{r=0}^{\infty} (-\lambda)^r s^{-\mu r - \mu} (1 + \phi s^{-\rho})^{-\gamma r - \gamma} = \lambda s^{-\mu}(1 + \phi s^{-\rho})^{-\gamma} \left| -\lambda s^{-\mu}(1 + \phi s^{-\rho})^{-\gamma} \right| < 1
\]

\[
= \frac{\lambda s^{-\mu}(1 + \phi s^{-\rho})^{-\gamma}}{1 + \lambda s^{-\mu}(1 + \phi s^{-\rho})^{-\gamma}} = \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma + \lambda}
\]

Denote \(T_m = T_1 + T_2 + \cdots + T_m\) as the waiting time of the \(m\)th renewal event. The probability distribution \(\Pr(N(t) = k)\) can be written making the renewal structure explicit. Indeed, by applying the Laplace transform to \[53\] we have

\[
\mathcal{L}[p_k](s) = \sum_{r=k}^{\infty} (-1)^{r-k} \binom{r}{k} \lambda^r s^{-\mu r - 1}(1 + \phi s^{-\rho})^{-\gamma r}
\]

\[
= s^{-1} \sum_{r=0}^{\infty} (-1)^r \binom{r+k}{k} \left( \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma} \right)^{r+k}
\]

\[
= s^{-1} \lambda^k s^{-\mu k}(1 + \phi s^{-\rho})^{-\gamma k} \sum_{r=0}^{\infty} \binom{-k-1}{r} \left( \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma} \right)^r
\]

\[
= s^{-1} \lambda^k s^{-\mu k}(1 + \phi s^{-\rho})^{-\gamma k} \left( 1 + \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma} \right)^{-k-1}
\]

\[
= \frac{\lambda^k s^\mu(1 + \phi s^{-\rho})\gamma}{s^\mu(1 + \phi s^{-\rho})\gamma + \lambda}.
\]

On the other hand, by exploiting the renewal structure,

\[
\mathcal{L}[p_k](s) = \int_0^\infty e^{-st} \left( \Pr(T_k < t) - \Pr(T_{k+1} < t) \right) dt
\]

\[
= \int_0^\infty e^{-st} \left[ \int_0^t \Pr(T_k \in dy) - \int_0^t \Pr(T_{k+1} \in dy) \right] dt
\]

\[
= \int_0^\infty \Pr(T_k \in dy) \int_y^\infty e^{-st} dt - \int_y^\infty \Pr(T_{k+1} \in dy) \int_0^y e^{-st} dt
\]

\[
= s^{-1} \left[ \int_0^\infty e^{-sy} Pr(T_k \in dy) - \int_0^\infty e^{-sy} Pr(T_{k+1} \in dy) \right]
\]

\[
= s^{-1} \left[ \left( \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma + \lambda} \right)^k - \left( \frac{\lambda}{s^\mu(1 + \phi s^{-\rho})\gamma + \lambda} \right)^{k+1} \right]
\]

\[
= s^{-1} \left[ \frac{\lambda^k [s^\mu(1 + \phi s^{-\rho})\gamma + \lambda] - \lambda^{k+1}}{[s^\mu(1 + \phi s^{-\rho})\gamma + \lambda]^{k+1}} \right]
\]

which coincides with \[72\].
Clearly, considering the renewal structure of the process, we can write the probability of the residual waiting time as

\[ P(T_1 > t) = p_0(t) = \sum_{r=0}^{\infty} (-\lambda t^\mu)^r E_{\rho, \mu}^{r+\gamma}(-\phi t^\mu). \]  

(75)

In order to prove the non-negativity of (71) (and therefore of \( p_k(t) \)—see also the calculations in (74)) we can proceed as follows. We will consider only the case \( \gamma \neq 0 \) as the case \( \gamma = 0 \) corresponds in fact to the case studied in [19, 26, 4] and others. From the Bernstein theorem (see e.g. [39], Theorem 1.4) it suffices to study the complete monotonicity of the Laplace transform (72). Recall that the function \( z \rightarrow 1/(z + \lambda) \) is completely monotone for any positive \( \lambda \) and that \( 1/(g(z) + \lambda) \) is completely monotone if \( g(z) \) is a Bernstein function. Thus it is just a matter of proving that the function

\[ s^\mu(1 + \phi s^{-\rho})^\gamma = \left( s^{\mu/\gamma} + \phi s^{\mu/\gamma - \rho} \right)^\gamma \]

is a Bernstein function. We have

\[ \left( s^{\mu/\gamma} + \phi s^{\mu/\gamma - \rho} \right)^\gamma = \left( \left[ s^{\mu/\gamma} + \phi s^{\mu/\gamma - \rho} \right]^{[\gamma]} \right)^{\gamma/[\gamma]} \]

(76)

\[ = \left( \sum_{r=0}^{[\gamma]} \left[ \begin{array}{c} [\gamma] \\ r \end{array} \right] \phi^r s^{\mu[\gamma]/\gamma - \rho r} \right)^{\gamma/[\gamma]} . \]

From the fact that the space of Bernstein functions is closed under composition and linear combinations (see [39] for details) we have that (76) is a Bernstein function for \( 0 < \mu[\gamma]/\gamma - \rho r < 1, \forall r = 0, \ldots, [\gamma] \), which coincide with the constraints derived in Section 5.3.1.

Table 1 shows the relevant formulas for the generalized fractional Poisson process along with those of the classical time-fractional Poisson process.
5.3.3. Fractional integral of $N(t)$

In the recent paper [30], the authors considered the Riemann–Liouville fractional integral

$$N^\alpha,\mu(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}N^\mu(s)ds, \quad \alpha > 0,$$

(77)

where $N^\mu(t), t \geq 0$, is the time-fractional Poisson process, whose state-probabilities are governed by difference-differential equations involving Caputo derivatives. They discussed some relevant characteristics of the obtained process $N^\alpha,\mu(t)$ such as its mean and variance. Following this idea, we consider the fractional integral of $N(t), t \geq 0$. In particular,

$$N^\alpha,\mu(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}N(s)ds, \quad \mu \in (0, 1), \alpha > 0, \ t > 0.$$

(78)

We can explicitly calculate the mean of the process $N^\alpha,\mu(t)$ by using (61).

$$\mathbb{E}N^\alpha,\mu(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}\mathbb{E}N(s)ds$$

$$= \frac{\lambda}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}s^\mu E^\gamma_{\rho,1+\mu}(-\phi s^\rho)ds$$

$$= \frac{\lambda}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}E^0_{\rho,0}(-\phi(t-s)^\rho)s^\mu E^\gamma_{\rho,\mu+1}(-\phi s^\rho)ds$$

$$= \lambda t^{\alpha+\mu}E^\gamma_{\rho,\alpha+\mu+1}(-\phi t^\rho), \quad t \geq 0.$$

(79)

Note also that, exploiting Theorem 2 of [16], a more general Prabhakar integral of the process $N(t), t \geq 0$, can be studied.
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