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Controlling the transmission line shape of molecular t-stubs and potential thermoelectric applications
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Asymmetric line shapes can occur in the transmission function describing electron transport in the vicinity of a minimum caused by quantum interference effects. Such asymmetry can be used to increase the thermoelectric efficiency of molecular junctions. So far, however, asymmetric line shapes have been only empirically found for just a few rather complex organic molecules where the origins of the line shapes relation to molecular structure were not resolved. In the present, work we introduce a method to analyze the structure dependence of the asymmetry of interference dips from simple two site tight-binding models, where one site corresponds to a molecular π orbital of the wire and the other to an atomic p₃ orbital of a side group, which allows us to characterize analytically the peak shape in terms of just two parameters. We assess our scheme with first-principles electron transport calculations for a variety of t-stub molecules and also address their suitability for thermoelectric applications. © 2011 American Institute of Physics. [doi:10.1063/1.3653790]

I. INTRODUCTION

Despite increased interest in molecular electronics and tremendous advances in the theoretical description as well as experimental characterization of the conductance of single molecule junctions in the last two decades, there has been a shortage of novel ideas for molecular devices. Recently, two concepts emerged which received a lot of attention within the field: (i) devices based on quantum interference (QI) effects¹–⁷ and (ii) thermoelectric applications (TA).⁸–¹⁸ QI devices are utilizing the wave nature of electrons and the resulting possibility for destructive interference of transmission amplitudes for the design of data storage elements,¹ transistors²–⁴ or logic gates,⁵ and QI is also the cause for the observed low conductance of a benzene contacted in the meta configuration as compared to the para and ortho configurations.¹⁹, ²⁰ It has been rationalized by a variety of different physical pictures, such as phase shifts of transmission channels or interfering spatial pathways.²¹–²⁴ More recently, research in QI has been extended to aromatic molecules of increasing size²⁵–²⁸ as well as incoherent transport in the Coulomb blockade regime²⁹, ³⁰ and also led to proposals for the usage of molecular interferometers in spintronics.³¹, ³²

Thermoelectric materials, on the other hand, can convert thermal gradients to electric fields for power generation or vice versa for cooling or heating which makes them useful as Peltier elements. The efficiency of a thermoelectric material is measured by a dimensionless number, the figure of merit \(ZT\), the electronic conductance \(G\), the average temperature \(T\), the electronic conductance \(κ\), and the total thermal conductance \(κ_{el}\) as well as from phonons \(κ_{ph}\). In Appendix A, we show how these quantities are calculated. Materials with \(ZT \sim 1\) are regarded as good thermoelectrics, but \(ZT > 3\) would be required to compete with conventional refrigerators or generators.³³ The optimal thermoelectric material has a high thermopower and high electronic conductance but a low thermal conductance. One way to optimize \(ZT\) is thus to increase the thermopower. It is instructive to consider an approximate formula for the thermopower \(S\)

\[
S = \frac{T(\pi k_b)^2}{3e} \frac{d\ln(T(E))}{dE}\bigg|_{E_F},
\]

where \(T(E)\) is the energy dependent electron transmission function. This formula is valid at low temperatures and at energies not too close to transmission resonances. By inspection of Eq. (1) it becomes obvious that a large thermopower can be achieved if the transmission function changes rapidly around the Fermi energy. This property therefore provides a link between QI and TA in the sense that QI effects can create steep declines in the transmission function for certain molecules. Although quite good thermo-electric characteristics have also been predicted for some systems with the QI induced minimum surrounded by two maxima symmetrically,¹³ ideally the minimum is closer in energy to one molecular resonance where the transmission has a maximum thus creating a very asymmetric transmission function, which naturally results in a steep transmission gradient in the respective energy range. In studies of mesoscopic quantum waveguides such asymmetric peak shapes caused by QI are usually referred to as Fano resonances,³⁴, ³⁵ which are not limited to electron transport but a quite general phenomenon in physics.³⁶ They occur due to the interference between two wave amplitudes, one corresponding to a continuous state and the second to a localized state, and were originally observed in the line shapes of inelastic electron scattering by helium atoms, where the
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continuous state was defined by the background scattering process and the localized one by the process of autoionization.\(^{37,38}\)

As an illustrative example of the effect of transmission function asymmetry on \(S\) and \(Z_T\), we consider a model system with a transmission function described by the Fano function

\[
T(E) = \frac{(q\Gamma/2 + E)^2}{(1 + q^2)(E^2 + \Gamma^2/4)}. \tag{2}
\]

The defining feature of a Fano resonance is that the resonance profile of the scattering cross section can be brought into this form. In Fig. 1(a) we plot the transmission function \(T(E)\) in Eq. (2) for three different values of the shape parameter \(q\) giving rise to a symmetric dip \((q = 0)\), an asymmetric Fano-shape \((q = 1)\), and a symmetric peak \((q \to \infty)\). Panels (b) and (c) in Fig. 1 show the corresponding thermopower and \(Z_T\), respectively. Clearly, the asymmetric transmission function gives the largest thermopower and \(Z_T\). At lower temperature and smaller \(\Gamma\)-values, the transmission peak will result in significantly higher \(S\) and \(Z_T\), but the asymmetric Fano-shape will always give larger values than the symmetric transmission dip.

Although the antiresonances found in mesoscopic electron waveguides with stub-tuners\(^{39-42}\) can be classified as Fano resonances, because there the direct transmission supported by a continuum of states within a periodically extended wire interferes with the states localized in the stub, the analogy does not hold for single molecule junctions where the continuum of the electrode states is interrupted by the junction which acts as a tunnelling barrier.\(^{43}\) But even if the analogy is reduced to a similarity, asymmetric QI features (which at least resemble Fano resonances) have been observed also in the transmission functions describing electron transport through single molecules\(^{34,44}\). Moreover, the general principle that electron waves propagating from the left to the right electrode can interfere with localized states in the junction can also apply in the coherent tunnelling regime.

What has been lacking so far, however, is a systematic investigation of the dependence of the peak shape of QI induced transmission dips on characteristic features of the structure of the single molecule in the nanjunction, which could match the level of understanding which has been achieved for mesoscopic waveguides. Recently, we established a relation between molecular structure and the occurrence or absence of QI transmission zeros, which could be formulated in terms of simple graphical rules.\(^{45,46}\) In the current article, we aim at developing a framework which allows to project the characteristic features of molecular wires with one side group, which are most similar to the mesoscopic stub-tuner, onto simple tight-binding (TB) models. Even for such relatively simple molecules there are structural elements such as the chemical nature of the side group or its exact position on the wire contributing to the peak-shape in a way that is not self-evident. In our article, we pursue a step-by-step approach to this problem where we first ask the question how the transmission peak shape and thermoelectric properties are related to the parameters in a two-site tight binding model in general mathematical terms. Then we relate this model to the topology of the \(\pi\) states of conjugated organic molecules with side groups and where this process results in chemically stable molecular structures validate our conclusions with first-principles electron transport calculations.

II. TWO-SITE TIGHT BINDING MODEL

The TB-model, which we introduce in the following aims at a separation of the structural aspects governing the peak shape of the interference dips, where analytical expressions can be derived for the transmission function in dependence on just two parameters. For achieving this aim we make a few simplifying assumptions. First, we assume that only the \(\pi\) electrons are relevant in the energy range of interest, which allows us to describe the molecules within a TB model with only one \(p_z\) atomic orbital (AO) for each carbon- or hetero-atom. In a second step, we look at molecular orbitals (MOs) of the t-stub wires without the side group attached, which can be obtained by diagonalizing the TB-Hamiltonian for a chain of carbon atoms with a certain length and from them pick the single MO which is closest in energy to the \(p_z\) AO or fragment orbital of the side group. If we now assume a two-site single-particle picture where the transmission function for electrons incident on a molecular junction with an energy \(E\) is dominated by this MO and its interaction with the side group AO, it can be written as

\[
T(E) = \frac{4\gamma^2}{(E - \epsilon_0 - \frac{4\gamma^2}{E - \epsilon_1})^2 + 4\gamma^2}, \tag{3}
\]

as derived in Appendix B, with \(\gamma\) being the lead coupling within a wide band approximation, \(\epsilon_0\) the wire MO energy,
$\varepsilon_1$ the side group AO energy, and $t$ the coupling between them. For an illustration see Fig. 2(f). As explained above the thermoelectric properties of a molecular junction can be optimized if the transmission function rapidly changes from a minimum to a maximum. As a simple measure of how rapidly the transmission function changes we consider the energetic difference $\Delta E$ between the transmission minimum and the closest maximum. It follows from Eq. (3) that the transmission is zero at energy $E_0 = \varepsilon_1$,46 while for transmission peaks with $T = 1$ the quadratic equation $E - \frac{\varepsilon - E_{0}}{\Delta E_{\varepsilon}} = 0$ has to be solved where we made the substitution $\Delta E = \varepsilon_1 - \varepsilon_0$ and set $\varepsilon_0 = 0$ without loss of generality for our following arguments. The solutions to this equation $E_{1,2}$ and the norm of their differences with the energy of the transmission zero $E_0$ can then be obtained as

$$E_{1,2} = \frac{\Delta \varepsilon}{2} \pm \frac{1}{2} \sqrt{\Delta \varepsilon^2 + 4t^2},$$

$$|E_{1,2} - E_0| = \left| \frac{\Delta \varepsilon}{2} \pm \frac{1}{2} \sqrt{\Delta \varepsilon^2 + 4t^2} \right|,$$

where it can be seen that only for finite $\Delta \varepsilon$ there will always be one solution for $|E_{1,2} - E_0|$ which will be closer to zero than the other. In other words, only under this condition will the energy difference of the two transmission maxima from the one transmission minimum be asymmetric for the two-site model, while for $\Delta \varepsilon = 0$ we get $|E_{1,2} - E_0| = \pm t$ and the peak shape around the minimum in $T(E)$ will therefore be symmetric. In the following, we will refer to the smaller of the two solutions for $|E_{1,2} - E_0|$ as $\Delta E$, which we use as a measure indicative of thermoelectric efficiency where we expect the thermopower to be high for small $\Delta E$.

In order for our two-site model to be useful for the analysis of t-stub molecular wires we need to be able to deduce the parameters $t$ and $\Delta \varepsilon$ from the full topology of the wires $p_z$ AOs including the side group, which does not always have to be another carbon-site. For this we start from an AO-TB-model where the onsite energy of each carbon-site is set to zero and the couplings between neighbour sites $\alpha$ are defined as $-2.9$ eV. From a diagonalization of the chain without the side group, where we refer to Appendix C for the full mathematical details, we obtain its MO energies and the orbital weight on each chain site for each MO. Within this scheme we can vary the side group AO energy $\varepsilon_{sg}$ and an initial value for the MO-AO coupling $\beta$ freely so that it reflects the side groups
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**FIG. 2.** Analytical TB results for a two-site TB model (f) according to Eqs. (1)-(3) with $\gamma = 0.5$ eV and $\varepsilon_0 = 0.0$ eV. (a) Transmission function $T$ as a function of the electron incident energy $E$ (with $\varepsilon_1 = 0.5$ eV) and (b) $\Delta E$ as a function of the side group AO energy $\varepsilon_1$ with the MO-AO coupling $|\gamma| = 0.1$ eV (red), 0.5 eV (black), and 1.0 eV (green). (c) $T(E)$ (with $|\gamma| = 0.5$ eV) and (d) $\Delta E$ of $T(E)$ for $\varepsilon_1 = 0.0$ eV (red), 0.5 eV (black), and 1.5 eV (green). Panel (e) shows the purely electronic thermoelectric figure of merit $ZT_{el}$ calculated from the transmission functions in panel (c).

III. MOLECULAR ORBITAL ANALYSIS

In order for our two-site model to be useful for the analysis of t-stub molecular wires we need to be able to deduce the parameters $t$ and $\Delta \varepsilon$ from the full topology of the wires $p_z$ AOs including the side group, which does not always have to be another carbon-site. For this we start from an AO-TB-model where the onsite energy of each carbon-site $\varepsilon_C$ is set to zero and the couplings between neighbour sites $\alpha$ are defined as $-2.9$ eV. From a diagonalization of the chain without the side group, where we refer to Appendix C for the full mathematical details, we obtain its MO energies and the orbital weight on each chain site for each MO. Within this scheme we can vary the side group AO energy $\varepsilon_{sg}$ and an initial value for the MO-AO coupling $\beta$ freely so that it reflects the side groups...
chemical nature. This initial value for $\beta$ is then multiplied by the orbital weight at the chain site to which the side group is bonded in order to derive the coupling parameter $t_{sg}$. The relevant MO is typically the one closest in energy to $\epsilon_{sg}$ with a finite value for $t_{sg}$. The two-site model finally contains this latter MO (with energy $\epsilon_{MO}$) and the side group AO, where the lead coupling $\gamma$ in the two-site model is derived from the wide band lead coupling $\Gamma$ used in the full AO-TB model multiplied by the squared orbital weight on the terminal sites in the chain. In Figs. 3 and 4 we illustrate how this works in practice and which kind of information can be obtained from such an analysis. At this stage we distinguish the chemical nature of the side groups only by their onsite energies and define $\beta = -2.4$ eV for all the calculations illustrated in the two figures. But even with $\beta$ fixed to a given value, $t_{sg}$ does vary with the MO topologies as discussed below.

![Diagram](image-url)
side groups in our AO-TB model are always single AOs, which for multi-atom groups such as CH2 and NO2, represent fragment orbitals (FOs). We explain in Appendix D how to obtain from density functional theory (DFT) calculations, the onsite energy of the FO most relevant to the QI effect.

We want to stress that the AO-TB model we use in this section is only meant to investigate topological effects in a mean-field description. As we point out in the following, some of the topologies we study here would represent radicals or diradicals if they are translated into chemical structures and for a realistic description of their behaviour in a single molecule transport junction a multi-determinant approach would be needed. This is, however, not our focus in this article where the AO-TB model is meant to provide a bridge between the 2-site analysis in Sec. II and the non-equilibrium Green’s function (NEGF)-DFT calculations in Sec. IV. For the latter we limit our discussion only to junctions which are chemically stable and well described within a single-determinant approach.

Figure 3 focuses on molecular wires containing a side group X with \( \epsilon_{X} = -0.5 \) eV simulating a CH2 group. This is attached to a chain with nine atoms (in the following referred to as C9) at the fifth (C9-5, Fig. 3(a)) and fourth (C9-4, Fig. 3(b)) site, respectively, and to a chain with eight atoms (in the following referred to as C8) at the fourth site ((C8-4, Fig. 3(c)). In the insets of Fig. 3 we show the molecular topologies, where only C9-5 represents a chemically stable system, while C8-4 would be a radical and C9-4 even a diradical if the side group is linked to the chain by a double bond. Nevertheless it is instructive to compare the three scenarios on a TB level in order to show that while there is no topological limit preventing transmission peak asymmetry for molecular chains with CH2 side groups, in practice such molecules will always have rather symmetric transmission peaks due to a selection criterion defined by chemical stability.

The solid black lines in the transmission functions in the upper panels of Fig. 3 are the results of full TB AO calculations including the side group, while the dashed red and blue lines come from 2-site TB MO models considering only the side group AO and the HOMO (red) or HOMO-1 (blue) of the unsubstituted chain, respectively. For C9-5 the QI feature in \( T(E) \) is quite symmetric and the black line well reproduced by the red line meaning that just considering the HOMO and the side group AO is sufficient for describing the line shape. The green line in Fig. 3(a) shows the TB AO result without the side group, where it can be clearly seen that the peak in \( T(E) \) corresponding to the HOMO splits into two when it hybridises with the side group AO, whereas the other two visible peaks corresponding to the HOMO-1 and LUMO remain unaffected. The situation is quite different for C9-4 (Fig. 3(b)), which exhibits a distinctly asymmetric QI feature and the red line does not reproduce the black one at all and instead represents a single site Lorentzian peak at the HOMO energy. The blue line, on the other hand, shows very good correspondence with the TB AO transmission, which means that the side group AO interacts mainly with the HOMO-1 and not with the HOMO.

Our findings can be understood in terms of the topologies of the MOs plotted in the lower panels of Fig. 3, where the HOMO has a high weight on site 5 but none on site 4 and in contrast the HOMO-1 has its largest weight on site 4 and none on site 5. If \( \epsilon_{MO} \) defines the energy of the MO closest to \( \epsilon_{X} \) with a relatively high coupling parameter \( t_{X} \), these differences in MO topologies also mean that for C9-5 \( |\Delta\epsilon| = |\epsilon_{X} - \epsilon_{MO}| = 0.5 \) eV is substantially smaller than the value for C9-4 (1.49 eV), which explains why in the latter case the QI line shape is much more asymmetric according to the general trends shown in Fig. 2. We note that due to the symmetry properties of the MOs relevant to our analysis C9-3 gives a transmission function similar to that of C9-5, and C9-2 is similar to C9-4, which we checked but do not show here. If the carbon chain has one site less (C8, Fig. 3(c)) no such dependency on the position of the side group can be identified simply because the HOMO has a finite localisation on all sites 3-6, and therefore \( |\Delta\epsilon| = 0.5 \) eV for all cases. Due to the spread out HOMO localisation pattern, however, \( t_{X} = 0.73 \) eV for C8-4, which explains why it shows a somewhat more asymmetric line shape than C9-5 in Fig. 3(a), where \( t = -1.07 \) eV. The topologies in Fig. 3 cover all the inequivalent possibilities for wires with nine or eight carbon atoms in the chain with a single CH2 side group. We found that only one of them is chemically stable (C9-5) and this one has a symmetric transmission minimum. Since there is no reason to assume that shorter or longer wires would result in MO topologies markedly different from those investigated, one has to conclude that such t-stub molecules with a CH2 side group are unlikely to exhibit asymmetric transmission shapes in general.

Figure 4 now addresses the question what happens if we choose different side group AOs Y and Z with onsite energies \( \epsilon_{Y} = -2.5 \) and 1.5 eV, respectively, for simulating the effect of O and NO2, while we keep the same value for \( \beta \) as in the study on the CH2 substituted wires with side group orbital X above. Interestingly, although the position of the minimum in \( T(E) \) is different (since it is always identical to \( \epsilon_{X} \) for molecular wires with one side group\(^{46}\)), it can be already said by visual inspection that there is a close correspondence of the peak shape patterns encountered in Fig. 3 and those found in Fig. 4. Figures 4(a) and 4(b), which mimic C9-5-0 and C9-5-NO2 wires, respectively, are very similar to the one mimicking the diradical C9-4-CH2 in Fig. 3(b). This is because they exhibit again quite high values for \( |\Delta\epsilon| \), namely, 0.91 (with respect to the HOMO-2) for C9-5-Y and 1.5 with respect to the HOMO for C9-5-Z. C8-4-Z (Fig. 4(c)), on the other hand, resembles C8-4-X (Fig. 3(c)). In both cases \( |\Delta\epsilon| = 0.5 \) and \( t_{X} = 0.73 \) eV, although the relevant MO is the HOMO in Fig. 3(c) and the LUMO in Fig. 4(c).

IV. FIRST-PRINCIPLES ELECTRON TRANSPORT CALCULATIONS

As a next step we test our TB predictions and their interpretation on the basis of 2-site MO models by performing DFT-based electron transport calculations\(^{49}\) for the transmission function of the four molecules shown in the insets of Fig. 5. As discussed in Sec. III some topologies cannot be realised chemically, since they would be chemically unstable. The molecules C9-CH2-5, C9-O-5, and C8-NO2-4 in Fig. 5,
on the other hand, are legitimate targets for organic synthesis. While this is not true for the radical C9-NO2-5, there is still some justification for studying the respective junction with a DFT approach, since the nitro group can stabilize radicals at least as transition states in conjugated $\pi$ systems via the mesomeric effect. We also derive the TB parameters for projecting the transport characteristics of these molecules onto 2-site models from the same calculations. Our procedure for the latter has the following steps: (i) The local eigenstates on the side group orbital is found from a subdiagonalization of part of the full Hamiltonian corresponding to the LCAO basis orbitals on the side group atom. This yields information of the side group energy and the coupling to the nearest carbon $p_z$ orbital in the chain (see Appendices C and D for more details). (ii) For projecting the topology of the molecular $\pi$ states without the side group we use the same scheme as with the AO-TB-models above, where the lead coupling $\gamma$ now is used as a fitting parameter in order to ensure that the broadening in the transmission functions calculated from the 2 site-MO model resembles the DFT transmission. (iii) Finally, we allow for a rigid energy shift of the 2 site-MO transmission function in order to account for Fermi level alignment in the DFT calculations. We show $T(E)$ for all four molecules as calculated from NEGF-DFT (black lines) and from the corresponding 2 site-MO model calculations (red lines) in Fig. 5 and list the obtained model parameters $|\Delta \varepsilon|$ and $|t_{\text{sg}}|$ as well as the values for $E_0$ and $|\Delta E|$ obtained from the black curves in Table I.

The peak shapes in Fig. 5 which are now based on DFT calculations are very similar to those obtained from the TB models in Figs. 3 and 4. Now, however, the hopping element $\beta$ has realistic values of $-2.4$, $-2.5$, and $-1.5$ eV for CH2, O, and NO2, respectively, which naturally has an effect on $|t_{\text{sg}}|$ as listed in Table I. The smallest value for $|\Delta E|$ is found for C9-NO2-5 with the largest $|\Delta \varepsilon|$ and a rather small $|t_{\text{sg}}|$, while C9-CH2-5 has the largest $|\Delta E|$ with the smallest $|\Delta \varepsilon|$ and a large $|t_{\text{sg}}|$. In both cases the side group couples mostly to the HOMO of the unsubstituted molecule. But because of

FIG. 5. Transmission functions calculated for the molecular junctions shown in the inset from full NEGF-DFT calculations (see Ref. 49) (black lines), and from 2-site MO models (red lines) with the parameters $|\Delta \varepsilon|$ and $|t_{\text{sg}}|$ as listed in Table I and obtained directly from DFT. For details see text.
TABLE I. 2-site MO model parameters $|\Delta \varepsilon|$ and $|t_{\text{sg}}|$ used for the red lines in Fig. 5. The energy of the transmission zero $E_0$ and its difference to that of the nearest transmission maximum $|\Delta E|$ are evaluated from the DFT transmission curves (black lines in Fig. 5). The maximum values for the thermopower $S$ and the electronic contribution to the figure of merit $ZT_{el}(E)$ (obtained at the corresponding energies in parentheses) and the full figure of merit $ZT$ (including phonon contributions and calculated at the same energy) are listed in the bottom rows. All energies and the coupling strength $|t_{\text{sg}}|$ are given in eV, while $S$ is defined in $\mu$VK. $ZT_{el}$ and $ZT$ are dimensionless and calculated at the temperature $T = 300$ K.

| Molecule | C9-CH$_2$-5 | C9-O-4 | C8-NO$_2$-4 | C9-NO$_2$-5 |
|----------|-------------|--------|-------------|-------------|
| $|\Delta \varepsilon|$ | 0.40 | 0.91 | 0.61 | 1.60 |
| $|t_{\text{sg}}|$ | 1.03 | 1.12 | 0.32 | 0.40 |
| $E_0$ | 0.26 | $-1.44$ | 1.61 | 1.72 |
| $|\Delta E|$ | 0.89 | 0.65 | 0.40 | 0.20 |
| $S (E)$ | $-170$ $(0.21)$ | 184 $(1.39)$ | 199 $(1.65)$ | 349 $(1.74)$ |
| $ZT_{el} (E)$ | 0.82 $(0.19)$ | 0.93 $(1.37)$ | 1.00 $(1.67)$ | 3.00 $(1.77)$ |
| $ZT (E)$ | 0.003 $(0.19)$ | 0.01 $(1.37)$ | 0.03 $(1.67)$ | 0.48 $(1.77)$ |

the difference in the onsite energies of the side group, $|\Delta \varepsilon|$ differs by 1.2 eV between the two, while the weaker coupling of NO$_2$ to the conjugated $\pi$ electrons of the wire is reflected in a reduction of a factor of two in $|t_{\text{sg}}|$. Both effects combine to explain the factor of four in $|\Delta E|$ when these two systems are compared. C9-O-5 and C8-NO$_2$-4, where the side group couples strongest to the HOMO-2 and the LUMO, respectively, are in between these two extremes in terms of $|\Delta E|$, where the low coupling parameter $|t_{\text{sg}}|$ for the nitro group seems to dominate over the larger value of $|\Delta \varepsilon|$ found for the oxygen side group.

Finally, we want to address the suitability of the four molecules in Fig. 5 for thermoelectric devices, where we calculate the thermopower $S$ and the figure of merit $ZT$ explicitly from DFT (for a description of the theoretical framework we use for that we refer to Appendix A and Refs. 11–14). We calculate both the purely electronic $ZT_{el}$, which is completely determined by the electron transmission function assuming a vanishing phonon thermal conductance, $\kappa_{\text{ph}}$, and the full $ZT$ with a constant value of $\kappa_{\text{ph}} = 50$ pW/K as it was determined experimentally for quite similar alkanes with thiol anchors.\textsuperscript{33}

Table I lists the calculated thermoelectric properties for the four molecules in Fig. 5. Notably the qualitative ranking in $S$ and $ZT$ reversely corresponds to that of $|\Delta E|$, reflecting that the more asymmetric $T(E)$ curves result in higher values for thermopower and figure of merit. This remains true and is at the highest end even emphasized when the contributions of phonons are considered. The two drawbacks for C9-NO$_2$-5 in terms of applications are the rather high value of $E_0$ and its instability as a radical. These results demonstrate that for an efficient and robust way of implementing QI induced transmission minima for thermoelectric applications an asymmetric transmission function with a transmission peak located close to the minimum in a chemically stable structure is needed. Since our analysis covers a large part of the chemical possibilities for t-stub type molecules, i.e., simple wires with one side group, one has to conclude that more complex probably aromatic molecules need to be investigated systematically with regard to their suitability for thermoelectric devices.

V. SUMMARY AND CONCLUSIONS

In summary, we presented a scheme for the systematic investigation of the dependence of the symmetry of the transmission function around the energy of quantum interference induced minima on the molecular structure in single molecule junctions. For this purpose, we mapped the molecular orbitals of molecular wires with side groups onto simple two-site tight binding models where it was found that the shape of the transmission function just depends on two parameters which provide a strong link to previous findings for t-stub tuners in mesoscopic waveguides. We applied the mapping procedure on a series of molecular wires which vary in their number of carbon atoms as well as the chemical nature and bonding position of side groups. We predicted from our scheme and verified with density functional theory calculations that the peak shape is mostly determined by the coupling between the side group and the molecular chain (where a small coupling results in high asymmetry) and the energy difference of the side group atomic orbital and the molecular orbital closest to it (where a large difference results in high asymmetry). The role of the topology of this molecular orbital in producing quite different peak shapes for very similar molecules could be explained from our model and was further verified by DFT transport calculations. Asymmetric peak shapes are highly desirable in terms of device applications, because they promise high thermoelectric efficiency, and the projection scheme we presented for the systematic study of peak shapes therefore provides a route towards the chemical engineering of thermoelectric devices.
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APPENDIX A: FIGURE OF MERIT - ZT

The efficiency of a thermoelectric material can be characterized by the dimensionless figure of merit, $ZT$, given by

$$ZT = \frac{S^2 G T}{\kappa_{\text{ph}} + \kappa_{\text{el}}},$$  \hspace{1cm} (A1)

where $S$ is the Seebeck coefficient, $G$ is the electronic conductance, $T$ is the temperature, and $\kappa_{\text{ph}}$ and $\kappa_{\text{el}}$ are the phonon- and electron contributions to the thermal conductance, respectively. Except the phonon contribution to the thermal conductance $\kappa_{\text{ph}}$, all quantities can be obtained from the electron transmission function.

The linear electronic conductance is

$$G(\mu) = \frac{2e^2}{h} \int_{-\infty}^{\infty} dE \; T(E) \left( -\frac{\partial f(E, \mu)}{\partial E} \right) = e^2 L_0,$$

(A2)
where we have introduced the function $L_m(\mu)$:

$$L_m(\mu) = \frac{2}{\hbar} \int_{-\infty}^{\infty} dE \ T(E)(E - \mu)^m \left( -\frac{\partial f(E, \mu)}{\partial E} \right).$$  \hspace{1cm} (A3)

The thermopower, $S$, is defined as the voltage required to counterbalance the electronic current flowing due to a (small) temperature gradient across the junction

$$S = \lim_{\Delta T \to 0} \frac{\Delta V}{\Delta T} \bigg|_{I=0},$$  \hspace{1cm} (A4)

while the purely electronic contribution to the thermopower can be written compactly as \(^{54}\)

$$S(\mu, T) = \frac{1}{eT} \frac{L_1(\mu)}{L_0(\mu)}. \hspace{1cm} (A5)$$

There is in principle also a so-called phonon drag contribution to the thermopower due to electron-phonon interactions. This term is usually small and we shall not consider it here.

Finally, the electronic contribution to the thermal conductance is given by \(^{54}\)

$$\kappa_{el}(\mu) = \frac{1}{T} \left( L_2(\mu) - \frac{(L_1(\mu))^2}{L_0(\mu)} \right).$$  \hspace{1cm} (A6)

It is useful to rewrite $ZT$ as

$$ZT = \frac{S^2}{\kappa_{el}} \frac{G}{\kappa_{el}} = ZT_{el} \frac{\kappa_{el}}{\kappa_{ph} + \kappa_{el}},$$  \hspace{1cm} (A7)

where $ZT_{el}$ is the purely electronic part which equals the total value for $ZT$, when $\kappa_{el} \gg \kappa_{ph}$. In recent theoretical articles on thermoelectrics in molecular junctions very large values for $ZT_{el}$ have been reported for molecular junctions with quantum interference effects and transmission nodes.\(^{12, 13}\) However, it is not really justified to neglect $\kappa_{ph}$, especially not when the electronic transmission is very small, as is the case around transmission zeros, because in this case $\kappa_{el}$ will also be very small, and the contribution from phonons may be very important.

While calculations of the phonon thermal conductance in principle can be performed at a DFT level of theory, the calculations are quite demanding and there are only few reports on first-principles calculations of $\kappa_{ph}$ for molecular junctions.\(^{18}\) The main focus in our present work is on electronic properties and the $ZT$ values reported in the main text are thus calculated from Eq. (A7) assuming a constant value of $\kappa_{ph} = 50 \text{ pW/K}$ as determined experimentally for thiol-bonded alkanes,\(^{53}\) which are quite similar to the molecules considered in our article.

**APPENDIX B: DERIVATION OF THE TRANSMISSION FUNCTION FOR TWO TB ORBITALS IN THE WIDE BAND LIMIT**

Assuming a single-particle picture, the transmission function for electrons incident on a molecular junction with an energy $E$ can be defined as

$$T(E) = \text{Tr}[G \Gamma_L G^\dagger \Gamma_R](E),$$  \hspace{1cm} (B1)

where \(G = (E I - H_{mol} - \Sigma_L - \Sigma_R)^{-1}\) is the Green’s function matrix of the contacted molecule, I is the identity matrix, $\Sigma_{L/R}$ is the self-energy due to the left/right lead, and $\Gamma_{L/R} = i(\Sigma_{L/R} - \Sigma_{L/R}^\dagger)$. In our AO-TB models the Hamiltonian describing the molecule is given in terms of a basis consisting of localized atomic-like orbitals, $\phi_1, \ldots, \phi_N$, where only two are coupled to the leads, which allows us to write the transmission function as

$$T(E) = 4\gamma(E)^2|G_{1N}(E)|^2.$$  \hspace{1cm} (B2)

The matrix element $G_{1N}(E)$ can be obtained using Cramer’s rule

$$G_{1N}(E) = \frac{C_{1N}(E I - H_{mol})}{\det(E - H_{mol} - \Sigma_L - \Sigma_R)},$$  \hspace{1cm} (B3)

where $C_{1N}(E I - H_{mol})$ is the $(1N)$ co-factor of $(E I - H_{mol})$ defined as the determinant of the matrix obtained by removing the 1st row and $N$th column from $(E I - H_{mol} - \Sigma_L - \Sigma_R)$ and multiplying it by $(-1)^{1+N}$. Since we assume that only orbitals $\phi_1$ and $\phi_N$ couple to the leads, the removal of the 1st row, and $N$th column completely removes $\Sigma_{L,R}$ in the co-factor. We imply a wide band limit, where the lead coupling strength, $\gamma$, becomes energy independent and $\Sigma_{L,R} = -i\gamma$. For the two-site MO models in the main text there is only one site with an onsite energy $\epsilon_0$ connected to both leads ($N = 1$) and coupled to a side group ($\epsilon_1$) with a hopping parameter $t$. For such a system we find

$$C_{11}(E - H_{mol}) = E - \epsilon_1,$$  \hspace{1cm} (B4)

$$\det(E - H_{mol} - \Sigma_L - \Sigma_R) = \begin{vmatrix} E - \epsilon_0 - 2i\gamma & -t \\ -t & E - \epsilon_1 \end{vmatrix},$$  \hspace{1cm} (B5)

which results in

$$T(E) = \frac{(E - \epsilon_1)^24\gamma^2}{((E - \epsilon_0)(E - \epsilon_1) - t^2)^2 + 4\gamma^2(E - \epsilon_1)^2} = \frac{4\gamma^2}{(E - \epsilon_0 - \frac{t^2}{E - \epsilon_1})^2 + 4\gamma^2}.$$  \hspace{1cm} (B6)

**APPENDIX C: DERIVATION OF THE MO PROJECTION SCHEME**

In order to address the explicit dependence of the side group on-site energies and coupling parameters we first write the full Hamiltonian of the molecule (in a basis of $p_z$ orbitals) as

$$H = H_0 + H_{sg},$$  \hspace{1cm} (C1)
where \( H_0 \) describes the linear carbon chain without the side group having the structure

\[
H_0 = \begin{pmatrix}
\varepsilon_c & \alpha & & & 0 \\
\alpha & \varepsilon_c & \alpha & & \\
& \alpha & \ddots & \ddots & \\
& & \ddots & \ddots & \ddots \\
0 & \cdots & \beta & 0 & \varepsilon_{sg}
\end{pmatrix}.
\]  

(C2)

Here \( \varepsilon_c \) is the carbon on-site energy and \( \alpha \) is the nearest-neighbour hopping parameter. The last row and column correspond to the single basis function on the side group. The side group Hamiltonian, \( H_{sg} \) has the form

\[
H_{sg} = \begin{pmatrix}
0 & \cdots & \beta & 0 & \cdots \\
\cdots & \beta & 0 & \cdots & \\
0 & \cdots & \beta & 0 & \cdots \\
0 & \cdots & \beta & 0 & \cdots \\
0 & \cdots & \beta & 0 & \cdots \\
\end{pmatrix}.
\]  

(C3)

We now proceed by diagonalizing \( H_0 \) to find the MOs of the molecule without the side group. The \( i \)th MO has the vector form,

\[
|\psi_i\rangle = [c_i^H, c_2^H, \ldots, c_N^H, 0],
\]  

(C4)

assuming there are \( N \) atoms in the chain, and where \( c_j^i \) is the coefficient corresponding to the orbital weight on site \( j \). The last “0” is at the side group orbital where the MO by definition has no weight. We now make the approximation, to consider only a limited number of MOs and neglect all the others. In the simplest case, we consider only the HOMO, \( |\psi^H\rangle \), and proceed to construct a model Hamiltonian including only the HOMO and the side group orbital. In this case our basis consists of two orbitals,

\[
|\phi_1\rangle = |\psi^H\rangle = [c_1^H, c_2^H, \ldots, c_N^H, 0],
\]  

(C5)

\[
|\phi_2\rangle = e|\psi^H\rangle = [0, 0, \ldots, 0, 1],
\]  

(C6)

where the first one is a MO of the molecule without side group and the last one is the side group orbital. The matrix elements of the model Hamiltonian are given by

\[
h_{i,j} = \langle \phi_i | H | \phi_j \rangle = \langle \phi_i | H_0 | \phi_j \rangle + \langle \phi_i | H_{sg} | \phi_j \rangle.
\]  

(C7)

Since \( \langle \phi_1 | H_0 | \phi_1 \rangle = \varepsilon_H \) (the energy of the HOMO), \( \langle \phi_2 | H_0 | \phi_2 \rangle = 0 \), \( \langle \phi_1 | H_{sg} | \phi_1 \rangle = 0 \), and \( \langle \phi_2 | H_{sg} | \phi_2 \rangle = \varepsilon_{sg} \), we arrive at

\[
h = \begin{pmatrix}
\varepsilon_H & t_{sg} \\
t_{sg} & \varepsilon_{sg}
\end{pmatrix}.
\]  

(C8)

where the coupling parameter \( t_{sg} \) is given by

\[
t_{sg} = \langle \phi_1 | H_0 + H_{sg} | \phi_2 \rangle = \langle \phi_1 | H_{sg} | \phi_2 \rangle = \beta c_j^H,
\]  

(C9)

and \( c_j^H \) is the MO orbital weight on the site, which couples to the side group. We thus observe that the effective coupling, \( t_{sg} \), to the side group in the model Hamiltonian depends on the real coupling parameter \( \beta \) and the orbital weight. This described procedure where only one MO is considered is applied for all the molecules in the main text. The transmission through the model system is calculated in the wide band limit with constant self-energies assuming that only one MO couples to both electrodes. The electrode-self energy matrices thus have the form

\[
\Sigma_{L,R} = \begin{pmatrix}
-i\gamma/2 & 0 \\
0 & 0
\end{pmatrix},
\]  

(C10)

and the transmission function is calculated using the standard NEGF methods also employed in conjunction with DFT in the main text.

The value of \( \gamma \) is obtained from the lead coupling \( \Gamma \) used in the full AO-TB model as

\[
\gamma_L = \Gamma_{L} |c_1^H|^2,
\]  

(C11)

\[
\gamma_R = \Gamma_{R} |c_N^H|^2.
\]  

(C12)

The reason why the orbital weight is squared is that the lead self-energy, is calculated from a surface Green’s function, \( g \) as \( \Sigma_{L,R} = V_{L,R}^\dagger \Sigma_{1L,R} V_{L,R} \), where the effective coupling, \( V \), between the leads and the molecule can be calculated for the single HOMO orbital in the same way as its effective coupling to the side group shown above. In all our calculations there are no differences between left and right coupling since all the considered orbitals have the same squared weight on both terminal sites of the chain.

**APPENDIX D: COMPUTATION OF ON-SITE ENERGIES**

We calculate the side group on-site energy from the full Hamiltonian matrix, \( \mathbf{H} \), describing the molecule and the Au electrodes. We project onto the subspace spanned by the basis functions of the side groups

\[
\mathbf{h}_{sg} = \mathbf{P}_{sg} \mathbf{H} \mathbf{P}_{sg},
\]

where \( \mathbf{P}_{sg} \) has diagonal elements on the indices of the side group basis functions, and zeros elsewhere and similarly obtain also a side group overlap matrix, \( \mathbf{s}_{sg} \). We then diagonalize \( \mathbf{h}_{sg} \) to find the side group energies and eigenstates, where for each side group eigenstate \( |\psi_i\rangle \), we calculate a coupling matrix element to the closest \( p_z \) orbital (assumed to be on atom \( n \)) in the main chain as

\[
t_{n}^i = \langle p_n^z | \mathbf{H} | \psi_i \rangle
\]  

(D1)

with \( |p_n^z\rangle \) a vector which is one on the index corresponding to the \( p_z \) basis orbital on atom \( n \) and zero in all other coordinates. Only the side group eigenstates with \( \pi \) symmetry will result in a large coupling \( t_{n}^i \). We therefore include only the \( \pi \) state.
which is closest to the Fermi level in our 2 site MO model and take its energy for the parameter $\varepsilon_{sg}$.

1. R. Stadler, M. Forshaw, and C. Joachim, Nanotechnology 14, 138 (2003).
2. R. Baer and D. Neuhäuser, J. Am. Chem. Soc. 124, 4200 (2002).
3. G. C. Solomon, D. Q. Andrews, R. H. Goldsmith, T. Hansen, M. R. Wasielewski, R. P. Van Dyne, and M. A. Ratner, J. Am. Chem. Soc. 130, 17309 (2008).
4. A. A. Kocherzhenko, L. D. A. Siebbeles, and F. C. Grozema, J. Phys. Chem. Lett. 2, 1753 (2011).
5. R. Stadler, S. Ami, M. Forshaw, and C. Joachim, Nanotechnology 15, S115 (2004).
6. E. H. van Dijk, D. J. T. Mylés, M. H. van der Veen, and J. C. Hummelen, Org. Lett. 8, 2333 (2006).
7. T. Markussen, J. Schütz, and K. S. Thygesen, J. Chem. Phys. 132, 224104 (2010).
8. M. Paulsson and S. Datta, Phys. Rev. B 67, 241403(R) (2003).
9. S.-H. Ke, W. Yang, S. Curtarolo, and H. U. Baranger, Nano Lett. 9, 1011 (2009).
10. M. Mayor, H. B. Weber, J. Reichert, M. Elbing, C. von Hänsich, D. Beckmann, and M. Fischer, Angew. Chem., Int. Ed. 42, 5834 (2003).
11. P. Sautet, and C. Joachim, Chem. Phys. Lett. 153, 511 (1988).
12. K. Yoshizawa, T. Tada, and A. Staykov, J. Am. Chem. Soc. 130, 9406 (2008).
13. P. W. Fowler, B. T. Pickup, T. Z. Todorova, and T. Pisanski, J. Chem. Phys. 130, 174708 (2009).
14. T. Hansen, G. C. Solomon, D. Q. Andrews, and M. A. Ratner, J. Chem. Phys. 131, 194704 (2009).
15. D. Walter, D. Neuhäuser, and R. Baer, Chem. Phys. 299, 139 (2004).
16. D. M. Cardamone, C. A. Stafford, and S. Mazumdar, Nano Lett. 6, 2422 (2006).
17. C. A. Stafford, D. M. Cardamone, and S. Mazumdar, Nanotechnology 18, 424014 (2007).
18. S. H. Ke, W. Yang, and H. U. Baranger, Nano. Lett. 8, 3257 (2008).
19. M. H. Hettler, W. Wenzel, M. R. Wegejits, and H. Schoeller, Phys. Rev. Lett. 90, 076805 (2003).
20. A. Donarini, G. Begemann, and M. Grifoni, Nano Lett. 9, 2897 (2009).
21. O. Hod, E. Rahani, and R. Baer, Acc. Chem. Res. 39, 109 (2006).
22. G. Cohen, O. Hod, and E. Rabani, Phys. Rev. B 76, 235120 (2007).
23. A. Majumdar, Science 303, 777 (2004).
24. T. A. Papadopoulos, I. M. Grace, and C. J. Lambert, Phys. Rev. B 74, 193306 (2006).
25. A. Kornamios, I. Grace, and C. J. Lambert, Phys. Rev. B 79, 075119 (2009).
26. E. Miroshnichenko, S. Flach, and V. S. Kivshar, Rev. Mod. Phys. 82, 2257 (2010).
27. U. Fano, Phys. Rev. 124, 1866 (1961).
28. U. Fano and J. W. Cooper, Phys. Rev. 137, A1364 (1965).
29. F. Solis, M. Macucci, U. Ravaolo, and K. Hess, Appl. Phys. Lett. 54, 350 (1989).
30. W. Porod, Z. Shao, and C. S. Lent, Appl. Phys. Lett. 61, 1350 (1992).
31. W. Porod, Z. Shao, and C. S. Lent, Phys. Rev. B 48, 8495 (1993).
32. P. Debray, O. E. Raichev, P. Vasilopoulos, M. Rahman, R. Perrin, and W. C. Mitchell, Phys. Rev. B 61, 10950 (2000).
33. E. G. Embery and G. Kirczenow, J. Phys.: Condens. Matter 11, 6911 (1999).
34. R. Stadler, Phys. Rev. B 80, 125401 (2009).
35. T. Markussen, R. Stadler, and K. S. Thygesen, Nano Lett. 10, 4260 (2010).
36. T. Markussen, R. Stadler, and K. S. Thygesen, Phys. Chem. Chem. Phys. 13, 14311 (2011).
37. J. P. Bergfield, G. C. Solomon, C. A. Stafford, and M. A. Ratner, Nano Lett. 11, 2759 (2011).
38. V. Geshkin, R. Stadler, and J. Comil, Phys. Rev. B 80, 085411 (2009).
39. We calculate the electronic conductance of the molecular contacts using a well established combination of DFT and Green’s function methods (see also Ref. 55). The DFT and transport calculations are performed using the real space projector augmented wave method GPAW (see Ref. 56) with the PBE exchange correlation functional (see also Ref. 57). We initially relax the molecule and the two closest Au layers using a double-zeta with polarization (DZP) atomic orbital basis set (see also Ref. 58). For all the molecular junctions considered we find that an anchoring S atom prefers to bind to the Au(111) surface in a bridge site. The transmission function of the relaxed junction is calculated using the DZP basis set following the standard Landauer approach described in, e.g., Ref. 59. The left and right semi-infinite leads with transverse sizes of 4 x 3 are included through lead self-energies $\Sigma_{L,R}(E)$, which are calculated in a standard iterative procedure (see also Ref. 60).
40. R. Stadler and K. W. Jacobsen, Phys. Rev. B 74, 161405(R) (2006).
41. R. Stadler, J. Phys.: Conf. Ser. 61, 1097 (2007).
42. R. Stadler, Phys. Rev. B 81, 165429 (2010).
43. Z. Wang, J. A. Carter, A. Lagutchev, Y. K. Koh, N.-H. Seong, D. G. Cahill, and D. D. Dlott, Science 317, 787 (2007).
44. U. Sivan and Y. Imry, Phys. Rev. B 33, 551 (1986).
45. J. Enkovaara, C. Rosgaard, J. J. Mortensen, J. Chen, M. Dulak, L. Ferrighi, J. Ganviholt, C. Gilsnesvad, V. Haikola, H. A. Hansen, H. Kristoffersen, M. Kaisma, A. H. Larsen, L. Lehtovaara, M. Ljungberg, O. Lopez-Acevedo, P. G. Moses, I. Ojanen, T. Olsen, V. Petzold, N. A. Romero, J. Stuhsholm-Moeller, M. Strange, G. A. Titisaris, M. Vanin, M. Walter, B. Hammer, H. Haekkinen, G. K. H. Madsen, R. M. Nieminen, J. K. Norskov, M. Puska, T. T. Rantala, J. Schiotz, K. S. Thygesen, and K. W. Jacobsen, J. Phys Condens. Matter 22, 253202 (2010).
46. J. J. Mortensen, L. B. Hansen, and K. W. Jacobsen, Phys. Rev. B 71, 035109 (2005).
47. J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
48. A. H. Larsen, M. Vanin, J. J. Mortensen, K. S. Thygesen, and K. W. Jacobsen, Phys. Rev. B 80, 195112 (2009).
49. M. Strange, I. S. Kristensen, K. S. Thygesen, and K. W. Jacobsen, J. Chem. Phys. 128, 114714 (2008).
50. M. Lopez-Sancho, J. Lopez-Sancho, and A. Rubio, J. Phys.: Condens. Matter 14, 1205 (1984).