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Abstract

In this paper, we describe our work for the CreativeSumm 2022 Shared Task, Automatic Summarization for Creative Writing. The task is to summarize movie scripts, which is challenging due to their long length and complex format. To tackle this problem, we present a two-stage summarization approach using both the abstractive and an extractive summarization methods. In addition, we preprocess the script to enhance summarization performance. The results of our experiment demonstrate that the presented approach outperforms baseline models in terms of standard summarization evaluation metrics.

1 Introduction

Summarization is an important task in natural language processing research area. Although many works have been conducted on summarization, little has been researched on summarizing movie scripts. It is challenging to generate a summary from movie scripts for several reasons. First, movie scripts are long. According to an analysis on Hollywood screenplays Snyder (2005), a typical script has an average page count of 110, and can even reach a few hundred pages. The long input length causes disparities when aligning its plot summary with corresponding parts in the script (Mirza et al., 2021).

Summarizing long and multi-faceted document is a classical challenge. As the document gets longer, the computational complexity of summarizing it increases dramatically (Gidiotis and Tsoumakas, 2020). Attempts have been made to address the problem of long document summarization, utilizing discourse in the document (Cohan et al., 2018) and hierarchical structures to effectively understand long sentences (Grail et al., 2021). Cohan et al. (2018) recognizes the importance of discourse in long document summarization. They develop a discourse-aware decoder to capture important points from different discourse sections. Liu et al. (2018) presents a two-stage strategy. They select important sentences in a document using an extractive summarization model, and then summarize them again using a transformer decoder.

Moreover, movie scripts have a complex format, consisting of different components such as dialogues, action directions, scene description, cut transitions, film editing instructions, etc (Feng et al., 2021). Movie transcripts are similar to TV scripts, in that they contain dialogues as well as action and filming directions and editing descriptions. Various studies have been conducted to extract summaries from TV scripts (Liu et al., 2021). Zhong et al. (2022) constructs a dialogue summarization model trained with TV transcripts datasets by crawling them from the websites such as Forever Dreaming and TVMegaSite dataset (Chen et al., 2021a). Although movie scripts tend to be longer than TV scripts, we can refer to previous studies in TV script summarization to deal with the complex format.

Summarization methods can be divided into two types: abstractive and extractive summarization. When a document is given as a source text, an abstractive summarization generates a summary that
Figure 2: Framework of our model contains scene segmentation, abstractive summarization using Dialogue LM, important scene selection, and extractive summarization using BERTSum.

contains text that are not in the source text, whereas extractive summarization re-uses the words in the source text. Specifically, the task of extractive summarization is choosing salient words and sentences.

The goal of our work is to summarize movie scripts, which is one of the shared task of Creative-Summ 2022, the Automatic Summarization for Creative Writing workshop, at COLING 2022. This paper describes a two-stage summarization approach employing both the abstractive and extractive summarization methods to summarize movie scripts.

Figure 1 illustrates our framework. First, our preprocessing stage merges similar scenes based on character information to enhance the summarization performance. Then, the abstractive summarization method produces a summary for each scene-based unit of the script. In particular, we use the DialogLM model (Zhong et al., 2022) since dialogues in the script are essential for understanding the story. Finally, these scene summaries are summarized again by selecting salient scenes via topic modeling and the extractive summarization method.

This paper is structured as follows. Section 2 describes our method in detail. Section 3 reports the results of the experiment. Finally, we end with conclusion.

2 Method

Our approach is composed of four steps: scene segmentation, dialogue abstraction, salient scene selection, and extractive summarization. Figure 2 briefly illustrate our method.

2.1 Scene Segmentation

Before putting the script into the abstract summarization model, we preprocess the script to group scenes with similar context. Generally, one sentence of a plot summary can be mapped to several scenes in the script (Mirza et al., 2021). Hence, we first divide the script into scenes, using scene headings that describe the location and time of the day of a scene, such as 'INT', 'EXT', '-DAY', and '-NIGHT', following (Mirza et al., 2021).

Then, we group a number of scene based on the main characters, as illustrated in Figure 3. First, we identify main characters based on the number of scenes they appear. For this, we set the total number of scenes as the threshold value. In the example, the script contains 100 scenes which serves as the threshold. We count the number of scenes that a character appears. Starting from the highest value, we accumulate the numbers of character appearance until their sum exceeds the threshold. As a result, Woody, Buzz, and Andy are identified as the main characters. We classify the characters contributing to the summation as main characters. Therefore, the main characters in our approach can be different from the actual main characters in the movie.

Then, we merge subsequent scenes where their main characters are identical. For instance, scenes 10 and 11 are merged since they share Woody and Buzz as the main characters, however, scenes 11 and 12 are not merged since Woody is not present in scene 12.
2.2 Dialogue Abstraction

This step uses an abstractive summarization model to summarize a scene. In a script, a scene has dialogues between characters mixed with various information such as action direction and film editing instructions. Since dialogues are essential for story comprehension, we believe dialogue summarization models are appropriate for abstracting a scene.

Various studies have been conducted on dialogue summarization tasks (Gliwa et al., 2019; Chen et al., 2021b; Feng et al., 2022): a study on dialogue summarization using a graph with topic words (Zhao et al., 2020), a study using a model with sparse attention technology and pre-training with a new masking skill to improve dialogue summarization performance (Zhong et al., 2022), etc.

In this study, we apply the abstractive summarization model DialogLM (Zhong et al., 2022) to each scene to generate a scene summary. We did not eliminate other supplemental components such as film editing instructions and action descriptions. In our work, we observe that a scene summary typically consists of 80 tokens, while the maximum length of a summary is set to 280 tokens.

2.3 Important Scene Selection

The previous step creates scene summaries. Since not all the scenes contribute equally to story comprehension, we select important scenes using a topic modeling approach. We leverage LDA to find topics that are associated with a particular scene summary where individual topic is also associated with N (= 10 in our work) topic. Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is a probabilistic topic modeling method that infers latent topics from a corpus of documents.

We select a single keyword from each scene summary with the highest proportion as its main topic. The number of keywords that are associated with the scene’s main topic. In this case, the summary of the scenes [5,6,7,8] scores highest.
Table 1: Results of experiments to test the impact of scene merging and replacing extractive summary with abstractive summary. AS denotes abstractive summarization, and ES denotes extractive summarization. The best performance is shown in bold.

|                  | ROUGE-1 | ROUGE-2 | ROUGE-L | BERTScore-P | BERTScore-R | BERTScore-F1 |
|------------------|---------|---------|---------|-------------|-------------|-------------|
| AS + AS (w.o scene merge) | 0.3003  | 0.0490  | 0.1311  | 0.6185      | 0.6611      | 0.6385      |
| AS + AS          | 0.3226  | 0.0578  | 0.1375  | 0.6434      | 0.6643      | 0.6488      |
| AS + ES (w.o scene merge) | 0.3975  | 0.0788  | 0.1529  | 0.6780      | 0.6932      | 0.6854      |
| AS + ES          | 0.4010  | 0.0788  | 0.1580  | 0.6835      | 0.6953      | 0.6892      |

2.4 Extractive Summarization

At this stage, only important scene summaries remain. The final step leverages an extractive summarization model to create the final summary of the film.

We use the BERTSum model (Liu, 2019), which uses BERT (Devlin et al., 2018) as the embedding model. In BERTSum, the input document is encoded with multiple sentences and then used as the input for BERT. Then, use the output of the BERT as the input to the summarization layers of the Transformer 2-layers. Finally, Using the sigmoid function to classify each sentence as class 0 or class 1. The scene summaries are given as input to BERTSum, and only the scene summaries classified as class 1 are included in the final summary.

3 Evaluation

3.1 Dataset

The goal of our work is to summarize movie scripts, which is one of the CreativeSumm 2022 shared tasks. We are provided with ScriptBase (Gorinski and Lapata, 2015), a collection of 1,276 movie scripts and their corresponding wikiplot summaries, as the training and development dataset. An additional dataset is provided as the test dataset for evaluating our approach using standard automatic evaluation metrics including ROUGE, BERTScore, LitePyramid, and SummaCZS.

3.2 Model selection

To find the best setting for our method, we conducted several experiments with various settings using 100 randomly selected movies from the dataset. First, we test whether the scene grouping method enhances the summarization performance or not. We simply remove scene segmentation process and check how this impacts the model performance. Table 1 shows that we obtained the best performance when using an extractive summarization model with the scene merging strategy.

Second, we test if the extractive summarization method can replace abstractive summarization. We use Primer (Xiao et al., 2021) as the abstractive summarization model which specializes summarizing long/multi documents. As described above, BertSum (Liu, 2019) is used as the extractive summarization model. Table 1 shows that using the abstractive model throughout the summarization process results in performance deterioration regardless of the scene merging strategy. Therefore, we use the scene merging strategy and the combination of abstractive and extractive summarization for the evaluation.

3.3 Model settings

We leverage DialogLM and BertSum models for abstractive and extractive summarization respectively. DialogLM, used in this experiment, is DialogLED-base-16384, a larger version of DialogLM. We fine-tune the pre-trained DialogLM model on the FD dataset (Chen et al., 2021a), which has transcripts of 88 TV shows. This model accepts up to 16,384 tokens as input and outputs a summary consisting of up to 280 tokens. We use the BertSum model that employs the Bert model pre-trained with the pytorch-pre-trained-BERT version. We constrain the summary length not to exceed 4500 tokens.

3.4 Results

Table 2 shows the evaluation metrics (ROUGE, BERTScore (Zhang et al., 2019), LitePyramid (Zhang and Bansal, 2021), and SummaC (Laban et al., 2021)) computed on the test dataset. The baseline model is LED (Beltagy et al., 2020), with variations of input size of 1024, 4096, and 16384. The results indicate that our approach outperforms the baseline model in terms of the ROUGE and BERTScore metrics. BERTScore use BERT to calculate similarity score between candidate sentence and reference sentence in each token. We obtained 0.4144 for ROUGE-1, 0.0823 for ROUGE-2, and 0.3963 for ROUGE-3, achieving three times better results than the baseline model. Our ap-
Table 2: The evaluation metrics of the experiment on the test set. The subscript denotes input size. The best performance is shown in bold.

| Model           | ROUGE-1 | ROUGE-2 | ROUGE-L | BERTScore-P | BERTScore-R | BERTScore-F1 |
|-----------------|---------|---------|---------|-------------|-------------|--------------|
| LED1024         | 0.1492  | 0.0146  | 0.1373  | 0.4298      | 0.4238      | 0.4258       |
| LED4096         | 0.1416  | 0.0130  | 0.1299  | 0.4245      | 0.4137      | 0.4179       |
| LED16384        | 0.1368  | 0.0125  | 0.1277  | 0.4322      | 0.3924      | 0.4099       |
| Our approach    | 0.4144  | 0.0823  | 0.3963  | 0.5163      | 0.5233      | 0.5194       |

| Model           | ROUGE-1 | ROUGE-2 | ROUGE-L | BERTScore-P | BERTScore-R | BERTScore-F1 |
|-----------------|---------|---------|---------|-------------|-------------|--------------|
| LED1024         | 0.3436  | 0.3546  | 0.2517  | 0.2833      | 0.0000      |              |
| LED4096         | 0.3604  | 0.3763  | 0.2674  | 0.3042      | 0.0000      |              |
| LED16384        | 0.3009  | 0.3082  | 0.2312  | 0.2602      | 0.0000      |              |
| Our approach    | 0.0370  | 0.0063  | 0.0356  | 0.0072      |              | 0.0476       |

| Model           | Length | Density | Coverage | Novel 1-grams | Novel 2-grams | SummaCZS |
|-----------------|--------|---------|----------|----------------|----------------|----------|
| LED1024         | 903    | 1.1809  | 0.7021   | 0.3357         | 0.7485         |          |
| LED4096         | 877    | 1.3432  | 0.7311   | 0.3092         | 0.7273         |          |
| LED16384        | 551    | 1.4103  | 0.7266   | 0.3024         | 0.7211         |          |
| Our approach    | 729    | 3.4398  | 0.8759   | 0.1621         | 0.4827         |          |

Our approach also outperforms the baseline models in terms of the density and coverage metrics. The density score denotes the average length of the extractive fragment in the summary, and the coverage score denotes how many words in the document are included in the summary (Grusky et al., 2018). Since we use an extractive summarization model to create the final summary, the Novel n-grams scores tend to be low (see Table 2).

Our approach underperforms for various LitePyramid metrics, which compare the reference with system summary using a natural language inference (NLI) model. But we get good score at SummaCZS, which compute NLI score between pairs of sentences from segmented document. Length denotes the average length of the summaries that the model produces.

4 Conclusion

In this paper, we present a two-stage approach for the shared task of Creative-Summ 2022. We first segment the script into scenes and create their summaries using an abstractive summarization model. Second, we apply topic modeling to eliminate less important scenes. Then, a BERT-based extractive summarization model generates the final summary of the movie. The result of evaluation indicates that our approach outperforms baseline models in several metrics. We got 0.4144 for ROUGE-1, 0.0823 for ROUGE-2, and 0.3963 for ROUGE-3 which are better than baseline models. We also got better BERTScore such as 0.5163 for precision, 0.5233 for recall and 0.5194 for F1 score.
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