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ABSTRACT
Several studies have reported that biometric identification based on eye movement characteristics can be used for authentication. This paper provides an extensive study of user identification via eye movements across multiple datasets based on an improved version of method originally proposed by George and Routray. We analyzed our method with respect to several factors that affect the identification accuracy, such as the type of stimulus, the IVT parameters (used for segmenting the trajectories into fixation and saccades), adding new features such as higher-order derivatives of eye movements, the inclusion of blink information, template aging, age and gender. We find that three methods namely selecting optimal IVT parameters, adding higher-order derivatives features and including an additional blink classifier have a positive impact on the identification accuracy. The improvements range from a few percentage points, up to an impressive 9% increase on one of the datasets.
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1 INTRODUCTION
Eye movements can comprise rich and sensitive information about an individual, including biometric identity, gender, age, ethnicity, personality traits, drug consumption habits, moods and emotions, skills, preferences, cognitive processes, and physical and mental health conditions [22]. Eye movements are an excellent predictor of human desires and focus. They are inextricably linked with human cognitive and perceptual processes.

Eye tracking is a method to record a person’s eye movements. Today, a vast number of different eye tracking devices are available and have been used by researchers to produce many high-quality datasets. These datasets are analyzed in different contexts; we only mention a few examples: disorder detection [3–5], gaming [1, 23, 25], gender prediction [27, 35, 44], and user identification [14, 20, 33, 40].

Let us consider the state-of-the-art approaches to user identification via eye movement data. In the 2015 BioEye competition [33], different systems for user identification were competing. The winning system is based on first segmenting the eye tracking trajectory into fixations and saccades using the “Velocity-Threshold Identification” (IVT) method (see e.g. [34], where this method is analyzed and some prior references are given). Their version of IVT uses two parameters which are set to certain default values. It was not investigated, whether other settings of these parameters would give higher identification accuracies.

Most of the previous studies of eye movement biometrics have tested their approach using a few number of participants, utilizing either one or two datasets e.g. [14, 17, 21]. Furthermore, since most prior studies train and assess their models on datasets compiled over a short time span, the permanence of eye movements remains unexamined. Our study fills these gaps by assessing these methods with datasets containing a larger number of participants and some that were not utilized for eye movement biometrics.

We use two datasets from the 2015 Bioeye competition [33]. They consists of 153 participants which looked at two different stimuli: random moving dots (RAN) and a poem (TEX). The third biometrics dataset is about a visual searching task (VST) [24] and comprises 58 participants. The final dataset is known as the gaze on faces (GOF) and contains 378 participants. The GOF dataset was used to identify “scanning strategies” that are different for men than for women [8]. The entire data utilized in our study provides a high number of participants and a broad range of age groups and stimuli.

The main contribution of this paper is an extensive study of user identification via eye movements across four different datasets. We investigate the effect of stimuli, gender, and age on user identification. Additionally, we propose the following improvements:

- We optimize the IVT parameters which can increase the accuracy by 3% for RAN, by 2% for TEX, by 5% for GOF, and by 9% for VST datasets.
- Adding higher derivative features can increase the accuracy by 2% for RAN, by 1% for TEX and VST, and by 3% for GOF datasets.
- Adding blinking features can increase the accuracy by 1% for RAN and VST, by 0.5% for TEX datasets.
- Combining the above three methods of improvement (IVT parameters, higher order derivative features, blink classifier) can increase the accuracy by 4% for RAN, by 3% for TEX, and by 9% for VST datasets.

Related Work. There is vast and fast growing literature on eye tracking biometrics. Some surveys that provide a good overview...
are [10, 12, 22, 33]. When comparing results, it is important to keep in mind that the fewer participants there are, the higher the prediction accuracies will be; thus, it is hard to compare results that have different numbers of participants. The winner of the 2015 BioEye competition [14] achieves an accuracy of 89 % (over a single run) over 153 participants by computing fixation and saccade based features and using them with an RBFN based classifier; this was improved in [40] to an accuracy of 94.1 % from one run (92.6 % over 50 runs as shown in the current paper), basically by adding more features. A different biometrics approach has been implemented in [24] for the VST dataset over 58 participants. They split their stimuli (images) into different grids and consider the frequencies of gaze points per grid component (using the Gabor wavelet transform). The highest accuracy in this work is 97.35 % (termed as rank-1 identification rate) using 10 runs (data was split into 70 % train and 30 % test) with their Fixation Density Map (FDM) method.

2 PROPOSED SYSTEM

This section gives an overview of our user identification pipeline including the used datasets, data pre-processing and segmentation methods, feature extraction, Machine Learning (ML) classifier and accuracy metric used in this study.

2.1 Datasets

Four datasets with different stimuli are used: Bioeye TEX, Bioeye RAN, Visual Searching Task, and Gaze on Faces. See Table 1 for an overview.

| Dataset  | Participants | Age         | Trajectory | Blink | Info. |
|----------|--------------|-------------|------------|-------|-------|
| TEX      | N.A. N.A. 153 | 18–46       | 60         | Y     |       |
| RAN      | N.A. N.A. 153 | 18–46       | 100        | Y     |       |
| VST      | 24 34 58     | 21–33       | 180        | Y     |       |
| GOF      | 193 185 378  | 20–72       | 60         | N     |       |

2.1.1 Bioeye (TEX/RAN). Two datasets with different stimuli were used in the BioEye 2015 competition [33] 1. Each has two recordings per participant, which were separated by a pause of 30 minutes in between.

**TEX** 60 second recordings of reading a poem. Figure 1b shows the gaze trajectory of a sample participant from this dataset along with the reading stimulus.

**RAN** 100 second recordings of observing a randomly moving dot. Figure 1a visualizes the gaze trajectory of a sample participant.

Both datasets consists of eye movement data from a total of 153 participants including males and females from the age group 18 to 46.

The participants were seated from the monitor screen at a distance of 500 mm. The dimensions and resolution of the monitor were 474 × 297 mm and 1680 × 1050 pixels respectively. The participant’s heads were supported with a chin rest to ensure stability during the sessions to avoid potential eye-tracking artifacts that stem from notable head movements. The device used for recording was an EyeLink-1000 eye-tracker (1000 Hz) but the data was down sampled to 250Hz using an anti-aliasing FIR filter which interpolated between the invalid gaze points [33]. Despite this interpolation, the dataset still provides the explicit information about the validity of the samples in the recording which can be attributed to device specific faults or user specific reasons (e.g. blinking, loss of attention etc.).

2.1.2 Visual Searching Task (VST). This dataset [24] includes the recording of gaze trajectories of a total of 58 participants (24 males, 34 females) aged 21–33. The participants performed a visual search task which is a series of number search questions carried out with pictures. The participants were asked to compare the target number with the comparison numbers in a form to find the longest matched number. Figure 1c shows an example of this stimulus and the gaze trajectory of one of the participants. The recording duration is at least 4 minutes for each participant in each session. The data collection experiment was divided into two trials with at least two weeks between. In each trial there were 160 questions divided into four sessions separated by two minutes, each consisting of 40 questions. Participants took a two minutes rest between these tests. Overall, 160 × 2 = 320 gaze trajectories for each participant were collected.

The participants were seated from the monitor screen at a distance of 600 mm. The dimensions and resolution of the monitor were 474 × 297 mm and 1920 × 1080 pixels respectively. The device used for recording was an Tobii TX300 eye tracking system running at 300 Hz. In contrast to the Bioeye dataset, no explicit information about the validity of the gaze trajectory was provided. Nevertheless, the gaze trajectory consisted of NaNs which we consider as invalid and hence a source for blink information. We interpolated across the invalid segments in order to have a connected gaze trajectory.

2.1.3 Gaze on Faces (GOF). This dataset is provided in the study of [8] and it involves the recording gaze trajectories of participants while they observe faces. The participants looked at multiple images of a single actor gazing towards them for varying durations (0.1 s to 10.3 s) in 32 different trials. Overall, 8 actors were cast for the videos comprising four females and four males. Originally the dataset consisted of a total number of 405 candidates from 58 countries, varying in age from 18 to 72. However, participants that were found with erratic, absent, or damaged data were eliminated to avoid inaccuracies from the study. Hence, the research in this paper was carried out using the remaining 378 participants of which 193 were males and 185 were females, ranging from ages 20 to 72.

The participants were seated at a distance of 570 mm from a monitor (1280 × 1024 pixels). The width and height of the stimuli were 429 × 720 pixels. Eye-tracking data was collected using the EyeLink 1000 kit eye-tracker at 250 Hz. Figure 1d shows the gaze trajectory of a participant while looking at the face of an actress. The selected dataset is utilized as it offers an opportunity to study a set of participants that contains a large number of male and female participants with a broader age range. In this dataset, no

1The data was provided by Oleg Komogortsev.
While VST and GOF datasets provide the recorded pixel coordinates directly, RAN and TEX datasets provide viewing angles w.r.t. the x and y axes. We convert them to screen pixel coordinates $(x_{\text{screen}}, y_{\text{screen}})$ as follows:

$$x_{\text{screen}} = \left( d \times \frac{w_{\text{pix}}}{h} \right) \tan(\theta(x|y)) + \frac{w_{\text{pix}}}{2}.$$ 

The distance from the screen and viewing angles in the x and y directions are denoted by $d$, $\theta_x$, and $\theta_y$ respectively. $w_{\text{pix}}$ and $h_{\text{pix}}$ indicate the screen's resolution and $w$ and $h$ the physical size (width and height). The inverse of the above equation is used to compute the viewing angle coordinates from the pixel coordinates for VST and GOF datasets.

Noise may be present in raw gaze trajectory data which amplifies further in the calculation of velocity, acceleration and other higher order time derivatives of the gaze trajectory. We implemented a Savitzky-Golay [37] filter to reduce the noise (see also [38]). This filter applies a symmetric polynomial over several points. In our work we used the polynomial order of 6 and a frame size of 15 as used in the works of [14, 40].

The Velocity Threshold (IVT) algorithm, utilized in numerous publications, see e.g. [15, 16, 30], is used to segment the filtered gaze trajectories into a sequence of fixations and saccades. The IVT algorithm has been described in different ways in the literature. In [2, 34, 41], the IVT algorithm is implemented with only one parameter i.e. velocity threshold (VT). This segmentation might produce very short fixations. These very short fixations are often not meaningful because the brain requires some time to register the visual input [29]. Therefore, many researchers remove the short fixations by using a second parameter named Minimum fixation duration (MFD). Hence, in various studies [16, 19, 32], this algorithm uses both the VT and MFD. We use the IVT algorithm as described in [14]. The algorithm defines as fixation all consecutive gaze points resulting in eye rotation velocities below the VT, unless the fixation would be shorter than the MFD. All other segments are identified as saccades. Commonly used parameters in IVT algorithm include $VT = 50^\circ/s$ and $MFD = 100$ ms [14, 40].

The eye tracking data can have invalid data (NaNs) or outliers (e.g. invalid gaze point). This can be due to user-specific reasons such as blinking, loss of attention (micro-sleeping) or eye tracker faults (e.g. solo missed gaze points) [33]. However, the majority of the outliers are reasoned by blinks. Physiologically, the blinking behavior can encode some information about the participants [22]. Actual blinking rates vary by individual averaging around 10 blinks per minute and the duration of a blink is on average between 100-400 ms according to the Harvard Database of Useful Biological Numbers. Blinking behavior is arguably different in men and women [9] and it has been found that adults blink more often than infants [18]. These studies motivate us to extract the blink information of the participants in addition to our fixations and saccades when available (which is the case of RAN, TEX and VST datasets). We extracted the blink segments from the explicitly labeled invalid data (in case of RAN & TEX) and NaN segments (in case of VST) using a duration threshold between 80-500 ms, since duration of more than 500 ms are considered as micro-sleeping [39, 43] and less than 80 ms can be device faults or other unknown reasons.

Figure 1: Various stimuli and their gaze trajectories. (a) A participant looking at random dots from the RAN dataset (b) A participant reading a text from the TEX dataset, (c) A participant searching for number, (d) A participant gazing on face image.

Invalid parts in the gaze trajectories were found and hence no blink information could be deduced.

### 2.2 Preprocessing and Segmentation

While VST and GOF datasets provide the recorded pixel coordinates directly, RAN and TEX datasets provide viewing angles w.r.t. the x and y axes. We convert them to screen pixel coordinates $(x_{\text{screen}}, y_{\text{screen}})$ as follows:

$$x_{\text{screen}} = \left( d \times \frac{w_{\text{pix}}}{h} \right) \tan(\theta(x|y)) + \frac{w_{\text{pix}}}{2}.$$ 

The distance from the screen and viewing angles in the x and y directions are denoted by $d$, $\theta_x$, and $\theta_y$ respectively. $w_{\text{pix}}$ and $h_{\text{pix}}$ indicate the screen’s resolution and $w$ and $h$ the physical size (width and height). The inverse of the above equation is used to compute the viewing angle coordinates from the pixel coordinates for VST and GOF datasets.

Noise may be present in raw gaze trajectory data which amplifies further in the calculation of velocity, acceleration and other higher order time derivatives of the gaze trajectory. We implemented a Savitzky-Golay [37] filter to reduce the noise (see also [38]). This filter applies a symmetric polynomial over several points. In our work we used the polynomial order of 6 and a frame size of 15 as used in the works of [14, 40].

The Velocity Threshold (IVT) algorithm, utilized in numerous publications, see e.g. [15, 16, 30], is used to segment the filtered gaze trajectories into a sequence of fixations and saccades. The IVT algorithm has been described in different ways in the literature. In [2, 34, 41], the IVT algorithm is implemented with only one parameter i.e. velocity threshold (VT). This segmentation might produce very short fixations. These very short fixations are often not meaningful because the brain requires some time to register the visual input [29]. Therefore, many researchers remove the short fixations by using a second parameter named Minimum fixation duration (MFD). Hence, in various studies [16, 19, 32], this algorithm uses both the VT and MFD. We use the IVT algorithm as described in [14]. The algorithm defines as fixation all consecutive gaze points resulting in eye rotation velocities below the VT, unless the fixation would be shorter than the MFD. All other segments are identified as saccades. Commonly used parameters in IVT algorithm include $VT = 50^\circ/s$ and $MFD = 100$ ms [14, 40].

The eye tracking data can have invalid data (NaNs) or outliers (e.g. invalid gaze point). This can be due to user-specific reasons such as blinking, loss of attention (micro-sleeping) or eye tracker faults (e.g. solo missed gaze points) [33]. However, the majority of the outliers are reasoned by blinks. Physiologically, the blinking behavior can encode some information about the participants [22]. Actual blinking rates vary by individual averaging around 10 blinks per minute and the duration of a blink is on average between 100-400 ms according to the Harvard Database of Useful Biological Numbers. Blinking behavior is arguably different in men and women [9] and it has been found that adults blink more often than infants [18]. These studies motivate us to extract the blink information of the participants in addition to our fixations and saccades when available (which is the case of RAN, TEX and VST datasets). We extracted the blink segments from the explicitly labeled invalid data (in case of RAN & TEX) and NaN segments (in case of VST) using a duration threshold between 80-500 ms, since duration of more than 500 ms are considered as micro-sleeping [39, 43] and less than 80 ms can be device faults or other unknown reasons.

### 2.3 Feature Extraction

Feature extraction is a basic way to reduce the dimension of high-dimensional data. For each fixation, saccade and blink (when available), various features are extracted separately.

Let $X$ and $Y$ denote the sequences of gaze coordinates in each fixation/saccade where $X = x_1, x_2, ..., x_N$ and $Y = y_1, y_2, ..., y_N$, and $N$ is the number of points.

We compute a number of basic features, such as duration, path length, fix/sac ratio (ratio of maximum fix/sac angular velocity to fix/sac duration), fix/sac angle, amplitude, dispersion, distance with the centroid of previous fix/sac, angle with the centroid of previous fix/sac and average velocity are computed. All these features are used in [14] and the corresponding formulae are given in that paper. All the derivatives, such as velocity, acceleration, jerk, etc. are computed using the “forward difference method” as detailed in Figure 2.

---

2. https://bionumbers.hms.harvard.edu/ [accessed 11-August-2021]
Since for \( k \geq 1 \), the \( k \)-th order derivative can only be computed for segments (fixations or saccades) of at least \( (k + 1) \) points. We exclude, whenever we use such higher-order derivatives, segments that are shorter than \( (k + 1) \) points (by appropriately merging the neighboring segments, in accordance to our IVT algorithm). We always remove saccades consisting of only one or two points. As shown in Table 2, various statistical features namely mean, median, max, standard deviation, skewness and kurtosis are computed for different types of velocities and derivatives (in the following referred as M3S2K features).

To the best of our knowledge, previous approaches to eye movement biometrics only include derivatives until order two, i.e., they never use derivatives beyond that of acceleration. In this paper, we demonstrate that including higher order derivatives beyond acceleration can indeed be beneficial for eye movement biometrics. There are works within eye tracking research that include up to fourth order derivatives (to predict saccade movements, see [42]). In general, it is well known that humans’ predictive capabilities in their perception-action loop can be captured by higher order derivatives of the perception or action trajectories [36].

Lastly, seven features namely number of blinks, duration of each blink, total of duration, mean of duration, minimum of duration, maximum of duration, and variance of duration are computed from the blink segments as shown in Table 3. We tried on blink duration with different sets of the M3S2K statistical features, and these seven features gave the best results.

In all cases, the features are normalized using the Z-score standardization/normalization method implemented by [31] (sklearn.preprocessing.StandardScaler). The method of calculation here is to determine the mean and standard deviation for each feature. Next we subtract the mean from each feature and divide the obtained value by its standard deviation. This ensures that each feature’s values are in the similar range (all features are centered around 0 and have variance in the same order) and therefore contribute equally to the classification.

### 2.4 Machine Learning Classifier

For given trajectories of eye movements of a number of participants, we seek an algorithm that, given an unseen trajectory, is able to detect which participant has generated it. This type of problem is known as a classification problem, the algorithm that carries out the classification is known as classifier.

The machine learning classifier Radial Basis Function Networks (RBFN) [7] has been used in [14] and also the work in [40]. We compared RBFN with Random Forest (RF) [6] and we found that RBFN gave better accuracies. Therefore, we use RBFN in this paper. A maximum of three instances of the RBFN classifiers are trained: one to predict the user from fixation segments, the second to predict the user from saccade segments and third to predict user from blink segments (whenever available). The final prediction probability \( p^i_{\text{final}} \) is the weighted average of the probabilities of fixation \( p^i_{\text{fix}} \), saccade \( p^i_{\text{sac}} \) and blink \( p^i_{\text{blink}} \) classifiers for each class \( i \) (user ID): 

\[
p^i_{\text{final}} = p^i_{\text{fix}} w^i_{\text{fix}} + p^i_{\text{sac}} w^i_{\text{sac}} + p^i_{\text{blink}} w^i_{\text{blink}}
\]

where \( w^i_{\text{fix}}, w^i_{\text{sac}}, \) and \( w^i_{\text{blink}} \) are the weights for the fixation, saccade and blink classifiers respectively. In case the blink classifier is absent, we seek an algorithm that, given an unseen trajectory, is able to

### Table 2: User identification features.

| Fix./Sac. Features | Fix./Sac. Features |
|--------------------|--------------------|
| 1 Duration         | 16–21 Angular velocity* |
| 2 Path length      | 22–27 Velocity X* |
| 3 Skew X           | 28–33 Velocity Y* |
| 4 Skew Y           | 34–39 Angular acceleration* |
| 5 Kurt X           | 40–45 Acceleration X* |
| 6 Kurt Y           | 46–51 Acceleration Y* |
| 7 STD of X         | 52–57 Angular jerk* |
| 8 STD of Y         | 58–63 Jerk X* |
| 9 Fix/Sac ratio    | 64–69 Jerk Y* |
| 10 Fix/Sac angle   | 70–75 Angular jounce* |
| 11 Amplitude       | 76–81 Jounce X* |
| 12 Dispersion      | 82–87 Jounce Y* |
| 13 Dist. with previous Fix/Sac | 88–93 Angular crackle* |
| 14 Angle with previous Fix/Sac | 94–99 Crackle X* |
| 15 Average velocity | 100–105 Crackle Y* |

*M3S2K-Statistical features:
Mean, Median, Max, Std, Skewness, Kurtosis

### Table 3: Blinks features.

| Blinks Features | Blinks Features |
|-----------------|-----------------|
| 1 Duration      | 1 Duration      |
| 2 Number of blinks | 6 Maximum of the duration |
| 3 Mean of the duration | 7 Variance of the duration |
| 4 Total of the duration |                  |

\( w^i_{\text{fix}}, w^i_{\text{sac}}, \) are typically selected as 0.5 each [14, 40]. For \( m \) classes, the class having the maximum probability \( p^i_{\text{final}} \) is the final outcome of the ML classifier.

### 2.5 Performance Metrics

In our case a class is a user of an eye tracking device in one of the experiments. For a single experiment, we always calculate predictions for all available users. As accuracy of user identification we divide the number of correct predictions by the total number of predictions (equal to the number of users). Since the result of the RBFN algorithm depends randomly on the initialization of its internal state, we perform a cross-validation with 50 different states (seeds) and take the average accuracy as the final accuracy of user identification for each experiment in this work. Together with the final accuracy, we also report the standard error of the mean: \( \sigma_{\mu} = \frac{\sigma}{\sqrt{k}} \), where \( \sigma \) is the standard deviation of the results and \( k \) the number of runs.

### 3 USER IDENTIFICATION EXPERIMENTS

This section introduces different experiments that are employed to investigate the individual effects towards prediction accuracy of stimuli, IVT parameters, including higher order speed derivatives,
We study the accuracy of user identification in the four different datasets with all the 153 participants of the second session and tested with the RAN dataset is 92.62 ± 0.51 % (maximum accuracy = 94.77 %) and with TEX dataset is 90.90 ± 0.10 % (maximum accuracy = 92.28 %) which is a more stable prediction accuracy of our classifier compared to our previously reported results in [40].

VST. The ML classifier is trained with all the 58 participants and use training and testing sessions that are recorded in the same day. The accuracy achieved with this data set is 85.69 ± 0.16 %.

GOF. This dataset has a large number of participants (193 males and 185 females in different age groups). We used the first 16 trials for training and the remaining 16 trials for testing. For better comparison with BioEye data, 153 participants (77 males and 76 females) are chosen randomly over 50 runs and the average accuracy is 77.91 ± 0.51 %.

### 3.2 Effect of IVT Parameters

As mentioned previously, the IVT algorithm has two parameters namely velocity threshold (VT) and minimum fixation duration (MFD). In order to study the effect of changing the IVT parameters, a systematic parameter variation is conducted to determine which IVT parameter leads to the highest accuracy of our ML classifier.

An initial set of experiment is carried out with the RAN and TEX datasets. In the first stage, we vary the VT with a fixed MFD of 100 ms and in the second stage we fix the VT (at the value with the highest accuracy from the previous stage) and vary the MFD. The parameter range under consideration was 10–100 /s for VT and 50–150 ms for MFD. In each stage, first a broad variation is done in steps of 10, then a fine variation is executed in steps of 1. For each setting, we perform a cross validation with random 80 % subsets of the users (i.e. 122 participants) for a total of 50 runs. Figure 3a and Figure 3b show the accuracy of user identification along with the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the number of fixations as the velocity threshold is varied. It can be noted that the highest accuracy is always obtained around the

![Figure 2: Computation of higher order derivative features.](image)

| Data set  | Identification Accuracy | Number of participants | Trajectory Length [s] |
|-----------|-------------------------|------------------------|-----------------------|
| RAN       | 92.62 ± 0.13 %          | 153                    | 100                   |
| TEX       | 90.90 ± 0.10 %          | 153                    | 60                    |
| VST       | 85.69 ± 0.16 %          | 58                     | 180                   |
| GOF       | 77.91 ± 0.51 %          | 153                    | 60                    |

**Bioeye TEX/RAN.** For both datasets, the ML classifier is trained with all the 153 participants of the second session and tested with the first session. In our previous work we achieved an identification accuracy of 94.10 % using RAN data and 90.80 % using TEX data with one run [40]. In this work, the average accuracy achieved over 50 runs with the RAN dataset is 92.62 ± 0.13 % (maximum accuracy =
highest number of fixations. The best accuracy is achieved with a VT and MFD respectively of 26 °/s and 98 ms for TEX, 27 °/s and 96 ms for RAN. With MFD = 100 ms the obtained accuracies are almost identical (the difference is in the order of 0.05 %).

The above approach requires a cross validation in the initial stages to compute the best parameters which is a time consuming process. Therefore, in an alternative approach we first tune the VT parameter to achieve the highest number of fixation. This is done as follows. We first prepare a plot such as Figure 4 (which is for the RAN dataset). The x-coordinate represents the number of fixations over all the participants in the data set and the y-coordinate shows the velocity thresholds. The colored stripes are a representation of the number of fixations of all the participants in the data set for each velocity threshold. The beginning of the line indicates the minimum number of fixations, while the end of the line indicates the maximum number of fixations on each specific velocity threshold. The blue dots on the colored stripes mark the average fixation number. From the plot we can determine a peak in the number of fixations at a VT value of approximately 24 °/s.

We performed the above described procedure and obtained the following results for the four data sets using 51 features in fixation and saccade classifiers:

**RAN** The highest number of fixations in RAN data set occurred with a velocity threshold of 24 °/s with accuracy of 94.89 %, while the best accuracy of 95.96 % is achieved with a VT of 27 °/s and MFD of 100 ms over 50 runs.

**TEX** The best accuracy of 93.23 % is achieved with a VT of 26 °/s and MFD of 100 ms, while the highest number of fixations occurred with a VT of 30 °/s with accuracy of 92.24 % using TEX data set.

**VST** The best accuracy of 94.82 % is attained with a VT of 100 °/s, MFD of 100 ms and the highest number of fixation occurred at a VT of 120 °/s with accuracy of 94.31 %.

**GOF** In this data set, The VT of 21 °/s produced the highest number of fixations with accuracy of 82.35 % and the best accuracy of 83.45 % is achieved with the VT of 22 °/s and MFD of 100 ms over 152 participants (76 males and 76 females) which are selected randomly over 50 runs from all the data users.

In all the above cases, we were able to significantly increase the accuracies of user identification (by 3.34 % for RAN, 2.33 % for TEX, 9.03 % for VST and 4.76 % for GOF) by selecting the optimal IVT parameters (compare with Table 4).

### 3.3 Effect of Higher-Order Derivatives

In order to study the effect of higher order derivative features on the accuracy of user identification, we start with a minimal set of first 13 position based features and duration as a general feature. See the first 14 features in Table 2. Next we add 19 velocity based features and then, step by step, we include 18 statistical features based on each of the other higher order derivatives (acceleration, jerk, jounce, crackle). For RAN, TEX and VST, the IVT VT parameter is chosen as 50 °/s and for GOF dataset, it is 15 °/s since the default parameters lead to zero fixations for some participants in this dataset.

Table 5 shows the accuracy with an increasing number of higher order derivative features for the four different datasets. The accuracy of user identification increases until the inclusion of jounce features for the RAN, TEX and GOF datasets. For the crackle based features, the accuracy decreases again. For the VST dataset, the accuracy rises only until the jerk level features and decreases already for jounce.

The shown observations attest our hypothesis that including higher order derivatives (up to a certain level) is indeed a useful way to capture meaningful information that contribute to an increase in the accuracy of user identification.
Table 5: Performance metrics over 50 runs with varying number of features of higher order derivatives of the gaze trajectory of all the datasets.

| Derivative   | Number of Features | RAN (153 participants) | TEX (153 participants) | VST (58 participants) | GOF (153 participants) |
|--------------|--------------------|------------------------|------------------------|-----------------------|------------------------|
|              | Acc. VT=50 °/s, MFD=100 ms | Acc. VT=50 °/s, MFD=100 ms | Acc. VT=50 °/s, MFD=100 ms | Acc. VT=15 °/s, MFD=100 ms |
| 0. Position  | 14                 | 83.02 ± 0.22 %         | 84.30 ± 0.17 %         | 84.79 ± 0.22 %         | 46.82 ± 0.44 %         |
| 1. Velocity  | 33                 | 89.67 ± 0.15 %         | 89.81 ± 0.11 %         | 85.03 ± 0.15 %         | 69.46 ± 0.54 %         |
| 2. Acceleration | 51                | 92.62 ± 0.13 %         | 90.90 ± 0.10 %         | 85.69 ± 0.16 %         | 77.91 ± 0.51 %         |
| 3. Jerk      | 69                 | 93.54 ± 0.10 %         | 91.73 ± 0.12 %         | 86.52 ± 0.23 %         | 80.08 ± 0.50 %         |
| 4. Jounce    | 87                 | 94.58 ± 0.10 %         | 91.96 ± 0.08 %         | 85.13 ± 0.17 %         | 81.02 ± 0.53 %         |
| 5. Crackle   | 105                | 94.15 ± 0.09 %         | 90.86 ± 0.14 %         | 83.82 ± 0.14 %         | 80.54 ± 0.54 %         |

3.4 Effect of Blinking Features

We study the effect of including the blink classifier as introduced in Section 2.4 in addition to fixation and saccade classifiers. Since, the identification accuracy of the blink classifier is lower than the fixation and saccade classifiers, we can not weigh all of them equally to compute the final accuracy like done before. In order to find the optimal weights for our three classifiers, we use the Nelder-Mead Method [28] which is a popular direct search method (based on function comparison [13]) and is suited for optimization problems for which derivatives may not be known. As shown in Table 6, the accuracy increases by 1.35 %, 1.25 %, and 0.5 % with use of the blink classifier in VST, RAN, and TEX dataset respectively.

Table 6: Performance metrics over 50 runs using blink classifier in RAN, TEX, and VST datasets (VT = 50 °/s and MFD = 100 ms).

| Dataset | Sac/Fix/blink features | CLF weights Sac/Fix/Blink | Identification Accuracy |
|---------|------------------------|--------------------------|-------------------------|
| RAN     | 51/51/0                | 0.5/0.5/0.0              | 92.62 ± 0.13 %          |
|         | 51/51/7                | 0.408/0.578/0.015        | 93.87 ± 0.12 %          |
| TEX     | 51/51/0                | 0.5/0.5/0.0              | 90.90 ± 0.10 %          |
|         | 51/51/7                | 0.445/0.545/0.0094       | 91.40 ± 0.10 %          |
| VST     | 51/51/0                | 0.5/0.5/0.0              | 85.69 ± 0.16 %          |
|         | 51/51/7                | 0.568/0.3938/0.0381      | 87.04 ± 0.24 %          |

3.5 Effect of Gender and Age Groups on User Identification

We study the effect of gender and age on the accuracy of user identification using the GOF dataset. It has large number of participants with gender and age information of the participants (Table 7).

Table 7: Demographics of Males and Females in GOF dataset.

| Age Group | Males | Females | Total |
|-----------|-------|---------|-------|
| 20 – 40   | 151   | 157     | 308   |
| 41 – 72   | 42    | 28      | 70    |

3.6 Effect of the Time Gap Between Train and Test Data

Finally, we study the effect of the time gap between train and test data using the RAN, TEX and VST data sets. The effect is also referred to as template aging [14].

3.5.1 Gender. To study the effect of gender, user identification experiments are performed in three different groups with each 150 participants: a balanced group with 75 Males and 75 Females, a group exclusively with male participants and a group exclusively with female participants. The participants of the groups were randomly chosen from the complete dataset 50 times each. The average of the user identification accuracies are reported in Table 8. For the mixed group, the accuracy achieved is 83.25 ± 0.48 %. In isolated groups of males and females, the accuracy is found to be higher in the female group (88.85 ± 0.32 %) when compared to the male one (77.37 ± 0.50 %). This shows that user identification is biased by gender and is found to be more accurate in female than male group of participants.

3.5.2 Age. To study the effect of age, the participants were split into two age groups 20–40 years and 41–72 years. Both age groups contain 56 participants with an equal number of males and females. The user identification can be performed in the older age group with a five percentage points higher accuracy in comparison to the younger age group (Table 8).

Table 8: Effect of gender and age groups on average user identification accuracy over 50 runs with VT = 22 using 51 features.

| Age group | Number of participants | M | F | Identification Accuracy |
|-----------|------------------------|---|---|-------------------------|
| 20 – 72   | 150                    | 75| 75| 83.25 ± 0.48 %          |
| 20 – 72   | 150                    | 150| 0 | 77.37 ± 0.50 %          |
| 20 – 40   | 56                     | 28| 28| 85.96 ± 0.79 %          |
| 41 – 72   | 56                     | 28| 28| 91.43 ± 0.47 %          |
3.6.1 BioEye datasets. Out of 153 participants, this dataset has 37 participants for which recordings are also available after one year. The first experiment in this dataset is conducted with these participants. The IVT parameters used in these experiments are VT = 50 /s and MDF = 100 ms. For the RAN dataset, the average accuracy over 50 runs is 83.51 ± 0.18 % and with TEX the accuracy is 75.24 ± 0.32 %. In comparison with the work of George and Routray [14] running the same experiment yields 81.08 % and 78.38 % with one run for RAN and TEX respectively.

3.6.2 VST dataset. This dataset has a time gap of more than two weeks between the two trials and two hours between four sessions in each trial. The accuracies of user identification were noted as (94.6 ± 0.1) % (2 hour time gap i.e. train with session 1 and test with session 4 both in trial 1) and (76.0 ± 0.2) % (2 week time gap i.e. train with session 1, trial 1 and test with session 1, trial 2).

As expected, the accuracy of user identification decreases for both datasets when there is a significant time gap between train and test sessions. This may be attributed to changing physiological parameters of the participants, device characteristics, and some other inexplicable effects.

4 STUDY OF COMBINED FACTORS

In this section, we combine the effects of above factors which leads to further improvement in user identification accuracy.

4.1 Combination of IVT Parameter Tuning and Higher-Order Derivatives Features

Here, we take the best IVT parameters with the approach described in Section 3.2 for the four datasets and repeat the user identification experiments with increasing number of higher order derivative features. Table 9 shows the average of accuracies over 50 runs of increasing number of higher derivative features of fixation and saccade using the best IVT parameters for the four different datasets. Similarly, Figure 5a, b, c, and d compare the accuracies between the default and optimal IVT parameters for RAN, TEX, VST and GOF datasets respectively for including an increasing number of higher order derivative features. It can be noticed that for the RAN and VST datasets while using the optimal IVT parameters, the best accuracy were observed with fewer features (until acceleration level) in comparison to the case when the default IVT parameters were used (see Table 5). For TEX and GOF datasets, the best accuracy were achieved with including jounce (93.39 ± 0.09 % for Tex) and jerk (84.48 ± 0.44 % for GOF) level features.

Overall, one can conclude that finding the best IVT parameters and including higher order derivative features are somewhat complementary: When the default threshold is used, including higher order derivatives always increases the best accuracy for all the four datasets. However, finding the best IVT threshold may yield similar best case accuracies with lower derivative features as this is the case for RAN and VST datasets. Nevertheless, for TEX and GOF datasets, the accuracy still increases when jounce and jerk level features in TEX and GOF datasets respectively are included even after using the optimal IVT parameters.

4.2 Combining IVT Tuning and Higher-Order Derivatives with Blink Classifier

Here, we study the case of including the blink classifier with the optimal IVT threshold and set of higher order derivatives features. As mentioned in Section 3.4, we employ the Nelder-Mead optimization method to find the optimal weights for combining the fixation, saccade and blink classifiers. The achieved accuracy for the three datasets are reported in Table 10. The accuracy improves by 0.70 % for the RAN dataset yielding the final accuracy of 96.64 ± 0.07 %, by 0.15 % for the TEX dataset leading to 93.53 ± 0.11 %, and by 0.07 % for the VST dataset leading to 94.79 ± 0.03 %.

4.3 Effect of Stimuli after Homogenizing the Different Datasets

Here we revisit the question which stimuli is the best for user prediction. This was previously studied in Section 3.1. To get a fair comparison we homogenize the different aspects, i.e., number of participants, trajectory length, and age group of these datasets. As mentioned previously, each dataset has a different number of participants (RAN: 153, TEX: 153, VST: 58 and GOF: 378). For a fair comparison, the minimum number of participants among all the datasets has been selected (i.e. 58 participants). The participants are drawn at random when the datasets have a higher number of available participants. A fixed trajectory length (first minute) is selected to test the effect of the stimuli on the user identification accuracy. Since, RAN, TEX and VST datasets have participants only in the age group 20–40, we selected only participants of the corresponding age group 1 of the GOF dataset.

The results of these experiments are reported in Table 11. One can notice that the TEX data accuracy is the highest: 93.23 % with the optimal IVT parameter VT = 26 /s. This is according to the state of art e.g. [11, 26] since the eye movements during reading have been used to achieve some of the best biometric performances. However, it is important to consider the number of fixations (if recorded with the same eye tracker) before concluding, which stimuli is the best, as the number of fixations plays a vital role in attaining a higher accuracy. The higher the number of fixations, the better the accuracy achieved. Table 12 notes the number of fixations for the RAN datasets for a trajectory length of 1 minute. It is much lower than in the TEX dataset, which might influence that the accuracy for TEX is higher than that of RAN.

5 CONCLUSION AND FUTURE WORK

This paper presents an approach for user identification which works consistently and robustly well with four different datasets of varying stimuli. The achieved identification accuracies are 96.64 % in RAN, 93.53 % in TEX, 94.72 % in VST, and 84.48 % in GOF data. Additionally, an extensive study has been done to investigate different factors (for example, IVT parameters, higher order derivative features, effect of gender and age, template aging effect, blinks etc.) that can affect user identification performance. Our results suggest that selecting the best VT and higher-order derivative features have the greatest impact on accuracy. We also found that user identification works better in the solo female group than in solo male groups and hence is biased towards gender. Similarly, it works better in the older age group than in a younger age group of participants.
Table 9: Performance metrics over 50 runs with varying number of features of higher order derivatives of the gaze trajectory of all the datasets with their best Velocity Threshold (VT).

| Derivatives order | Features Number RAN (153 participants) | TEX (153 participants) | VST (58 participants) | GOF (153 participants) |
|------------------|----------------------------------------|------------------------|----------------------|------------------------|
|                  | Acc. VT=27 °/s, MFD= 96 ms             | Acc. VT=26 °/s,       | Acc. VT=100 °/s,     | Acc. VT=22 °/s,        |
|                  |                                        | MFD= 98 ms            | MFD= 100 ms          | MFD= 100 ms            |
| 0                | 14                                     | 88.08 ± 0.19 %        | 85.77 ± 0.13 %       | 91.86 ± 0.22 %         | 57.53 ± 0.53 %         |
| 1                | 33                                     | 93.71 ± 0.15 %        | 91.09 ± 0.16 %       | 94.41 ± 0.13 %         | 76.55 ± 0.55 %         |
| 2                | 51                                     | **95.96 ± 0.09 %**    | 93.23 ± 0.13 %       | **94.72 ± 0.08 %**     | 82.67 ± 0.52 %         |
| 3                | 69                                     | 95.16 ± 0.12 %        | 93.12 ± 0.12 %       | 93.59 ± 0.12 %         | **84.48 ± 0.44 %**     |
| 4                | 87                                     | 95.37 ± 0.08 %        | **93.39 ± 0.09 %**   | 91.59 ± 0.20 %         | 84.08 ± 0.46 %         |
| 5                | 105                                    | 94.89 ± 0.10 %        | 93.04 ± 0.11 %       | 90.34 ± 0.19 %         | 83.20 ± 0.48 %         |

Figure 5: Performance metrics over 50 runs with different number features of higher order derivatives of the gaze trajectory for different datasets.
We believe more work is needed on improving the accuracy of user identification when there is a significant time gap between train and test sessions.

**Table 10: Performance metrics over 50 runs using blink classifier in RAN data (VT = 27/s and MFD = 96 ms), TEX data (VT = 26/s and MFD = 98 ms), and VST data (VT = 100/s and MFD = 100 ms).**

| Dataset | Fix/Sac/blink features | CLF weights | Identification Accuracy |
|---------|-------------------------|-------------|-------------------------|
| RAN     | 51/51/7                 | 0.5/0.5/0.0 | 95.96 ± 0.09 %          |
|         | 51/51/7                 | 0.543/0.487/0.010 | 96.64 ± 0.07 %          |
| TEX     | 87/87/0                 | 0.5/0.5/0.0 | 93.39 ± 0.09 %          |
|         | 87/87/0                 | 0.529/0.466/0.005 | 93.53 ± 0.11 %          |
| VST     | 51/51/0                 | 0.5/0.5/0.0 | 94.72 ± 0.08 %          |
|         | 51/51/7                 | 0.513/0.477/0.010 | 94.79 ± 0.03 %          |

**Table 11: A comparison of performance metrics over 50 runs using 51 features with 58 participants of all the datasets.**

| Datasets | VT, (MFD = 100 ms) | Identification Accuracy |
|----------|-------------------|-------------------------|
| RAN      | 50/s              | 90.37 ± 0.48 %          |
| TEX      | 50/s              | 90.90 ± 0.10 %          |
| VST      | 50/s              | 73.59 ± 0.39 %          |
| GOF      | 15/s              | 84.48 ± 0.79 %          |
| RAN      | 27/s              | 92.82 ± 0.38 %          |
| TEX      | 26/s              | 93.23 ± 0.13 %          |
| VST      | 100/s             | 71.62 ± 0.35 %          |
| GOF      | 22/s              | 85.21 ± 0.64 %          |

**Table 12: Identification accuracy, number of fixations in BioEye data sets with two different VT and different trajectory length of RAN data.**

| Vel. threshold | Fix. No. | Identification Accuracy | Trajectory length |
|---------------|----------|-------------------------|-------------------|
| 50            | 16891    | 84.43 ± 0.23 %          | 60 sec (start)    |
| 27            | 18831    | 89.75 ± 0.16 %          | 60 sec (start)    |
| 15            | 17451    | 82.37 ± 0.20 %          | 60 sec (end)      |
| TEX           | 32944    | 90.90 ± 0.10 %          | 60 sec           |
| 26            | 33584    | 93.23 ± 0.13 %          | 60 sec           |
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