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Abstract: The EU decarbonization strategy foresees deep cuts in CO₂ in the transport sector. Investment in infrastructure, manufacturing of new technology vehicles and production of alternative fuels induce macroeconomic changes in activity and employment for both national and regional economies. The objective of the paper is to present a newly built macroeconomic-regional model (GEM-E3-R general equilibrium model for economy, energy and environment for regions) for assessing impacts of transport sector restructuring on regional economies of the entire EU, segmented following NUTS-3 (nomenclature of territorial units of statistics). The model combines general economic equilibrium theory with location choice and New Economic Geography and implements a dynamic, fully endogenous agglomeration-dispersion mechanism for people and industries coupled with a gravity model for bilateral interregional flows. A novelty of the model is a two-layers structure: (i) the country-wide layer formulated as a global multi-sector, multi-country and multi-period computable general equilibrium (CGE) model; and (ii) the regional economy layer, which simulates impacts on regional economies, while considering country-wide economic trends as boundary conditions. The paper presents a use of the model in the assessment of regional economic effects of electrification of car mobility in Europe and wide use of domestically produced advanced biofuels.
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1. Introduction

Carbon dioxide emitted in the EU transport sector accounted for 27% of total EU-wide greenhouse gas (GHG) emissions in 2016, according to Reference [1]. Transport sector emissions have increased by 26% since 1990. Transport-related expenditures represent 12–15% of total expenditures by firms and households, while the supply of transport services employs 10 million persons directly and an additional 11 million indirectly, according to Reference [2]. Decarbonizing transport is essential for achieving the EU low carbon emission targets. The European Commission’s climate policy regarding the transport sector, as described in the White Paper on transport in 2011, see Reference [3], and re-confirmed in the 2018 “A Clean Planet for All” long-term strategy, see Reference [4], has set ambitious targets for reducing transport-related emissions. The strategy envisages ways to decarbonize the vehicle fleet, mainly through electrification, the use of biofuels and carbon-free alternative fuels. The policy measures already adopted include the CO₂ car standards and the forthcoming energy efficiency standards, while a multitude of transport infrastructure developments aim at facilitating higher efficiency via transport modal shifts.

The transport sector is particularly inflexible in emission abatement because it depends on fossil oil products and the alternatives are not yet mature. Transport sector restructuring towards low carbon emissions requires a complete change in the technology of transport fleet, development of...
infrastructure for electricity, and the production of alternative fuels, such as biofuels, hydrogen and carbon-neutral synthetic hydrocarbons. The changes imply a considerable increase in investment in the transport sector both for the fleet and infrastructure. In addition, the replacement of imported fossil oil products by domestically produced fuels implies a significant rise in domestic economic activity for electricity, biofuels, hydrogen, and synthetic fuels.

Consequently, transport restructuring towards low carbon emissions will convey multifaced impacts on the economy, both at the country and regional levels. We expect that the changes will act in favor of domestic production activity and employment but will have unequal impacts on regions. The changes may entail increased transport service costs, at least in the early stages of the transition, mainly before new technologies and alternative fuels fully attain their learning potential. An increase in transport costs drives the prices of goods and services upwards and causes crowding out effects that affect the economy negatively.

The economic effects are not uniformly distributed among regions. The regional distributional differences are attributed to local specificities regarding resource endowment, as well as human, environmental, and infrastructure features of regions. Agglomeration and dispersion forces, which differ by region, explain the different development paces to be experienced by the regions due to the transport sector restructuring. The regional features, such as industrial facilitation, skill availability, accessibility of the region, and several other factors, acting positively to attract activity are termed amenities and those acting negatively dis-amenities (e.g., pollution, congestion, isolation).

The focus of the paper is the modelling of regional distributional effects stemming from the rising economic activities due to the restructuring of the transport sector. Regional effects derive from the location of physical and human capital, which depend on regional features and policies, which in turn accumulate evolve dynamically. The model presented in this paper covers only the economic impacts and does not cover the engineering and economic features of transport sector restructuring fully, as transport sector models do in detail. The PRIMES-TREMOVE model [5], operated in our E3MLab research group, is preparing the details of decarbonization scenarios in the transport sector, which form the inputs to the economic model presented in this paper. Therefore, we did not expand on transport sector issues in this paper, but only on economic and regional effects of a given transport restructuring scenario. However, the economic model can handle any kind of transport sector restructuring assumptions.

The changes implied by transport sector decarbonization affect several industrial sectors directly (e.g., automotive industries, electric batteries, biofuels production, electricity production) and all other sectors indirectly, notably via the change in the costs of transport services. The changes also influence the allocation of family budgets to consumption of durable and non-durable goods. To capture the sectoral effects adequately, we developed a multi-sector and multi-country model and a multi-regional economic model. Due to the importance of foreign trade for economic growth, the multi-country model covers the global economy. We applied a computable general equilibrium methodology because of its consistency in simulating structural changes in the long-term. The main novelty of the model presented in this paper is the GEM-E3-R model, which is a fully-fledged macroeconomic and regional model that simulates a two-layer economic equilibrium of the national and subnational economies dynamically. The model calculates the effects on production, employment, intra- and international trade flows and GDP, while it calculates the location choices of agents (households and firms) and the inter-regional flows endogenously. The country-level model is a computable general equilibrium model with global coverage and the regional-level model implements a segmentation of countries in regions according to NUTS-3. The model ensures full equilibrium conditions in the markets for commodities, services, labour and capital.

The sub-country layer of the model downscales the country-wide economic trends into NUTS-3 regions for the EU28 member states. Sectoral activity and employment in the regions depend on the location of primary production factors, such as labour and capital, across the regions. Migration of the production factors, driven by regional features, changes labour and capital endowment of the regions
and further influences activity and employment. The locational changes are meant to depend on an attractiveness indicator evaluated by region as an aggregation of the amenities and dis-amenities of the regions, which further depended on accumulation of state-variables and resources via stock-flow relationships. As the NUTS-3 regions are relatively small, the model includes commuting among regions endogenously. Also, the model paid attention to model inter-regional flows of goods and services endogenously, including transit flows.

The two-layer approach has advantages compared to alternative approaches that are common in the literature and model the regions directly. The two-layer approach ensures stability of regional projections because the simulated changes in regional economies use country-wide economic trends as boundary conditions. Also, the two-layers approach eases the computational complexity because it solves the models in a modular way via iterations.

The model uses non-linear functions to model the amenities by region and the agglomeration and dispersion effects. The stock-flow relations are also non-linear, to represent economies and dis-economies to scale, and act importantly as controls of regional specialization. In this manner, the model can simulate possible persistence of economic divergence among the regions, also within the same country, while avoiding irrational agglomeration.

The paper is structured as follows: Section 2 provides a literature review of spatial economic modelling and transport impact assessment studies, as well as an overview of the GEM-E3-R model; Section 3 includes the results of an illustrative simulation which highlights the main properties of the model; and Section 4 provides details on future improvements of the model and further research.

2. Spatial General Equilibrium Modelling

2.1. Literature Survey

The role of transport in international trade, the impacts on the environment, as well as transport as a driver of agglomeration have been thoroughly investigated in the past with the use of applied economic models, as in References [6,7]. It is only in the last decade that the role of transport in a decarbonizing context has emerged in the modelling literature. Models with a spatial dimension are necessary to assess the effects of transport policies and infrastructure developments adequately, as transportation depends on spatial networks. For this reason, a large part of the literature has focused on the assessment of transport infrastructure; References [8,9] and more recently Reference [10] provide reviews, whereas Reference [11] explores the relationship between transport costs and spatial agglomeration.

Spatial Computable General Equilibrium (SCGE) models constitute a distinct category among various models because they combine spatial and macroeconomic modelling. The spatial economic models can be broadly classified into the following categories (according to Reference [12]): (i) top-down models, in which the general equilibrium model is identical to a country-wide model and the results are simply regionalized according to a predefined and usually constant disaggregation rule; (ii) bottom-up models, in which the general equilibrium methodology is applied directly at the regional level (see References [13–19]); and (iii) single region models. To our knowledge, two-layer models (i.e., national and regional combined) are absent in the literature.

A survey of bottom-up SCGE models is provided by Reference [20] using a classification of approaches based on the following features: (i) formulation of labour mobility; (ii) ways of handling discrepancies between investment and savings at a regional level; (iii) differentiation of locations of employment and expenditures; and (iv) consistency between central and regional public finances.

Another classification of spatial economic modelling uses the following criteria, according to Reference [21]: (i) the theoretical basis of the model (general equilibrium theory versus location theory and new economic geography); (ii) the spatial linkages, given that poor spatial resolution diminishes the accuracy of modelling spatial economic effects; (iii) the dynamics of the model and the type of foresight implemented in the model; and (iv) the labour market specification.
The challenges of spatial general equilibrium modelling for transport impact assessment are described briefly as follows, according to Reference [22]: (i) interfacing problems between the macroeconomic and transport models; (ii) the modelling of the influence of transport costs on sectoral production; (iii) the aggregation of micro-level data for product varieties in the macroeconomic model; and (iv) the problem of irrational agglomeration effects for regional economic activities.

In our model design, we addressed the interfacing problem by fully integrating transport modelling in the macroeconomic model. However, the transport model was more aggregated and had much lower resolution than fully-fledged transport models. We took care to account for transport cost in production and trade in all sectors. However, the sectoral segmentation, although more detailed than in other known models, is still aggregated with regard to micro-data for product varieties, due to data limitations. Regarding the issue of irrational agglomeration, we believe that our two-layer modelling approach improves the robustness of agglomeration projections because country-wide developments restrict the evolution of regional features and, thus, avoid unbounded agglomeration or dispersion.

Top-down models were initially based on the LMPST approach (acronym from the names of the authors Leontief, Morgan, Polenske, Simpson, Tower, also called “top-down regional extension”) as presented in Reference [23]. The authors apply a regionalisation of country-wide production by sector, but both the regional split shares and the interregional flows are constant in this approach. The disadvantages of this approach, according to Reference [14], are briefly as follows: (i) confinement of capital mobility within a single country level; (ii) absence of price differentiation between regions; and (iii) absence of endogenous adjustment of industrial location across the regions. To overcome drawbacks, other regional models have focused on introducing a flexible rather than fixed regional split of industries, as in References [24,25], and some of them have applied gravity-based formulations to derive the split, such as Reference [26].

To model industrial location across the regions, a vast body of literature employs the concept of attractiveness of a region approximated through a function that aggregates the performance of a region in terms of several criteria (features). Changes in the economy may modify the values of the regional features, hence, the value of the attractiveness indicator, thus driving changes in location choices of households and firms. The idea of using an aggregation function to measure the attractiveness of a region as a determinant of location choices draws on, among others, References [27–33]. The valuation of regional amenities is the same concept as evaluation of performance on criteria–features of a region. The aggregation of the amenities, as in Reference [28], as an attractiveness index, enters the household’s utility function, which further drives the location choice of residence. Similarly, the valuation of amenities drives migration flows, as in Reference [32]. The concept of amenities has its origins in literature dealing with quality of life indexes, and, in particular, the approaches that introduce amenities to explain regional disparities in wages, as in References [29,34,35]. The definition and measurement of amenities can include qualitative factors (i.e., other than income for households and cost of primary factors of production) which are important for the choice of location by individuals and firms. Several similar approaches can be found in the literature on regional economics, see References [28–43].

The early SCGE models were static in nature and were used mainly for comparative static policy exercises. The introduction of the time dimension was firstly concerned with the stock-flow dynamics of capital and labour, see References [44,45]; for a detailed discussion on the dynamics of spatial CGE models see Reference [46]. However, there is lack of literature regarding the introduction of stock-flow dynamics for the valuation of amenities and dis-amenities and their effects on the attractiveness index. Agglomeration driven by attractiveness of a region may imply accumulation of activity, labour, capital and population accompanied by economies to scale, but also accumulation in the use of resources, or degradation of environmental quality, accompanied by or dis-economies to scale. Both would further
drive amenity valuation upwards or downwards. Thus, a state variable, measured as a stock rather than a flow—for example, status of the environment—exerts a feedback effect on amenities, hence, on the attractiveness of regions. The stock-flow relationship exhibits economies or diseconomies to scale. The introduction of such stock-flow relationships is important to allow the model to find a balance in the location choices across the regions, instead of increasing location preferences for a region in an unlimited way, which is a serious drawback in some of the models in the literature. In addition, the regional layer of the GEM-E3-R model formulates amenity valuation, hence, attractiveness functions, using stock-flow relationships in a dynamic manner. This is a novelty of the model, compared to the existing literature.

We built on the standard version of the GEM-E3 model, see Reference [47], to develop the regional economic equilibrium model. The standard GEM-E3 model was extended to incorporate a detailed formulation of transport-related decisions of households and transport service supply sectors, following the modelling details provided in Reference [48]. The same model was also extended to formulate, in detail, the energy sector. The aim of the extended model is to study the economic impacts of decarbonization policies, similarly to References [49–51].

Computable general equilibrium (CGE) models are a distinct category of macroeconomic models, having neo-Keynesian or econometric macroeconomic models as main rivals. The CGE models inherited the Leontief inter-industrial input–output approach, see Reference [23], but formulate flexible functional forms for production and consumption functions instead of fixed technical coefficients. The CGE models rely on the Arrow–Debreu economic equilibrium theory and reproduce a price-driven simultaneous equilibrium of all markets for commodities and factors depending on microeconomic optimisation of utility and profit by consumers and producers, respectively. The Walras law, built into the model, ensures the balance of all flows of money (in constant terms), justifying a qualification of the model as general economic equilibrium, rather than partial equilibrium that characterise energy and transport sector models.

The CGE models have the advantage of accounting for all the interactions in an economy while handling demand and supply balancing consistently, regarding both volume and monetary transactions. The CGE model calculates the final status of the economy after reacting to an exogenous change and readjusting until reaching a new equilibrium. The consistency feature combined with the structural representation of microeconomic behaviours constitute the main advantages of the CGE modelling approach and justify the use of the model in impact assessment mainly regarding structural changes in the medium and long term. A CGE model ignores the way the economy transits through dis-equilibrium stages until reaching the general equilibrium. Bottlenecks, imperfections, and deficiencies, which may jeopardize the achievement of equilibrium, are outside the scope of a CGE model. Similarly, unused production capacities, deficits in financing, and persisting unemployment are not explicit in a CGE model.

In contrast, neo-Keynesian models are strong in representing dis-equilibria, unused capacities, debts, and unemployment, and, thus, have a short-term focus. The CGE models rely on a static dataset, albeit with numerous parameters that are difficult to estimate. The econometric models use time series to estimate the model parameters and include dynamic formulations aimed at capturing dynamic adjustments and often business cycles. However, the econometric and neo-Keynesian models are not fully consistent regarding the microeconomic foundation of decisions by consumers and producers. They also lack constraints to balance the uses and resources in the economy, either instantaneously or following a gradual long-term adjustment, as the CGE models are doing.

For these reasons, the CGE approach is clearly advisable (also supported by Reference [52]) for assessing the macroeconomic impacts of transport and energy sector restructuring, investment and relevant policy measures, such as CO₂ car standards and taxation.

The review in Reference [52] concludes that the following features of the CGE approach are important for achieving high quality in the modelling of the interplay between transport and the economy: (i) the resolution of the model regarding the transport network; (ii) the representation of
transport modal choices; (iii) the dynamic aspects of the model; and (iv) the flexibility of the functional forms. High resolution in the representation of transport networks and the choice of transport modes are difficult to incorporate in a full-scale CGE regional model due to the high computational complexity. We believe that our model has sufficiently high resolution for a CGE model, however, much less than transport-dedicated models. Our model formulates the dynamics of investment, although not with perfect foresight due again to computational limitations. However, it employs fully flexible functional forms both for consumption and production.

2.2. Overview of the GEM-E3-R Model

2.2.1. The Country-Wide Economic Equilibrium Model

The country-wide layer (CL) is a multi-sectoral, multi-regional, dynamic general equilibrium model (CGE). Compared to a standard economic equilibrium model, the CL introduces formulations to represent the location choices, the inter-regional flows, and the regional economic production and consumption subject to the country-wide (and EU-wide) economic equilibrium.

The CL model is a simultaneous system of mixed-complementarity conditions, derived as Kuhn–Tucker conditions of microeconomic optimization of the agents (i.e., suppliers and consumers) and equilibrium conditions covering all markets for commodities and primary production factors (i.e., labour and capital) simultaneously. The dual variables of the equilibrium conditions determine the prices of commodities and primary production factors. A balance equation acting as a closure of money flows represents the Walras law and, consequently, the model determines all except one of the prices (or a price index), which is the numeraire. The equilibrium runs over time dynamically based on stock-flow relations for capital, labour, and other variables. The optimisation of agents’ behaviours includes foresight, which adjusts over time myopically in the standard model version.

The agents are households, firms, and the government. They are specific to each country. Households derive demand for commodities and supply of labour from utility maximization under a budget constraint, which depends on revenues from wage salaries, dividends, and social benefits. Consumption splits in categories of utility drivers (e.g., food, health, entertainment, housing transport services) and form an aggregated utility function. The model formulates an optimization problem which maximizes utility subject to income to derive consumption by product and supply of labour (in other terms, participation in the labour market). The population and labour forces evolve in the future exogenously, based on assumed demographic factors. Labour mobility across regions is endogenous, depending on wage differentials and the regional attractiveness calculated for each region endogenously. At the country level, labour is mobile only among sectors within national borders.

Firms produce a single representative output by sector of activity. The outputs are differentiated depending on sector and country origin. The outputs are inputs to other sectors used together with primary production factors (labour and capital) to produce the output by sector of activity. Production functions aggregate the inputs to represent the possibility frontiers of production technologies. The production possibilities evolve over time driven by exogenous productivity factors. The model formulates an optimization problem by sector to represent the choice of the production factor mix as a result of minimization of total production cost, assuming price-taking for all inputs, subject to the production technology possibility frontier. Within a year, capital stock acts as a restriction of the volume of production by sector. The model includes investment functions to project the increase or decrease in capital stock over time. The investment functions depend on the rate of return of existing capital stock, derived from the static equilibrium, and a foresight of the likely evolution of demand for the sector’s output in the future. The implementation of investment employs fixed proportions of goods and services, such equipment goods, construction, and several types of services, which further constitute part of the demand for goods and services in the economy.

The commodities, being distinct by sector and country of origin, are non-perfect substitutes for each other in the formulation of commodity trading, and in all choices for consumption or production
The model provides the possibility to specify some commodities as non-tradeable. Furthermore, the model assumes that all markets of commodities and primary production factors operate under perfect competition conditions, which imply that prices derive from marginal costs and all agents are price takers.

The government acts as a final consumer of commodities for public consumption and investment. The model includes the non-market services sector to formulate production, choice of inputs, and investment of the public sector. The model included a variety of fiscal policy instruments, which aim to collect revenues to finance public investment (determined exogenously) and subsidies to firms or households, along with policy instruments for social benefits, social security, and transfer payments.

Labour, distinguishing a few typical skills, is fully endogenous regarding both demand and supply. Demand for labour skills derives from cost optimization of production by sector of activity. A Phillips curve, depending on labour force availability and unemployment, determines the relationship between the real wage rate and the labour market unemployment equilibrium by type of skill. The Phillips curve represents frictions in the labour market due to the trade unions’ market power and other imperfections, such as mismatches in skill demand and supply. Thus, the curve supports a shift of labour supply function driving equilibrium unemployment, see Reference [53], which is higher than natural unemployment. The skill types are distinguished in the model only for the purpose of capturing wage differentials and productivity differences.

The CL model covers the global economy. The country resolution distinguishes all European countries individually, as well as major neighbouring countries (Table 1). The model distinguishes the G20 countries individually and divides the rest of the world into regions by grouping together the respective countries. The CL model segments the economy into 37 distinct sectors of activity, hence, 37 distinct goods and services for each country or group of countries.

Table 1. Geographical coverage of the GEM-E3-R country layer (CL).

| Number | Country/Region    | Number | Country/Region     |
|--------|-------------------|--------|-------------------|
| 1      | Austria           | 26     | Sweden            |
| 2      | Belgium           | 27     | Romania           |
| 3      | Bulgaria          | 28     | Switzerland       |
| 4      | Cyprus            | 29     | Norway            |
| 5      | Czech Republic    | 30     | Albania           |
| 6      | Croatia           | 31     | North Macedonia   |
| 7      | Germany           | 32     | Serbia            |
| 8      | Denmark           | 33     | Bosnia and Herzegovina |
| 9      | Spain             | 34     | Montenegro        |
| 10     | Estonia           | 35     | Turkey            |
| 11     | Finland           | 36     | Russia and Caspian |
| 12     | France            | 37     | Belarus           |
| 13     | United Kingdom    | 38     | Ukraine           |
| 14     | Greece            | 39     | Moldova           |
| 15     | Hungary           | 40     | North Africa      |
| 16     | Ireland           | 41     | Middle East and Persian Gulf |
| 17     | Italy             | 42     | USA and Canada    |
| 18     | Luxembourg        | 43     | Japan and South Korea |
| 19     | Latvia            | 44     | Oceania           |
| 20     | Malta             | 45     | China             |
| 21     | Netherlands       | 46     | India             |
| 22     | Poland            | 47     | Other Asian countries |
| 23     | Portugal          | 48     | South and Central America |
| 24     | Slovakia          | 49     | sub-Saharan Africa |
| 25     | Slovenia          | 50     | Rest of the world |

The segmentation of industrial sectors (Table 2) is appropriate for capturing the changes implied by transport decarbonization and electrification. For this purpose, the model distinguishes between...
electricity generation, electricity networks, and the fuelling sectors, including biofuels, and between car manufacturing and electric goods industries. The regional dataset specifies different regional endowments in the type and intensity of renewable resources, as some regions having high solar potential differ from those having high wind potential and those having high biomass feedstock production possibilities.

Table 2. Sectoral coverage of the GEM-E3-R model.

| Number | Category                                                                 | Number | Category                          |
|--------|---------------------------------------------------------------------------|--------|-----------------------------------|
| 1      | Agriculture (other than wheat, cereal grains, etc., and oil seeds)         | 20     | Textile and leather products      |
| 2      | Wheat, cereal grains, sugarcane, sugar beet                               | 21     | Mining and quarrying              |
| 3      | Oil seeds                                                                 | 22     | Other industries                  |
| 4      | Coal                                                                      | 23     | Construction                      |
| 5      | Crude oil                                                                 | 24     | Freight road transport            |
| 6      | Oil refinery                                                              | 25     | Freight rail transport            |
| 7      | Gas                                                                       | 26     | Freight maritime transport        |
| 8      | Electricity generation                                                    | 27     | Freight aviation                  |
| 9      | Electricity networks                                                     | 28     | Passengers public road transport  |
| 10     | Ferrous metals                                                            | 29     | Passengers maritime               |
| 11     | Non-ferrous metals                                                        | 30     | Passengers aviation               |
| 12     | Chemical products                                                         | 31     | Wholesale and retail trade; repair of motor vehicles and motorcycles |
| 13     | Paper and pulp                                                            | 32     | Accommodation and food service activities |
| 14     | Non-metallic minerals                                                     | 33     | Information and communication     |
| 15     | Electric goods                                                            | 34     | Financial and insurance activities |
| 16     | Car manufacturing                                                        | 35     | Real estate activities            |
| 17     | Other transport equipment                                                 | 36     | Other market services             |
| 18     | Other equipment goods and fabricated metals                               | 37     | Non-market services               |
| 19     | Food, beverages, and tobacco                                              |        |                                   |

The database of the model uses statistics from Eurostat (National Accounts, Public Finance, Input-Output tables, Labour statistics), WIOD (World Input-Output Table) and GTAP (Global Trade Analysis Project). A special routine performs model calibration, that is calculation of scale parameters of production and consumption functions to allow the model reproducing the base year statistics exactly. The model projects the entire structure of production, consumption and market equilibrium for all sectors and countries listed in Tables 1 and 2.

2.2.2. Overview of Functional Forms Used in the Model

The production functions in the model represent nested choices of the production factor mix. The structure of the nesting (Figure 1), often called a nested scheme, is important for the magnitude of substitution or complementarity among the production factors. At each level of the nest, a single Allen substitution elasticity applies, but the values of elasticities differ across the nesting levels. In all levels, the functions aggregating the respective production factors followed the constant elasticity of substitution (CES) algebraic form, which involves scale parameters and an elasticity of substitution. The scale parameters are determined during calibration using the value shares of production inputs. Using dynamic calibration techniques, we vary the scale parameters over time, in particular for transport and energy choices, to make restructuring options possible, for example, regarding alternative fuels and electric vehicles. The same techniques are used to link the detailed transport or energy models to the economic model, so as to make the latter able to mimic the restructuring projections of the detailed models. In this manner, the production functions can produce input mixes like the fuel and technology mix suggested by transport and energy models in the context of decarbonization scenarios. We use
this technique to link the general equilibrium model with projections using the PRIMES-TREMOVE models, which also operate in the E3MLab laboratory. In this manner, we introduce the transport and energy sector restructuring projections, calculated in dedicated models, in the economic and regional models to assess economic impacts adequately.

The scale parameters are determined during calibration using the value shares of production inputs. The investment functions are specified by sector of activity and determine the evolution of the stock of capital in the future. Within the static equilibrium the stock of capital by sector is given, and services with a distinction by country of origin. The product varieties are not perfect substitutes and the costs of primary production factors:

\[
c_i = f_i^{-1} \sum_j \left( \delta_{i,j}^{(a)} \cdot \sigma_{i,j}^{(a-1)} \cdot \tau_{i,j} \right)^{1/\sigma} \\
\frac{p_{i,j} X_{i,j}}{c_i X_i} = f_i^{(a-1)} \cdot c_{i,j}^{(a-1)} \cdot \tau_{i,j} \cdot \delta_{i,j} \left( \frac{c_i}{p_{i,j}} \right)^{\sigma - 1}
\]

The \( j \) index in the above formulation spans the production inputs. This index spans all goods and services with a distinction by country of origin. The product varieties are not perfect substitutes for each other, following the well-known Armington assumption, as in Reference [54].

The cost of using labour and capital in production depends, respectively, on wage rates \((w)\) and the unit capital cost \((r)\), both derived as equilibrium prices of the respective markets. Exogenously determined tax rates and social security contribution rates also affect the costs of primary production factors.

The investment functions are specified by sector of activity and determine the evolution of the stock of capital in the future. Within the static equilibrium the stock of capital by sector is given, acting as a constraint on potential output. The investment behaviour depends on anticipation of profitability by sector in the future, depicted by the endogenously determined rate of return on capital, the anticipation of future demand for the output of the sector, the cost of building new capital, and the rental cost of capital. The latter depends on interest rates derived in the model from the equilibrium of capital markets in an aim to represent how financial conditions influence profitability and thus
investment. The formulations allow for capital mobility, but the allocation of capital to sectors and countries depends on assumptions that may differentiate interest rates and policy options obstructing or facilitating capital mobility. The model uses an investment matrix with fixed technical coefficients to transform investment by sector into demand for goods and services that implement the investment.

The model treats public investment in infrastructure, also in the transport sector, as exogenous. The implementation of investment in infrastructure transforms into demand for goods and services via an investment matrix, as for all other investment. Also, the accumulation of transport infrastructure investment, thus the increase in physical capital, induces positive productivity growth effects. The capital stock driving productivity changes is a mechanism that has rarely been seen in the literature of economic modelling. The aim is to capture the productivity effects of transport infrastructure, for example, the reduction in travelling times and the ensuing increase in productivity of labour and capital. The magnitude of the effects on productivity is specified exogenously, based on information collected from a vast literature of econometric estimation of productivity trends by sector in developed countries. Public investment also requires financing, which adds to the demand for funding in the economy and may increase the scarcity of capital, thus inducing an increase in interest rates. The model applies options to delimit the broadness of capital markets, as scarcity can be different when capital markets clear in the entire EU or on a country-by-country basis. The current version of the model does not allow for financial disequilibrium within the static equilibrium; thus, savings and investment must be balanced every year. This is a restrictive assumption as it cannot capture the mechanism of raising public investment in infrastructure expecting long-term repayment from accumulation of savings enabled by derived productivity growth. The static balancing implies that the rise of interest rates may obstruct public investment in case the funding affects capital scarcity. We plan to revise this assumption in future versions of the model.

The model formulates a representative household by country or region for the determination of consumption in durable and non-durable goods, together with savings and labour supply, as a result of intertemporal utility maximization subject to revenue constraint, which also depends on labour supply indirectly. As the simulation over time is sequential, the model transforms the intertemporal utility into a steady-state utility formulation and then applies optimization to derive consumption. A utility function aggregates the volumes of consumption of goods and services (Figure 2) using parameters that represent preferences. The formulation makes sure that the mix of goods and services meet requirements for minimum subsistence consumption levels and derives utility from the additional amounts of consumed goods. The revenues depend on wages, dividends, taxes, social benefits, and social security contributions, as well as transfers to or from abroad. The utility function is a nested linear expenditure system (LES) model. The first level of the nest combines savings and aggregated consumption, whereas at the second level, aggregated consumption splits into nested choices of product or services types. The formulation of private consumption distinguishes between durable and non-durable goods and considers durable goods by type as well as their consumption of non-durable goods.
The general form of the LES formulation for a household in country \( c \) involves minimum subsistence amounts \( y_i \) and marginal utility parameters \( b_i \) for every consumption by product category \( (D_i) \) and savings. Savings can be considered as utility-enabling with zero subsistence amounts. The constraint represents income, which partly depends on labour supply. The utility function has the following general form (often called Stone-Geary utility function):

\[
U_c = \prod_i (D_i - \gamma_i)^{b_i}
\]  

(3)

Consumption is valued at market prices, assuming that households are price-takers, and savings are valued using a subjective discount rate influenced by market interest rates.

2.2.3. The Regional Economic Equilibrium Model

The purpose of the sub-country layer (SCL) model is to downscale the projections of the country-wide (CL) model to the regions. The SCL model includes the following main formulations for downscaling: (i) the SCL model determines the regional location of population/labour and production capacities of sectors depending on the relative attractiveness of the regions; (ii) given the regional endowment of primary production factors, the SCL model calculates production, consumption, income, and bilateral trade at a regional level; (iii) given regional production, the SCL model determines the accumulation of factors (state variables) that affect the valuation of amenities and dis-amenities of regions, which further influence the attractiveness of the regions in a subsequent time period; (iv) given sectoral activity and labour of regions, the model calculates inter-regional flows of goods and services and commuting.

Households derive utility from the consumption of goods and services, as well as from local amenities. The indirect utility (i.e., the maximum utility under income constraint) depends on prices of goods \( (p) \), wages \( (w) \), price of capital \( (rc) \), and the amenities and dis-amenities measured by a vector \( a_u \), which is an aggregation of the individual amenities and dis-amenities forming an attractiveness index, as follows (where \( U \) is a functional form formulated as a LES utility function). Increasing amenities implies higher utility, while the opposite holds for dis-amenities.

\[
u = U(w, rc, p; a_u) \text{ with } \frac{\partial U}{\partial w} \geq 0 \frac{\partial U}{\partial p} \leq 0 \text{ and } \frac{\partial U}{\partial a_u} \geq 0 \text{ or } \frac{\partial U}{\partial a_u} \leq 0\]  

(4)

Cost of production by sector of activity depends not only on the prices of primary factors of production and the prices of other intermediate inputs, but also on local amenities and dis-amenities,
which influence the productivity of factors. Also, the amenities influence the attractiveness of a region for the location of a new productive investment. Thus, the amenities influence the location of production activities dynamically. Similar mechanisms can be found in References [33,40,41,43].

The indirect cost function (i.e., the minimum cost for given volume of output) depends on factor prices, such as wages \( w \), cost of capital \( r_c \), and the prices of intermediate goods and services \( p \), as well as on amenities, denoted by a vector \( a_c \), that is an aggregation of the individual amenities and dis-amenities forming an attractiveness index.

\[
c = C(w, r_c, p; a_c) \text{ with } \frac{\partial C}{\partial w} \geq 0, \quad \frac{\partial C}{\partial r_c} \geq 0, \quad \frac{\partial C}{\partial p} \geq 0 \text{ and } \frac{\partial C}{\partial a_c} \geq 0 \text{ or } \frac{\partial C}{\partial a_c} \leq 0 \tag{5}
\]

The aggregation of amenities \( (a_{ui}, i = 1, \ldots, n) \) forming the attractiveness index employs a CES (constant elasticity of substitution) non-linear function \( f_u \), having slopes that are increasing for amenities and decreasing for dis-amenities. The function is linearized in the calibration of the model, as a linear combination of amenity values weighted by marginal utilities attributed to the amenities.

\[
a_u = f_u(a; i = 1, \ldots) = \sum_i \frac{\partial U}{\partial a_i} a_i \tag{6}
\]

Similarly, the amenities \( (a_{cj}, j = 1, \ldots, m) \) that influence production costs form the attractiveness index for industries \( a_c \) using a constant elasticity of substitution (CES) aggregation function \( g_c \), having slopes that are increasing for amenities and decreasing for dis-amenities. The function is linearized in the model calibration as a linear combination of amenity values weighted by the marginal productivities attributed to the amenities.

\[
a_c = g_c(a; j = 1, \ldots) = \sum_j \frac{\partial C}{\partial a_j} a_j \tag{7}
\]

In the above formulas, the use of CES aggregation functions implies a non-perfect substitution among amenities.

The model valuates the regional amenities using stock-flow equations that involve state-variables and accumulation of resources \( k \). The changes in stock variables, \( S_k \), affect the value of amenities non-linearly to capture economies or dis-economies of scale that further influence location choices. The stock variables depend on these location choices dynamically over time. The relationship between stock variables and amenity values follows a Fréchet function to capture saturation and acceleration effects, depending on parameter values, as in Reference [36].

\[
a_u \text{ or } a_c = e^{-(S_k^{1-\sigma})} \tag{8}
\]

Among, the stock and resource variables, it is worth mentioning that transport possibilities among regions is among the drivers of location choices, depending on transport infrastructure, congestion, and transport costs, as in References [55,56]. The model quantifies a regional accessibility index, formulated as a Cobb-Douglas aggregation function, to measure accessibility \( A_r \) of a region \( r \), depending on explanatory factors denoted by the vector \( W_{nr} \).

\[
A_r = \sum_n (W_{nr})^{\zeta_r} \tag{9}
\]

The location choices are discrete when decided by individual households and firms. At the aggregate level, the model calculates the frequencies of discrete choices by households and thus captures heterogeneity of preferences and technologies, including for the location decisions of households and firms. The model formulates the frequency of location choices and not the discrete choices to represent idiosyncratic preferences, as in References [36,37]. The frequencies of location choices follow a Gumbel probability distribution function, which depends on the valuation of utility-enabling attributes, such
as amenities and dis-amenities that form regional attractiveness. The combination of idiosyncratic preferences and returns to scale linking amenities to state variables can lead to regional specialization and non-convergence of the regions, as in References [57–59]. The combination of the discrete choice model for locations and the dynamic stock-flow relationships constitutes the agglomeration and dispersion mechanisms formulated in the regional economic model.

The abovementioned formulation of amenities and their valuation influenced by the dynamics of state variables concerns the choice of regional location of investment and labour, but not the choice of investment in infrastructure. The latter has social and environmental effects that also affect the state variables. However, the model captures only the positive effects of investment in infrastructure, which derive from improved accessibility of a region. Other works in the literature, such as Reference [60], evaluate social, environmental, and other factors in the choice of investment infrastructure.

The model employs a generalized extreme value (GEV) distribution function to derive the frequencies of location choices. In other words, the indirect utility and the cost functions follow a GEV distribution, as in Reference [37]. Thus, the frequency of choosing region \( r \) as a location by households and firms is as follows, where \( \beta_{hr} \), \( \beta_{fr} \) represent scale parameters and \( \epsilon \) are elasticities:

\[
R_{shh} = \frac{\beta_{hr} \cdot U_r}{\sum_r \beta_{hr} \cdot U_r}
\]

\[
R_{shf} = \frac{\beta_{fr} \cdot (1/C)}{\sum_r \beta_{fr} \cdot (1/C)}
\]  

(10)

The model uses a dynamic partial adjustment mechanism, which applies the desired location, seen in Equation (10), gradually over time. In this manner, the model avoids abrupt changes of location.

Among the attributes influencing the choice of location, we mention the following:

- The human capital availability which is approximated by skilled labour;
- Physical capital availability;
- Capital profitability which is approximated by the ratio of the investment cost to the rental price of capital;
- Natural resources (the model maps the resource-based activities to the location of the natural resources);
- Vertical integration which simulates the incentive of certain industries to form clusters;
- The market size, which is often mentioned as the home market effect in the New Trade theory.

The choice of location of households is also assumed to be influenced by the environmental quality, approximated by the CO₂ emissions per NUTS-3 zone, disposable income, and population density. We use the CO₂ emissions, calculated by the model, as a proxy of air pollution in a region, as CO₂ is due to the combustion of fossil fuels, which is the source of air pollutants, such as sulphur, nitrogen oxides, and particulates. The transport-related indicators, which influence the location choice of both businesses and individuals, are used to evaluate the accessibility index by region.

The formulation of regional attractiveness captures the following important aspects of regionalization: (i) positive externalities stemming from agglomeration due to the coexistence of certain activities (e.g., activity specialization and industrial integration, cities as enablers of social networks, regions able to attract highly skilled labour, etc.); (ii) negative externalities in relation to resources and cross-effects among state variables (e.g., conflicts between tourism and heavy industry); and (iii) limitations deriving from geography, transport or infrastructure (e.g., regions adjacent to more than one country having higher opportunities to attract activity compared to peripheral regions).
Once located, the households supply labour both to local and adjacent regional markets, depending on relative wages and the commuting time. The commuting part of the labour force among any pair of adjacent regions \( LCM_{r,s} \) is determined according to:

\[
LCM_{r,s} = LCM_{r,s}^{tot} \cdot \frac{shLCM_{r,s} \cdot (\frac{W_{s,t}}{tcm_{s,t}})\varepsilon}{\sum_{ss} shLCM_{r,s} \cdot (\frac{W_{s,t}}{tcm_{s,t}})\varepsilon} \tag{11}
\]

Equation (11) also draws on discrete choice theory. The attributes influencing the choices include the regional wages \( W_{s,t} \) and the commuting costs that further depend on transportation and time costs \( tcm_{r,c,t} \). The formula uses \( shLCM_{r,s} \) as weights reflecting the habits of commuters and the elasticity \( \varepsilon \) representing the easiness of commuting and the influence of other factors. The model adds transport costs and cost of time for commuting to workplaces as factors that influence residence location in relation to the workplace. The spatial resolution of this representation is, however, too aggregated to represent commuting adequately. However, data limitations and computational complexity do not allow going deeper than the NUTS-3 regional segmentation.

The model considers that the regional origin defines distinct varieties of goods and services, and thus applies imperfect substitution among goods of different regional origin. Both the households and the production sectors determine demand for the regional varieties as part of the nested choices. The choice of varieties depends on relative costs that reflect regional economic features and transport costs, depending also on accessibility. When transport infrastructure develops and improves the accessibility of a region, transport costs reduce, which implies that the menu of varieties available for selection is enlarged, inducing efficiency gains in the aggregation of varieties. The mechanism is similar to the love-of-variety formulation used in economic trade models, which were firstly specified by Dixit and Stiglitz, see Reference [61], as illustrated by the equation below.

\[
U = \left( \sum_{r} q_{r}^{\rho} \right)^{\frac{1}{\rho}} \quad 0 < \rho < 1 \tag{12}
\]

The frequency of an investment by sector \( j \) to be implemented in a region \( r \) follows a GEV distribution function depending on the attractiveness index \( AI_{j,r} \), as seen by the sector \( j \) that aggregates the values of the various features of the region (costs, proximity to resources, access to cheap labour or adequate skills and transport costs) entering the cost function \( c_{j} \).

\[
INV_{j,r} = \frac{a_{j,r}(c_{j}(\ldots, AI_{j,r}))^{-\varepsilon}}{\sum_{a} a_{j,s}(c_{j}(\ldots, AI_{j,s}))^{-\varepsilon}} \tag{13}
\]

The locational choices for investment determine the capital stock dynamically, which acts as a constraint on regional production in the next period. The funding of investment expenditures by region has to match investment expenditures within the same sector, as calculated at a country level. Public investment and consumption are exogenously allocated to regions. Likewise, to the national part of the model, investment by sector implies demand for equipment goods and construction, based on fixed technical coefficients.

To calculate interregional trade flows, the regional economic model employs a formulation based on distances and transportation costs, as well as on production costs and behavioural parameters, the latter representing preferences. The formulation aims to capture the influence of several factors, such as infrastructure development, transport technologies and fuel costs, and the possible improvement in the accessibility of regions. The calculation of trade flows is performed step-wise:

- At the first stage, imports are differentiated by country of origin (i.e., intra-national imports versus international imports);
At the second stage, the consumption of imported goods is further disaggregated into consumption by region of origin.

The equation below illustrates the calculation of trade flows, $TRF_{j,r,s}$, of product $j$ between regions $r$ and $s$.

$$\frac{TRF_{j,r,s}}{Y_{j,s}} = \frac{XD_{j,r}}{TXD_{j}} \left(\frac{PI_{j,s}}{PI_{j,r}}(1 + tcst_{j,r,s})\right)^{1-\sigma}$$ (14)

The equation relates the share of trade flow from $r$ to $s$ over product demand $Y_{j,s}$ in the $s$ market to the regional share $XD_{j,r}/TXD_{j}$ of product $j$ in production in the country of origin and the cost factors that include transport costs, $tcst_{j,r,s}$, and relative regional prices. The elasticity $\sigma$ represents trade impediments and imperfect substitution of product varieties depending on the origin. The transport costs derive as the weighted average cost of transport modes including cost of time.

The regional economic equilibrium model is a very large mathematical problem, as it covers NUTS-3 (approximately 3000 regions) and 37 goods and services per country. For a non-linear mixed complementarity problem of this size, computational limitations are considerable (mainly memory limits). To overcome the computational difficulties, we apply an iterative algorithm consisting of running the regional model per region in a parallel computing framework, assuming interregional flows as given in intermediate steps and applying a collection of the results for the regions to run the gravity model for all regions simultaneously and, thus, derive the interregional flows. The adjusted flows update the fixed interregional exchanges in the isolated regional models which run again in parallel. The iterations continue over time using the stock-flow relations, which concern capital stock, labour, and the state and stock variables that affect the valuation of amenities, hence, the attractiveness of regions that are adjusting dynamically.

3. Model Application

This section presents an application of the regional economic equilibrium model to an impact assessment of development of electrification of cars and the recharging infrastructure. The transport restructuring case also involves the development of advanced technology biofuels and reduction in the use of oil products. The parameters for transport sector restructuring came from simulations using the PRIMES–TREMOVE model.

Firstly, we quantify a base case scenario that excluded electrification and biofuels. Then, we quantify the transport sector restructuring case regarding economic and regional impacts. We draw conclusions from the comparison of the restructuring scenario to the base case.

The model’s regional dataset has limitations: not all data on NUTS-3 regional resolution are real (statistically observed) for all activity locations. Part of the dataset on NUTS-3 results from calibration techniques, mainly using a gravity model. The model results presented in this chapter are subject to further fine tuning to improve the realism for specific regions.

3.1. Base Case Scenario

The base case scenario uses various exogenous sources regarding the evolution of the population, labour force, and productivity. The data sources were the European Commission’s 2018 Ageing report, see Reference [62], United Nations demographic projections, International Labour Organisation projections of labour force, and various forecasts by the International Monetary Fund, World Bank, and others. At the sub-country level, population projection also used data from Eurostat.

3.2. Policy Scenario for the Transport Sector

The electrification of mobility (mainly cars, light-duty vehicles, buses, and rail) and the use of sustainable biofuels (advanced technology based on lignocellulosic feedstock) are the results of transport sector simulations using PRIMES–TREMOVE for scenarios that meet the EU targets for 2030, as in References [3,4]. During the early stages of the transition towards industrial maturity,
electric vehicle technologies and batteries have rather short travelling ranges. Consumers hesitate purchasing electric cars unless they see that a battery recharging network has a sufficient geographic coverage. The transport restructuring scenario assumes development of recharging infrastructure in stages along with the expansion of the market for electric vehicles. Within the scenario logic, the electric car and battery manufacturing industries anticipates the market development and invests. Thus, the industry experiences a decrease in the costs of cars and batteries along the learning-by-doing curve. Cost reductions further enable higher consumers’ uptake dynamically. The quantification of learning-by-doing dynamics and the ensuing decrease in costs of batteries and biofuels are exogenous assumptions, using information coming from the transport sector restructuring scenarios based on the PRIMES–TREMOVE model. Several scenario variants are available to explore different cost evolutions. In most of the scenarios, high learning rates imply that the levelized cost of electric cars becomes lower than for internal combustion cars in the long term. However, the industry needs time to tap into the learning benefits and the horizon to 2030 is rather short for achieving the full learning potential. The main policy measures are the continuous decrease in the CO$_2$ car standard and the development of recharging infrastructure.

The agricultural sectors benefits from the development of biofuels from lignocellulosic feedstock converted into fungible hydrocarbons using Fischer–Tropsch technology. This technology is sustainable and does not use food-related feedstock. The agricultural sectors will thus see increased activity to supply the biomass feedstock domestically. The electric goods sector produces batteries for electric vehicles and components used in the recharging system. The car manufacturing industry produces the vehicles. The recharging infrastructure requires goods from the metals industry, electronics, other equipment goods industries, and services. Finally, the sectors supplying public passenger transport services, especially rail, will also see increased demand due to modal shifts. The oil industry, including the sectors of oil refining and the distribution of liquid fuels, will see a reduction in demand and a declining activity, despite maintaining the use of oil in other sectors, notably in petrochemicals.

Fiscal revenues will be affected by the restructuring in transport, as revenues from excise taxes on oil products will decrease and cannot be replaced by tax revenues from excise taxes on biofuels and electricity. Currently the latter taxes are small and are unlikely to increase in the future to continue supporting market penetration of alternative fuels. The increased domestic activity induced by the production of biofuels, electric vehicles, and grid components will drive tax revenues upwards, but the tax rates will be relatively low compared to the taxation of oil products. Given that the model includes an endogenous mechanism to achieve equilibrium in public finances, other taxes will have to rise to compensate for the loss in revenue, in the case taxation is low, or subsidies will have to be applied on alternative fuels and technologies.

To illustrate the model’s properties, we present below a scenario to the horizon of 2030, which assumes that five Member States of the EU promote electric cars by means of carbon dioxide emissions standard, apply efficiency standards to reduce energy consumption in public and freight transport and impose blending mandates to increase the share of biofuels in liquid fuels. Also, other measures promote the use of rail among the competing modes of freight transport. The implied changes can be seen in Tables 3–5.

The countries under consideration were: Austria (AT), Germany (DE), Italy (IT), the Netherlands (NL), and the United Kingdom (UK). These regions were further decomposed at the sub-country level: Austria was decomposed into nine regions; the Netherlands into 12; United Kingdom into 42; Italy into 21; and Germany into 38. These regions cover approximately 46% of the EU28 population, account for 47% of the European GDP, and 39% of transport-related energy consumption, according to Eurostat regional statistics, see Reference [63].

The policy scenario projections show that the policies enable fuel switching in favour of biofuels and electricity, increase the share of electromobility cars and the use of rail, while reduce demand for oil products. The total reduction in oil consumption in the six countries is 12% in 2025 and 20% in 2030, compared to the base case.
Table 3. Market shares of vehicle technology types in 2030.

| Technology                  | Austria | Germany | UK     | Italy  | Netherlands |
|-----------------------------|---------|---------|--------|--------|-------------|
|                             | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario |
| Passenger Rail Fuels        | 9.4%     | 7.0%    | 7.2%    | 5.4%    | 27.5%     | 20.6%    | 7.2%    | 5.4%    | 6.9%     | 5.2%     |
| Passenger Rail Electricity  | 90.5%    | 93.0%   | 92.8%   | 94.6%   | 72.5%     | 79.4%    | 92.8%   | 94.6%   | 93.1%    | 94.8%    |
| Public Road Transport Fuels | 98.5%    | 90.1%   | 97.7%   | 89.7%   | 99.1%     | 89.0%    | 97.7%   | 89.7%   | 98.9%    | 89.9%    |
| Public Road Transport Electric  | 1.5%     | 9.9%    | 2.3%    | 10.3%   | 0.9%      | 11.0%    | 2.3%    | 10.3%   | 1.1%     | 10.1%    |

Table 4. Shares of fuels and electricity in public passenger and freight transport in 2030.

| Technology                  | Austria | Germany | UK     | Italy  | Netherlands |
|-----------------------------|---------|---------|--------|--------|-------------|
|                             | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario |
| Electric Vehicle            | 1.0%     | 21.0%   | 3.2%    | 19.2%   | 0.038     | 23.8%    | 0.8%    | 20.8%   | 2.6%     | 22.6%    |
| Plug-in Hybrid              | 8.2%     | 28.2%   | 10.0%   | 30.0%   | 0.08      | 28.0%    | 6.6%    | 26.6%   | 6.3%     | 26.3%    |
| Hybrid not plug-in         | 18.9%    | 38.9%   | 30.2%   | 46.2%   | 0.252     | 45.2%    | 15.2%   | 35.2%   | 21.1%    | 41.1%    |
| Internal Combustion Engine | 71.9%    | 11.9%   | 56.6%   | 4.6%    | 0.63      | 3.0%     | 77.4%   | 17.4%   | 70.0%    | 10.0%    |

Table 5. Share of biofuels.

| Year | Austria | Germany | UK     | Italy  | Netherlands |
|------|---------|---------|--------|--------|-------------|
|      | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario | Base Case | Scenario |
| 2025 | 8.5%     | 13.5%   | 7.0%    | 12.0%   | 5.1%      | 8.1%     | 5.1%    | 10.1%   | 5.0%     | 10.0%    |
| 2030 | 8.8%     | 18.8%   | 7.0%    | 17.0%   | 5.3%      | 13.1%    | 5.3%    | 15.3%   | 5.2%     | 15.2%    |
3.3. Results of the Country-Wide Economic Equilibrium Model

Table 6 summarizes the macroeconomic impacts of the transport policy scenario on the national economies, showing percentage changes of macroeconomic variables relative to the base case projection.

| Country | Variable | 2025     | 2030     | 2025     | 2030     |
|---------|----------|----------|----------|----------|----------|
| Austria | % change of GDP from the Base Case | −0.05% | −0.11% | 0.09% | 0.16% |
| Germany | % change of Private Consumption from the Base Case | 0.07% | 0.10% | 0.10% | 0.18% |
| UK      | % change of Private Consumption from the Base Case | −0.07% | −0.10% | 0.02% | 0.05% |
| Italy   | % change of Private Consumption from the Base Case | −0.06% | −0.11% | 0.00% | 0.01% |
| Netherlands | % change of Private Consumption from the Base Case | 0.04% | 0.05% | 0.05% | 0.10% |

In general, the macroeconomic impacts are small in magnitude. The impacts on GDP and total investment are slightly negative in all countries except for the Netherlands, but they are slightly positive for private consumption and employment. Both exports and imports slightly increase except for the imports in the Netherlands.

The transport sector restructuring essentially replaces imported oil products by alternative fuels, such as electricity and biofuels, produced domestically and increases the manufacturing of equipment, also domestically. The direct effects are positive for domestic activity in the production sectors, hence, also for employment and investment. However, the scenario technology cost assumptions imply a small increase in the levelized cost (i.e., total cost per unit of transport activity including capital, fixed, and operation costs) of transport services, both for public and private transport, compared to the costs in the base case. The increase in costs derives from the assumption that biofuels are more expensive than oil products and electric cars are more expensive than conventional ones in terms of levelized costs, because the scenario assumes that the horizon until 2030 is rather short and will not allow for fully tapping onto the learning potential. In the logic of the same transport scenario, electric cars achieve levelized costs below those of conventional cars after 2030. The increase in costs is small up to 2030, but still significant enough to induce crowding out effects. The aim of our macroeconomic and regional impact assessment is however to demonstrate that activity and employment may possibly see positive developments at least in several regions despite the increase in transport costs during the early stages of the transition.

Crowding out effects are shifts in the use of revenues by households and firms, and losses of competitiveness in foreign trade. Increased cost of transport implies that households and firms have less money to spend on other products and services and for durable goods and investment. As the period until 2030 is rather short to allow full exploitation of the learning potential of the new technologies, the transition period is costly for transport services and so the induced productivity improvement does not allow the economy to regain full competitiveness and offset the crowding out effects.

The shift away from oil products favours sectors that are more labour intensive than the oil industry. Such sectors are agriculture, which produces biofuels, and equipment goods industries, which
produce vehicles and electric components. Service sectors also benefit from the same substitution and are also labour intensive. Shifting activity towards sectors with high labour intensity is favourable for employment and private consumption due to the increased revenues from both the rise in employment and wage rates, as lower unemployment implies higher wage rates. At the same time, shifting away from capital-intensive sectors implies lower overall investment, as investment per unit of production is slightly lower in labour-intensive sectors compared to capital-intensive ones.

Consequently, the rise in domestic activities drives an increase in GDP. Labour intensity also increases GDP thanks to private consumption but crowding out effects due to the increase in transport costs imply losses of GDP. The net effect on GDP may be positive or negative depending on the particular conditions prevailing in each country. However, the negative effects seem to be slightly higher than the positive ones, because the period up to 2030 is rather short and does not allow the full attainment of the learning-by-doing potential for alternative vehicle and fuel technologies. Higher learning in the long term would allow for a reduction of the effects on transport costs, thus, an offset of the negative economic impacts due to the crowding out effects. The positive effects from the rise in activity would then overcompensate for the cost effects and, thus, impacts on GDP, investment, and employment turn positive in the longer term. Needless to say, if we assume that electric cars have a lower levelized cost than conventional ones already before 2030, the economic effects would become positive throughout. This equally applies to biofuels.

3.4. Results of the Regional Economic Equilibrium Model

The regional economic effects are found not uniform across the regions (Figures 3–6). They depend on several features of the regional economies, which mainly concern the specializations and the resource endowments of the regions. A region with resources able to produce biofuels will see a rise in activities that would be beneficial to the regional economy, activity, income, and employment via the multiplier effect. A similar benefit can be seen in regions that have specialized industries producing vehicles and electric components or batteries. Wage rates may increase in regions benefiting from labour-intensive activities, such as production of biofuels and equipment goods and, thus, private consumption will increase but some sectors, notably services, may be negatively affected by the rise of wages. But probably, the rise on demand would offset the negative impacts on service sectors. The rise in wages and employment will make regions more attractive for labour location but migration will reduce the pressure on wages dynamically.

The regional model determines transport activity by mode also at the NUTS-3 level. The restructuring implies an increase in public passenger transport to the detriment of private transport. The increase in rail transport in most regions in Germany and the United Kingdom was found to be between 9% and 14% compared to the base case.

The decrease in the consumption of oil products implies a decrease in oil refining and distribution. Oil refining is located in few regions, which would see a significant reduction in activity. At the same time, consumption, hence production of electricity, increases and the regions are positively affected in this case. Other regions lose oil refining activities. Biofuels also substitute oil products and, thus, agriculture production rises. Facilities would emerge in many regions for converting biomass feedstock to bio-gasoline and bio-diesel.

The negative impact on employment in the oil industry would be offset by the increased activity in the electricity sector, in particular, because the increase in renewable sources for power generation involves higher employment than in the oil industry.
Figure 3. Percentage change of regional GDP to the base case in 2030.
Figure 4. Percentage change in regional employment to the base case in 2030.
Figure 5. Percentage change in public passenger transport relative to the base case in 2030.
Figure 6. Percentage change in employment in energy industries relative to the base case in 2030.
4. Conclusions

In this paper, we present a regional and national economic equilibrium model, which incorporates detailed representations of transport and energy and their inter-linkages with the economy. The model is numerically applied to the entire EU with a split in NUTS-3 regions. The country-wide model layer represents the EU countries integrated into the global economy and distinguishes between many sectors of activity and countries.

The regional model (second layer) uses economic growth, primary factor endowment, and budget resources as constraints resulting from the national level model and allocates labour, investment, consumption, and sectoral activity to the regions based on their relative attractiveness, which are endogenously derived from model variables. Inter-regional flows are also derived endogenously from the location of primary resources and the relative competitiveness of industries. The regional location of primary factors, such as labour and capital, the attractiveness of the regions, and the competitiveness driving inter-regional flows depend on transportation costs and conditions, including time and convenience. The entire two-layer (national and regional) model is fully dynamic with stock-flow equations adjusting labour, capital, resources, and the state-variables influencing regional attractiveness.

The regional economic impact assessment is the purpose of the new model. The study of transport restructuring is derived from more detailed transport models, such as PRIMES–TREMOVE which are used to prepare the inputs of the regional economic model.

The transport sector affects the regional economy when transport sector restructuring requires investment in infrastructure, activity to produce biofuels and electricity that substitute for oil products, as well as manufacturing of new technologies such as electric vehicles, batteries and recharging networks. The numerical applications of the two-layer model demonstrate that transport sector restructuring has significant impacts on regional activity and employment that are not uniform across the regions. The two-layer approach in regional economic modelling proved to be robust and important for improving the realism of regional agglomeration.

The paper illustrates a model application in the assessment of economic impacts of electrification of mobility in Europe in conjunction with policies promoting biofuels and facilitating modal shifts in favour of rail both for passengers and freight. The EU decarbonization strategy for the transport sector has such priorities. The alternatives replacing fossil oil in transport are more labour-intensive, boost activity also in regions, but lead to slight increase in transport costs, which exert crowding out effects on the economy, albeit of small magnitude. The net impact on regions’ GDP can be negative or positive depending on regional specialization and resource endowment. Regions with fossil fuel activities see negative impacts and regions developing manufacturing of new equipment, production of electricity or agriculture producing biofuels benefit from the restructuring.

The development and computer implementation of the model has been tedious regarding data collection and computational burden. The regional datasets were not complete in Europe and so we plan to further improve our calibration techniques, mainly gravity models, regarding localization of activities in regions in a base-year. The size of the model is prohibitively large even for high-end computers. We had then to decompose the model and apply iterative techniques to achieve reasonable computer times. The computational difficulties have not allowed us to run the model intertemporally but only in a time forward manner with adjusting dynamics. Improving the foresight features of the model is in our model development agenda.

Further development of the regional economy–energy and transport model are in our ongoing research. The agenda includes data improvement, fine tuning of the features of the various non-linear choice functions, extension of the modelling of amenities, and the implementation of a more efficient computer system and solution algorithm.
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