This paper proposes a simple flying rotor prototype composed of two small airplanes attached to each other with a rigid rod so that they can rotate around themselves. The prototype is intended to perform hover flights with more autonomy than existing classic helicopters or quad-rotors. Given that the two airplanes can fly apart from each other, the induced flow which normally appears in rotorcrafts will be significantly reduced. The issue that is addressed in the paper is how this flying rotor prototype can be modeled and controlled. A model of the prototype is obtained by computing the kinetic and potential energies and applying the Euler Lagrange equations. Furthermore, in order to simplify the equations, it has been considered that the yaw angular displacement evolves much faster than the other variables. Furthermore, a study is presented to virtually create a swashplate which is a central mechanism in helicopters. Such virtual swashplate is created by introducing a sinusoidal control on the airplanes’ elevators. The torque amplitude will be proportional to the sinusoidal amplitude and the direction will be determined by the phase of the sinusoidal. A simple nonlinear control algorithm is proposed and its performance is tested in numerical simulations.
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to having a helicopter with two turning blades. However, the following differences can be pointed out. In the proposed configuration, the airplanes play the roll of the blades of the helicopter. The distance between the airplanes depends on the length of the rigid rod joining them. If the distance between the airplanes is comparable to the distance between the blades of a helicopter, then turbulence might result and the efficiency of the airplanes flight may be reduced. If the rigid rod length is long enough, the airplanes will remain flying efficiently because the turbulence will be reduced. Notice also that in a helicopter the motor is located in the fuselage while in the proposed configuration the motors are located in each airplane. Contrary to the two airplanes configuration, a helicopter will require a swashplate, a reduction gear, a tail rotor and a transmission gear [7] which increase the weight of the helicopter.

Let us summarize the advantages of the proposed configuration with respect to a helicopter. We will limit the comparison in the operation as UAV’s since we do not pretend that our prototype could transport humans.

(a) It does not require a tail rotor and its associated gear.
(b) It does not require a reduction gear between the motor and the main rotor.
(c) It does not need a mechanical swash plate.
(d) It does not require a fuselage.
(e) It is mechanically much simpler.
(f) In view of the reduction of weight it should have a larger autonomy.
(g) Larger energy efficiency and less air turbulence in comparison to an equivalent helicopter.

It is worth mentioning that airplanes can be designed to fly so efficiently that can be driven by solar power (the solar impulse project [8,9]). Remember also that a human-powered aircraft (The Gossamer Albatross [10]) completed a successful crossing of the English Channel in 1979. However, as far as our knowledge is concerned, it has not been possible to build a helicopter driven by solar power. Helicopters driven by human power have been able to fly only indoors and for at most 60 s (c.f. Sikorsky Human Powered Helicopter Competition [11]). We believe that if two rotating airplanes are separated enough of each other, then they can fly as efficiently as an airplane and therefore they can be driven also by solar power. They will thus perform hover flights as a helicopter.

In the proposed configuration of two rotating airplanes, a control strategy should be created to play the role of the swashplate in helicopters. This paper focuses on the development of the aerodynamical model of the two rotating airplanes using the Euler-Lagrange approach. The model is obtained in such a way that a swashplate is virtually created. A control design is proposed to control the altitude, the pitch and roll as well as the 3D position and velocity of the proposed two planes arrangement. The performance of the control strategy is presented in numerical simulations.

2. System Description

The UAV is made up of two fixed-wing rotating vehicles connected laterally by a rigid rod. Each fixed-wing vehicle provides lift, propulsion and control for the entire system forming a single main rotor system. The vehicles controlled individually through their propellers and control surfaces, the control surfaces that will be used are the airplane’s elevators. The rudders and the ailerons will not be used. The complete aircraft system is depicted in Figure 1.
This prototype combines two of the most appreciated features in the UAV world, the aerodynamic efficiency of fixed-wing aircraft and the ability of helicopters to take off and land in confined areas.

The set of commands to drive this system is similar to that of a helicopter [12]. Its movements are referred to an inertial frame and to the body frame with origin in its center of mass. Increasing or decreasing the collective pitch of the wings will produce an increase or a reduction of the overall lift, which will generate a vertical movement. Tilting the rotation disk of the two planes generates a horizontal displacement. This is achieved by using the cyclic pitch control, which modifies pitch and roll of the aerial vehicle. The generation of cyclic pitch control will be explained later. Contrary to a helicopter, the yaw of the proposed prototype is not a control variable since the whole body of the aircraft remains turning. The movements will be labeled with an i sub-index or with a b subindex to denote that they are referred to the inertial or body frames respectively.

The Euler Lagrange approach [13] with external generalized force is employed to derive the equations of motion of the proposed set up, i.e.,

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = Q$$

where $Q$ is the generalized vector of moments and forces, $L$ is the Lagrangian defined as $K - P$, $K$ is the kinetic energy, $P$ is the potential energy and $q$ is the generalized coordinates vector.

The main elements in the system are depicted in Figure 2. Where $L_1$ and $L_2$ are lift forces, $D_1$ and $D_2$ are drag forces, and $T_1$ and $T_2$ are trust forces, also the drag force on the rod is represented as $D_{r1}$ and $D_{r2}$ with similar characteristics to the drag force in each airplane.
In addition, the linear and angular velocity vectors are defined as
\[
V_b = [u \ v \ w]^T \tag{2}
\]
\[
\Omega = [p \ q \ r]^T \tag{3}
\]
respectively, and
\[
\Gamma = [L \ M \ N]^T \tag{4}
\]
is the vector of moments of roll, pitch and yaw.

The generalized coordinates are selected as
\[
q = [x \ y \ z \ \phi \ \theta \ \psi]^T \tag{5}
\]
where
\[
r = [x \ y \ z] \tag{6}
\]
\[
\eta = [\phi \ \theta \ \psi]^T \tag{7}
\]
are defined as the position vector and the vector of Euler’s angles, respectively.

3. Equations of the Euler Angles

The orientation of the vehicle is obtained using Euler’s angle approach which consists of consecutive rotations denoted by \((\psi, \theta, \phi)\) \cite{14,15}. Then a particular orientation in the body frame is expressed in the inertial frame employing the following transformation
\[
R_b^i = \begin{bmatrix}
\cos \theta \cos \phi & -\cos \phi \sin \psi - \cos \psi \sin \theta \sin \phi & \cos \psi \cos \theta \sin \phi - \sin \phi \sin \psi \\
\cos \theta \sin \phi & \cos \psi \cos \theta \sin \phi + \cos \phi \sin \theta \sin \phi & \cos \phi \sin \theta \sin \phi \\
-\sin \theta & -\cos \theta \sin \phi & \cos \theta \cos \phi
\end{bmatrix} \tag{8}
\]
and the relation between Euler’s angles and angular velocities is defined as
\[
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix} = \begin{bmatrix}
\dot{\phi} - \psi \sin \theta \\
\dot{\theta} \cos \phi + \psi \cos \theta \sin \phi \\
\dot{\psi} \cos \theta \cos \phi - \theta \sin \phi
\end{bmatrix} \tag{9}
\]
which can be rewritten as
\[
\Omega = R_{\eta} \dot{\eta} \tag{10}
\]
where

\[
R_\eta = \begin{bmatrix}
    1 & 0 & -\sin \theta \\
    0 & \cos \phi & \cos \theta \sin \phi \\
    0 & -\sin \phi & \cos \phi \cos \theta
\end{bmatrix}
\]  
(11)

is the transformation matrix that relates these elements.

4. The Potential and Kinetic Energy

The system has translation and rotation movements with respect to the inertial axis system, and also produces kinetic and potential energy.

The total kinetic energy of the system is calculated as

\[
K = K_{tr} + K_{rot}
\]  
(12)

\[
= \frac{1}{2} m \dot{\mathbf{r}}^T \mathbf{I} \dot{\mathbf{r}} + \frac{1}{2} \Omega^T \mathbf{I} \Omega
\]  
(13)

where the first term corresponds to the translation kinetic energy and the second to the rotational kinetic energy and “I” being the inertia matrix of the system. If the vehicle is considered to be symmetrical the inertia matrix can be written as

\[
\mathbf{I} = \begin{bmatrix}
    I_{xx} & 0 & 0 \\
    0 & I_{yy} & 0 \\
    0 & 0 & I_{zz}
\end{bmatrix}
\]  
(14)

and this inertial matrix must be represented with respect to the generalized coordinates system \[16\], so the following transformation is applied

\[
J(\eta) = R_\eta^T \mathbf{I} R_\eta
\]  
(15)

dependence the rotational kinetic energy is rewritten as

\[
K_{rot} = \frac{1}{2} \dot{\eta}^T J(\eta) \dot{\eta}
\]  
(16)

in terms of the generalized coordinates.

The potential energy can be obtained as

\[
\mathcal{P} = mgz
\]  
(17)

where \( m = m_1 + m_2 + m_r \) is the mass of the airplanes including that of the rod, \( g \) is the acceleration due to gravity and \( z \) is the height.

The Lagrangian is expressed as

\[
\mathcal{L} = K_{tr} + K_{rot} - \mathcal{P}
\]  
(18)

which allows to find the Lagrange equations.

5. Forces and Moments Acting on the System

Euler-Lagrangre’s approach requires knowledge of the generalized vector forces \( \mathbf{Q} \), that is

\[
\mathbf{Q} = [\mathbf{F} \ \Gamma]
\]  
(19)

where \( \mathbf{F} \) is a force vector represented in the inertial frame and \( \Gamma \) is the vector of moments.

Firstly the forces in the body frame are obtained from Figure 2 as

\[
\mathbf{F}_b = \mathbf{F}_a + \mathbf{F}_p
\]  
(20)
where \( \mathbf{F}_a \) and \( \mathbf{F}_p \) are the forces due to aerodynamics and propulsion effects. The aerodynamics forces and propulsion forces are obtained as

\[
\mathbf{F}_a = \begin{bmatrix}
L_1 \sin \gamma_1 \\
0 \\
-L_1 \cos \gamma_1
\end{bmatrix} + \begin{bmatrix}
-L_2 \sin \gamma_2 \\
0 \\
-L_2 \cos \gamma_2
\end{bmatrix} + \begin{bmatrix}
-(D_1 + D_{r1}) \cos \gamma_1 \\
0 \\
-(D_1 + D_{r1}) \sin \gamma_1
\end{bmatrix} + \begin{bmatrix}
(D_2 + D_{r2}) \cos \gamma_2 \\
0 \\
-(D_2 + D_{r2}) \sin \gamma_2
\end{bmatrix}
\]

\( \mathbf{F}_p = \begin{bmatrix}
T_1 \cos \xi_1 \\
T_2 \cos \xi_2 \\
-T_1 \sin \xi_1 \\
-T_2 \sin \xi_2
\end{bmatrix}
\]

where the angles of attack are defined as

\( \alpha_1 = \gamma_1 + \xi_1 \)  
(23)

\( \alpha_2 = \gamma_2 + \xi_2 \)  
(24)

also the lift forces \((L_1, L_2)\), drag forces \((D_1, D_2, D_{r1}, D_{r2})\) and propulsion forces \((T_1, T_2)\) are defined as [17–19]:

\[
\text{Lift} = \frac{1}{2} \rho V_a^2 S C_L = \bar{q} S (C_{L\alpha} + C_{L\delta})
\]

\( \text{Drag} = \frac{1}{2} \rho V_a^2 S C_D = \bar{q} S (C_{D\alpha} + C_{D\delta}) \)

\[
\text{Thrust} = \rho n^2 D^4 C_T(f)
\]

where \( \bar{q} = \frac{1}{2} \rho V_a^2 \) is called dynamic pressure, \( \rho \) is the air density, \( V_a \) is the air speed, \( S \) is the wing area or the rod area, \( n \) is the speed of the propeller revolutions, \( D \) is the propeller diameter, \( C_T(f) \) is the engine thrust coefficient and \( C_L \) and \( C_D \) are the lift and drag coefficients respectively.

The forces vector relative to the vehicle body is obtained as

\[
\mathbf{F}_b = \begin{bmatrix}
T_1 \cos \xi_1 - T_2 \cos \xi_2 + L_1 \sin \gamma_1 - L_2 \sin \gamma_2 - (D_1 + D_{r1}) \cos \gamma_1 + (D_2 + D_{r2}) \cos \gamma_2 \\
-f_{by}
\end{bmatrix}
\]

where \( f_{by} \) represents any force on the \( y_b \) axis.

The force \( \mathbf{F} \) is obtained using the transformation given by (8) as follows

\[
\mathbf{F} = \mathbf{R}_b^i \mathbf{F}_b
\]

which is the force vector required by the Lagrange equations.

The vector of moments \( \mathbf{\Gamma} \) is obtained as

\[
\mathbf{\Gamma} = \begin{bmatrix}
(L_2 \cos \gamma_2 - L_1 \cos \gamma_1)l + (T_2 \sin \xi_2 - T_1 \sin \xi_1)l + (D_2 \sin \gamma_2 - D_1 \sin \gamma_1)l + L_{r2} - L_{r1} \\
M
\end{bmatrix}
\]

(30)

where \( M \) is any existing moments on the \( y_b \) axis, \( L_{r1}, L_{r2} \) are moments on the \( x_b \) axis and \( N_{r1}, N_{r2} \) are the moments on the \( z_b \) axis associated to the drag force of the rod.

The forces and moments equations are simplified considering that the incidence of wind in the vehicle is negligible or not present, therefore Equations (23) and (24) become

\( \alpha_1 = \xi_1 \)

(31)

\( \alpha_2 = \xi_2 \)

(32)
i.e., the angle of attack is defined by the pitch of each profile, also the lateral forces on the vehicles are counteracted by each other, i.e., $f_{by} = 0$. Therefore the Equation (29) is written as

$$F = [f_x, f_y, f_z]^T$$  \hspace{1cm} (33)

where

$$f_x = f_{bx} \cos \theta \cos \psi - f_{bz} \sin \theta$$ \hspace{1cm} (34)
$$f_y = f_{bx} \left( \sin \theta \cos \psi \sin \phi - \sin \psi \cos \phi \right) + f_{bz} \cos \theta \sin \phi$$ \hspace{1cm} (35)
$$f_z = f_{bx} \left( \sin \theta \cos \psi \cos \phi + \sin \psi \sin \phi \right) + f_{bz} \cos \theta \cos \phi$$ \hspace{1cm} (36)

are the components of the force vector expressed in the inertial frame.

Due to the high angular velocity in aircraft systems, they are modeled as a counterclockwise rotating disk \[20\] when viewed from above. Then the force Equations (34)–(36) with $\xi \approx 0$ are rewritten as

$$f_{bx} = T_1 - T_2 - (D_1 + D_{r1}) + (D_2 + D_{r2})$$ \hspace{1cm} (37)
$$f_{by} = 0$$ \hspace{1cm} (38)
$$f_{bz} = -L_1 - L_2$$ \hspace{1cm} (39)

taking into account that the propulsion forces in the engines are much larger than the drag forces in each vehicle, such that

$$T_1 \approx T_1 - (D_1 + D_{r1})$$ \hspace{1cm} (40)
$$T_2 \approx T_2 - (D_2 + D_{r2})$$ \hspace{1cm} (41)

are the forces considered in the $x$ axis of the body.

6. Lagrange Equations of the System

Equations of motion are developed using the Lagrange approach outlined in the Equation (1). From this equation it is noted that the Lagrangian does not present cross terms between translation and rotational dynamics, so the Lagrangian is expressed as

$$\mathcal{L}_{tr} = \mathcal{K}_{tr} - P$$ \hspace{1cm} (42)
$$= \frac{1}{2} mt^T \dot{r} - mgz$$ \hspace{1cm} (43)
$$\mathcal{L}_{rot} = \mathcal{K}_{rot}$$ \hspace{1cm} (44)
$$= \frac{1}{2} \eta^T J \eta$$ \hspace{1cm} (45)

therefore Equation (1) is rewritten as

$$\frac{d}{dt} \frac{\partial \mathcal{L}_{tr}}{\partial \dot{q}} - \frac{\partial \mathcal{L}_{tr}}{\partial q} = F$$ \hspace{1cm} (46)
$$\frac{d}{dt} \frac{\partial \mathcal{L}_{rot}}{\partial \dot{q}} - \frac{\partial \mathcal{L}_{rot}}{\partial q} = \Gamma$$ \hspace{1cm} (47)

these expressions represent the translational and rotational motions.
Firstly, the translation equations are obtained as

\[ m\ddot{x} + mgu_z = F \]  \hspace{1cm} (48)
\[ \ddot{x} = \frac{1}{m}F - g u_z \]  \hspace{1cm} (49)

where

\[ u_z = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T \]  \hspace{1cm} (50)

and expanding Equation (49) the following equations can be written

\[ \ddot{x} = \frac{1}{m}f_x \]  \hspace{1cm} (51)
\[ \ddot{y} = \frac{1}{m}f_y \]  \hspace{1cm} (52)
\[ \ddot{z} = \frac{1}{m}f_z - g \]  \hspace{1cm} (53)

where Equations (51)–(53) are the equations corresponding to the translation motion.

Consequently, the rotational equations are obtained as

\[
\dot{\eta} = \begin{pmatrix}
J^{-1} \Gamma - C(\eta, \dot{\eta}) \dot{\eta}
\end{pmatrix}
\]  \hspace{1cm} (54)

\[
\dot{\eta} = \begin{pmatrix}
J^{-1} \Gamma - C(\eta, \dot{\eta}) \dot{\eta}
\end{pmatrix}
\]  \hspace{1cm} (55)

where the term \( C(\eta, \dot{\eta}) \) is referred to as the Coriolis matrix that contains the gyroscopic and centrifugal terms associated with \( \eta \) dependent on \( J \) \[21\].

Equation (55) can be expressed as

\[
\dot{\eta} = J^{-1}(\Gamma - C(\eta, \dot{\eta})\dot{\eta})
\]  \hspace{1cm} (56)

also considering that \( J^{-1} \) is obtained as (see Appendix A)

\[
J^{-1} = (R_\eta^T I R_\eta)^{-1}
\]  \hspace{1cm} (57)
\[
R_\eta^{-1} I^{-1} (R_\eta^{-1})^T
\]  \hspace{1cm} (58)
\[
= \begin{bmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{bmatrix}
\]  \hspace{1cm} (59)

the following vector is defined

\[
[k_1 \ k_2 \ k_3]^T = J^{-1}C(\eta, \dot{\eta})\dot{\eta}
\]  \hspace{1cm} (60)

therefore expanding Equation (56) the following can be written

\[
\ddot{\phi} = h_{11}L + h_{12}M + h_{13}N - k_1
\]  \hspace{1cm} (61)
\[
\ddot{\theta} = h_{21}L + h_{22}M + h_{23}N - k_2
\]  \hspace{1cm} (62)
\[
\ddot{\psi} = h_{31}L + h_{32}M + h_{33}N - k_3
\]  \hspace{1cm} (63)

these equations represent the rotational dynamics.
7. Aerodynamic Equations of the Two Rotating Airplanes

Translational and rotational dynamics are obtained by expanding Equations (49) and (56). These equations are

\[\ddot{x} = \frac{1}{m} (f_{bx} \cos \theta \cos \psi - f_{bz} \sin \theta) \quad (64)\]
\[\ddot{y} = \frac{1}{m} (f_{bx} (\sin \theta \cos \psi \sin \phi - \sin \psi \cos \phi) + f_{bz} \cos \theta \sin \phi) \quad (65)\]
\[\ddot{z} = \frac{1}{m} (f_{bx} (\sin \theta \cos \psi \cos \phi + \sin \psi \sin \phi) + f_{bz} \cos \theta \cos \phi) - g \quad (66)\]
\[\ddot{\phi} = h_{11} L + h_{12} M + h_{13} N - \kappa_1 \quad (67)\]
\[\ddot{\theta} = h_{21} L + h_{22} M + h_{23} N - \kappa_2 \quad (68)\]
\[\ddot{\psi} = h_{31} L + h_{32} M + h_{33} N - \kappa_3 \quad (69)\]

expressed in terms of the generalized coordinates.

The group of equations associated with translational dynamics has elements that include the yaw variable \(\psi\) and this evolves much faster than the other variables. The Equations (64)–(66) whose terms include sine and cosine functions of \(\psi\) are then analyzed. Given the cyclic behavior of these components and considering that all other variables remain constant during a cycle, when they are integrated in a cycle from 0 to \(2\pi\), the result is equal to zero. That is to say, the contribution of these components in the previous equations is zero and therefore the expressions of the translational accelerations can be simplified resulting in

\[\ddot{x} = -\frac{1}{m} f_{bz} \sin \theta \quad (70)\]
\[\ddot{y} = \frac{1}{m} f_{bz} \cos \theta \sin \phi \quad (71)\]
\[\ddot{z} = \frac{1}{m} f_{bz} \cos \theta \cos \phi - g \quad (72)\]

and in order to simplify the rotational dynamics the following change of variable is proposed

\[\Gamma = C(\eta, \dot{\eta}) \dot{\eta} + J \Gamma' \quad (73)\]

substituting in the Equation (56) results in

\[\ddot{\eta} = \Gamma' \quad (74)\]

8. Control Commands

Control commands applied to the system require a reference frame with respect to the pilot \(x_p, y_p, z_p\) as shown in Figure 3, such that \(z\) is equivalent to \(z_p\) and \(x\) is aligned with the front of the pilot. In this arrangement the frame with respect to the pilot coincides with the inertial frame but can be considered as a rotation on \(z_p\).
The control signals $\tau_\phi$, $\tau_\theta$ and $\tau_c$ are sent by the pilot. These signals are transformed into collective and cyclic control commands for the actuators.

**Lateral Cyclic Command**

The lateral cyclic command turns on when the vehicle reaches the positions $\psi = 0, 180$ as shown in Figure 3a. This control command produces roll motion and it can be obtained applying the equations

$$\delta_1(\tau_\phi, \psi) = \tau_\phi \cos(\psi) \quad (75)$$
$$\delta_2(\tau_\phi, \psi) = -\tau_\phi \cos(\psi) \quad (76)$$

**Longitudinal Cyclic Command**

The longitudinal cyclic command occurs when the vehicle reaches the positions $\psi = 90, 270$ as shown in Figure 3b. This control command produces pitch motion and it can be obtained applying the equations

$$\delta_1(\tau_\theta, \psi) = \tau_\theta \sin(\psi) \quad (77)$$
$$\delta_2(\tau_\theta, \psi) = -\tau_\theta \sin(\psi) \quad (78)$$
The rotation equations are written as

\[
\begin{align*}
\ddot{\phi} &= \tau_\phi \cos(\psi) \\
\dot{\theta} &= \tau_\theta \sin(\psi)
\end{align*}
\]  

(79)

(80)

where the variables \(\tau_\phi \cos(\psi)\) and \(\tau_\theta \sin(\psi)\) have a sinusoidal behavior depending of yaw that produce displacement in \(x\) and \(y\). As it was explained before, sinusoidal dynamics with respect to yaw are very fast therefore \(\tau_\phi \cos(\psi)\) and \(\tau_\theta \sin(\psi)\) only consider the effect of the sinusoidal dynamic at the moment when the maximum magnitude is produced during a cycle. This consideration implies that the resultant force produced by the two rotating airplanes point to the desired direction of the displacement where \(\tau_\phi\) and \(\tau_\theta\) define the magnitude of the tilt of the rotor disk formed by the system.

Alternatively, the equations describing the pitch and roll motions can be obtained as follows:

Consider that the two rotating airplanes are flying at a constant altitude and that the turning disk is horizontal. Suppose now that a sinusoidal signal is fed to the altitude or elevator control of each of the airplanes. The signal fed to the first aircraft is such that the elevator displacement is maximum when that aircraft passes over the north side of the turning disk and has its minimum value when it passes over the south side of the turning disk. A similar signal is fed to the second plane but out of phase 180°.

In this way, the first plane increases its altitude as it passes from the north point to the east point and returns to its altitude when it reaches the south point. The second plane does something similar having the same height when passing from the south point to the north point but has a lower height when passing through the west point.

The result of this half-cycle is that the turning plane of the two planes has tilted slightly to the west, pivoting on the north-south axis. At the end of this half-cycle, the two rotating planes set up is ready to begin a second half-cycle in which it will tilt slightly more to the west. The magnitude of the tilt depends on the amplitude of the sinusoidal signal fed to the elevators. The direction of the axis in which the spinning disk pivots can be changed by changing the phase of the sinusoidal signal.

The lift forces generated on each aircraft are equal and expressed as a total thrust \(L_T = -L_1 - L_2\) that acts perpendicular to the disc described by the two rotating aircraft. So the equations of the system are written as

\[
\begin{align*}
\ddot{x} &= -\frac{1}{m}L_T \sin \theta \\
\ddot{y} &= \frac{1}{m}L_T \cos \theta \sin \phi \\
\ddot{z} &= \frac{1}{m}L_T \cos \theta \cos \phi - g \\
\ddot{\phi} &= \tau_\phi \\
\dot{\theta} &= \tau_\theta
\end{align*}
\]  

(81)

(82)

(83)

(84)

(85)

9. Control Strategies

The dynamics of the altitude of the system of airplanes is associated to Equation (83), in order to stabilize the system at a desired height the following is proposed

\[
L_T = \frac{mu_z + mg}{\cos \theta \cos \phi}
\]  

(86)

where \(u_z\) is a state feedback control such that

\[
u_z = -a_{z_1} \dot{z} - a_{z_2} (z - z_d)
\]  

(87)

where \(a_{z_1}\) and \(a_{z_2}\) are positive constants and \(z_d\) is the desired altitude \([22]\).
The control law for the yaw angle given by
\[ \tau_\psi = -a_\psi (\dot{\psi} - \dot{\psi}_d) \] (88)
where \(a_\psi\) is a positive constant and \(\dot{\psi}_d\) is the desired yaw velocity [23].

Substituting (86) into (83), the following is obtained
\[ \ddot{z} = \frac{1}{m} mu_z + mg \cos \theta \cos \phi \cos \theta \cos \phi - g \] (89)
\[ = u_z \] (90)
\[ \ddot{\psi} = -a_\psi (\dot{\psi} - \dot{\psi}_d) \] (91)

where the gains in \(u_z\) are selected such that the altitude dynamics is faster than the horizontal dynamics.

Assuming that the desired altitude is reached and \(u_z \to 0\) the following is obtained
\[ \ddot{x} = -g \tan \theta \cos \phi \] (92)
\[ \ddot{y} = g \tan \phi \] (93)

The above equations represent the horizontal model where \(\phi\) and \(\theta\) are used to regulate the horizontal motion. In order to stabilize the system, the desired roll and pitch are selected as
\[ \phi_d = \arctan \frac{u_y}{g} \] (94)
\[ \theta_d = \arctan \frac{u_x \cos \phi}{g} \] (95)

where \(u_x\) and \(u_y\) are state feedback controllers such that
\[ u_x = -a_{x1} \ddot{x} - a_{x2} (x - x_d) \] (96)
\[ u_y = -a_{y1} \ddot{y} - a_{y2} (y - y_d) \] (97)

and \(a_{x1}, a_{x2}, a_{y1}\) and \(a_{y2}\) are positive constants.

Considering the required roll and pitch established before, the rotational dynamics is stabilized with
\[ \tau_\phi = -a_{\phi1} (\phi - \phi_d) - a_{\phi2} (\phi - \phi_d) \] (98)
\[ \tau_\theta = -a_{\theta1} (\theta - \theta_d) - a_{\theta2} (\theta - \theta_d) \] (99)

where \(a_{\phi1}, a_{\phi2}, a_{\theta1}\) and \(a_{\theta2}\) are positive constants.

When the desired control inputs (94) and (95) are satisfied the horizontal dynamic become
\[ \ddot{x} = u_x \] (100)
\[ \ddot{\theta} = \tau_\theta \] (101)
\[ \ddot{y} = u_y \] (102)
\[ \ddot{\phi} = \tau_\phi \] (103)

where the pair \((\ddot{x}, \ddot{\theta})\) is associated to the longitudinal motion and the pair \((\ddot{y}, \ddot{\phi})\) is associated to the lateral motion. The control process diagram is shown in Figure 4.
The parameters of the state feedback controllers in (96) through (99) have been chosen so that the closed loop system has poles in the negative real axis. This will lead to system responses without overshoot in all the variables.

10. Simulations Results

The following section presents the simulation results for the equations of the two rotating airplanes. The parameters used in the simulation are listed in the Table 1.

Table 1. Simulation parameters.

| Parameter | Value     | Conditions |
|-----------|-----------|------------|
| $g$       | 9.81 m/s² | $x(0) = 0$ |
| $m$       | 1 kg      | $y(0) = 0$ |
| $z_d$     | 10 m      | $z(0) = 0$ |
| $y_d$     | 1 m       | $\phi(0) = 0$ |
| $x_d$     | 5 m       | $\theta(0) = 0$ |
| $\psi_d$  | 2 rad/s   | $\psi(0) = 0$ |
| $a_{z_1}$ | 1.5       |            |
| $a_{z_2}$ | 0.8       |            |
| $a_{y_1}$ | 0.5       |            |
| $a_{y_2}$ | 0.2       |            |
| $a_{x_1}$ | 0.5       |            |
| $a_{x_2}$ | 0.2       |            |
| $a_{\psi}$| 0.3       |            |
| $a_{\theta_1}$| 0.9          |            |
| $a_{\theta_2}$| 0.5          |            |
| $a_{\phi_1}$| 0.9          |            |
| $a_{\phi_2}$| 0.5          |            |

Control gains were experimentally selected to satisfy the design requirements of attitude and position control, altitude control allows achieving the desired altitude without overshoot as shown in Figure 5. In addition, adjustment of the controller ensures that this dynamics is faster than the horizontal dynamics.

At the same time, yaw rate is regulated by the yaw control, so that a steady yaw rate is reached as shown in Figure 6.

Subsequently, the roll and pitch angles are used to regulate the horizontal dynamics. Then, the desired roll and pitch angles that stabilize the horizontal position are computed as shows Figure 7.
As mentioned before, the pitch and yaw angles are related to the horizontal displacement, the position controllers inputs are shown in Figure 8 to reach the desired position.
Figure 8. Dynamics of the position controllers.

Orientation controllers behavior is shown in Figure 9, this dynamics allows the roll and pitch angles to be stabilized according to the desired angles calculated previously.

Figure 9. Dynamics of attitude controls.

During the stabilization of the two rotating aircraft the generated total lift force is shown in Figure 10 which allows to carry out the regulation of the position.

Figure 10. Lift of the rotor disc.
In consequence, the aircraft system reaches the desired \( x \)-\( y \) position when the controls are implemented as shows Figure 11.

![System trajectory](image)

**Figure 11.** System trajectory in the \( x \)-\( y \) plane.

### 11. Conclusions

This paper has clarified how a set of two attached rotating airplanes can be modeled and controlled. Besides the thrust of each of the airplanes, only the elevon is used for control purposes. Neither the ailerons nor the rudders are used as actuators. Once the kinetic and potential energies have been computed, the Euler-Lagrange approach is used to obtain the aerodynamical model of the prototype. Since the rotating speed is relatively high, some simplifications have been performed in the obtained model. Furthermore, since the two airplanes are assumed to be flying far apart from each other, we have neglected the induced flow which normally appears in classical helicopters.

In order to obtain pitch and roll moments of the prototype, we have created a virtual swashplate to emulate this central mechanism in helicopters. The virtual swashplate was created by introducing a sinusoidal control on the airplanes’ elevators. The torque amplitude turned out to be proportional to the sinusoidal amplitude and the direction is determined by the phase of the introduced sinusoidal signal. A nonlinear control algorithm has then proposed to achieve a hover flight at some particular position in space. The performance of the control strategy has been successfully tested in numerical simulations.
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Appendix A. Inertia Matrix

The inertia matrix is defined as

\[ J(\eta) = R_\eta^T I R_\eta \]  

with

\[ R_\eta = \begin{bmatrix} 1 & 0 & -\sin \theta \\ 0 & \cos \phi & \cos \theta \sin \phi \\ 0 & -\sin \phi & \cos \phi \cos \theta \end{bmatrix} \]  

and

\[ I = \begin{bmatrix} I_{xx} & 0 & 0 \\ 0 & I_{yy} & 0 \\ 0 & 0 & I_{zz} \end{bmatrix} \]

expanding it follows

\[ J = \begin{bmatrix} l_{xx} & 0 & -\sin \theta l_{xx} \\ 0 & l_{yy} \cos^2 \phi + l_{zz} \sin^2 \phi & \cos \theta \sin \phi \cos \phi (l_{yy} - l_{zz}) \\ -\sin \theta l_{xx} & \cos \theta \sin \phi \cos \phi (l_{yy} - l_{zz}) & \sin^2 \theta l_{xx} + \cos^2 \theta (l_{yy} \sin^2 \phi + l_{zz} \cos^2 \phi) \end{bmatrix} \]

The inverse of the inertia matrix can be obtained by

\[ J^{-1} = (R_\eta^T I R_\eta)^{-1} \]

\[ = R_\eta^{-1} I^{-1} (R_\eta^{-1})^T \]

\[ = \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \\ h_{31} & h_{32} & h_{33} \end{bmatrix} \]

with

\[ h_{11} = \frac{1}{l_{xx}} + \tan^2 \theta \left( \frac{\sin^2 \phi}{l_{yy}} + \frac{\cos^2 \phi}{l_{zz}} \right) \]  

\[ h_{12} = \frac{\tan \theta \sin \phi \cos \phi (l_{zz} - l_{yy})}{l_{yy} l_{zz}} \]  

\[ h_{13} = \frac{\tan \theta \sec \theta \left( \frac{\sin^2 \phi}{l_{yy}} + \frac{\cos^2 \phi}{l_{zz}} \right)}{l_{yy} l_{zz}} \]  

\[ h_{21} = \frac{\tan \theta \sin \phi \cos \phi (l_{zz} - l_{yy})}{l_{yy} l_{zz}} \]  

\[ h_{22} = \frac{\cos^2 \phi}{l_{yy}} + \frac{\sin^2 \phi}{l_{zz}} \]  

\[ h_{23} = \frac{\sec \theta \sin \phi \cos \phi (l_{zz} - l_{yy})}{l_{yy} l_{zz}} \]  

\[ h_{31} = \frac{\tan \theta \sec \theta \left( \frac{\sin^2 \phi}{l_{yy}} + \frac{\cos^2 \phi}{l_{zz}} \right)}{l_{yy} l_{zz}} \]
\[ h_{32} = \frac{\sec \theta \sin \phi \cos \phi (l_{zz} - l_{yy})}{l_{yy} l_{zz}} \]  
\( A15 \)

\[ h_{33} = \sec^2 \theta \left( \frac{\sin^2 \phi}{l_{yy}} + \frac{\cos^2 \phi}{l_{zz}} \right) \]  
\( A16 \)
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