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Abstract. Style transfer methods produce a transferred image which is a rendering of a content image in the manner of a style image. There is a rich literature of variant methods. However, evaluation procedures are qualitative, mostly involving user studies. We describe a novel quantitative evaluation procedure. One plots effectiveness (a measure of the extent to which the style was transferred) against coherence (a measure of the extent to which the transferred image decomposes into objects in the same way that the content image does) to obtain an EC plot. We construct EC plots comparing a number of recent style transfer methods. Most methods control within-layer gram matrices, but we also investigate a method that controls cross-layer gram matrices. These EC plots reveal a number of intriguing properties of recent style transfer methods. The style used has a strong effect on the outcome, for all methods. Using large style weights does not necessarily improve effectiveness, and can produce worse results. Cross-layer gram matrices easily beat all other methods, but some styles remain difficult for all methods. Ensemble methods show real promise. It is likely that, for current methods, each style requires a different choice of weights to obtain the best results, so that automated weight setting methods are desirable. Finally, we show evidence comparing our EC evaluations to human evaluations.

1 Introduction

Style transfer methods apply the style from one example image to the content of another; for instance, one might render a camera image (the content) as a watercolor painting (the style). Recent work has shown that highly effective style transfer can be achieved by searching for an image such that early layers of CNN representation match the early layers of the style image and later layers match the later layers of a content image [1]. Content matching is by comparing activations at each location of a feature map. Style matching is achieved by comparing summary statistics – in particular, the gram matrix – of the layers individually. Comparing gram matrices of individual layers ensures that small, medium and large patterns that are common in the style image appear with about the same frequency in the synthesized image, and that spatial co-occurrences between these patterns are about the same in synthesized and style image.

The current evaluation of style transfer methods are done primarily by visual inspection on a small set of different styles and content image pairs. To our
knowledge, there are no quantitative protocols to evaluate the competence of style transfer apart from user studies \cite{2}. This may be due to the fact that styles are subjective and more subtle to define than textures, hence such effectiveness metric is hard to choose. Furthermore, quick adjustment to a method using user studies is difficult in practice. The quantitative evaluation such as the edge coherence between contents and stylized images is investigated in \cite{2}. Novak and Nikulin noticed that cross-layer gram matrices reliably produce improvement on style transfer \cite{3}. However, their work was an exploration of variants of style transfer rather than a thorough study to gain insights on style summary statistics. Their primary suggestions are adding more layers for more features, and they don’t pursue cross-layer gram matrices and quantitatively compare variant modifications.

In this paper, we offer a comprehensive quantitative evaluation procedure for style transfer methods. We evaluate style transfers on two criteria. Effectiveness measures whether transferred images have the desired style, using divergence between convolutional feature layer distributions of the synthesized image and original image. Coherence measures whether the synthesized images respect the underlying decomposition of the content image into objects, using established procedures together with the Berkeley segmentation dataset BSDS500 \cite{4}, and also using a novel measure of segment divergence.

We use our measures to compare several style transfer methods quantitatively. In particular, we show that controlling cross-layer, rather than within-layer, gram matrices produces quantitative improvements in style transfer over the original method due to instability in Gatys et al. proposed method (henceforth Gatys) \cite{1} as described in Risser et al. \cite{5}. We construct explicit models of the symmetry groups for Gatys’ style loss and the cross-layer style loss (improving over Risser et al., who could not construct the groups). We discuss this in detail in section 4.2. We show experimental evidence that the quantitative improvement over Gatys’ method is due to the difference in symmetry groups. We show qualitative evidence suggesting that these quantitative improvements manifest in real images.

2 Related work

Bilinear models are capable of simple image style transfer \cite{6} by factorizing style and content representations, but non-parametric methods like patch-based texture synthesis can deal with much more complex texture fields \cite{7}. Image analogies use a rendering of one image in two styles to infer a mapping from a content image to a stylized image \cite{8}. Researchers have been looking for versatile parametric methods to control style patterns at different scales to be transferred. Adjusting filter statistics is known to yield texture synthesis \cite{9,10}. Gatys et al. demonstrated that producing neural network layers with particular summary statistics (i.e Gram matrices) yielded effective texture synthesis \cite{11}. In a following paper, Gatys et al. achieved style transfer by searching for an image that satisfies both style texture summary statistics and content constraints \cite{1}. This
work has been much elaborated. The search can be replaced with a regression 
(at one scale [12]; at multiple scales [13]; with cached [14] or learned [15] style 
representations) or a decoding process that allows efficient adjusting of statistics 
[16][17][18][2]. Search can be sped up with local matching methods [19]. Methods 
that produce local maps (rather than pixels) result in photorealistic style trans-
fer [20][21]. Style transfer can be localized to masked regions [22]. The criterion 
of matching summary statistics is a Maximum Mean Discrepancy condition [23].

Style transfer has also been used to enhance sketches [24]. There is a comprehen-
sive review in [25].

Gupta et al. [26] study instability in style losses from videos, where they 
use prior video frames to stabilize current video frame by enforcing a temporal 
consistency loss. They demonstrate theoretically instability in Gatys’s method is 
linked to the size of the trace of the gram matrix. They support this argument 
with experimental evidence that larger traces result in higher instability.

2.1 Gatys Method

We review the original work of Gatys et al. [1] in detail to introduce notation. 
Gatys finds an image where early layers of a CNN representation match the lower 
layers of the style image and higher layers match the higher layers of a content 
image. Write $I_s$ (resp. $I_c$, $I_n$) for the style (resp. content, new) image, and $\alpha$ 
for some parameter balancing style and content losses ($L_s$ and $L_c$ respectively). 
Occasionally, we will write $I^m_n(I_c, I_s)$ for the image resulting from style transfer 
using method $m$ applied to the arguments. We obtain $I_n$ by finding

$$\arg\min_{I_n} L_c(I_n, I_c) + \alpha L_s(I_n, I_s)$$

Losses are computed on a network representation, with $L$ convolutional lay-
ers, where the $l$’th layer produces a feature map $f^l$ of size $H^l \times W^l \times C^l$ (resp. 
height, width, and channel number). We partition the layers into three groups 
(style, content and target). Then we reindex the spatial variables (height and 
width) and write $f^l_{k,p}$ for the response of the $k$’th channel at the $p$’th location 
in the $l$’th convolutional layer. The content loss $L_c$ is

$$L_c(I_n, I_c) = \frac{1}{2} \sum_c \sum_{k,p} \left\| f^c_{k,p}(I_n) - f^c_{k,p}(I_c) \right\|^2$$

(where $c$ ranges over content layers). The within-layer gram matrix for the $l$’th 
layer is

$$G^l_{ij}(I) = \sum_p \left[ f^l_{i,p}(I) \right] \left[ f^l_{j,p}(I) \right]^T.$$ 

Write $w_l$ for the weight applied to the $l$’th layer. Then

$$L^l_s(I_n, I_s) = \frac{1}{4N^l^2 M^l^2} \sum_s w_l \sum_{i,j} \left\| G^s_{ij}(I_n) - G^s_{ij}(I_s) \right\|^2$$
where $s$ ranges over style layers. Gatys et al. use Relu1_1, Relu2_1, Relu3_1, Relu4_1, and Relu5_1 as style layers, and layer Relu4_2 for the content loss, and search for $I_n$ using L-BFGS [27]. From now on, we write R51 for Relu5_1, etc.

### 3 Quantitative Evaluation of Style Transfer

A style transfer method should meet two basic tests. The first is **effectiveness** – does the method produce images in the desired style? The second is **coherence** – do the resulting images respect the underlying decomposition of the content image into objects? While final judgment should belong to the artist, we construct numerical proxies that can be used to disqualify methods from a final user study. It is essential to test both properties (excellent results on coherence can be obtained by simply not transferring style at all). In this paper, we offer one possible effectiveness statistic and two possible coherence statistics; however, we expect other reasonable choices could apply.

**Effectiveness:** Assume that a style is applied to a content image. We would like to measure the extent to which the result reflects the style. There is good evidence that the distribution of features within lower feature layers of a CNN representation is an effective proxy to capture styles [28]. We expect that individual transferred images might need to have small biases in the distribution of feature layers to account for the content, but over many images the distribution of features should reflect the style distribution. In turn, a strong measure of effectiveness of style transfer for a particular image is the extent to which the distribution of feature layer values produced by the transferred image matches the corresponding distribution for the style image. In notation, write $f_{lp}(I)$ for the vector of responses of all channels at the $p$’th location in the $l$’th convolutional layer for image $I$. Now choose the $i$’th content image, the $j$’th style, and some method $m$. The distribution $P_{t,m}$ of $f_{lp}(I_{m}^{in}(I_{c},I_{s}))$ should be similar to the distribution $P_{s}$ of $f_{lp}(I_{s}^{s})$, with perhaps some smoothing resulting from the need to meet content demands.

Testing whether two datasets come from the same, unknown, distribution in high dimensions remains tricky (the method of [29] is the current best alternative). We do not expect the distributions to be exactly the same; instead, we want to identify obvious (and so suspicious) large differences. The symmetry analysis below suggests that Gatys method will massively increase the variance of $f_{lp}(I_{n}^{n}(I_{c},I_{s}))$. Observing major differences is straightforward with relatively crude tools. However, dimension is a problem. Even assuming that each distribution is normal, computing KL divergences is impractical, because the distributions are large and so the estimates of the covariance matrices are unreliable.

However, we seek a statistic that is large with high probability when $P_{t,m}$ and $P_{s}$ are strongly different, and small with high probability when they are similar. A straightforward construction, after [30] is as follows. Write $v_{k}$ for a random unit vector. We then compute $p_{p}^{m} = v_{k}^{T} f_{p}^{l}(I_{m}^{in}(I_{c},I_{s}))$ and $p_{p}^{s} = v_{k}^{T} f_{p}^{l}(I_{s}^{s})$. We assume that these scalar datasets are normally distributed, and compute KL divergence $d(v_{k})$ from the style distribution to the transferred distribution. We
now average over $R$ random unit vectors and form

$$E = -\log \left( \frac{1}{R} \sum_k d(v_k) \right)$$

Large values of this statistic are obtained if there are few random directions in which the two distributions differ; small values suggest there are many such directions and so that the style transfer may not have succeeded. For all our analysis, we choose a single set of 128 random unit vectors that is reused for all methods.

**Coherence:** A style transfer method that eliminates object boundaries would make it hard for humans to interpret the output images, so a reasonable measure of a style transfer method is the extent to which it preserves object boundaries. We have two measures of coherence. Our boundary preservation measure computes the extent to which a boundary prediction algorithm produces true object boundaries for a given method, using the Berkeley segmentation dataset tests BSDS500 [4]. Our object coherence measure computes the extent to which textures are (a) coherent within object boundaries and (b) distinct from object to object. Boundary preservation is treated as a straightforward application of existing methods to evaluate image boundaries. We choose a boundary predictor (we used the contour detection of [4]); we apply the style transfer methods to images from the BSDS500, using multiple style images, to obtain synthesized images; we apply the boundary predictor to the synthesized images; and we compute the area under curve (AUC) of the probability of boundary (Pb) precision-recall curve for every synthesized image. A higher AUC suggests better boundary preservation. As section 6 shows, this measure is highly variable depending on the style that is transferred, and so we compute a per-transferred image AUC. This evaluation method is not perfect. Heavily textured styles may confuse the Pb evaluation without confusing human viewers, because the contour detector was not built with very aggressive texture fields in mind (compare typical style transfer images with the “natural” textures used to build BSDS500). In particular, we might have texture fields that are strongly coherent within each object region and different from region to region, but where the contour detector has great difficulty identifying object boundaries.

An object coherence measure is easy to obtain using the BSDS500 dataset, because each image comes with a ground truth contour mask. We choose some layer $l$, and write $f_{S,i} = f^l(I^g_n(I^c_s, I^s), S)$ (for brevity) for a feature vector in that layer within some segment $S$, and $\{f_{S,i}\}$ for all such feature vectors. Write $\mu_S = \text{mean}(\{f_S\})$, and $\Sigma_b = \text{Covmat}(\{\mu_S\})$ for the between class covariance matrix. Assume that each segment has the same covariance (heteroskedasticity, a tolerable assumption given that the method tries to impose a gram matrix on the layer), and construct the within-class covariance for all locations in a segment

$$\Sigma_w = \text{Covmat} \left( \{f_{1,1} - \mu_1, \ldots, f_{n_S,n_f(S)} - \mu_{n_S}\} \right).$$

Now the largest generalized eigenvalue $\lambda_{max}$ of $(\Sigma_b, \Sigma_w)$ measures the dispersion of the region textures. Notice that $\lambda_{max} \geq 0$, and simple plots (supplementary materials) suggest this
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has a log-normal distribution over multiple style/content pairs. We therefore use $L_m = \log \lambda_{m}^{\text{max}}$ as a score to evaluate a method. Larger values suggest more successful separation of regions.

**Summarizing data with the EC plot.** Comparing style transfer methods requires a summary of: the expected effectiveness of a method at any coherence; the effect of style and of weight choice on performance; and the extent to which evidence supports a difference between methods. We compare methods using an effectiveness-coherence (EC) plot, which plots: (a) a scatter plot of EC pairs obtained for various style/content/weight triplets; (b) a Loess regression curve of $E$ regressed against $C$ for these triplets; and (c) standard error regions for the regression. Effectiveness is measured per layer and we show layer 1 plots in section 5 (with others in the supplementary material). Coherence is measured either using per-image AUC of $P_b$ (which does not depend on layers) or using $L_m$, object coherence; this depends on the layer (more plots in supplementary material).

4 Cross-layer Style Transfer

4.1 Cross-layer style loss

We consider a style loss that takes into account between layer statistics. The cross-layer, additive (ACG) loss is obtained as follows. Consider layer $l$ and $m$, both style layers, with decreasing spatial resolution.

Write $\uparrow f^m$ for an upsampling of $f^m$ to $H^l \times W^l \times K^m$, and consider

$$G_{ij}^{l,m}(I) = \sum_p \left[ f_{i,p}^l(I) \right] \left[ \uparrow f_{j,p}^m(I) \right]^T.$$

as the cross-layer gram matrix, We can form a style loss

$$L_s(I, I_s) = \sum_{(l, m) \in \mathcal{L}} w^l \sum_{ij} \left\| G_{ij}^{l,m}(I) - G_{ij}^{l,m}(I_s) \right\|^2$$

(where $\mathcal{L}$ is a set of pairs of style layers). We can substitute this loss into the original style loss, and minimize as before. All results here used a pairwise descending strategy, where one constrains each layer and its successor (i.e. (R51, R41); (R41, R31); etc). Alternatives include an all distinct pairs strategy, where one constrains all pairs of distinct layers. Carefully controlling weights for each layer’s style loss is not necessary in cross-layer gram matrix scenario. Constraint counts for cross-layer gram matrix methods are much lower than for within layer methods. For a pairwise descending strategy, we have four cross-layer gram matrices, leading to control of $64 \times 128 + 128 \times 256 + 256 \times 512 + 512 \times 512 = 434176$ parameters; compare within layer gram matrices, which control $64^2 + 128^2 + 256^2 + 2 \times 512^2 = 610304$ parameters. The experimental results suggest that the number of constraints is a poor way of evaluating a method.
Fig. 1: To visualize EC space, we divide it into a 4x4 grid of boxes using quantiles of all E (resp. C) values for all methods. This grid is shown in the inset; notice boxes II and III are quite small, meaning that there are many images with only moderate scores over all the methods. We then obtain for each method and for each anti-diagonal box the mediod of that methods images within the corresponding box; in some cases, there are no images for that method in the relevant box. We have laid these images out as a map of EC space. Notice that the space is reasonably consistent with intuition; images that achieve strong E and strong C are both stylish and recognizably composed of objects; images that achieve weak E and weak C have rather poor style and do not noticeably contain objects. Note that “No-Image” indicates here there are no stylized image in the quantiles in portrait content; not necessary to have zero samples in landscape mode (see sec. 5 and refer supplementary figures). Best viewed at high resolution in color.

4.2 Symmetries and Stability

Symmetries in a style transfer loss function occur when there is a transformation available that changes the style transferred image without changing the value of the loss function. Risser et al. note instability in Gatys’ method; symptoms
are poor and good style transfers of the same style to the same content with about the same loss value [5]. They supply evidence that this behavior can be controlled by adding a histogram loss, which breaks the symmetry. They do not write out the symmetry group as too complicated ([5], p 4-6). Gupta et al. [26] make a strong experimental argument that instability in Gatys’ method is linked to the size of the trace of the gram matrix (larger trace is linked to more instability).

One portion of the symmetry group is easy to construct. In particular, we consider affine maps acting on a feature layer, and consider the effect on that layers gram matrix and on the gram matrix of the next layer. Notice this does not exhaust the available symmetries (for example, a spatial permutation of features would not change the gram matrix). We have no construction currently for spatial symmetries. The supplementary materials give a construction for all affine maps that fix the gram matrix for a layer and its parent (deeper networks follow the same lines). It is necessary to assume the map from layer to layer is linear. This is not as restrictive as it may seem; the analysis yields a local construction about any generic operating point of the network. In summary, we have:

**Symmetry group, within layer gram matrices, two layers:** Assuming that the between layer map is affine, with matrix $M$ representing the linear component. With various assumptions about the spatial statistics of layer 1 (supplementary materials), an element of the symmetry group is obtained by: choose $b$ not of unit length, and such that $Mb = 0$; now factor $I - bb^T = AA^T$; choose $U$ orthonormal. Then $(b, AU)$ is a symmetry of the gram matrices in both layers (i.e the action of this element on layer 1 fixes both gram matrices). In particular, mapping all feature vectors $f^1_p$ to $AUf^1_p + b$ will result in no change in the gram matrix at either layer 1 or layer 2; but the underlying image may change a lot, because $A$ can rescale features and features are shifted.

**Symmetry group, between layer gram matrix, two layers:** Assuming that the between layer map is affine, with matrix $M$ representing the linear component. With various assumptions about the spatial statistics of layer 1 (supplementary materials), the symmetry group is obtained by: choose $U$ orthonormal. Then $(U)$ is a symmetry of the between layer gram matrix (i.e the action of this element on layer 1 fixes the between layer gram matrix). In particular, mapping all feature vectors $f^1_p$ to $Uf^1_p$ will result in no change in the gram matrix at either layer 1 or layer 2; we expect much less change in the underlying image.

The between-layer gram matrix loss has very different symmetries to Gatys’ (within-layer) method. In particular, the symmetry of Gatys’ method rescales features while shifting the mean (because in this case $A$ can contain strong rescalings with the right choice of $b$). For the cross-layer loss, the symmetry cannot rescale, and cannot shift the mean. This implies that, if one constructs numerous style transfers with the same style using Gatys’ method, the variance of the layer features should be much greater than that observed for the between layer method.
Furthermore, increasing style weights in Gatys method should result in poor style transfers, by exaggerating the effects of the symmetry. Finally, our construction casts light on part Gupta et al.’s observation linking large trace to instability. A small trace in the gram matrix implies many small eigenvalues. In turn, rescaling directions with small eigenvalues will change little unless very large scales are applied; but these correspond to very large shifts in the mean, which are difficult to obtain with current random start methods. However, a large trace in the gram matrix implies that there are many directions where a small shift in the mean will result in a small – but visible, because the eigenvalue is big – rescale from $A$ will lead to real changes, and so there is greater instability.

Note that this analysis is limited by the fact that strong scales and shifts will likely cause RELU’s to change state, by the fact that it takes no account of the content loss, and by the absence of spatial symmetries. But the analysis exposes the fact that quite large changes in early layers will leave the style loss unchanged. Since we expect that at least some large changes in early layers will produce very little change in content layers (otherwise image classification applications would not work), the analysis is a fair rough guide. Experimental observations are consistent with the symmetry theory (figure 5 and section 6).

5 Experimental Procedures

Comparison data: It is important to do comparisons on a wide range of styles and contents. We have built two datasets, using 50 style images (see supplementary) and the 200 content images from the BSDS500 test set. The main set is used for most experiments, and was obtained by: take 20 evenly spaced weight values in the range 50-2000; then, for each weight value, choose 15 style/content pairs uniformly and at random. The aggressive weighting set is used to investigate the effect of extreme weights on Gatys method and the ACG method. This was built by taking 20 weight values sampled uniformly and at random between 2000-10000; then, for each weight value, choose 15 style/content pairs uniformly and at random. For each method, we then produced 300 style transfer images using each weight-style-content triplet. For UST [18], since the maximum weight is one, we linearly map main set weights to the zero-one range. Our samples are sufficient to produce clear differences in standard error bars and evaluate different methods [31].

Methods. We compare the following methods: Gatys ([1] and described above); we use the implementation by Gatys [32]. ACG: We used a pairwise descending strategy with pre-trained VGG-16 model. We use R11, R21, R31, R41, and R51 for style loss, and R42 for the content loss for style transfer.

Cross-layer, multiplicative (MCG): A natural alternative to combine style and content losses is to multiply them; we form

$$L^m(I_n) = L_c(I_n, I_c) \ast L_s(I_n, I_s).$$
Fig. 2: An EC plot comparing style transfers methods. Here the C statistic is per image Pb AUC. Point markers show individual image statistics, with color keyed to the style and size keyed to the weight on the style loss (larger markers corresponds to a stronger style weight). Notice that some styles are clearly harder than others, and produce low E for both methods. The curves are Loess regression curves of E against C, with shadowed regions showing one standard error bars up and down. For any value of C, there is strong evidence that ACG obtains on average a larger E than Gatys’ loss (about three standard errors difference); Note that cross-layer loss achieves an E comparable with simply resizing the style image (see Fig. 3, style only control). A similar plot can be obtained by choosing C as segment divergence by plotting largest eigenvalues against E (plots in supplementary material). Best viewed in color.

It provides a dynamical weighting between content loss and style loss during optimization. Although this loss function seems unreasonable, but we find them to perform competitively on a wide range of our EC plots (see supplementary).

Gatys, with histogram loss: as advocated by [5], we attach a histogram loss to Gatys method. ACG, with histogram loss: We use the implementation of [33] for histogram adjustment.

Universal style transfer: (from [18], and it’s Pytorch implementation [34]; Ensemble Q: for each weight-style-content triple, we choose the result that produces the best \( Q = E \ast C \) over all methods.

Ensemble E: for each weight-style-content triple, we choose the result that produces the best E over all methods.

6 Results

ACG is better. Figure 2 shows an EC plot of layer 1 comparing style transfers using the cross-layer additive loss (ACG) with transfers using five other non-
ensemble losses. Note that cross-layer loss achieves much higher average E for a given value of C. In various parts of the AUC range, additive cross-layer loss is somewhat outperformed by the multiplicative version, but in the high AUC regime it is much better. The difference to every other method ranges from one to four standard errors over the range, hence our 300 sample size is large enough \cite{31}; the ACG method is clearly significantly better.

**Control.** Figure 3 shows an EC plot of two controls. In the first, the resized style image is reported as a transfer; this results as expected in high values of E, but low values of C. There is significant variance in E, an effect due to resizing. However, the range of E’s shows the size of the effect of resizing on E; on average, E slightly greater than 4. In the second, the content image is reported as a transfer; this results suggest that obtaining high C values (though not uniformly; some images remain hard to segment) may at the cost of getting low E values nearly to zero (look at the differences of E values for two controls). This shows investigating E is necessary for all methods.

**Histogram losses.** improves Gatys’ method (compare green/light green on figure 2) only at extreme weights and low C. This may be an effect of the loss of symmetry, explained below. They also weaken the performance of cross-layer style transfer (compare red/pink on figure 2 about three standard errors).

**Ensemble methods.** do not outperform cross-layer style transfer (see figure 4). As comparing the red and cyan curves suggests, choosing the result with the best E is essentially the same as using the cross-layer style transfer result.

Fig. 3: An EC plot comparing two control methods. One reports the resized style image as the transfer (small diamonds, yellow curve) and the other reports the content image as the transfer (large dots, blue curve). Colors are keyed to style. The curves are Loess regression curves of E against C, with shadowed regions showing one standard error bars. Scale is the same as Figure 2.
Fig. 4: An EC plot comparing two ensemble methods to ACG. Scale is the same as Figure 2.

The yellow curve shows the ensemble Q method, which works somewhat better than cross-layer style transfer in low C regimes, and somewhat worse in high C regimes. This suggests that more sophisticated ensemble methods might yield even better performance.

Fig. 5: An EC plot comparing Gatys’ method to cross-layer style transfer for the aggressive weight dataset. Notice that large weights cause serious trouble for Gatys’ method (large diamonds clustered in the bottom left corner). This is very likely an effect of the symmetry in the loss function (text in section 4.2). Cross-layer style transfer outperforms Gatys’ method over all of its range, mostly by many standard errors. Scale is the same as Figure 2.
Aggressive weights. One might speculate that Gatys’ method underperforms because the weight regime is inappropriate. Figure 5 compares Gatys’ method to cross-layer style transfer. Notice that large weights cause serious trouble for Gatys’ method. We believe that this is because large weights on the style loss cause the symmetry in Gatys’ loss to manifest itself, resulting in significant rescaling of features. In particular, Gatys’ method cannot achieve high E values, because symmetry in the style loss produces feature distributions that are quite different from that desired. Furthermore, larger weights on the style loss do not produce better style transfers (large diamonds toward the bottom left of the plot). Instead, by exaggerating the effect of the symmetry, large weights produce transfers that both have low E (poor transfer) and low C (do not respect original segmentation).

User Study. We obtained preference data from Amazon Mechanical Turk (AMT) workers. We use 300 main set image pairs from ACG and Gatys results, each image pair is annotated by 10 workers in total, separated in two groups. Detailed worker-task statistics are present in supplementary materials.

Mechanical turk worker data is extremely noisy, and so difficult to plot helpfully. We distinguish between 44 master workers (who are known to be quite reliable) and 49 generic workers (about whom we know nothing). We analyze using a logistic regression of preference for cross-layer (resp. Gatys) against E values for Gatys and for cross-layer and C values for Gatys and for cross-layer. Our analysis supports the idea that E and C predict worker preferences, but that there are other likely sources of preference, too (or that better measures of E and C would help). We have two datasets: one using master workers only, and the other using workers of any type.

Analysis, master workers: all four regression coefficients and the intercept are different from zero with strong statistical significance (for each coefficient, \( p < 0.025 \)). Weights produced by this regression are: Intercept: 0.3409; \( E_{Gatys} = -0.1484; E_{ACG} = 0.1015; C_{Gatys} = -3.4369; C_{ACG} = 3.8982 \)

Conclusion, master workers: master workers slightly prefer cross-layer images over Gatys images, whatever E and C; worker preference can be predicted by looking at E and C; in particular, master workers tend to prefer transfers with higher E and C values (if cross-layer has higher E and C, it will tend to be preferred, etc). The difference in weight size is roughly proportional to the relative scales (a factor of about 10), but one measure may be more important to workers than others. The regression has relatively high deviance (and cross-validated AUC of predictions by this regression is approximately 0.57, depending on regularization constant), meaning that other factors may explain preferences, too.

Analysis, generic workers: three of four regression coefficients are different from zero with strong statistical significance (for each coefficient, \( p < 0.02 \), but the intercept could be zero). Significant weights produced by this regression are: \( E_{ACG} = 0.076, C_{Gatys} = -3.38, C_{ACG} = 3.77 \). However, a cross-validated L1 regularized logistic regression obtains an average AUC on held-out predictions of about 0.85 (depending on regularization coefficient) using only the \( E_{Gatys} \) and \( C_{ACG} \) coefficients; this suggests that a preference for cross layer images is
predicted by large values $E$ and $C$ on Gatys images.

Conclusion, generic workers. Worker preference can be predicted by looking at $C$, and checking whether the $E_{ACC}$ is large; in particular, workers tend to prefer transfers with higher $C$ value (if cross-layer has higher $C$, it will tend to be preferred, etc). The effect of $E$ is small. The regression has relatively high deviance, and there is good evidence of odd behavior by workers (who prefer cross-layer images when $E$ and $C$ is larger for Gatys), meaning there may be workers who are not attending to the task.

The experimental effects of symmetry: Our experimental evidence suggests the symmetries manifest themselves in practice. Gatys’ method significantly underperforms the cross-layer method by producing a lower $E$ statistic for any $C$ statistic. This suggests that the variance implied by the larger symmetry group is actually appearing. In particular, Gatys’ symmetry group allows rescaling of features and shifting of their mean, which will cause the feature distribution of the transferred image to move away from the feature distribution of the style, causing the lower $E$ statistic. Furthermore, Gatys’ method has a strong tendency to produce very poor transfers when offered aggressive weighting of the style loss. We believe this is likely because large rescaling effects are suppressed when the style loss has a smaller weight, because large rescaling will eventually lead to a change in the content loss. But when the style loss has a high weight, then the changes in the content loss are of small significance, and very significant variations can appear in the early layers, forcing down the $E$ value; the $C$ value goes down because little weight is placed on the content loss. This effect does not appear for the cross layer method, because rescaling isn’t possible for those symmetries.

7 Conclusion

In this paper we present a novel approach to quantitatively evaluate style transfer methods. Our metric is built with two factors in mind, Effectiveness: a good style transfer should preserve the desired characteristics of original style; Coherence: style transfer method should respect to content’s underlying decomposition of object segments. We apply various style transfer methods which are built either on with-in layer or cross-layer gram matrices, and we compared stylized images both quantitatively using the proposed EC plots, and qualitatively showing their results as well as conducting user study. Using this analytical framework, we confirm Gatys method is troubled by symmetry group, especially so when having aggressive style weights. The cross-layer method, which has very different symmetry group setting, is less compromised and thus achieves higher EC score. This conclusion is supported by master AMT workers’ preference from user study.
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8 Additional EC Plots

We show additional EC plots here, first, we show the rest of 4 layer EC plots where we use probability of boundaries (Pb) AUC as the Coherence measure, then we show EC plots of 5 layers using object coherence $L_m$ (see Sec 3, object coherence) as Coherence measure.

8.1 EC plots with AUC for layer 2 to 5

Because there is good evidence that the distribution of features within lower feature layers of a CNN representation is an effective proxy to capture styles, see [28], we only show first layer EC plot in our main content. The rest EC plots are shown in follows. Figure 6, 7, 8, 9 shows EC plots (C as Pb AUC) for layer 2 to 5. the difference between different methods are less marked from layer 1 EC plot.
Fig. 6: An EC plot at layer 2 compares 7 methods which respectively are Gatys, ACG, Universal style transfer, MCG, Gatys with histogram loss, Universal style transfer with higher weight, ACG with histogram loss.

Fig. 7: An EC plot at layer 3 compares 7 methods which respectively are Gatys, ACG, Universal style transfer, MCG, Gatys with histogram loss, Universal style transfer with higher weight, ACG with histogram loss.
Fig. 8: An EC plot at layer 4 compares 7 methods which respectively are Gatys, ACG, Universal style transfer, MCG, Gatys with histogram loss, Universal style transfer with higher weight, ACG with histogram loss.

Fig. 9: An EC plot at layer 5 compares 7 methods which respectively are Gatys, ACG, Universal style transfer, MCG, Gatys with histogram loss, Universal style transfer with higher weight, ACG with histogram loss.
8.2 EC plots with $L_m$ (Objects’ Segment Divergence)

Figure 10, 11, 12, 13, 14 shows EC plots ($C$ as $L_m$, see Sec. 3, object coherence) for layer 1 to 5. **Because of the extremely compact range of $L_m$, they are not as helpful as AUC.**

Fig. 10: EC plot ($C$ as $L_m$) for layer 1, solid lines’ color corresponds to previous EC plots; red for ACG, blue for MCG, purple for Universal Style Transfer, and green for Gatys.
Fig. 11: EC plot (C as $L_m$) for layer 2, solid lines’ color corresponds to previous EC plots; red for ACG, blue for MCG, purple for Universal Style Transfer, and green for Gatys.

Fig. 12: EC plot (C as $L_m$) for layer 3, solid lines’ color corresponds to previous EC plots; red for ACG, blue for MCG, purple for Universal Style Transfer, and green for Gatys.
Fig. 13: EC plot (C as $L_m$) for layer 4, solid lines’ color corresponds to previous EC plots; red for ACG, blue for MCG, purple for Universal Style Transfer, and green for Gatys.

Fig. 14: EC plot (C as $L_m$) for layer 5, solid lines’ color corresponds to previous EC plots; red for ACG, blue for MCG, purple for Universal Style Transfer, and green for Gatys.
9 More Qualitative Result Comparison

9.1 Quantized EC scatter table

The Table 1 shows how samples are distributed along the anti-diagonal blocks of 4X4 grid on EC plot. We can see ACG dominates Top-Right Corner.

| Anti-Diagonal Position          | ACG (Ours) | Gatys | ACG + Hist | Gatys + Hist | UST |
|--------------------------------|------------|-------|------------|--------------|-----|
| Top-Right Corner (IV)          | 52         | 20    | 5          | 1            | 19  |
| Second from Top-Right (III)    | 26         | 45    | 38         | 32           | 42  |
| Second from Bottom-Left (II)   | 20         | 15    | 25         | 44           | 8   |
| Bottom-Left Corner (I)         | 14         | 17    | 27         | 40           | 5   |

Table 1: Quantized EC Scatter plots. After combining all 1500 samples of main set (5 methods and 300 stylized images in each), we divide these samples in a 4x4 grid and report number of samples in anti-diagonal locations. Top row indicates best stylized images (High E & High C) and bottom row indicates poor style transfer (Low E & Low C).

9.2 Landscape images mediods from 4 blocks of EC plot

Figure 15 using the same block division in Figure 1 of our paper, we show more qualitative results for landscape images (of dimension 481-by-321 pixels).

9.3 Easy and Hard Styles

Figure 16 and Figure 17 show how images actually looks in our samples for given two extremely styles (easy and hard). The easy style and hard style have extreme high E and extreme low E respectively.
Fig. 15: Mediods from different blocks in the EC plot for five style transfer methods reveal the semantics of the EC statistics. We divided the EC plot into a 4x4 grid, using quantiles of values of E and C over all methods. Each **row** corresponds to a different block along the diagonal in this grid, ranging from bottom left grid box (with lowest E and C, so worst, **top row**) to top right (with highest E and C, so best, **bottom row**). Each **column** represents a method, in order from left to right: ACG, Gatys, ACG+Histogram, Gatys+Histogram, UST.
Fig. 16: For given easy style, which is easy style because most methods can give high E value, the images from left column to right column respectively are generated by ACG, Gatys, ACG with histogram loss, Gatys with histogram loss, UST(universal style transfer), and MCG. The rows represent different contents.
Fig. 17: Based on a given hard style, which is hard because no methods can give high $E$ value, the images from left column to right column respectively generated by ACG, Gatys, ACG with histogram loss, Gatys with histogram loss, UST (universal style transfer), and MCG. The rows represent different contents.

10 Selected 50 Styles

Figure 18 and Figure 19 display our 50 style images. Except the Universal style transfer, all other methods synthesize image from Gaussian noise with LBFGS optimizer. The content images and style images are resized to same width of 512 as the input for style transfers.
Fig. 18: The first group of 50 styles.

Fig. 19: The second group of 50 styles.
11 Construction of Affine Maps for Symmetry Groups

This difference in symmetry groups is important. Risser argues that the symme-
tries of gram matrices in Gatys’ method could lead to unstable reconstructions; they control this effect using feature histograms. What causes the effect is that the symmetry rescales features while shifting the mean. For the cross-layer loss, the symmetry cannot rescale, and cannot shift the mean. In turn, the instability identified in that paper does not apply to the cross-layer gram matrix and our results could not be improved by adopting a histogram loss.

Write $x_i$, (resp $y_i$ for the feature vector at the $i$'th location (of $N$ in total) in the first (resp second) layer. Write $X^T = [x_1, \ldots, x_N]$, etc.

Symmetries of the first layer: Now assume that the first layer has been normalized to zero mean and unit covariance. There is no loss of generality, because the whitening transform can be written into the expression for the group. Write $G(W) = (1/N)W^TW$ for the operator that forms the within layer gram matrix. We have $G(X) = I$. Now consider an affine action on layer 1, mapping $X_1$ to $X'_1 = X_1A + 1b^T$; then for this to be a symmetry, we must have $G(X'_1) = AA^T + bb^T = I$. In turn, the symmetry group can be constructed by: choose $b$ which does not have unit length; factor $N(I - bb^T)$ to obtain $A(b)$ (for example, by using a cholesky transformation); then any element of the group is a pair $(b, A(b)U)$ where $U$ is orthonormal. Note that factoring will fail for $b$ a unit vector, whence the restriction.

The second layer: We will assume that the map between layers of features is linear. This assumption is not true in practice, but major differences between symmetries observed under these conditions likely result in differences when the map is linear. We can analyze for two cases: first, all units in the map observe only one input feature vector (i.e. 1x1 convolutions; the point sample case); second, spatial homogeneity in the layers.

The point sample case: Assume that every unit in the map observes only one input feature from the previous layer (1x1 convolutions). We have $Y = X'M + 1n^T$, because the map between layers is linear. Now consider the effect on the second layer. We have $G(Y) = MM^T + nn^T$. Choose some symmetry group element for the first layer, $(b, A)$. The gram matrix for the second layer becomes $G(Y^*)$, where $Y^* = (XA + 1b^T)M^T + 1n^T$. Recalling that $AA^T + bb^T = I$ and $X^T1 = 0$, we have

$$G(Y^*) = MM^T + nn^T + nb^TM^T + Mbn^T$$

so that $G(X'_2) = G(X_2)$ if $Mb = 0$. This is relatively easy to achieve with $b \neq 0$.

Spatial homogeneity: Now assume the map between layers has convolu-
tions with maximum support $r \times r$. Write $u$ for an index that runs over the whole feature map, and $\psi(x_u)$ for a stacking operator that scans the convolutional support in fixed order and stacks the resulting features. For example, given a 3x3
convolution and indexing in 2D, we might have

$$\psi(x_{22}) = \begin{pmatrix} x_{11} \\ x_{12} \\ \vdots \\ x_{33} \end{pmatrix}$$

In this case, there is some $M, n$ so that $y_u = M\psi(x_u) + n$. We ignore the effects of edges to simplify notation (though this argument may go through if edges are taken into account). Then there is some $M, n$ so we can write

$$G(Y) = (1/N) \sum_u M\psi(x_u)\psi(x_u)^T M^T + nn^T$$

Now assume further that layer 1 has the following (quite restrictive) spatial homogeneity property: for pairs of feature vectors within the layer $x_{i,j}, x_{i+\delta,j+\delta}$ with $|\delta| \leq r$ (ie within a convolution window of one another), we have $E[x_{i,j}x_{i+\delta,j+\delta}] = I$. This assumption is consistent with image autocorrelation functions (which fall off fairly slowly), but is still strong. Write $\phi$ for an operator that stacks $r \times r$ copies of its argument as appropriate, so

$$\phi(I) = \begin{pmatrix} I & \ldots & I \\ \vdots & \ddots & \vdots \\ I & \ldots & I \end{pmatrix}.$$ 

Then $G(Y) = M\phi(I) M^T + nn^T$. If there is some affine action on layer 1, we have $G(Y^*) = M\left(\psi(A)\phi(I)\psi(A^T) + \psi(b)\psi(b^T)\right) M^T + nn^T$, where we have overloaded $\psi$ in the natural way. Now if $M\psi(b) = 0$ and $AA^T + bb^T = I$, $G(Y^*) = G(Y)$.

The cross-layer gram matrix: Symmetries of the cross-layer gram matrix are very different. Write $G(X, Y) = (1/N)X^TY$ for the cross layer gram matrix.

Cross-layer, point sample case: Here (recalling $X^T 1 = 0$)we have $G(X, Y) = M^T$. Now choose some symmetry group element for the first layer, $(A, b)$. The cross-layer gram matrix becomes

$$G(X^*, Y^*) = (1/N)(AA^T + b1^T) \left[(X^T A^T + 1b^T) M^T + 1n^T \right]$$

(recalling that $AA^T + bb^T = I$ and $X^T 1 = 0$). But this means that the symmetry requires $b = 0$; in turn, we must have $AA^T = I$.

Cross-layer, homogeneous case: We have

$$G(X, Y) = (1/N) \sum_u x_u \left[\psi(x_u)^T M^T + n^T \right] = M^T.$$ 

Now choose some symmetry group element for the first layer, $(A, b)$. The cross-layer gram matrix becomes

$$G(X^*, Y^*) = (1/N) \sum_u (Ax_u + b) \left[(\psi(x_u)^T \psi(A) + \psi(b)) M^T + n^T \right]$$

$$= M^T + bn^T.$$
(recalling the spatial homogeneity assumption, that $\mathcal{A}\mathcal{A}^T + \mathbf{b}\mathbf{b}^T = \mathcal{I}$ and $X_1^T \mathbf{1} = 0$). But this means that the symmetry requires $\mathbf{b} = \mathbf{0}$; in turn, we must have $\mathcal{A}\mathcal{A}^T = \mathcal{I}$.

12 Texture Synthesis of Gatys and ACG

From texture synthesis result, we can easily see ACG preserve better long scale structure of style than Gatys, e.g. the ACG has larger and ordered blocks than Gatys in the third column.

![Fig. 20: Qualitatively comparing texture synthesis results. First row: original textures; second: Gatys; third: ACG;](image)

13 Distribution of eigenvalues

Figure 21 shows that the distribution of largest generalized eigenvalue over the samples behaves like a log-normal distribution rather than normal distribution.
Fig. 21: The histogram plot of eigenvalue of Gatys(blue) and ACG(green) shows a log-normal distribution over the samples.