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Abstract

This paper investigates adaptive control of nonlinear robot manipulators with parametric uncertainty. Motivated by generating closed-loop robot dynamics with enhanced transmission capability of a reference torque and with connection to linear dynamics, we develop a new adaptive approach by exploiting forward-stepping design and inertia invariance, yielding differential-cascaded closed-loop dynamics. With this approach, we propose a new class of adaptive controllers for nonlinear robot manipulators. Our particular study concerning adaptive control of robots exhibits a design methodology towards establishing the connection between adaptive control of highly nonlinear uncertain systems (e.g., with a variable inertia matrix) and linear dynamics (typically with the same or increased order), which is a long-standing intractable issue in the literature.
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1 Introduction

The study of the control problem for robot manipulators over the past several decades has generated a variety of interesting results (see, e.g., [26,5,21,14,22,10,15,3,4,7,29]). The fundamental result in [21] is generally considered to be a standard for accommodating the nonlinearity and uncertainty of robot manipulators, and this adaptive controller is also referred to as a passivity-based controller [15]. This kind of passivity-based design methodology has been extensively studied in many other contexts such as observer design for nonlinear robots [2], adaptive attitude control of spacecraft [20,8], and adaptive image-space control of robots [12,28,11]. Other results beyond the passivity-based approach appear in, e.g., [17,16,35,34], which can be categorized as the non-certainty equivalent approach or immersion and invariance approach [1] and typically involve either the filtering of the tracking errors and the control input or dynamic scaling (for guaranteeing the solvability of a partial differential equation).

The distinctive properties of the adaptive approach in [21] are that neither the joint acceleration nor the inversion or invertibility of the inertia matrix is required and that the closed-loop dynamics are still nonlinear and physical (even in the context with known parameters), in contrast to the adaptive inverse dynamics approaches (see, e.g., [5,14,10]). This also leads to an important tendency concerning adaptive control of robot manipulators, i.e., the connection between adaptive control of nonlinear robots and linear dynamics has almost been abandoned ever since the result in [21]. The unfavorable aspect of this tendency is reflected in, e.g., control of robot manipulators involving interaction (for instance, bilateral teleoperation or teaching operation), and quantification of the performance of the closed-loop robot dynamics (see, e.g., [25]). In particular, in bilateral control of teleoperators, the control for the master and slave robots is expected to ensure the transmission performance from a human operator to the environment or to the consensus dynamics (see, e.g., [31]). This fundamentally relies on establishing the connection between control of robot manipulators with respect to a reference torque and linear dynamics (differing from the Slotine and Li approach [21] and also from the adaptive inverse dynamics approach [5,14,10]), which is a long-standing intractable problem in the literature. The nonlinear dynamics with uncertain variable inertia matrix yield the challenge of achieving the transmission of a reference torque across this dynamics (we may note that under the standard (adaptive) inverse dynamics control, the closed-loop dynamics governing the reference torque and the position tracking error are not linear due to the configuration-dependent inertia matrix).
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In this paper, we propose a new design methodology for adaptive control of robot manipulators to establish the connection between controlled robot dynamics and linear dynamics. The proposed approach relies on the exploitation of inertia invariance and forwardstepping design of reference dynamics (see [32,33]). The new class of adaptive controllers, derived by using forwardstepping concerning the reference dynamics with inertia invariance, is claimed as achieving “controlled physics” in the sense that the unknown inertia matrix of the robot manipulator is retained as the equivalent inertia of the closed-loop dynamics. As has been and will be witnessed, the inertia invariance formally referred to here may be the most essential and physical nature for adaptive control of robot manipulators (without involving inversion of the estimated inertia matrix and joint acceleration measurement); in this sense, the adaptive controllers in [21,22] and the non-certainty equivalent approach [17] can be considered as some examples of this nature, and there are a variety of adaptive controllers beyond these particular examples, as is shown in our result. The formulation of forwardstepping adaptive control with inertia invariance, from a general perspective of nonlinear control, establishes the connection between adaptive control of nonlinear robot manipulators and linear control, with an interesting feature analogues to the standard Taylor’s theorem in calculus concerning approximation of functions. In particular, the closed-loop dynamics under forwardstepping control with inertia invariance approach linear dynamics with a remainder in the sense of certainty equivalence; the remainder can be considered as quantification of the approximation of linear dynamics to the closed-loop robot dynamics. The order increment of the remainder, implying that the closed-loop robot dynamics tend to be closer to linear dynamics, can be achieved by specifying reference dynamics with an increment of their order.

2 Equations of Motion of Robot Manipulators

The equations of motion of a robot manipulator can be written as [23,24]

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \tau + \tau^* \] (1)

where \( q \in \mathbb{R}^n \) is the joint position, \( M(q) \in \mathbb{R}^{n \times n} \) is the inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is the Coriolis and centrifugal matrix, \( g(q) \in \mathbb{R}^n \) is the gravitational torque, \( \tau \in \mathbb{R}^n \) is the joint control torque, and \( \tau^* \in \mathbb{R}^n \) is the reference torque input (e.g., the interaction torque between the robot and a human operator, or the disturbance). To facilitate the reference in the sequel, two standard properties associated with the dynamics (1) are formulated as follows.

Property 1 ([23,24]): The inertia matrix \( M(q) \) is symmetric and uniformly positive definite.

Property 2 ([23,24]): The dynamics (1) define a linear mapping of a constant parameter vector \( \vartheta \).

3 Adaptive Control

Let \( q_d \in \mathbb{R}^n \) denote the desired joint position with \( q_0, q_1, \ldots, \dot{q}_d / d\tau + 1 \) being bounded, \( \ell = 1, 2, \ldots \). The control objective is to ensure that the position tracking error \( \Delta q = q - q_d \) converges to zero as \( t \to \infty \) with \( \tau^* = 0 \), and that the transmission performance from \( \tau^* \) to \( \Delta q \) can be quantified by some performance index.

3.1 Adaptive Control with Differential-Cascaded-Degree One

Define a vector \( z \in \mathbb{R}^n \) with reference dynamics given as

\[ \dot{z} = \ddot{q}_d - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_\vartheta^s \lambda_c M(q)(\dot{q} - z) \] (2)

where \( \alpha_0, \alpha_1 \), and \( \lambda_c \), are positive design constants, and \( \lambda_\vartheta^s \) is a design constant (scaling). Define

\[ s = \dot{q} - z \] (3)

and a regressor matrix \( Y \) as (due to Property 2)

\[ M(q) \dot{z} + C(q, \dot{q})\dot{q} + g(q) - \dot{M}(q)s - \lambda_c M(q)s = Y(q, \dot{q}, z, \dot{z})\vartheta. \] (4)

The control torque is given as

\[ \tau = -\lambda_c \dot{M}(q)s + \ddot{M}(q)z + \dot{C}(q, \dot{q})\dot{q} + \ddot{g}(q) - \dot{M}(q)s + W \ddot{\vartheta} \] (5)

where \( \ddot{\vartheta} \) is the estimate of \( \vartheta \), and \( W \) is a matrix defined by the dynamics

\[ \dot{W} = -\lambda_c W + Y(q, \dot{q}, z, \dot{z}). \] (6)

The adaptation law for \( \ddot{\vartheta} \) is given as

\[ \dot{\vartheta} = -\Gamma W^T s \] (7)

where \( \Gamma \) is a symmetric positive definite matrix.

The closed-loop dynamics of the manipulator can be described by a differential-cascaded system as

\[
\begin{cases}
\Delta \ddot{q} = -\alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_\vartheta^s \lambda_c \dot{M}(q)s + \dot{s} \\
\frac{d}{dt}[M(q)s] = -\lambda_c M(q)s + \frac{d}{dt}[W \Delta \vartheta] + \lambda_c W \Delta \vartheta + \tau^* \\
\ddot{\vartheta} = -\Gamma W^T s
\end{cases}
\] (8)

where \( \Delta \vartheta = \ddot{\vartheta} - \vartheta \). We observe that the lower two subsystems of (8) are also differential-cascaded in the sense
that the interconnection component \( \frac{d}{dt} [W \Delta \vartheta] + \lambda \Delta \vartheta \) involves the derivative of the parameter estimate \( \dot{\theta} \). With degree reduction [32] concerning \( \frac{d}{dt} [W \Delta \vartheta] \), the closed-loop dynamics of the manipulator can further be written as

\[
\begin{align*}
\Delta \dot{\vartheta} &= -\alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_2^2 \lambda_c [M(q)s - W \Delta \vartheta] + \dot{s} \\
\frac{d}{dt} [M(q)s - W \Delta \vartheta] &= -\lambda_c [M(q)s - W \Delta \vartheta] + \tau^* \\
\dot{\vartheta} &= -GW^T s.
\end{align*}
\]

(9)

**Theorem 1:** The adaptive controller given as (5) and (7) with \( z \) given as (2) ensures the convergence of the tracking errors, i.e., \( \Delta q \to 0 \) and \( \Delta \dot{q} \to 0 \) as \( t \to \infty \) with \( \tau^* = 0 \). The quantitative nonlinearity measure of the dynamics of the transmission from \( \tau^* \) to \( \Delta q \) (with respect to linear dynamics) in the sense of certainty equivalence can be specified by the residual error \( s \).

**Proof:** The application of the standard linear system theory to the second subsystem of (9) immediately yields the conclusion that \( M(q)s - W \Delta \vartheta \in L_2 \cap L_\infty \). Let \( \psi = M(q)s - W \Delta \vartheta \), and we have that

\[
M(q)s = W \Delta \vartheta + \psi.
\]

(10)

Due to the result that \( \psi \in L_2 \) and Property 1, there exists a positive constant \( \ell^* \) such that \( \int_0^t \psi^T M^{-1}(q) \psi d\sigma \leq \ell^*, \forall t \geq 0 \). Consider the quasi-Lyapunov function candidate \( V = (1/2) \int_0^t \psi^T M(q) \psi d\sigma + (1/2) \Delta \vartheta^T \Gamma^{-1} \Delta \vartheta + [\ell^* - \int_0^t \psi^T M^{-1}(q) \psi d\sigma] \) with the last term of \( V \) being chosen in accordance with the standard practice (see, e.g., [13, p. 118]), and we have that \( V \leq -(1/4) s^T M(q)s \leq 0 \) where we have used the following result from the standard basic inequalities

\[
s^T \psi \leq (1/4) s^T M(q)s + \psi^T M^{-1}(q) \psi.
\]

This implies that \( s \in L_2 \) and \( \dot{\vartheta} \in L_\infty \). Therefore, \( M(q) \) is bounded. From (10), we have that \( W \Delta \vartheta \in L_2 \). The dynamics (9) can be further written as

\[
\begin{align*}
\Delta \dot{q} &= -\alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_2^2 \lambda_c [M(q)s - W \Delta \vartheta] \\
&\quad + \lambda_2^2 \lambda_c [\{M(q) - M(q)s + W \Delta \vartheta\} + \dot{s} \\
\frac{d}{dt} [M(q)s - W \Delta \vartheta] &= -\lambda_c [M(q)s - W \Delta \vartheta] + \tau^* \\
\dot{\vartheta} &= -GW^T s.
\end{align*}
\]

(11)

Consider the first subsystem of (11) with \( \lambda_2^2 \lambda_c [M(q)s - W \Delta \vartheta] \), \( \lambda_2^2 \lambda_c [\{M(q) - M(q)s + W \Delta \vartheta\} \), and \( s \) as the inputs, respectively and \( x = [\Delta \dot{q}, \Delta \vartheta]^T \) as the output. From the standard linear system theory, the first subsystem of (11) with the three inputs being zero is exponentially stable and strictly proper. From the input-output properties of exponentially stable and strictly proper linear systems [6, p. 59], the input \( \lambda_2^2 \lambda_c [M(q)s - W \Delta \vartheta] \) yields an output that is square-integrable and bounded, and the input \( \lambda_2^2 \lambda_c [M(q)s + W \Delta \vartheta] \) yields an output that is also square-integrable and bounded. From [30], we have that the input \( s \) yields an output that is square-integrable. Hence, the application of the standard superposition principle for linear systems, we have that \( x \in L_2 \), and therefore \( \Delta q \in L_2 \) and \( \Delta \dot{q} \in L_2 \). This implies that \( \Delta q \in L_\infty \) and \( \Delta \dot{q} \to 0 \) as \( t \to \infty \) from the standard properties of functions (see, e.g., [13]). The boundedness of \( \dot{q} \) and \( \dot{\vartheta} \) can be demonstrated in a similar way as [14]. Specifically, the result that \( \Delta \dot{q} \in L_2 \) implies that \( \dot{q} \) can be written as the sum of a square-integrable variable and a bounded variable. From (2), we have that \( \dot{z} \) can be expressed as the sum of a square-integrable variable and a bounded variable. Using (3) yields the result that \( z = \dot{q} - s \), and this implies that \( z \) can be considered to be the sum of a square-integrable variable and a bounded variable. The subsequent analysis can be completed via following similar practice as in [14].

As the estimated parameter \( \hat{\theta} \) converges to \( \theta \) and without considering \( \dot{s} \) in the first subsystem of (8), the mapping from \( \tau^* \) to \( \Delta q \) is governed by a third-order linear system (the composite of linear parts in the second-order reference dynamics and closed-loop robot dynamics). Hence, in the sense of certainty equivalence, the closed-loop robot dynamics approximately behaves as third-order linear dynamics with a remainder \( \dot{s} \).

\[\square\]

3.2 Adaptive Control with Differential-Cascaded-Degree Two

For this case, the vector \( z \) is defined by reference dynamics given as

\[
\begin{align*}
\dot{z} &= \dot{q}_d - \alpha_2 \Delta \dot{q} - \alpha_1 \Delta q - \alpha_0 \Delta q \\
&\quad + \lambda_2^2 \frac{d}{dt} (\dot{M}(q)(\dot{z} - z)) + \lambda_2 \lambda_2^2 \dot{M}(q)(\dot{z} - z)
\end{align*}
\]

(12)

where \( \alpha_0, \alpha_1, \) and \( \alpha_2 \) are positive design constants that are chosen such that the polynomial \( \theta^T + \alpha_2 \theta^2 + \alpha_1 \theta + \alpha_0 \) with \( \theta \) being the free variable is a Hurwitz polynomial. With the adaptive controller given as (5) and (7), the closed-loop dynamics can be described by the following differential-cascaded system

\[
\begin{align*}
\Delta \dot{q} &= -\alpha_2 \Delta \dot{q} - \alpha_1 \Delta q - \alpha_0 \Delta q \\
&\quad + \lambda_2^2 \lambda_c [M(q)s + \dot{s} \frac{d}{dt} M(q)s] + \dot{s} \\
\frac{d}{dt} [M(q)s - W \Delta \vartheta] &= -\lambda_c [M(q)s - W \Delta \vartheta] + \tau^* \\
\dot{\vartheta} &= -GW^T s.
\end{align*}
\]

(13)

**Theorem 2:** The adaptive controller given as (5) and (7) with \( z \) given as (12) ensures the convergence of the tracking errors, i.e., \( \Delta q \to 0 \) and \( \Delta \dot{q} \to 0 \) as \( t \to \infty \) with \( \tau^* = 0 \). The quantitative nonlinearity measure of the dynamics of the transmission from \( \tau^* \) to \( \Delta q \) with respect
to linear dynamics) in the sense of certainty equivalence can be specified by the residual error $\hat{s}$.

Using degree reduction to the first subsystem of (13) yields (similar to [32])

\[
\begin{align*}
\Delta q &= \Delta \dot{q} \\
\Delta \dot{q} &= (\Delta \dot{q} - \hat{s}) + \hat{s} \\
\frac{d}{dt}(\Delta \dot{q} - \hat{s}) &= -\alpha_2(\Delta \dot{q} - \hat{s}) - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q \\
&\quad - \alpha_2 \hat{s} + \lambda_2^s \lambda_c \dot{M}(q)s + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s] + \hat{s}.
\end{align*}
\]

With $x = [\Delta q^T, \Delta \dot{q}^T, (\Delta \dot{q} - \hat{s})^T]^T$ as the state, the proof of Theorem 2 can then be performed with similar procedures as in that of Theorem 1.

Remark 1: In comparison with (8), the differential-cascaded dynamics (13) involve a closed-loop robot system that can be approximated more accurately by third-order linear dynamics due to the order increment of the remainder [namely the remainder $\hat{s}$ as compared with $\hat{s}$ in (8)]. Depending on the specific context, we can implement appropriate adjustment of the first subsystem of (13) by redesigning the reference dynamics, e.g., redesigning the interconnection component. For instance, if we expect that the linear part $\Delta \dot{q} = -\alpha_2 \Delta \dot{q} - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q$ approximates better to the reference torque $\tau^*$, we can redefine the reference dynamics such that

\[
\Delta \ddot{q} = -\alpha_2 \Delta \dot{q} - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_2^s \lambda_c \dot{M}(q)s + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s] + \hat{s}.
\]

which incorporates the low-frequency part of the derivative of $\tau^*$.

3.3 Adaptive Control with Arbitrary Differential-Cascaded-Degree

Consider a definition of reference dynamics given as

\[
\begin{align*}
\frac{d^\ell z}{dt^\ell} &= \frac{d^{\ell + 1} q_d}{dt^{\ell + 1}} - \alpha_\ell \frac{d^\ell \Delta q}{dt^\ell} - \cdots - \alpha_0 \Delta q \\
&\quad + \lambda_2^s \frac{d}{dt}[\dot{M}(q)\dot{z}] + \lambda_2^s \lambda_c \dot{M}(q)(\dot{z} - z).
\end{align*}
\]

\[ (16) \]

where $\alpha_0, \ldots, \alpha_\ell$ are positive constants that are chosen such that $\theta^{\ell + 1} + \alpha_\ell \theta^\ell + \cdots + \alpha_0$ with $\theta$ being the free variable is a Hurwitz polynomial. Using the adaptive controller given by (5) and (7) yields a differential-cascaded system with degree $\ell$

\[
\begin{align*}
\frac{d^{\ell + 1} \Delta q}{dt^{\ell + 1}} &= -\alpha_\ell \frac{d^\ell \Delta q}{dt^\ell} - \cdots - \alpha_0 \Delta q \\
&\quad + \lambda_2^s \lambda_c \dot{M}(q)s + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s] + \frac{d}{dt}\frac{d}{dt}[\dot{M}(q)s] \\
\frac{d}{dt}[\dot{M}(q)s - W \Delta \dot{q}] &= -\lambda_c [\dot{M}(q)s - W \Delta \dot{q}] + \tau^* \\
\dot{\theta} &= -\Gamma W^T s.
\end{align*}
\]

(17)

Theorem 3: The adaptive controller given as (5) and (7) with $z$ given as (16) ensures the convergence of the tracking errors, i.e., $\Delta q \to 0$ and $\Delta \dot{q} \to 0$ as $t \to \infty$ with $\tau^* = 0$. The qualitative nonlinearity measure of the dynamics of the transmission from $\tau^*$ to $\Delta q$ (with respect to linear dynamics) in the sense of certainty equivalence can be specified by the residual error $d^\ell s/dt^\ell$, $\ell = 2, 3, \ldots$.

Proof: Most of the proof follows similar procedures as in that of Theorem 1, and the distinctive point mainly lies in the analysis of the first subsystem of (17) with $s \in L_2$ and $\theta \in L_\infty$. The first subsystem of (17) can further be written as

\[
\begin{align*}
\frac{d^\ell \Delta z}{dt^\ell} &= -\alpha_\ell \frac{d^{\ell - 1} \Delta z}{dt^{\ell - 1}} - \cdots - \alpha_1 \Delta z - \alpha_0 \Delta q \\
&\quad + \alpha_\ell \frac{d^{\ell - 1} s}{dt^{\ell - 1}} - \cdots - \alpha_1 s + \lambda_2^s \lambda_c \dot{M}(q)s \\
&\quad + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s] \\
\end{align*}
\]

(18)

where $\Delta z = z - \dot{q}_d$. The state-space representation of (18) can be formulated as

\[
\begin{align*}
\Delta \ddot{q} &= \Delta z + s \\
\vdots
\end{align*}
\]

\[
\begin{align*}
\frac{d^\ell}{dt^\ell}(\frac{d^{\ell - 2} \Delta z}{dt^{\ell - 2}}) &= \frac{d^{\ell - 1} \Delta z}{dt^{\ell - 1}} \\
\frac{d^\ell}{dt^\ell}(\frac{d^{\ell - 1} \Delta z}{dt^{\ell - 1}}) &= -\alpha_\ell \frac{d^{\ell - 1} \Delta z}{dt^{\ell - 1}} - \cdots - \alpha_1 \Delta z - \alpha_0 \Delta q \\
&\quad + \alpha_\ell \frac{d^{\ell - 1} s}{dt^{\ell - 1}} - \cdots - \alpha_1 s + \lambda_2^s \lambda_c \dot{M}(q)s \\
&\quad + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s].
\end{align*}
\]

(19)

with $x = [\Delta q^T, \Delta z^T, \ldots, (d^{\ell - 1} \Delta z/dt^{\ell - 1})^T]_T$ as the state and with $u_1 = [s^T, 0_{(\ell - 1)}]_T[-\alpha_1 s + \lambda_2^s \lambda_c \dot{M}(q)s]^T$, $u_2 = -\alpha_2 s + \lambda_2^s \frac{d}{dt}[\dot{M}(q)s]$, and $u_k = -\alpha_k d^{k - 1} s/dt^{k - 1}$, $k = 3, \ldots, \ell$ as the inputs. The system (19) with $u_k = 0$, $k = 1, \ldots, \ell$ is exponentially stable due to the fact that $\theta^{\ell + 1} + \alpha_\ell \theta^\ell + \cdots + \alpha_0$ is a Hurwitz polynomial. Using the standard input-output properties of exponentially stable and strictly proper linear systems [6, p. 59], the part of $x$ due to the input $u_1$ is square-integrable and bounded and converges to zero since $u_1 \in L_2$. Let us now consider the mappings from $u_k$ to $\Delta q$, $\Delta z$, and $\Delta z$, respectively, $k = 2, \ldots, \ell$, and in accordance with the standard linear system theory, the relative degree
of $\Delta q$, $\Delta z$, and $\Delta \dot{z}$ with respect to $-\alpha_2 s + \lambda_5^z \hat{M}(q)s$, $-\alpha_a s$, $k = 3, \ldots, \ell$ is $\ell - k + 2$, $\ell - k + 1$, and $\ell - k$, respectively, $k = 2, \ldots, \ell$. From the input-output properties of exponentially stable linear systems [6, p. 59], we have that the parts of $\Delta q$ and $\Delta z$ due to $u_k$ are square-integrable and bounded and converges to zero, and that the part of $\Delta \dot{z}$ due to $u_k$ is square-integrable, $k = 2, \ldots, \ell$. The application of the standard superposition principle for linear systems yields the result that $\Delta q \in \mathcal{L}_2 \cap \mathcal{L}_\infty$, $\Delta z \in \mathcal{L}_2 \cap \mathcal{L}_\infty$, $\Delta \dot{z} \in \mathcal{L}_2$, and $\Delta q \to 0$ as $t \to \infty$. Hence, $\Delta \dot{q} = \Delta z + s \in \mathcal{L}_2$. The remaining proof can be completed with similar procedures as in the proof of Theorem 1.

Remark 2: The system (17) exhibits properties that have certain similarity to the standard approximation of functions using Taylor's theorem in calculus. For a nonlinear and uncertain Lagrangian system such as a robot manipulator, using forwardstepping design [32,33] concerning the reference dynamics and the inertia-invariance-based torque input design concerning the handling of nonlinearity and parametric uncertainty leads us to render the closed-loop dynamics approximately behave like linear dynamics with a high-order residual or approximation error [for instance, the term $d\tilde{s}/dt$ in (17)]. Since the late 1980s, the Slotine and Li adaptive controller [21] has become a standard for the control of robot manipulators and general Lagrangian systems, and this controller has been argued as “putting physics in control” (see [19]). In other words, since the Slotine and Li controller, the possible connection between control of robot manipulators and the linear control has almost been abandoned (due also in part to the limitations of the adaptive inverse dynamics or feedback linearization [5,14], either involving inversion/invertibility of the estimated inertia or joint acceleration measurement), and the occurrence of passivity-based control also happens in this context (see [15]). The presented forwardstepping design here establishes that this connection has long been considered as intractable, which may also have the potential of becoming a new systematic approach for control of nonlinear systems. In contrast with some standard nonlinear design approaches such as backstepping [9], forwarding [27,18], or the immersion and invariance (I&I) approach [1], typically yielding cascaded closed-loop dynamics (with reduced-order reference dynamics), the presented design methodology approaches the nonlinear control problem along a fundamentally different direction using reference dynamics with an increment of the order.

Remark 3: In the traditional adaptive inverse dynamics or feedback linearization of robot manipulators, typically a regressor matrix that differs from the above formulation is involved [5,14,10], namely the regressor matrix $Y^*(q, \dot{q}, \ddot{q})$ defined by

$$ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = Y^*(q, \dot{q}, \ddot{q})\vartheta. \tag{20} $$

We reformulate these inverse dynamics controllers in the context of forwardstepping design that is compatible with degree reduction analysis. Upon the regressor matrix $Y^*$, we define a matrix $W^*$ using the filtering technique as [14,23]

$$ W^* = -\lambda_c W^* + Y^*(q, \dot{q}, \ddot{q}) \tag{21} $$

and the matrix $W^*$ can be calculated without involving joint acceleration measurement in accordance with [14,23]. The torque control given by (5) needs to be modified as (similar to the torque input given in [10])

$$ \tau = -\lambda_c \hat{M}(q)s + \hat{M}(q)\dot{z} + \hat{C}(q, \dot{q})\dot{q} + \hat{g}(q) - \hat{\dot{M}}(q)s + W^* \dot{\vartheta} \tag{22} $$

and this yields dynamics that differ from the second subsystem of (9) as (which is obtained by degree reduction concerning $\frac{d}{dt}[W^* \Delta \vartheta]$)

$$ \frac{d}{dt}[\hat{M}(q)s - W^* \Delta \vartheta] = -\lambda_c [\hat{M}(q)s - W^* \Delta \vartheta] \tag{23} $$

which involves the estimated inertia matrix. At this stage, we can develop the parameter adaptation law for $\vartheta$ along two directions, as is typically done, namely direct and indirect adaptation, respectively. The direct adaptation law can be given as

$$ \dot{\vartheta} = -\Gamma W^{*T} s \tag{24} $$

or as

$$ \dot{\vartheta} = -\Gamma W^{*T} \hat{M}(q)s. \tag{25} $$

The indirect adaptation law can be specified to be the same as [14,10], i.e.,

$$ \dot{\vartheta} = -\Gamma W^{*T} e \tag{26} $$

with $e = W^* \dot{\vartheta} - \tau_f$ being the prediction error and $\tau_f$ given as $\tau_f = -\lambda_c \tau_f + \tau$. The reformulated direct adaptive inverse dynamics approach does not rely on the joint acceleration measurement, in contrast with [5]. The stability of both the direct and indirect approaches, due to the involvement of the estimated inertia matrix, relies on the condition that the estimated inertia $\hat{M}(q)$ is invertible (or uniformly positive definite), similar to the standard direct and indirect inverse dynamics approaches in [5,14,10]. The invertibility of $\hat{M}(q)$ is generally considered to be most intractable in the traditional inverse dynamics framework with either a direct or indirect approach (see, e.g., [25]). The connection presented here indicates how the forwardstepping approach with inertia invariance differs from the standard adaptive inverse dynamics approach, and why the inversion/invertibility
of the estimated inertia and joint acceleration measurement are no longer required in the proposed adaptive approach (due to inertia invariance and degree-reduction-based formulation, respectively). In fact, with the implementation of the proposed inertia invariance and degree-reduction-based formulation, the adaptive inverse dynamics control given by (22) and (24) can be transformed to the proposed control given by (5) and (7). Without considering the introduction of reference dynamics based upon the order invariance or increment, the presented control has some similarity to [17] yet exhibits a much compact structure due to the analysis based on degree reduction and a quasi-Lyapunov function; in addition, the presented analysis/design, as demonstrated above, facilitates establishing the connection with the traditional adaptive inverse dynamics approaches.

4 Adaptive Control with Constant-Gain Feedback

Constant-gain feedback is preferred for its enhanced robustness in comparison with the time-varying-gain feedback relying on the estimated inertia. This is mainly due to the well-recognized robustness issue associated with adaptive control in the context of external disturbances or input.

4.1 Constant-Gain Feedback

For this purpose, we define reference dynamics as

\[
\frac{d^2 z}{dt^2} = \frac{d^2 q_d}{dt^2} - \alpha_\ell \frac{d}{dt} \Delta q - \cdots - \alpha_0 \Delta q + \lambda_\ell^z \frac{d}{dt} [\dot{M}(q) (\dot{q} - z)] + \lambda_\ell^s \lambda_\ell^z (\dot{q} - z)
\]

(27)

where \( \lambda_\ell^z \) is a positive design constant. The control torque is given as

\[
\tau = -\lambda_\ell^s s + \dot{M}(q) \dot{z} + \dot{C}(q, \dot{q}) \dot{q} + \dot{g}(q) - \dot{M}(q)s + W \dot{\vartheta}
\]

(28)

where \( W \) is given by (6) with the regressor \( Y(q, \dot{q}, z, \dot{z}) \) being redefined as [differing from (4)]

\[
M(q) \dot{z} + C(q, \dot{q}) \dot{q} + g(q) - \dot{M}(q)s = Y(q, \dot{q}, z, \dot{z}) \vartheta.
\]

(29)

The closed-loop dynamics of the manipulator can be described by a differential-cascaded system as

\[
\begin{align*}
\frac{d^{\ell+1} \Delta \vartheta}{dt^{\ell+1}} &= -\alpha_\ell \frac{d}{dt} \Delta \vartheta - \cdots - \alpha_0 \Delta q \\quad + \lambda_\ell^s \lambda_\ell^s s + \lambda_\ell^s \lambda_\ell^s \frac{d}{dt} [\dot{M}(q)s] + \frac{d^2 s}{dt^2} \\
\frac{d^2 \vartheta}{dt^2} [M(q)s - W \Delta \vartheta] &= -\lambda_\ell^s s + \lambda_\ell^w W \Delta \vartheta + \tau^* \\
\dot{\vartheta} &= -\Gamma W^T s.
\end{align*}
\]

(30)

Consider the Lyapunov-like function candidate

\[
V^* = (1/2) [M(q) s - W \Delta \vartheta]^T [M(q) s - W \Delta \vartheta]
\]

(31)

and its derivative along the trajectories of the system can be written as

\[
\dot{V}^* = -\lambda_\ell^s s^T M(q)s + \lambda_\ell^w s^T M(q)W \Delta \vartheta
\]

(32)

To facilitate the specification of the controller parameters, we rewrite (32) as

\[
\dot{V}^* = -s^T M(q) [\lambda_\ell^w I_m - (1/4) \lambda_\ell^w M(q)] s
\]

\[
- \lambda_\ell^w [(1/2) M(q)s - W \Delta \vartheta]^T \times [(1/2) M(q)s - W \Delta \vartheta] \leq 0
\]

(33)

if \( \lambda_\ell^w > (1/4) \lambda_\ell^w \lambda_{\text{max}} \{M(q)\} \), where \( \lambda_{\text{max}} \{\cdot\} \) denotes the maximum eigenvalue of a matrix.

**Theorem 4:** Let the controller parameters \( \lambda_\ell^w \) and \( \lambda_\ell^w \) be chosen such that \( \lambda_\ell^w > (1/4) \lambda_\ell^w \lambda_{\text{max}} \{M(q)\} \). Then, the adaptive controller given as (28) and (7) with \( z \) given as (27) and \( Y(q, \dot{q}, z, \dot{z}) \) given as (29) ensures the convergence of the tracking errors, i.e., \( \Delta q \to 0 \) and \( \Delta \dot{q} \to 0 \) as \( t \to \infty \) with \( \tau^* = 0 \). The quantitative nonlinearity measure of the dynamics of the transmission from \( \tau^* \) to \( \Delta q \) (with respect to linear dynamics) in the sense of certainty equivalence can be specified by the residual error \( d^\ell s/dt^\ell, \ell = 2, 3, \ldots \).

4.2 Constant-Gain Feedback without Relying on the Knowledge of \( M(q) \)

The control torque is specified as

\[
\tau = -\lambda_\ell^s s + \dot{M}(q) \dot{z} + \dot{C}(q, \dot{q}) \dot{q} + \dot{g}(q) - \dot{M}(q)s + W^* \dot{\vartheta}
\]

(34)

and the adaptation law is given as

\[
\dot{\vartheta} = -\Gamma [\lambda_\ell^w W^*^T \dot{M}(q) s + \lambda_\ell^w^* W^*^T s]
\]

(35)

where \( W^*^* \) is defined as

\[
W^*^* \dot{\vartheta} = W^* \dot{\vartheta} - M(q)s.
\]

(36)

The closed-loop dynamics of the manipulator can be described by a differential-cascaded system as

\[
\begin{align*}
\frac{d^{\ell+1} \Delta \vartheta}{dt^{\ell+1}} &= -\alpha_\ell \frac{d}{dt} \Delta \vartheta - \cdots - \alpha_0 \Delta q \\
&+ \lambda_\ell^s \lambda_\ell^s s + \lambda_\ell^s \lambda_\ell^s \frac{d}{dt} [\dot{M}(q)s] + \frac{d^2 s}{dt^2} \\
\frac{d^2 \vartheta}{dt^2} [M(q)s - W \Delta \vartheta] &= -\lambda_\ell^s s + \lambda_\ell^w W \Delta \vartheta + \tau^* \\
\dot{\vartheta} &= -\Gamma [\lambda_\ell^w W^*^T \dot{M}(q)s + \lambda_\ell^w^* W^*^T s].
\end{align*}
\]

(37)
Theorem 5: The adaptive controller given as (34) and (35) with \( z \) given as (27) ensures the convergence of the tracking errors, i.e., \( \Delta q \rightarrow 0 \) and \( \dot{\Delta} q \rightarrow 0 \) as \( t \rightarrow \infty \) with \( \tau^* = 0 \). The quantitative nonlinearity measure of the dynamics from \( \tau^* \) to \( \Delta q \) (with respect to linear dynamics) in the sense of certainty equivalence can be specified by the residual error \( d^k s/dt^k, k = 2, 3, \ldots \).

The proof of Theorem 5 can be completed using the Lyapunov-like function candidate \( V^* = (1/2)[M(q)s - W^*\Delta \dot{q}]^T[M(q)s - W^*\Delta \dot{q}] + (1/2)\Delta \dot{q}^T\Gamma^{-1}\Delta \dot{q} \) and similar procedures as previously conducted.

Remark 4: In many interactive control problems such as teleoperation or teaching operation, the reference input torque \( \tau^* \) typically covers the low-frequency range. To ensure the reliability and robustness of the system under the action of \( \tau^* \), it tends to be preferable that the adaptation becomes weaker or even vanishes with \( \tau^* \) being static (typically, the joint velocity \( \dot{q} \) becomes zero). This is achieved in the system given by (30) yet not in the system given by (37), and the price is that the controller parameters rely on some a priori knowledge of \( M(q) \).

5 Choice and Implementation of Reference Dynamics

5.1 Choice of Reference Dynamics

The order invariance and increment of the proposed approach allows much freedom for the choice of reference dynamics. Though there are indeed many reference dynamics that can guarantee the stability and convergence of the closed-loop systems, different reference dynamics might lead to systems with strong or weak robustness and different performance. We illustrate this issue via the example given in Sec. 3.1. Consider the system (9), and it can be rewritten as (with degree reduction concerning the first subsystem)

\[
\begin{align*}
\frac{d^2}{dt^2}(\Delta \dot{q} - s) &= -\alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_5^* \lambda_c M(q)s \\
\frac{d}{dt}[M(q)s - W \Delta \dot{q}] &= -\lambda_c [M(q)s - W \Delta \dot{q}] + \tau^* \\
\dot{\vartheta} &= -\Gamma W^T s.
\end{align*}
\]

The other examples in Sec. 3 can be reshaped with a similar procedure.

Remark 4: Many reference dynamics, from their definitions, involve challenging measurement or calculation of functions or variables, e.g., the joint acceleration, its derivative, or its high-order derivatives and the derivative of the estimated inertia matrix \( \dot{M}(q) \). On the other hand, we note that only \( z \) and \( \dot{z} \) are used in the proposed adaptive controllers (for a second-order robot manipulator). Here, we demonstrate in detail how the joint acceleration and its derivative or high-order derivatives are avoided as calculating \( z \) and \( \dot{z} \) numerically. We first consider the reference dynamics given by (12), and this system can be considered as a linear time-varying system concerning \( z \) and \( \dot{z} \). Hence, we cannot directly employ the filtering technique in [23] for the linear time-invariant case. For handling this issue, we apply the degree reduction [32] (in particular, concerning the derivative or high-order derivatives of \( \dot{q} \)) to the linear time-varying system (12) and have that

\[
\begin{align*}
\dot{z} &= -\lambda_5^* \dot{M}(q)z + [\dot{z} - \ddot{q}_d + \lambda_5^* \dot{M}(q)(\dot{z} - \dot{q}) + \alpha_2 \ddot{q}] \\
&+ \lambda_5^* \dot{M}(q)\ddot{q} - \alpha_0 \ddot{q} \\
\frac{d}{dt}[\dot{z} - \ddot{q}_d + \lambda_5^* \dot{M}(q)(\dot{z} - \dot{q}) + \alpha_2 \ddot{q}] &= -\lambda_c [\dot{M}(q)s - W \Delta \dot{q}] - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_5^* \dot{M}(q)\dot{q} \\
&+ \lambda_5^* \lambda_c \dot{M}(q)\ddot{q}
\end{align*}
\]

whose state-space form with \( \dot{x}^* = [z^T, [\dot{z} - \ddot{q}_d + \lambda_5^* \dot{M}(q)(\dot{z} - \dot{q}) + \alpha_2 \ddot{q}^T]^T \) can be written as

\[
\dot{x}^* = Ax^* + u^*
\]

where \( u^* = [u_1^T, u_2^T]^T \) with \( u_1^* = \lambda_5^* \dot{M}(q)\dot{q} + \ddot{q}_d - \alpha_2 \ddot{q} \) and \( u_2^* = \alpha_2 \ddot{q}_d - \alpha_1 \Delta \dot{q} - \alpha_0 \Delta q + \lambda_c \lambda_5^* \dot{M}(q)\dot{q} \), and \( A = \begin{bmatrix} -\lambda_5^* \dot{M}(q) & I_n \\ -\lambda_c \lambda_5^* \dot{M}(q) & 0_{n \times n} \end{bmatrix} \). By the numerical integral operation of (42), which no longer involves the joint acceleration measurement and \( \ddot{q}_d \), we can obtain \( \dot{x}^* \), and then \( z \) and \( \dot{z} \). Let us further consider the reference dynamics.
Using degree reduction to (43) yields

\[ \ddot{z} = \ddot{q} + \alpha_3 \Delta \ddot{q} - \alpha_2 \Delta \dot{q} - \alpha_1 \Delta q - \alpha_0 \Delta q \]
\[ + \lambda_S^d \frac{d}{dt} [M(q) \ddot{q}] + \lambda_c \lambda_S^d M(q) \dot{q} \]
\[ - \lambda_S^z \frac{d}{dt} [M(q) \dot{z}] - \lambda_c \lambda_S^z M(q) \dot{z}. \]  

Using degree reduction to (43) yields

\[
\begin{align*}
\dot{z} &= (\dot{z} - \dot{q}d + \alpha_3 \dot{q}) + \dot{q}d - \alpha_3 \ddot{q} \\
\frac{d}{dt}(z - \dot{q}d + \alpha_3 \dot{q}) &= [z - \dot{q}d + \lambda_S^z M(\dot{q})(z - \dot{q}) + \alpha_3 \Delta \dot{q} + \alpha_2 \dot{q}] \\
- \lambda_S^z M(\dot{q})z + \lambda_S^z M(\dot{q})\dot{q} + \alpha_3 \dot{q}d - \alpha_2 \dot{q} \\
\frac{d}{dt} [\dot{z} - \dot{q}d + \lambda_S^z M(\dot{q})(z - \dot{q}) + \alpha_3 \Delta \dot{q} + \alpha_2 \dot{q}] &= - \lambda_S^z M(\dot{q})z + \alpha_3 \Delta \dot{q} - \alpha_0 \Delta q \\
+ \lambda_c \lambda_S^z M(\dot{q})\dot{q}. \end{align*}
\]

The state for this linear time-varying system can be chosen as \( x^* = [z^T, (z - \dot{q}d + \alpha_3 \dot{q})^T, [z - \dot{q}d + \lambda_S^z M(\dot{q})(z - \dot{q}) + \alpha_3 \Delta \dot{q} + \alpha_2 \dot{q}]^T] \). The numerical integration of (44) relies on the specification of the initial value of \( \dot{q} \), namely \( \dot{q}(0) \), and its value is difficult to be known exactly; however, this value can be chosen to be an arbitrary constant since this value does not influence the holding of (43). It is similar for the involvement of \( \dot{q}_d \), and neither this quantity nor its initial value is required to be known. On the other hand, the involvement of such quantities in \( x^*(0) \) can also be avoided via a particular choice of \( \dot{z}(0) \) and \( \ddot{z}(0) \) and exploiting the fact that only \( x^*(0) \) is required for implementation. For instance, consider the reference dynamics given as (43) with \( \alpha_0 = 0.1, \alpha_1 = 10, \alpha_2 = 60, \alpha_3 = 60 \) where \( \alpha \) is a positive design constant, and we choose \( \dot{z}(0) = \dot{q}_d(0) - \alpha_3 \Delta \dot{q}(0) - 3 \alpha_2 \Delta \dot{q}(0) - \alpha_3 \Delta q(0); \) then, \( x^*_3(0) = [z - \dot{q}d + \lambda_S^z M(\dot{q})(z - \dot{q}) + \alpha_3 \Delta \dot{q} + \alpha_2 \dot{q}]_{t=0} = \dot{q}_d(0) + \lambda_S^z M(\dot{q}d(0))z(0) - \dot{q}(0)] \), which no longer involves the information concerning \( \dot{q}_d \).

This indicates that the integral operation of the degree-reduction form of the reference dynamics does not rely on the high-order information such as \( \dot{q}_d \). The arbitrary-order reference dynamics can similarly be accommodated using degree reduction (which would certainly become more complicated as the order increases).

Remark 5: The degree-reduction-based implementation of reference dynamics given here renders it practically possible to achieve the objective that the controlled nonlinear robots approach linear dynamics using position and velocity measurement only. This significantly facilitates the practical and reliable applications of the proposed controllers to robot manipulators with quantifiable performance. The comparison between the degree-reduction-based schemes and their original definitions indicates that the integral stability and accuracy is maintained without relying on challenging measurement of variables (e.g., joint acceleration, its derivative or higher-order derivatives) due to the degree-reduction-based realization.

6 Simulation Results

We consider the application of the proposed adaptive controllers to a standard two-DOF (degree-of-freedom) planar manipulator motion in a horizontal plane. The dynamics of the manipulator can be found in [24]. The physical parameters of the manipulator (assume that the mass density of the links is uniform along the length direction) are set as \( m_1 = 3.6, m_2 = 2.7, l_1 = 1.8, \) and \( l_2 = 1.8 \) where \( m_i \) and \( l_i \) are the mass and length of the \( i \)-th link, respectively, \( i = 1, 2 \). The sampling period is specified as \( 5 \) ms.

We set the controller parameters as \( \lambda_c = 10, \lambda_S^d = 0.5, \lambda_S^z = 0 \), and \( \Gamma = 10I_3 \). The initial parameter estimate is set as \( \hat{\theta}(0) = [0, 0, 0]^T \). For the controller with differential-cascaded-degree one, the controller parameters are chosen as \( \alpha_0 = 100 \) and \( \alpha_1 = 20 \alpha_0 \) while \( \dot{z}(0) \) is set as \( \dot{z}(0) = \dot{q}_d(0); \) for the controller with differential-cascaded-degree two, we choose \( \alpha_0 = 100, \alpha_1 = 3 \alpha_0^{2/3}, \) and \( \alpha_2 = 3 \alpha_0^{1/3} \), and the initial values for \( z \) and \( \dot{z} \) are set as \( z(0) = \dot{q}_d(0) \) and \( \dot{z}(0) = \dot{q}_d(0) - 2 \alpha_0 \zeta \dot{q}_d(0) - \alpha_0^2 \Delta \dot{q}_d(0) \), respectively with \( \alpha = \alpha_0^{1/3} \); for the controller with differential-cascaded-degree three, we choose \( \alpha_0 = 100, \alpha_1 = 4 \alpha_0^{1/3}, \alpha_2 = 6 \alpha_0^{1/3}, \) and \( \alpha_3 = 4 \alpha_0^{1/3}, \) and the initial values for \( z, \dot{z}, \) and \( \dot{x} \) are set as \( \dot{x}(0) = \dot{q}_d(0), \) \( \dot{z}(0) = \dot{q}_d(0) - 3 \alpha_0 \zeta \dot{q}_d(0) - 3 \alpha_0^2 \Delta \dot{q}_d(0) \) and \( \dot{x}(0) = \alpha_0 \zeta \dot{q}_d(0) - \dot{q}_d(0) + 6 \alpha_0 \zeta \dot{q}_d(0) - 3 \alpha_0^2 \Delta \dot{q}_d(0) - \alpha_0^3 \Delta \dot{q}_d(0) + \alpha_0 \zeta \dot{q}_d(0) ) \), respectively with \( \alpha = \alpha_0^{1/3} \).

With such choice of controller parameters, the three controllers maintain the same low-frequency gain from the reference torque \( \tau^* \) to the position tracking error \( \Delta q \), namely \( \lambda_S^d/\alpha_0 \), and their difference lies in the nonlinear measure of the closed-loop dynamics quantified by a remainder. The desired joint position is specified as \( \theta_d = [(\pi/3) \sin(\pi t), (\pi/3) \sin(\pi t)]^T \). The tracking errors with the first controller being implemented are shown in Fig. 1 where the low-frequency part of the controlled robot dynamics \( \lambda_S^d \lambda_c \dot{M}(q)s \) is incorporated in the reference dynamics (without considering the remainder \( s \)). The tracking errors with the second and third controllers (whose reference dynamics incorporate the full part of the controlled robot dynamics, i.e., \( \lambda_S^z \lambda_c \dot{M}(q)s + \lambda_S^d \dot{T}(\dot{M}(q)s) \), differing from the first controller) being implemented are shown in Fig. 2 and Fig. 3, respectively. It can be observed from Fig. 2 and Fig. 3 that with the increment of the differential-cascaded degree (from degree 2 to degree 3), the response of the tracking errors is improved in both the smoothness and tracking accuracy.

We also conduct the simulation study with the reference dynamics being modified using similar procedures as in
Sec. 5.1. The modified reference dynamics for the adaptive controllers with differential-cascaded degree two and three can be respectively written as

\[
\ddot{z} = \ddot{q} \_d - 2\alpha \Delta \dot{q} - \alpha^2 \dot{q} \_d - \Lambda (\ddot{z} - \ddot{q} \_d) - 2\alpha \Lambda \dot{q} - \alpha^2 \Lambda \Delta q \\
+ \lambda_S^* \frac{d}{dt}[\hat{M}(q)(\dot{q} - z)] + \lambda_S^* \lambda_c \hat{M}(q)(\dot{q} - z) \tag{45}
\]

and

\[
\ddot{z} = \ddot{q} \_d - 3\alpha \Delta \ddot{q} - 3\alpha^2 \dot{q} \_d - 3\alpha^2 \Delta q - 2\alpha^3 \dot{q} \_d - 3\alpha^2 \Lambda \Delta \dot{q} - 3\alpha^2 \Lambda \Delta q \\
+ \lambda_S^* \frac{d}{dt}[\hat{M}(q)(\dot{q} - z)] + \lambda_S^* \lambda_c \hat{M}(q)(\dot{q} - z). \tag{46}
\]

These reference dynamics yield

\[
\frac{d}{dt}(\Delta \dot{q} + 2\alpha \Delta \dot{q} + \alpha^2 \Delta q - \dot{s}) \\
= -\Lambda (\Delta \ddot{q} + 2\alpha \Delta \dot{q} + \alpha^2 \Delta q - \dot{s}) \\
+ \lambda_S^* \frac{d}{dt}[\hat{M}(q)s] + \lambda_S^* \lambda_c \hat{M}(q)s. \tag{47}
\]

and

\[
\frac{d}{dt}(\Delta \ddot{q} + 3\alpha \Delta \ddot{q} + 3\alpha^2 \Delta \dot{q} + 3\alpha^2 \Delta q + \alpha^3 \Delta q - \dot{s}) \\
= -\Lambda (\Delta \ddot{q} + 3\alpha \Delta \ddot{q} + 3\alpha^2 \Delta \dot{q} + 3\alpha^2 \Delta q + \alpha^3 \Delta q - \dot{s}) \\
+ \lambda_S^* \frac{d}{dt}[\hat{M}(q)s] + \lambda_S^* \lambda_c \hat{M}(q)s. \tag{48}
\]

The matrix \( \Lambda \) is set as \( \Lambda = \alpha I_2 \) and the other controller parameters are chosen to be the same as the previous case. The simulation results with differential-cascaded degree two and three are shown in Fig. 4 and Fig. 5, respectively. In comparison with Fig. 2 and Fig. 3, the implementation of the modified reference dynamics indeed yields improved performance.
7 Conclusion

In this paper, we have proposed a differential-cascaded approach for the adaptive control of nonlinear manipulators. With the exploitation of inertia invariance and forwardstepping design of the reference dynamics, the proposed approach establishes the connection between the controlled nonlinear robot dynamics and linear dynamics, mimicking the standard Taylor’s theorem in calculus for approaching functions using polynomials and their derivative and high-order derivatives. The connection between the adaptive control of nonlinear uncertain systems such as robot manipulators and linear dynamics is a long-standing intractable problem in the literature. Our result presents a solution to this problem benefiting from the exploitation of inertia invariance and the application of forwardstepping. This yields a systematic procedure to approach the nonlinear robot dynamics with linear dynamics, which also renders it possible to systematically quantify the performance of nonlinear robot dynamics with respect to a reference torque (for instance, a disturbance torque).
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