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ABSTRACT
Probabilistic databases (PDBs) are probability spaces over database instances. They provide a framework for handling uncertainty in databases, as occurs due to data integration, noisy data, data from unreliable sources or randomized processes. Most of the existing theory literature investigated finite, tuple-independent PDBs (TI-PDBs) where the occurrences of tuples are independent events. Only recently, Grohe and Lindner (PODS ’19) introduced independence assumptions for PDBs beyond the finite domain assumption. In the finite, a major argument for discussing the theoretical properties of TI-PDBs is that they can be used to represent any finite PDB via views. This is no longer the case once the number of tuples is countably infinite. In this paper, we systematically study the representability of infinite PDBs in terms of TI-PDBs and the related block-independent disjoint PDBs.

The central question is which infinite PDBs are representable as first-order views over tuple-independent PDBs. We give a necessary condition for the representability of PDBs and provide a sufficient criterion for representability in terms of the probability distribution of a PDB. With various examples, we explore the limits of our criteria. We show that conditioning on first order properties yields no additional power in terms of expressivity. Finally, we discuss the relation between purely logical and arithmetic reasons for (non-)representability.
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• Theory of computation → Incomplete, inconsistent, and uncertain databases; Logic and databases.
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1 INTRODUCTION
Probabilistic databases (PDBs) provide a framework for dealing with uncertainty in databases, as could occur due to data integration, the acquisition of noisy data or data from unreliable sources or as outputs of randomized processes. Often the appropriate probability spaces are infinite. For example, fields in a fact may contain measurements from a noisy sensor, which we model as real numbers with some error distribution, or approximate counters, modeled by some probability distribution over the integers, or text data scraped from unreliable web sources.

Formally, PDBs are probability spaces over (relational) database instances. A key issue when working with PDBs in practice is the question of how to represent them. For finite PDBs, this is always possible in principle (ignoring numerical issues) by just listing all instances in the PDB and their probabilities. But of course it is usually infeasible to store the whole sample space of a probability distribution over reasonably sized database instances. Instead, various compact representation systems have been proposed. Arguably the simplest is based on tuple-independent PDBs. In a tuple-independent PDB (TI-PDB) the truths of all facts \( f \) are regarded as independent events that hold with a probability \( p_f \in [0, 1] \). The sample space of a TI-PDB with \( n \) facts has size \( 2^n \), but we can represent the TI-PDB by just listing the \( n \) marginal probabilities \( p_f \) of the facts \( f \). Much of the theoretical work on PDBs is concerned with TI-PDBs. A justification for this focus on TI-PDBs is the following nice Theorem [52]: every finite PDB can be represented by a first-order view over a (finite) TI-PDB. In other words: first-order views over TI-PDBs form a complete representation system for finite PDBs.

In this paper we investigate similar questions in a broadened scope. Our main focus lies on probabilistic databases with a countably infinite sample space. The idea of modeling uncertainty in databases by viewing them as infinite collections of possible worlds has been around for quite some time in the context of incomplete databases [31]. While existing PDB systems are already using infinite domains and sample spaces, such as [3, 11, 20, 32, 35, 48], a
formal framework of probabilistic databases with infinite sample spaces has only been introduced recently [27, 29]. Let us emphasize that in an infinite PDB, it is the sample space of the probability distribution that is infinite; every single instance of an infinite PDB is still finite. As a special case, it is natural to consider infinite PDBs of bounded instance size, which means that all instances have size at most \( b \) for some fixed bound \( b \). A simple example that can be modeled as a PDB of bounded size is a table that contains the number of car accidents for different countries where the numbers are regarded as inaccurate and the errors are modeled by some Poisson distribution. This model is often used in the insurance industry.

For infinite PDBs, the issue of representing them becomes even more difficult, because clearly, not every infinite PDB has a finite or computable representation. In this paper, we set out to study representations of infinite PDBs by considering representations over infinite TI-PDBs. Infinite TI-PDBs have been considered in [27], and it has been observed there that it is not the case that every countably infinite PDB can be represented by a first-order view over an infinite TI-PDB. The reason for this is relatively simple: it can be shown that the expected instance size in a TI-PDB is always finite, but there exist infinite PDBs with an infinite expected instance size. As first-order views preserve instance size up to a polynomial factor, such infinite PDBs with an infinite expected instance size cannot be represented by first-order views over TI-PDBs.

Let us denote the class of all PDBs that can be represented by a first-order view over a TI-PDB by \( \text{FO}(\text{TI}) \). We prove that the class \( \text{FO}(\text{TI}) \) is quite robust: somewhat unexpectedly, conditioning a TI-PDB on a first-order constraint prior to applying a first-order view does not yield additional expressive power, i.e. \( \text{FO}(\text{TI} \mid \text{FO}) = \text{FO}(\text{TI}) \). This allows us to show that all block-independent disjoint PDBs (BID-PDBs) are in \( \text{FO}(\text{TI}) \). A BID-PDB is a PDB where the set of facts is partitioned into blocks, such that facts from different blocks are independent; while facts from the same block are disjoint. BID-PDBs form a practically quite relevant class of PDBs that includes PDBs of the form described in the car accident example above, where specific fields of facts in a table store the outcome of a random variable.

In [27], the authors exploited that TI-PDBs have finite expected instance size to construct a PDB that is not contained in \( \text{FO}(\text{TI}) \). We generalize this idea and prove that for every PDB in \( \text{FO}(\text{TI}) \), all size moments, that is, moments of the random variable that maps each instance to its size, are finite. This imposes a fairly strong restriction on the probability distribution of PDBs in \( \text{FO}(\text{TI}) \). In addition, we give an example showing that there are even PDBs that have finite size moments but that are still not in \( \text{FO}(\text{TI}) \). Complementing these non-representability results, we prove that all PDBs of bounded instance size are in \( \text{FO}(\text{TI}) \). Furthermore, we give a sufficient criterion on the growth rate of the probabilities of PDBs in \( \text{FO}(\text{TI}) \). This sufficient condition can be used to show that \( \text{FO}(\text{TI}) \) also contains PDBs of unbounded instance size.

All the non-representability results mentioned so far are caused by unwieldy probability distributions. We say that the reasons for these non-representability results are arithmetical. We asked ourselves if it can also happen that a PDB is not in \( \text{FO}(\text{TI}) \) for logical reasons, for example, because there are large gaps in the range of instance sizes. We formalize this question by saying that a PDB is not in \( \text{FO}(\text{TI}) \) for logical reasons if there is no probability distribution that assigns positive probabilities to all instances in the sample space such that the resulting PDB is in \( \text{FO}(\text{TI}) \). Thus being not representable for logical reasons is a property of the sample space and not of the probability measure. Arguably, this notion is closer to the theory of incomplete databases than to probabilistic databases. Surprisingly, we prove that there are no logical reasons for non-representability.

Related Work. By now, there exists an abundance of theoretical work on finite PDBs (see the surveys [52, 53] as well as [15, 51]). The most prominent theoretical problem regarding finite representation systems is probabilistic query evaluation (PQE) complexity [5, 16, 18, 22], typically subject to independence assumptions. In particular, [4] considers PQE on structurally restricted BID-PDBs. Among query languages, conjunctive queries and unions of conjunctive queries received the most attention [18]. On the side of expressiveness, [6, 9, 24, 47] consider more sophisticated PDB representations built upon independence assumptions. Probabilistic models for sensor networks typically feature a finite number of facts with continuously distributed attributes [20, 21, 49]. Overviews over representation formalisms for probabilistic databases can be found in [24, 46, 52, 53, 55].

Conditioning PDBs has been considered before in order to introduce correlations or dependencies [33, 44], for updates of probabilistic data [37], for making queries tractable [42], in cleaning problems [26, 45] and for introducing ontologies [10, 34]. In [17], the authors consider limit probabilities of conjunctive queries over conditioned PDBs.

There already exist PDB systems supporting infinite probability spaces [3, 11, 20, 32, 35, 48]. The investigations in these works are generally directly tied to their representation mechanisms, which complicates an abstract comparison. However, all of the mentioned approaches directly transition to a uncountable setting with continuous distributions, which is different from our setting of countably infinite PDBs. The formal possible worlds semantics have been extended towards infinite probability spaces, allowing for instances of unbounded size in [27, 29]. Allowing for distributions over worlds of unbounded size is strongly motivated by incorporating the open-world assumption into PDBs [10, 13, 23, 27]. Semi-structured models (probabilistic XML [36]) have been extended towards infinite spaces as well [1, 8].

As discussed by [24], incomplete databases (IDB) [2, 31, 54] are closely related to PDBs. In [19], the authors study expressiveness among classes of IDBs with strong associations with TI- and BID-PDBs. Recent work on IDBs considers (probabilistic) measures of certainty for infinite domain IDBs [14, 40].

It has been noticed that there are strong connections between PDBs and probabilistic models in Al research [53], in particular probabilistic graphical models [38] and weighted model counting (WMC) [25]. There exist well-established modeling formalisms that support infinite spaces, for example [30, 41, 50]. Recently, WMC has also been introduced for infinite universes [7].

Paper Outline. We review the background of PDBs in Section 2. In Section 3, we explore the limits of TI-representations. We extend the aforementioned non-representability result that relies on the expected instance size to apply to all size moments, and we provide a new necessary condition for representability that applies also in the
case of finite moments. In Section 4, we show that \( \text{FO}(\text{TI}) \) is closed under conditioning under first-order constraints. Section 5 contains positive results. In Section 5.1 we prove a sufficient criterion on the growth rate of the probabilities and conclude also that PDBs of bounded instances size are in \( \text{FO}(\text{TI}) \). In Section 5.2, we show the same for BID-PDBs. Finally, in Section 6, we consider logical reasons. In Section 6.1, we demonstrate how the logic alone can be used to show non-representability of PDBs in the infinite. In Section 6.2, we show that, when the instance size is unbounded, any argument regarding representability using TI-PDBs with FO-views must take the instance probabilities into account. We close the paper with concluding remarks in Section 7.

2 PRELIMINARIES

In this section, we provide definitions and state known results that we use throughout this paper.

We denote the set of non-negative integers by \( \mathbb{N} \), whereas the set of positive integers is denoted \( \mathbb{N}_+ \). We write \((0, 1], [0, 1), (0, 1)\) and \([0, 1]\) for the open, half-open and closed intervals of real numbers between 0 and 1.

**Probability Spaces.** A discrete probability space is a pair \( S = (\mathcal{S}, P) \) where \( \mathcal{S} \) is a non-empty, countable set, called the sample space and \( P \) is a probability measure (or probability distribution) on \( \mathcal{S} \). That is, \( P: 2^\mathcal{S} \rightarrow [0, 1] \) with the property that \( P(A) = \sum_{s \in A} P(s) \) for each \( A \subseteq \mathcal{S} \), and \( P(S) = 1 \). We denote probability spaces with curly letters and their sample spaces with double-struck letters. We denote probability distributions with variants of \( P \). Throughout this paper, all probability spaces are assumed to be discrete.

We write \( S \sim S \) to indicate that \( S \) is a random element, drawn from \( \mathcal{S} \) according to distribution \( P \). If \( P \) is anonymous, or when we want to emphasize this perspective of drawing a random element, we write

\[
\Pr_{S \sim S} (\text{\{}S \text{ has property } \varphi\text{\}}) := P(\{\text{\{}S \in \mathcal{S} : S \text{ has property } \varphi\text{\}}).
\]

Subsets of \( \mathcal{S} \) are called events. A collection \( (A_i)_{i \in I} \) of events in \( \mathcal{S} \) is called (mutually) independent if \( P(\bigcap_{i \in I} A_i) = \prod_{i \in I} P(A_i) \) for all finite subsets \( I \) of \( I \). It is called (mutually) exclusive if \( P(A_i \cap A_j) = 0 \) for all \( i \neq j \).

A random variable \( X \) on \( \mathcal{S} = (\mathcal{S}, P) \) is a function \( X: \mathcal{S} \rightarrow \mathbb{R} \). Its expectation is \( E(X) := \sum_{s \in \mathcal{S}} X(s) \cdot P(s) \) and, in general, its \( k \)th moment is \( E(X^k) \). We write \( E_S \) for the expectation in \( \mathcal{S} \) if the probability space is not clear from the context.

If \( S = (\mathcal{S}, P_S) \) is a probability space, \( \mathcal{T} \) a (countable) set and \( f: \mathcal{S} \rightarrow \mathcal{T} \) a function, then \( f \) introduces a probability distribution on \( \mathcal{T} \) via \( P_T(\{t\}) := P_S(\{s \in S : f(s) = t\}) \).

**Relational Databases.** We fix some non-empty set \( \mathcal{U} \) (called the universe). A database schema \( \tau \) is a finite, nonempty set of relation symbols with \( \text{ar}(R) \subseteq \mathcal{U} \) for all \( R \in \tau \). A \( (\tau) \)-fact is an expression of the form \( R(u_1, \ldots, u_{\text{ar}(R)}) \) where \( R \in \tau \) and \( u_i \in \mathcal{U} \) for all \( 1 \leq i \leq \text{ar}(R) \). A \( \tau \)-instance \( D \) is a finite set of \( \tau \)-facts. The active domain of \( D \), denoted by \( \text{adom}(D) \), is the set of elements of \( \mathcal{U} \) appearing among the facts of \( D \). Throughout this paper, we assume that the universe \( \mathcal{U} \) is countably infinite.

**First-Order Logic.** Recall that formulas of first-order logic \( \text{FO} \) of schema (or vocabulary) \( \tau \) are formed from atomic formulas of the form \( R(u_1, \ldots, u_k) \), where \( R \in \tau \) is a \( k \)-ary relation symbol and the \( u_i \) are either variables or elements of \( \mathcal{U} \), using the standard Boolean connectives and existential and universal quantification ranging over elements of the universe. An \( \text{FO} \)-formula \( \Phi(\bar{x}) \) and an instance \( D \) (of the same schema) define a relation \( R \) where \( \bar{x} \in R \) if and only if \( D \) satisfies \( \Phi(\bar{x}) \). Conjunctive queries, denoted \( \text{CQ} \), are a subclass of \( \text{FO} \) formed from the atomic formulas by only taking conjunctions and existential quantification. Adding disjunctions, we obtain the class \( \text{UCQ} \) of unions of conjunctive queries. For background on first order logic, see [39].

**Probabilistic Databases.** A probabilistic database is a probability space over a set of database instances.

**Definition 2.1.** A probabilistic database (PDB) of database schema \( \tau \) over \( \mathcal{U} \) is a discrete probability space \( D = (\mathcal{D}, P) \) where \( \mathcal{D} \) is a set of \( \tau \)-instances. We denote the class of PDBs by \( \text{PDB} \). If \( D \) is a class of PDBs and \( \mathcal{D} \in \mathcal{D} \), we call \( D \) a \( \text{D-PDB} \).

In a PDB, the instances of positive probability are often called its possible worlds. The set \( T(D) \) of facts appearing among the possible worlds of a PDB \( D \) is countable. For every fact \( i \in T(D) \), the marginal probability of \( i \) is \( \text{Pr}_{D \sim D}(i \in D) \). Note that while \( |D| \) may be infinite, the instances within \( D \) are always finite collections of facts. We call a PDB \( (\mathcal{D}, P) \) finite if \( |D| \) is finite.

**Remark 2.2.** According to Definition 2.1, all PDBs we consider in this paper have a sample space of at most countable size. In general, a PDB may also be an uncountable probability space over some uncountable domain [27, 29]. Usually, tuple-independent PDBs are defined by the property that the events “\( i \) is in \( D \)” are stochastically independent (see Definition 2.3 below). In this shape, it only makes sense for countable PDBs, as in every PDB there are at most countably many facts with positive marginal probability (see [27, Proposition 3.4]). There is an extension of tuple-independent PDBs to uncountable domains, so-called Poisson PDBs [28]. It remains future work to extend the results of this paper to the more general setting of Poisson PDBs.

**Instance Size.** In every PDB \( D = (\mathcal{D}, P) \), the instance size \(|\cdot|\) is a random variable \( : \mathcal{D} \rightarrow \mathbb{N} \) that maps every database instance \( D \) to the number \(|D|\) of facts it contains. Its expectation is given by \( E(|\cdot|) = \sum_{D \in \mathcal{D}} |D| \cdot P(|D|) \).

We say that \( D = (\mathcal{D}, P) \) has the finite moments property if all moments of its instance size random variable are finite. That is, for all \( k \in \mathbb{N} \), we have \( E(|\cdot|^k) = \sum_{D \in \mathcal{D}} |D|^k \cdot P(|D|) < \infty \). A class \( \mathcal{D} \) of PDBs has the finite moments property if every \( D \in \mathcal{D} \) does.

**Query Semantics.** In general, a view may be any function that maps database instances of an input schema \( \tau \) to instances of an output schema \( \tau' \). A query is a view whose output schema consists of a single relation symbol. Then, a view may also be thought of as a finite collection of queries, one per each relation in the output schema. Applying a view on a PDB yields a new output PDB: If \( D = (\mathcal{D}, P) \) is a PDB, \( \mathcal{D}' \) a set of database instances and \( V: \mathcal{D} \rightarrow \mathcal{D}' \) a view, then \( V(D) = (\mathcal{D}', P') \) is a PDB where

\[
P'(\{(D')\}) = P(\{D \in \mathcal{D}: V(D) = D'\})
\]

for all \( D' \in \mathcal{D}' \).
If \( V \) is a class of views and \( D \) is a class of PDBs, then \( V(D) \) denotes the class of images of PDBs of \( D \) under views of \( V \). We call \( D \) closed under \( V \) if \( V(D) = D \). An FO-view is a view that consists of an FO-formula for each relation symbol in the target schema.

Then, \( FO(D) \) denotes the class of PDBs that are the image of a \( D \)-PDB under an FO-view. These notions are defined analogously for UCQ and UCQ.

**Independence Assumptions.** Even when leaving out probabilities, the number of possible worlds existing over a fixed set of \( n \) facts is exponential in \( n \). In the finite setting, this motivates the introduction of simplifying structural assumptions that allow for succinct representations of PDBs. While for infinite PDBs such a representation might still be infinite, its description still enjoys the simple structure and thus may have advantages with respect to approximate query answering.

**Definition 2.3 (Tuple-Independent PDBs).** A PDB \( D \) is called tuple-independent if for all \( k \in \mathbb{N} \) and all pairwise distinct facts \( t_1, \ldots, t_k \in T(D) \) it holds that

\[
\Pr_{D - D} (t_1 \in D, \ldots, t_k \in D) = \prod_{i=1}^{k} \Pr_{D - D} (t_i \in D).
\]

We denote the class of tuple-independent PDBs by \( TI \).

For ease of reading, we proceed to denote tuple-independent by \( J = (I, P) \) instead of \( D = (D, P) \). Instances of tuple-independent PDBs are denoted by \( I \) (or variants) instead of \( D \) accordingly. The following provides a necessary and sufficient criterion for the existence of \( TI \)-PDBs in terms of its marginal probabilities.

**Theorem 2.4 ([27, Theorem 4.8]).** Let \( T \) be a set of facts over a schema \( \tau \) and let \( (p_t)_{t \in T} \) with \( p_t \in [0, 1] \) for all \( t \in T \). The following are equivalent:

1. There exists \( I \in TI \) with fact set \( T(I) = T \) and marginal probabilities \( \Pr_{T - J} (t \in I) = p_t \) for all \( t \in T \).
2. It holds that \( \sum_{t \in T} p_t < \infty \).

***TI* - PDBs are a special case of the following, more general model.

**Definition 2.5 (Block-Independent Disjoint PDBs).** A PDB \( D \) is called block-independent disjoint if there exists a partition \( \mathcal{B} \) of \( T(D) \) into blocks such that:

1. for all \( k \in \mathbb{N} \) and all \( t_1, \ldots, t_k \) from pairwise different blocks, \( \Pr_{D - D} (t_1 \in D, \ldots, t_k \in D) = \prod_{i=1}^{k} \Pr_{D - D} (t_i \in D). \)
2. for all \( B \in \mathcal{B} \) and all \( t, t' \in B \) with \( t \neq t' \) it holds that \( \Pr_{D - D} (t \in D \text{ and } t' \in D) = 0. \)

We denote the class of block-independent disjoint PDBs by \( BID \).

A theorem similar to Theorem 2.4 exists for \( BID \)-PDBs:

**Theorem 2.6 ([27, Theorem 4.15]).** Let \( T \) be a set of facts over a schema \( \tau \), let \( (p_t)_{t \in T} \) with \( p_t \in [0, 1] \), and let \( \mathcal{B} \) be a partition of \( T \) such that \( \sum_{t \in B \in \mathcal{B}} p_t \leq 1 \) for all \( B \in \mathcal{B} \). The following are equivalent:

1. There exists \( D \in BID \) with fact set \( T(D) = T \), blocks \( \mathcal{B} \) and marginal probabilities \( \Pr_{D - D} (t \in D) = p_t \) for all \( t \in T \).
2. It holds that \( \sum_{t \in T} p_t = \sum_{B \in \mathcal{B}} \sum_{t \in B} p_t < \infty \).

We note that both \( TI \)- and \( BID \)-PDBs are, in case of existence, uniquely determined by their marginals (and partition into blocks) [28, Section 4].

**Finite Representation Systems.** Although our focus lies on countably infinite PDBs, we briefly recall the situation in the finite setting. For finite PDBs, the differences in expressiveness are more easily accessible. Let \( PDB_{fin}, TI_{fin} \) and \( BID_{fin} \) denote the classes of finite PDBs, finite \( TI \)-PDBs and finite \( BID \)-PDBs, respectively. Then the relationships between these classes are as shown in the Hasse diagram in Figure 1, with respect to strict inclusion. The relationships of Figure 1 are well-known or easy to show. Some proofs and examples can be found in [16, 52]. Proofs of these results (wherever we could not track them down in literature) are contained in the extended version of this paper [12].

![Figure 1: Fin. PDB classes with independence assumptions.](image)

### 3 LIMITATIONS OF TI REPRESENTATIONS

Unlike the case for finite PDBs [52], we know that there exist infinite PDBs that are not representable by an FO-view of a \( TI \)-PDB.

**Proposition 3.1 ([27, Proposition 4.9]).** \( FO(TI) \subseteq PDB \).

We devote this section to examine cases of PDBs for which we can prove that such a representation does not exist. In Section 3.1 we generalize the argument of [27] and show that for a PDB to be in \( FO(TI) \) it is a necessary condition that all moments of its instance size are finite. In Section 3.2 we show that this necessary condition is not sufficient; some PDBs that have the finite moments property are not in \( FO(TI) \).

#### 3.1 Infinite Moments

For showing that infinite moments of the instance size random variable imply non-representability in \( FO(TI) \), we first show that every \( TI \)-PDB has the finite moments property.

**Proposition 3.2.** \( TI \) has the finite moments property.

**Proof.** Suppose \( T(I) = \{ t_0, t_1, \ldots \} \) and let \( X_I : I \rightarrow \{0, 1\} \) be the indicator variable of the event \( \{ t_i \in I \} \). Since the size of any instance \( I \in I \) is the number of facts in \( I \), we can express the instance size random variable using the indicator variables as \( |·| = \sum_{i \in \mathbb{N}} X_i \).

For simplicity, we write \( E \) for \( E_I \). Since \( X_I \) is an indicator variable, we know that

\[
E(X_I) = \Pr_{I - J} (X_I (I) = 1) = \Pr_{I - J} (t_i \in I) = p_{t_i}
\]

which yields

\[
E(|·|) = E(\sum_{i \in \mathbb{N}} X_i) = \sum_{i \in \mathbb{N}} E(X_i) = \sum_{i \in \mathbb{N}} p_{t_i}.
\]
By Theorem 2.4 the last sum is finite and this proves the claim for $k = 1$. For $k > 1$, we prove the proposition via induction on $k$ by using $E(\cdot | \cdot^k) \leq E(\cdot | \cdot^{k-1}) \cdot (k - 1 + E(\cdot | \cdot))$ (the extended version [12] contains a proof of this inequality). The right-hand side is finite by the induction hypothesis and this proves the claim. □

Next, we observe that FO-views preserve finite moments.

Lemma 3.3. If $\mathcal{D}'$ is a PDB with the finite moments property and $V$ is an FO-view, then $V(\mathcal{D}')$ also has the finite moments property.

Proof. Let $\mathcal{D} = V(\mathcal{D}')$. Then $E_D(\cdot | \cdot^k) = E_{\mathcal{D}'}(\cdot | \cdot^k)$. Suppose that the schema of $\mathcal{D}$ consists of $m$ relation symbols with arities $r_1, \ldots, r_m$. Then $V$ consists of $m$ first order formulas $\varphi_1, \ldots, \varphi_m$. Now, letting $c_i$ denote the number of constants in $\varphi_i$, it holds that

$$|V(\mathcal{D}')| = m \sum_{i=1}^m |\varphi_i(\mathcal{D}')| \leq \sum_{i=1}^m (|\text{adom}(\mathcal{D}')| + c_i)^r_i.$$

Note that $|\text{adom}(\mathcal{D}')| \leq r' \cdot |\mathcal{D}'|$ for the maximum arity $r'$ in the schema of $\mathcal{D}'$. Denoting $r = \max r_i$ and $c = \max c_i$, we conclude

$$|V(\mathcal{D}')| \leq m \cdot (|\text{adom}(\mathcal{D}')| + c)^r \leq m \cdot (r'|\mathcal{D}'| + c)^r$$

and thus, by the binomial formula,

$$E_D(\cdot | \cdot^k) \leq E_{\mathcal{D}'}(m^k (r'|\cdot| + c)^r k) = m^k \sum_{j=0}^k \binom{k}{j} r'^j c^{k-j} E_{\mathcal{D}'}(\cdot | \cdot^j).$$

Since all the $E_{\mathcal{D}'}(\cdot | \cdot^j)$ are finite, this is a finite expression. □

We note, however, that the property of having a finite $k$th moment (but not necessarily a finite $(k + 1)$st moment) for fixed $k$, is in general not preserved under FO-views.

Using Lemma 3.3, we can extend Proposition 3.2 to FO(TI).

Proposition 3.4. FO(TI) has the finite moments property.

This yields numerous examples of PDBs that are not in FO(TI).

Example 3.5. Let $\mathcal{D} = (D, P)$ be a PDB over a schema consisting of only a single unary relation symbol with $D = \{D_1, D_2, \ldots\}$, $|D_1| = 2^l$ and $P(\{D_1\}) = 3 \cdot 4^l$. Then

$$E(\cdot | \cdot) = \sum_{D \in D} |D| \cdot P(\{D\}) = 3 \sum_{i=1}^\infty 2^{-i} = 3$$

but

$$E(\cdot | \cdot^2) = \sum_{D \in D} |D|^2 \cdot P(\{D\}) = 3 \sum_{i=1}^\infty 1 = \infty.$$

According to Proposition 3.4, $\mathcal{D} \notin$ FO(TI).

### 3.2 Balancing the Marginal Probabilities

In this section, we prove that there are PDBs having the finite moments property that do not have a representation as an FO-view over a TI-PDB.

A valid representation needs to balance the marginal probabilities of the independent facts. On the one hand, the sum of these probabilities must converge, so, intuitively, the probabilities have to decrease fast enough. On the other hand, the probabilities must be large enough to represent the possible worlds. In particular, including all elements of the active domain of some possible world has to be at least as probable as this world. In the following, we formalize the implications of this second requirement on the sum of marginal probabilities.

Lemma 3.6. Consider an FO-view $\Phi$ over a TI-PDB $I = (I, P')$ and let $r$ be the maximum arity of a relation in $I$. Let $D_n$ be an instance of $\Phi(I)$, and let $V_n$ be the set of elements in the active domain of $D_n$ that do not appear as constants in $\Phi$. Let $E_n$ be the facts of $I$ containing at least one element of $V_n$, and let $q_e$ be the marginal probability of $e \in E_n$ in $I$. Then,

$$\Pr_I(\Phi(I) = D_n) \leq |V_n| (r^2 |V_n| r^{-1} \sum_{e \in E_n} \frac{|V_n|}{e})^{|V_n| r^{-1}}.$$

Proof Sketch. We define a (multi-)hypergraph $H = (V, E)$ where $V = \cup_{I \in \mathcal{I}} \text{adom}(I)$ is the active domain of $I$, and there is an (hyper-)edge for every fact of $I$ containing the elements that appear in the fact. Denote by $\text{EC}_H(S)$ the set of edge covers of the nodes $S$ in the hypergraph $H$, and denote by $\text{EC}_H^+(S)$ the set of all such minimal edge covers. A necessary condition for $\Phi(I) = D_n$ is that every element of the active domain of $D_n$ appears either as a constant in $\Phi$ or in a fact of $I$. Therefore,

$$\Pr_I(\Phi(I) = D_n) \leq \Pr_I(\text{every element of } V_n \text{ appears in } I)$$

$$= \Pr_I(I \text{ is an edge cover of } V_n)$$

$$= \sum_{S \in \text{EC}_H(V_n)} \Pr_I(I = S).$$

To be able to bound the last expression, we translate it to minimal edge covers over a deduplicated hypergraph. We define $H_n'$ to be $H$ restricted to the nodes of $V_n$ and without duplicate edges. Using the inequality of the geometric and arithmetic means, we show that:

$$\sum_{S \in \text{EC}_H(V_n)} \Pr_I(I = S) \leq \sum_{C \in \text{EC}_H^+(V_n)} \prod_{e \in C} q_e$$

$$\leq \sum_{C \in \text{EC}_H^+(V_n)} \left(\frac{1}{|C|}\sum_{e \in E_n} q_e\right)^{|C|}.$$

As $r$ is the maximum arity of a relation in $I$, each edge in $H_n'$ contains at most $r$ members. Therefore, the size of a minimal edge cover of $V_n$ is between $|V_n|^r$ and $|V_n|$. For the same reason, the number of edges in $H_n'$ is at most

$$\sum_{i=1}^r \left(\frac{|V_n|^r}{i}\right) \leq \sum_{i=1}^r |V_n|^r \leq r |V_n|^r.$$

Hence, there are at most $\binom{|V_n|^r}{k} \leq (r |V_n|^r)^k$ minimal edge covers of $H_n'$ of size $k$. By incorporating these bounds into the previous expression, we obtain the inequality stated in the lemma. The full proof can be found in the extended version of this paper [12]. □

The condition of Lemma 3.6 combined with the fact that the sum of all marginal probabilities in a TI-PDB must converge yields a requirement on every possible FO-representation over TI-PDBs. We wish to utilize this requirement to formalize a property of the represented PDB itself. This property is concluded from the mere
fact that such a representation exists, regardless of the choice of representation. Lemma 3.6 considers individual possible worlds. In order to translate the convergence restriction of the sum of all facts to a restriction involving a single possible world at a time, we consider domain disjoint PDBs: A PDB \( \mathcal{D} \) is called domain disjoint if \( \text{adom}(D) \cap \text{adom}(D') = \emptyset \) for all \( D, D' \in \mathcal{D} \) with \( D \neq D' \). Investigating domain-disjoint PDBs allows us to identify a connection between the probabilities of the possible worlds and the size of their active domains. Given an instance \( D_n \), we denote \( d_n := [\text{adom}(D_n)] \).

**Remark 3.8.** Lemma 3.7 holds also if the domains of the possible worlds are not disjoint, but instead there is a bound on the number of possible worlds in which every domain element appears.

Lemma 3.7 can be used to identify PDBs that do not have a representation as an FO-view over a TI-PDB.

### 3.9 Example

Let \( \mathcal{D} = (\mathbb{F}, P) \) be a PDB over a schema consisting of only a single unary relation symbol with \( \text{adom}(D) = \{\text{adom}(D_n)\} \). \( \text{Pr}((D_n)) = \frac{n}{2^n} \). Here, \( c = \frac{n}{2^n} \) is the constant that scales the probabilities so that they add up to 1.

Assume by contradiction that \( \mathcal{D} \in \mathbb{F}(\mathbb{T}) \). Since \( \sum_{n \in \mathbb{N}} \frac{1}{n} \) is a divergent series, according to Lemma 3.7, there exists a constant \( r \in \mathbb{N}_+ \) such that for infinitely many \( n \in \mathbb{N} \) with

\[
\text{Pr}_{\mathcal{D-D}}(D = D_n) < d_n(a_n^{-1}) \left( \frac{dn}{n} \right) \frac{\Delta}{r}.
\]

Moreover, formally, we obtain the following inequalities since for each \( e \in V = \bigcup_{I \in \mathbb{I}} \text{adom}(I) \), there is at most one \( n \in \mathbb{N} \) such that \( e \in V_n \):

\[
\sum_{n \in \mathbb{N}} \sum_{e \in V_n} q_e \leq \sum_{e \in V} \sum_{n \in \mathbb{N}} q_e \leq \sum_{e \in V} \sum_{n \in \mathbb{N}} q_e.
\]

Since \( J \) is a well-defined TI-PDB, \( \sum_{e \in V} q_e < \infty \). This means that in a valid representation of possible worlds with disjoint domains, the sum over all \( \sum_{e \in V} q_e \) converges. Thus, every subseries of it converges as well. In particular, since \( \sum_{n \in \mathbb{N}} \frac{a_n}{r} \) diverges, for infinitely many \( n \) values, we get

\[
\sum_{e \in V_n} q_e < \frac{a_n}{r}.
\]

Otherwise, \( \sum_{n \in \mathbb{N}} \sum_{e \in V_n} q_e \) would contain a divergent subseries.

As there is only a constant number of elements in the view, and the active domains of distinct possible worlds are disjoint, there is a finite number of possible worlds with elements in \( \Phi \). Therefore, for \( n \) large enough, \( V_n = \text{adom}(D_n) \) and \( |V_n| = d_n \). We established that there are infinitely many values \( n \in \mathbb{N} \) such that inequality (1) holds and \( d_n = |V_n| \). Using Lemma 3.6 for these values of \( n \):

\[
\text{Pr}_{\mathcal{D-D}}(D = D_n) = \text{Pr}_{\mathcal{I}-J}(\Phi(I) = D_n) \leq |V_n|(r^n |V_n|^{r-1} \sum_{e \in V_n} q_e) \left( \frac{|V_n|}{r} \right) < d_n(a_n^{-1}) \left( \frac{dn}{n} \right) \frac{\Delta}{r}.
\]

**Theorem 3.10.** There are PDBs having the finite moments property that are not in \( \mathbb{F}(\mathbb{T}) \).

**4 CONDITIONAL VIEWS**

In this section we define conditional representations: representations of PDBs as views over TI-PDBs conditioned on an FO-sentence. The possible worlds are restricted to those satisfying the condition, and the probability mass of the valid instances is scaled to add up to one. As the next sections demonstrate, when constructing a representation to a PDB, conditional representations are often simpler to identify and explain compared to unconditional ones. We show the equivalence between the PDBs that admit an FO-representation and those that admit a conditional FO-representation. As a consequence, we obtain a tool for showing that a PDB has a representation as an FO-view over a TI-PDB: it is enough to identify such a representation that is conditioned on an FO-sentence.

We start by defining conditional views. Given a PDB \( \mathcal{D} = (\mathbb{F}, P) \) and an FO-sentence \( \varphi \) such that \( \text{Pr}_{\mathcal{D-D}}(D \models \varphi) > 0 \), we denote by \( \mathcal{D} | \varphi \) the PDB \( \mathcal{D}_\varphi, P' \) where \( \mathcal{D}_\varphi := \{ D \in D \mid D \models \varphi \} \) and, for all \( D \in \mathcal{D}_\varphi \),

\[
P'(D) := P((D) | D \models \varphi) = \frac{P(D)}{P(D \models \varphi)}.
\]
Given a class $\mathcal{D}$ of PDBs, we denote by $\mathcal{D} | \mathbf{FO}$ the class of all PDBs obtained by conditioning a PDB of $\mathcal{D}$ on an FO-sentence. That is,

$$\mathcal{D} | \mathbf{FO} := \{(D | \varphi) : D \in \mathcal{D} \text{ and } \varphi \in \mathbf{FO} \}$$

with $\Pr_{D \sim \mathcal{D}} (D \models \varphi) > 0$.

The following is the main result of this section, stating that the class of PDBs that can be represented as FO-views over FO-conditioned TI-PDBs coincides with the class of PDBs that can be represented by an FO-view of a TI-PDB alone.

**Theorem 4.1.** $\mathbf{FO}(\mathbf{TI} | \mathbf{FO}) = \mathbf{FO}(\mathbf{TI})$.

**Remark 4.2.** Note that $\mathbf{FO}(\mathbf{TI} | \mathbf{FO}) \subseteq \mathbf{FO}(\mathbf{TI})$ is by no means trivial. In particular, we cannot simply merge the condition given as an FO-sentence into the FO-view. Composing them cannot work, as the condition is a sentence, and so the composition can only result in two outcomes and cannot represent PDBs with more than two possible worlds. Intersecting them will not work either. The conditional view removes the the possible worlds that do not meet the condition from the sample space and scales the probability mass of the remaining possible worlds up to one, while intersecting the FO-view with the condition keeps the probability mass of the invalid possible worlds but renders these worlds empty.

**Proof (Theorem 4.1).** The direction $\mathbf{FO}(\mathbf{TI}) \subseteq \mathbf{FO}(\mathbf{TI} | \mathbf{FO})$ is immediate. We show $\mathbf{FO}(\mathbf{TI} | \mathbf{FO}) \subseteq \mathbf{FO}(\mathbf{TI})$. In the following proof, given a PDB $\mathcal{D} = (\mathcal{D}, P)$ and an FO-sentence $\varphi$, when plugged into $P$, we treat $\varphi$ as the event $\{D \in \mathcal{D} : D \models \varphi\}$. That is, $P(\varphi) := P(D \in \mathcal{D} : D \models \varphi)$ and similarly, for all events $D_0 \subseteq \mathcal{D}$, we let $P(D_0 \cap \varphi) := P(D \in \mathcal{D} : (D \models \varphi) \land (D \in D_0))$.

Let $\mathcal{D} = (\mathcal{D}, P_D) \in \mathbf{FO}(\mathbf{TI} | \mathbf{FO})$. Then, there exist a TI-PDB $\mathcal{I} = (\mathcal{I}, P_I)$, an FO-view $\Phi$ and an FO-sentence $\varphi$ such that $\mathcal{D} = \Phi(\mathcal{I} | \varphi)$. That is, $P_D(|D|) = P_I(\Phi^{-1}(D) | \varphi)$ for all $D \in \mathcal{D}$. Note that, as $\mathcal{I} | \varphi$ is properly defined, this implies that $P_I(\varphi) > 0$.

Fix an instance $D_0$ of $\mathcal{D}$ with $p_0 := P_D(D_0) > 0$. If $p_0 = 1$, then $\mathcal{D}$ consists of a single instance of positive probability, and thus $\mathcal{D} \in \mathbf{TI} \subseteq \mathbf{FO}(\mathbf{TI})$ by assigning all facts of $D_0$ probability 1 and all other facts probability 0. Hence, we assume $p_0 < 1$.

The outline of the rest of the proof is as follows (see Figure 2). The instance $D_0$ will receive a separate treatment: First, we construct an FO-sentence $\varphi_0$ that characterizes whether an instance of $\mathcal{I}$ maps to $D_0$. Next, we create a new TI-PDB $\mathcal{I}(k)$ from $k$ independent copies of $\mathcal{I}$. The facts of $\mathcal{I}(k)$ are the original facts from $\mathcal{I}$, extended by an identifier ranging over 1, ..., $k$. We are interested in those instances that, restricted to one of the identifiers, satisfy the condition $\varphi$ while not already mapping to $D_0$, that is, satisfying $\varphi \land \neg \varphi_0 \models \psi$. These are used as the potential representations of the instances different from $D_0$. Among the identifiers that could be picked this way, we chose the minimal one to get a unique representation. If we think of drawing from $\mathcal{I}(k)$ as drawing $k$ times independently from $\mathcal{I}$, then the probability of not having encountered a single representation can be arbitrarily low, depending on the parameter $k$. If $k$ is chosen high enough, the probability mass of always violating the condition is low enough to be concealed within the probability mass of the new representation of $D_0$.

We start with the introduction of $\varphi_0$, describing $\Phi^{-1}(D_0)$.

**Figure 2:** Illustration of the constructions in the proof.

**Claim 4.3.** There exists an FO-sentence $\varphi_0$ with the property that $I \models \varphi_0$ if and only if $\Phi(I) = D_0$.

**Proof.** Suppose that $\mathcal{D}$ has $m$ relations $R_1, \ldots, R_m$. Then $\Phi$ consists of $m$ FO-formulae $\Phi_1, \ldots, \Phi_m$. Further suppose that we have $R_i(D_o) = \{R_i(\bar{a}_i) \}$. We define

$$\varphi_0 := \land_{i=1}^m \forall \bar{x}(\bar{x} = (x_1, \ldots, x_m)) \land \Phi_i(\bar{x}) \leftrightarrow \lor_{i \neq j}^m \bar{x} = \bar{a}_j$$

where $r_i$ is the arity of $R_i$ in $\mathcal{D}$. Then $I \models \varphi_0$ if and only if the satisfying valuations of $\Phi_i$ are exactly valuations obtained from $\Phi^{-1}_i(D_0)$. That is, $\{I \in \mathcal{D} : I \models \varphi_0 \} = \Phi^{-1}(D_0)$.

From Claim 4.3 we get in particular that $P_I(\varphi_0) = P_I(\Phi^{-1}(D_0))$ and $P_I(\varphi_0 | \varphi) = p_0$ since $\mathcal{D} = \Phi(I | \varphi)$.

Now let $\psi := \varphi \land \neg \varphi_0$. Then, $\psi$ is an FO-sentence with the property that $P_I(\psi | \varphi) = P_I(\neg \varphi_0 | \varphi) = 1 - P_I(\varphi_0 | \varphi) = 1 - p_0$. Moreover, for all $D \in \mathcal{D} \setminus \{D_0\}$ it holds that

$$\Pr_{\mathcal{I} | \varphi} (I = D | I \models \psi) = \frac{P_I(\Phi^{-1}(D) \land \varphi)}{P_I(\psi \land \varphi)} = \frac{P_I(\Phi^{-1}(D) | \varphi)}{P_I(\psi | \varphi)} = \frac{P_D(D)}{1 - p_0}.$$

For the numerator in the step belonging to $(\ast)$, note that for any $I \in \mathcal{I} \setminus \Phi^{-1}(D_0)$, it holds that $I \models \varphi \land \varphi_0$ and thus, $I \models \psi$ if and only if $I \models \varphi$. The denominator can be transformed as is done since $\psi$ entails $\varphi$. For the step afterwards, we multiplied both the numerator and the denominator with $P_I(\varphi)$. The last equality in the above calculation again holds since $\mathcal{D} = \Phi(I | \varphi)$.

Since $P_I(\psi) = P_I(\psi \land \varphi) \cdot P_I(\varphi) = (1 - p_0) \cdot P_I(\varphi)$, we have $0 < P_I(\psi) < 1$. Therefore, we can choose $k \in \mathbb{N}$ sufficiently large such that $(1 - P_I(\psi))^k < p_0$. We construct a TI-PDB $\mathcal{I}(k)$ that consists of $k$ independent copies of $I$. If $r$ denotes the schema of $I$, the schema $\mathcal{R}_k$ of $\mathcal{I}(k)$ is defined as follows: For each $R \in r$ of arity $r$, $\mathcal{R}_k$ contains a distinguished relation symbol $R^*$ of arity $r + 1$. Additionally, $\mathcal{R}_k$ contains a binary relation $R_{<}$. The facts and marginal probabilities are defined as follows: for all $i, j \in \{1, \ldots, k\}$ such that $i \leq j$, we have $(i, j) \in R_{<}(i, j)$ with marginal probability 1; for $i \in \{1, \ldots, k\}$ and $R(a_1, \ldots, a_r) \in T(I)$ with marginal probability $p$ in $I$, we have $R'(a_1, \ldots, a_r) \in T(\mathcal{I}(k))$ with marginal probability $p$ in $\mathcal{I}(k)$; and all other facts have probability 0. Note that $\mathcal{I}(k)$ is then a well-defined TI-PDB since the sum of the fact probabilities is bounded by $k^2 + k \cdot E F | I \cdot 1 < \infty$.

If $I$ is an instance of $\mathcal{I}(k)$ and $1 \leq i \leq k$, we let $I[i]$ denote the instance that is obtained by selecting the facts with identifier $i$ and
Therefore, \( q \) is a representation of \( I \) if \( I \) is a representation and \( \Phi(I[i_0]) = D \) where \( i_0 \) is the smallest suitable index in \( I \). For all \( D \in \mathcal{D} \),

\[
\Pr_{I \sim \mathcal{J}}(I \text{ represents } D \mid I \text{ is a representation}) = \frac{\Pr_{I \sim \mathcal{J}}(\Phi(I[i_0]) = D \mid i_0 \text{ is suitable in } I)}{\Pr_{I \sim \mathcal{J}}(I \text{ is a representation})} = q, \quad q = \frac{\Pr_{I \sim \mathcal{J}}(\Phi(I[i_0]) = D \mid i_0 \text{ is suitable in } I)}{\Pr_{I \sim \mathcal{J}}(I \text{ represents } D \mid I \text{ is a representation})}.
\]

We now construct a \( \mathcal{J} \)-PDB \( J \). Let \( q_0 = (p_0 - 1 + q)/q \) and note that \( 0 < q_0 < 1 \) by Equation (2). We define \( J \) by adding a relation \( R_L \) to \( J^{(k)} \) that contains one fact, which we denote \( \perp \), with marginal probability \( q_0 \). All other relations and marginal probabilities are the same as in \( I^{(k)} \). For every instance \( J \sim \mathcal{J} \) we let \( J_L \) denote its restriction to the relations of \( I^{(k)} \). We say that \( J \sim \mathcal{J} \) represents \( D_0 \) if either \( J_L \) is not a representation or if \( J_L \) is a representation and \( \perp \in J \). We say that \( J \sim \mathcal{J} \) represents \( D \neq D_0 \) if \( J \) does not represent \( D_0 \) and its restriction \( J_L \) represents \( D \). Observe that every \( J \sim \mathcal{J} \) represents exactly one instance \( D \in \mathcal{D} \). We have

\[
\Pr_{J \sim \mathcal{J}}(J \text{ represents } D_0) = (1 - q) + (q \cdot q_0) = p_0,
\]

and, for \( D \neq D_0 \), it holds that

\[
\Pr_{J \sim \mathcal{J}}(J \text{ represents } D) = \Pr_{J \sim \mathcal{J}}(\perp \not\in J \land J_L \text{ represents } D) = (1 - q_0)q\Pr_{J_L}(\perp \not\in J_L \land J_L \text{ represents } D) = (q - (p_0 - 1 + q)) \frac{\Pr_{J_L}(\perp \not\in J_L \land J_L \text{ represents } D)}{\Pr_{J_L}(\perp \not\in J_L \land J_L \text{ represents } D)} = \frac{\Pr_{J_L}(\perp \not\in J_L \land J_L \text{ represents } D)}{\Pr_{J_L}(\perp \not\in J_L \land J_L \text{ represents } D)}.
\]

Finally, there exists an \( \mathcal{FO} \)-view \( \Phi' \) that maps each \( J \sim \mathcal{J} \) to the \( D \in \mathcal{D} \) it represents. The single, fixed instance \( D_0 \) can be dealt with separately using a hard-coded description. For the other instances, the view needs to extract the original relations from the \( R' \)'s relations we introduced according to the smallest suitable index. Getting a hold on the latter is achievable using the order relation \( R_L \) we introduced in the construction of \( I^{(k)} \).

Thus, \( \mathcal{D} \in \mathcal{FO}(\mathcal{TI}) \) as witnessed by \( J \) and \( \Phi' \).

**Remark 4.4.** An implication of Theorem 4.1 is that \( \mathcal{FO}(\mathcal{TI}) \) is closed under \( \mathcal{FO} \)-conditioning regardless of whether the conditioning is done before or after applying the view. This holds since \( \mathcal{FO}(\mathcal{TI}) \subseteq \mathcal{FO}(\mathcal{TI}) \vert \mathcal{FO} \subseteq \mathcal{FO}(\mathcal{TI}) \vert \mathcal{FO} \subseteq \mathcal{FO}(\mathcal{TI}) \). To prove the middle containment, an \( \mathcal{FO} \)-sentence over the view’s output schema can be translated to an \( \mathcal{FO} \)-sentence over the input schema by replacing every relation with the \( \mathcal{FO} \)-view defining it.

### 5 POWER OF TI REPRESENTATIONS

In this section we establish some positive results regarding representability. In Section 5.1 we prove a sufficient criterion on the growth rate of the probabilities and conclude also that PDBs of bounded instances size are in \( \mathcal{FO}(\mathcal{TI}) \). Section 5.2 is devoted to \( \mathcal{BID} \)-PDBs.

#### 5.1 A Condition on Sizes and Probabilities

Towards characterizing representability of PDBs using \( \mathcal{FO} \)-views over \( \mathcal{TI} \)-PDBs, so far we have from Proposition 3.4 that the finite moments property is a necessary condition. In this subsection, we present a sufficient condition for membership in \( \mathcal{FO}(\mathcal{TI}) \), taking the detour over membership in \( \mathcal{FO}(\mathcal{TI} \mid \mathcal{FO}) \). At the end of this subsection, we discuss the implications of this condition.

**Lemma 5.1.** Let \( \mathcal{D} = (\mathbb{D}, P) \) be a PDB. If there exists \( c \in \mathbb{N}^+ \) s.t.

\[
\sum_{D \in \mathcal{D}(\emptyset)} |D| \cdot P(D)^c \leq \infty,
\]

then \( \mathcal{D} \in \mathcal{FO}(\mathcal{TI}) \).

The intuition behind Lemma 5.1 is as follows. Assume for the moment that \( c = 1 \). If \( \mathcal{D} \in \mathcal{D} \) and if \( t \) is a fact appearing in \( \mathcal{D} \), we copy \( t \) to the \( \mathcal{TI} \)-PDB we construct, tagged by an identifier of the instance \( D \). This creates a copy of \( t \) for every instance in which it appears. We say that a subset of the constructed facts is a representation if there exists exactly one instance for which all tagged facts appear. We set the \( \mathcal{FO} \)-condition to imply that the possible world is a representation, while the \( \mathcal{FO} \)-view extracts the original instance from its tagged tuples. We select the probabilities of the facts in our construction to ensure that each possible world is obtained with the correct probability. For the obtained construction to be a valid \( \mathcal{TI} \)-PDB, the sum of all marginal probabilities must be finite, and this is the reason we require the condition described in Equation (3) (with \( c = 1 \)). To relax this condition, we allow \( c \geq 1 \) by encoding \( c \) old facts into a single new fact.

**Proof (Lemma 5.1).** Let \( \mathcal{D} = (\mathbb{D}, P) \) be a PDB with instances \( \mathbb{D} = \{D_0, D_1, D_2, \ldots\} \) where \( D_0 = \emptyset \) is the empty instance. Let \( s_i := |D_i| \) denote the size of \( D_i \) and \( p_i := P(D_i) \) its probability in \( \mathcal{D} \) for all \( i \in \mathbb{N} \). Without loss of generality, we assume that \( p_i > 0 \) for all \( i \in \mathbb{N} \). (If \( p_0 = 0 \), we just need to consider \( i \in \mathbb{N}^+ \). The proof then works the same way without the special treatment of \( i = 0 \).) Let \( c \in \mathbb{N}^+ \) such that (3) holds. For simplicity, we assume that \( \mathcal{D} \) is of schema \( \mathcal{R} \) consisting of a single, \( r \)-ary relation \( R \). The proof can easily be generalized to arbitrary schemas.

We let \( \tilde{R} := (\tilde{R}) \) be a new relational schema, where \( \tilde{R} \) is \( (3 + cr) \)-ary. Let \( \tilde{U} := U \cup \{\perp\} \). Denote by \( t_{i,j} \) the \( j \)-th fact of \( D_i \in \mathcal{D} \) (according to some arbitrary but fixed order on \( D_i \)), stripped of its relation symbol \( R \).

If \( j > s_i \), we set \( t_{i,j} := (\perp, \ldots, \perp) \). We define

\[
\mathcal{N}_{i,j} := \begin{cases} j + 1 & \text{if } (j + 1) \cdot c < s_i \text{ and } \mathcal{N}_{i,j} := \perp & \text{if } (j + 1) \cdot c \geq s_i. \end{cases}
\]
Using this notation we define a set \( \hat{T} \) of \((\hat{r}, \hat{U})\)-facts:

\[
\hat{T} := \{ \hat{R}(i, j, N_{i,j}; t_{i,j,c+1}, \ldots, t_{i,j,c+e}) : \\
i, j \in \mathbb{N}, j \leq \max \left( \left\lceil \frac{j}{c} \right\rceil - 1, 0 \right) \}.
\]

Every fact in \( \hat{T} \) corresponds to a segment of (up to) \( c \) facts in a database instance of \( D \) (see Figure 3).

![Figure 3: Structure of the new facts.](image)

The first component is the index of the original instance in which the facts appear \((\text{instance identifier})\). The second component contains the index of the segment \((\text{segment identifier})\) whereas the third entry contains the index of the next segment \((\text{next segment identifier})\). The \( r \cdot c \) remaining entries contain the \( c \) facts of the segment from the original instance. If there are not enough facts left to fill the \( c \) fact slots, they are filled with dummy facts.

\( \hat{T} \) is a representation if it represents some \( D_i \in D \). For every \( i \in I \) we let \( D_i \in D \). Thus, \( I \) is the set of finite subsets of \( T \). For every \( i \in I \) we let \( D_i \in D \) if \( D_i \subseteq I \) and \( D_i \not\subseteq I \) for all \( j \neq i \). We say that \( I \in I \) is a representation if it represents some \( D_i \in D \).

Note that the instances \( D_i, i \in \mathbb{N} \) are pairwise disjoint and cover \( \hat{T} \). Thus, for every \( t \in \hat{T} \) there exists a unique \( i := i(t) \) such that \( t \in D_i \). Moreover, \( \hat{i} := |D_i| = \left\lceil \frac{j}{c} \right\rceil \geq 1 \) for all \( i > 0 \) and \( \hat{i}_0 = 1 \).

For \( t \in \hat{T} \) we define

\[
q_t := \left( \frac{p_i(\hat{i})}{1 + p_i} \right) \hat{i}^\frac{1}{\hat{i}_0(i)}.
\]

and let \( I \) be the \( \hat{T} \)-PDB spanned by these marginal probabilities. Observe that

\[
\sum_{t \in \hat{T}} q_t = \mathbb{P} \left[ T \right] \sum_{i=1}^{\infty} \left( \frac{p_i}{1 + p_i} \right) \left[ \frac{1}{\hat{i}_0} \right] \leq 1 + \sum_{i=1}^{\infty} \left[ \frac{\hat{i}}{c} \right] \cdot p_i \left[ \frac{1}{\hat{i}_0} \right].
\]

The convergence of the sum in the last expression is equivalent to (3) (for a proof see the extended version of this paper [12]). Therefore, \( \sum_{t \in \hat{T}} q_t < \infty \), so \( \hat{T} \) is well-defined.

Let \( q_i := \frac{p_i}{1 + p_i} \) and observe that for all \( i > 0 \)

\[
\Pr_{I \dashv I} (D_i \subseteq I) = \prod_{t \in D_i} q_t = (q_i)^{\hat{i}} = q_i
\]

and, on the other hand, \( \Pr_{I \dashv I} (D_i \not\subseteq I) = q_{0_0} = q_0 \) where \( 0_0 \) is the unique fact in \( D_{0} \). Moreover, note that \( 0 < q_i < 1 \) for all \( i \in \mathbb{N} \).

Since \( \sum_{i=0}^{\infty} q_i \leq \sum_{i=0}^{\infty} p_i < \infty \), it holds that

\[
Z := \sum_{i=0}^{\infty} (1 - q_i) \in (0, 1].
\]

Then for all \( i \in \mathbb{N} \) we have

\[
\Pr_{I \dashv I} (l \text{ represents } D_i) = q_i \cdot \prod_{j \neq i} (1 - q_j) = Z \cdot \frac{q_i}{1 - q_i} = Z \cdot p_i,
\]

and, moreover,

\[
\Pr_{I \dashv I} (l \text{ is a representation}) = \sum_{i=0}^{\infty} Z \cdot p_i = Z,
\]

and

\[
\Pr_{I \dashv I} (l \text{ represents } D_i | l \text{ is a representation}) = \frac{p_i}{Z}.
\]

In order to establish \( D \in \text{FO}(\text{TI} | \text{FO}) \), it now suffices to prove the following claim.

**Claim 5.2.** (1) There exists an \( \text{FO} \)-sentence \( \varphi \) such that \( I \models \varphi \) if and only if \( I \) is a representation for all \( I \in \mathbb{I} \).

(2) There exists an \( \text{FO} \)-view \( \Phi \), mapping \( I \) to the database it represents for all \( I \in \mathbb{I} \) that are representations.

**Proof Sketch.** (1) In order to check whether \( I \) is a representation, we need to check whether there exists some \( i \) such that \( I \) represents \( i \). Now \( I \) represents \( i \) if and only if \( I \) contains \( D_i \) but does not contain \( D_j \) for all \( j \neq i \). One can check if \( D_i \subseteq I \) (and thus if \( D_i \not\subseteq I \) for \( j \neq i \)) by checking the following: \( I \) needs to contain a fact starting with instance identifier \( i \) and segment identifier \( 0 \); moreover, if \( I \) contains a fact with instance identifier \( i \), segment identifier \( j \), and segment identifier \( j' \) \( (j' \neq \bot) \), then \( I \) contains a fact with instance identifier \( i \) and segment identifier \( j' \) \( (j' \neq \bot) \).

(2) Recall that the facts of \( \hat{T} \) contain up to \( c \) original facts in succession. These can be recovered by a union of \( c \) projections, omitting the \( \bot \) entries.

Letting \( \Phi \) and \( \varphi \) be as in Claim 5.2, Equation (4) implies that

\[
\Pr_{\text{TI} \dashv \text{TI}} (\Phi(I) = D_i | I \models \varphi) = p_i = P((D_i)),
\]

so \( D \in \text{FO}(\text{TI}) \).

From Lemma 5.1 and Theorem 4.1 we get the following.

**Theorem 5.3.** Let \( D = (D, P) \) be a PDB. If there exists \( c \in \mathbb{N}_+ \) s. t.

\[
\sum_{D \in D_1(\emptyset)} |D| \cdot P((D)) < \infty,
\]

then \( D \in \text{FO}(\text{TI}) \).

In the remainder of this subsection, we discuss applications of Theorem 5.3. We say that a PDB is of \textit{bounded instance size} if there exists some fixed bound \( c \) such that all possible worlds have size at most \( c \). Theorem 5.3 implies that every PDB of bounded instance size is representable as an \( \text{FO} \)-view over a \( \text{TI} \)-PDB. The construction in the proof of Lemma 5.1 then represents every instance of the size-bounded PDB by a single segmented fact.

**Corollary 5.4.** Every PDB of bounded instance size is in \( \text{FO}(\text{TI}) \).

**Proof.** Let \( D = (D, P) \) be a PDB and take \( c \) to be the bound on its instance sizes. Then, by Theorem 5.3, \( D \in \text{FO}(\text{TI}) \) since

\[
\sum_{D \in D_1(\emptyset)} |D| \cdot P((D)) < \infty.
\]
Remark 5.5. PDBs of bounded instance size are not to be confused with finite PDBs. In particular, they can have infinite domains. As an example, consider the PDB \(D = (D, P)\) over a schema consisting of a single unary relation symbol \(R\) with \(D = \{D_1, D_2, \ldots\}\), where \(D_n\) contains a single fact \(R(n)\) and \(P((D_n)) = \frac{\epsilon}{n^2}.\) In this example, the instance size is bound by 1 though the domain is infinite.

Unfortunately, we have no full characterization of FO(TI) yet: According to Corollary 5.4, PDBs with bounded instance size are in FO(TI), and, according to Proposition 3.4, PDBs with infinite expected size, or some infinite size moment, are not in FO(TI). However, there are PDBs with unbounded size that have the finite moments property. Example 3.9 shows that not all such PDBs are in FO(TI). The following example shows that some are.

Example 5.6. Let \(x = \sum_{i=1}^{\infty} 2^{-i}.\) Then \(0 < x < \sum_{i=1}^{\infty} 2^{-i} = 1.\) Now define \(D = (D, P)\) with \(D = \{D_1, D_2, \ldots\}\) with \(|D_i| = i\) and let \(P((D_i)) = \frac{1}{i \cdot 2^{-i}}.\) Since \(\sum_{D \in D} P((D)) = 1, D\) is a PDB. Note that \(\frac{1}{i \cdot 2^{-i}} \leq \frac{1}{2}\) for all \(a \in \{0, 1\}\) because \(\frac{1}{i} > 1.\) Then
\[
\sum_{D \in D} |D| \cdot P((D)) = \sum_{i=1}^{\infty} \left( \frac{1}{i \cdot 2^{-i}} \right) \leq \frac{1}{2} \sum_{i=1}^{\infty} i \cdot 2^{-i} = \frac{3}{2} < \infty.
\]
Therefore \(D\) satisfies the condition of Theorem 5.3 for \(c = 1,\) so \(D \in FO(TI).\) Yet, \(D\) is of unbounded instance size.

The converse of Theorem 5.3 does not hold. In fact, even though every TI-PDB is trivially in FO(TI), some TI-PDBS violate the condition of the theorem.

Example 5.7. Consider the TI-PDB \(I\) with facts \(t_1, t_2, \ldots\) that is spanned by the marginal probabilities \(p_i = 1/(i^2 + 1)\) for \(i \in \mathbb{N}_+.\) Then \(I\) has the finite moments property according to Proposition 3.2 but \(I\) does not satisfy the condition of Theorem 5.3. (This is shown in detail in the extended version [12].)

Thus, we still exhibit a proper gap between our conditions for containment in FO(TI).

5.2 Block-Independent Disjoint Databases

In this section we prove that every BID-PDB can be represented as an FO view over a TI-PDB. First note that this does not follow from the previous section, as there are BID-PDBs that are not naturally tuple-independent and such that Theorem 5.3 does not apply to them. Consider the BID-PDB \(D^i\) with blocks \((B_i)_{i \in \mathbb{N}}\) where each block contains exactly two facts, both of marginal probability \(1/(2(i^2 + 1)).\) Similar to Example 5.7, \(D^i\) does not satisfy the condition of Theorem 5.3 (see [12] for a proof).

Again, we take the detour via conditional representations and show that every BID-PDB can be represented as an FO-view of an FO-conditioned TI-PDB.

Lemma 5.8. BID \(\subseteq FO(TI | FO).\)

Proof. The basic idea of the proof is as follows. We start with a BID-PDB and forget about its block structure. To compensate, every fact is equipped with an identifier indicating to which block it belongs. The resulting PDB is then treated as a TI-PDB. We define the condition to reject the instances that violate the intended block structure (using the block identifiers to find violations), and then the view can simply project out the block identifiers. The marginal probabilities are carefully chosen to guarantee that this process results in the same probability distribution as in the original PDB.

Let \(D = (D, P_D)\) be a BID-PDB with blocks \((B_1, B_2, \ldots)\) such that block \(B_i\) contains the facts \((t_{1i}, t_{2i}, \ldots).\) To simplify notation, assume that \(B_i\) is countably infinite for all \(i \in \mathbb{N}_+.\) This is without loss of generality, since we can add infinitely many artificial facts of marginal probability 0 to every block of \(D.\) For all \(i, j \in \mathbb{N}_+,\) let \(p_{i,j} := Pr_{D-G}(t_{ij} \in D).\) By Theorem 2.6, \(\sum_{j=1}^{\infty} \sum_{i=1}^{\infty} p_{i,j} < \infty.\) The probability to choose no fact from block \(B_i\) is \(r_i = 1 - \sum_{j=1}^{\infty} p_{i,j},\) called the residual (probability mass) of \(B_i.\)

We know that the residuals of BID-PDBs form a convergent series [27, see Lemma 4.14]. In particular, there are only finitely many residuals \(r_i < \epsilon\) for every \(\epsilon \in (0, 1).\) Thus, we may assume without loss of generality that the blocks \(B_i\) are numbered in increasing order of the \(r_i.\) Suppose \(m\) is the nonnegative integer with \(r_i = 0\) if and only if \(1 \leq i \leq m.\)

We construct a conditional, tuple-independent representation of \(D\) by altering every relation in the schema of \(D\) to contain an additional block identifier attribute. The facts of our new TI-PDB \(I = (I, P_I)\) are the facts from \(D,\) augmented by the number of their block in the additional attribute. The marginal probability \(q_{i,j} = Pr_{I-I}(t_{ij} \in I)\) of \(t_{ij}\) in \(I\) is defined in the following way:
\[
q_{i,j} := \begin{cases} 
\frac{p_{i,j}}{1 + p_{i,j}} & r_i = 0 \\
\frac{p_{i,j}}{r_i + p_{i,j}} & r_i > 0
\end{cases}
\]

We show that these marginal probabilities indeed span a well-defined TI-PDB. Consider \(t_{ij}\) with \(i\) and \(j\) arbitrary.

- If \(r_i > 0\) then \(q_{i,j} = \frac{p_{i,j}}{r_i + p_{i,j}} \leq \frac{p_{i,j}}{r_i} \leq \frac{p_{i,j}}{r_{m+1}} \leq \frac{p_{i,j}}{\prod_{j=1}^{m} p_{i,j}} \leq \frac{p_{i,j}}{r_{m+1}}.
- If \(r_i = 0,\) then \(q_{i,j} = \frac{p_{i,j}}{r_{m+1}} \leq \frac{p_{i,j}}{1} \leq \frac{p_{i,j}}{r_{m+1}}.

Thus, \(I\) is a well-defined TI-PDB since
\[
\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} q_{i,j} \leq \sum_{i=1}^{\infty} \sum_{j=1}^{m} \frac{p_{i,j}}{r_{m+1}} \leq \frac{1}{r_{m+1}} \sum_{i=1}^{\infty} \sum_{j=1}^{m} p_{i,j} < \infty.
\]

The instances of the new schema that are of interest are those belonging to \(D\)-instances that obey the block structure of \(D.\) The following claim asserts that this property is FO-definable.

Claim 5.9. There exists an FO-sentence \(\phi\) such that for all \(I \in I\) it holds that \(I \models \phi\) if and only if \(I\) contains

- at most one fact with block identifier \(i\) for all \(i \in \mathbb{N}_+;\) and
- exactly one fact with block identifier \(i\) for all \(i \leq m.\)

Proof. For simplicity, assume that the schema of \(D\) consists of a single, unary relation symbol \(R.\) Let
\[
\varphi := (\forall y \exists^{\leq 1} x : R'(x, y)) \land \bigwedge_{i=1}^{m} \exists^{\leq 1} x : R'(x, i)
\]
where \(R'\) is the augmented version of \(R.\) Note that the \(\exists^{\leq 1}\) and \(\exists^{\leq 1}\) quantifiers are expressible in plain FO. The formula above can easily be generalized to arbitrary schemas.
probability distribution we obtain this way is the same as in the
original PDB. That is,
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I) = D \mid I \models \varphi) = \Pr_{D}(\{D\}) \quad \text{for all } D \in \mathcal{D}.
\]

We first prove that it suffices to check every block independently.
Given a database \(D\), we denote by \(D[i]\) the restriction of \(D\) to \(B_i\). Since the blocks are independent in \(D\), for all \(D \in \mathcal{D}\),
\[
P_{D}(\{D\}) = \Pr_{D'}(\{D'\mid D[i]\} = D[i]) = \prod_{i \in \mathbb{N}_+} \Pr_{D'}(D'[i] = D[i]).
\]

Let us now inspect the conditional representation. We denote by \(q_i\) the condition that if \(r_i > 0\), there is at most one element of \(B_i\), and if \(r_i = 0\), there is exactly one element of \(B_i\). (Note that \(I \sim I\) satisfies \(\varphi\) if and only if \(I \models \varphi_i\) for all \(i \in \mathbb{N}_+\).) Let \(D \in \mathcal{D}\) be an instance with positive probability in \(\mathcal{D}\). By our definitions, if \(\Phi(I) = D\), then in particular \(I \models \varphi\). Since the facts and therefore also the blocks are independent in \(I\),
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I) = D \mid I \models \varphi) = \Pr_{I \sim \mathcal{I}}(\Phi(I) = D \mid I \models \varphi) = \frac{\Pr_{I \sim \mathcal{I}}(\Phi(I) = D)}{\Pr_{D'}(D'[i] = D[i])} = \Pr_{I \sim \mathcal{I}}(\Phi(I) = D[i]).
\]

Therefore, in order to show that the probability distribution over the conditional representation is the same as the original PDB, it is enough to show that for all \(D \in \mathcal{D}\) and every block \(B_i\):
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I) = D[i]) = \Pr_{D'}(D'[i] = D[i]).
\]

Thus, fix an arbitrary instance \(D \in \mathcal{D}\) with positive probability in \(\mathcal{D}\) and \(i \geq 1\). We denote \(Z_i := \prod_{j \in B_i} (1 - q_{i,j})\). Note that the probability of selecting only \(t_{i,j}\) from block \(B_i\) is
\[
q_{i,j} \prod_{t_{i,j} \in B_i} (1 - q_{i,k}) = q_{i,j} \frac{1}{1 - q_{i,j}} Z_i.
\]

We distinguish cases according to whether \(B_i\) has a positive residual and, if so, whether \(D\) contains a fact from \(B_i\).

1. If \(r_i = 0\), the probability of having only fact \(t_{i,j}\) from \(B_i\) is
\[
\frac{q_{i,j}}{1 - q_{i,j}} Z_i = \frac{p_{i,j}}{1 + p_{i,j}} \left(1 - \frac{1 + p_{i,j}}{1 + p_{i,j}}\right)^{-1} Z_i = p_{i,j} Z_i.
\]

Denote by \(t_{i,k}\) the unique fact from \(B_i\) in \(D\). Then
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I) = D[i]) = \frac{p_{i,k} Z_i}{\sum_{j \in \mathbb{N}_+} p_{i,j} Z_i} = \frac{p_{i,k}}{\sum_{j \in \mathbb{N}_+} p_{i,j}} = p_{i,k} Z_i.
\]

2. If \(r_i > 0\), the probability of having no fact from \(B_i\) in \(I\) is \(Z_i\), and the probability of having only fact \(t_{i,j}\) from \(B_i\) is
\[
\frac{q_{i,j}}{1 - q_{i,j}} Z_i = \frac{p_{i,j}}{r_i + p_{i,j}} Z_i = p_{i,j} Z_i.
\]

Therefore, the probability of satisfying the condition \(\varphi_i\) is:
\[
\Pr_{I \sim \mathcal{I}}(I[i] \models \varphi_i) = Z_i + \sum_{j \in \mathbb{N}_+} \frac{p_{i,j}}{r_i} Z_i = \frac{Z_i}{r_i} (r_i + \sum_{j \in \mathbb{N}_+} p_{i,j}) = \frac{Z_i}{r_i}.
\]

(a) In case there exists a fact \(t_{i,k}\) from \(B_i\) in \(D\), it holds that
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I)[i] = D[i]) = \frac{p_{i,k} Z_i}{Z_i} = \frac{p_{i,k}}{r_i} Z_i = \Pr_{D'}(D'[i] = D[i]).
\]

(b) In case no fact from \(B_i\) appears in \(D\), it holds that
\[
\Pr_{I \sim \mathcal{I}}(\Phi(I)[i] = D[i]) = \frac{Z_i}{Z_i} = \Pr_{D'}(D'[i] = D[i]).
\]

Since \(i\) is arbitrary, this holds for all \(i\). Together, we have verified Equation (5). Thus, \(\mathcal{D}\) is an \(\FO\)-view of an \(\FO\)-conditioned \(\TI\)-PDB, witnessed by \(I\), \(\Phi\) and \(\varphi\). \(\square\)

From Lemma 5.8 and Theorem 4.1 we get the desired representability result for \(\BID\)-PDBs.

**Theorem 5.10.** \(\BID \subseteq \FO(\TI)\).

**Remark 5.11.** Since
\[
\FO(\BID) \subseteq \FO(\FO(\TI)) = \FO(\TI) \subseteq \FO(\BID),
\]
this yields \(\FO(\BID) = \FO(\TI)\). This also entails that \(\FO(\BID)\) (and \(\BID\) in particular) inherits the finite moments property from \(\FO(\TI)\).

Similarly to Remark 4.4, \(\FO(\BID)\) is also closed under \(\FO\)-conditioning, regardless of whether the conditioning is done before or after applying the view. So in particular it holds that
\[
\FO(\BID \mid \FO) = \FO(\BID) \mid \FO = \FO(\BID).
\]

### 6 SEEKING LOGICAL REASONS

In the previous sections, we investigated the question whether a given PDB is representable in a particular way. In this section, we address the question why a PDB is not representable. In section 3, we proved that some PDBs are not in \(\FO(\TI)\) by using the probabilities of the possible worlds to find a contradiction to some convergence property of \(\FO(\TI)\). The goal of this section is to separate such arithmetical reasons for non-representability from purely logical reasons, namely, reasons that hold independently of the probabilities of the possible worlds.

To this aim, we use the notion of incomplete databases [31]. We call a set of database instances over some schema \(\tau\) an incomplete database (\(\IDB\)) over \(\tau\). Given a PDB \(\mathcal{D} = (\mathcal{D}, P)\), its induced incomplete database \(\IDB(\mathcal{D})\) is the set of instances with positive probabilities. That is,
\[
\IDB(\mathcal{D}) := \{D \in \mathcal{D} \mid P(D) > 0\}.
\]

If \(\mathcal{D}\) is a class of PDBs, then \(\IDB(\mathcal{D}) := \{\IDB(\mathcal{D}) \mid \mathcal{D} \in \mathcal{D}\}\).

In this section we aim to investigate what we can conclude about the possible representations of a PDB based solely on its induced IDB. In Section 6.1 we show how this can be used to show non-representability of infinite PDBs. In Section 6.2 we show what we can conclude about \(\FO(\TI)\) for logical reasons.
6.1 Proving Non-Representability

In this section, we explore how to use the induced IDB of a PDB to show that it cannot be represented as some view over a TI-PDB.

A view $V : D_1 \to D_2$ is called monotone if for any instances $D, D'$ in $D_1$, we have that $D \subseteq D'$ implies $V(D) \subseteq V(D')$. For example, UCQ- and Datalog views are monotone [2]. In the finite case, the monotonicity of UCQ-views is used to prove that some PDBs cannot be represented by a UCQ-view or a TI-PDB by considering only their induced IDBs [52, Proposition 2.17].

The proof in the reference uses the existence of a maximal possible world, and does therefore not directly extend to the infinite case. However, a simple argument that works in both the finite and the infinite setting demonstrates how the induced IDB can be used to conclude non-representability in the infinite too. To this aim, we first examine the structure of IDBs induced by TI-PDBs.

**Observation 6.1.** Let $I$ be a TI-PDB with fact set $T(I)$ and let $p_i$ denote the marginal probability of $t \in T(I)$. Then $T(I)$ is partitioned into $T\text{always} := \{ t : p_i = 1 \}$, $T\text{sometimes} := \{ t : 0 < p_i < 1 \}$ and $T\text{never} := \{ t : p_i = 0 \}$ and

$$\text{IDB}(I) = \{ T\text{always} \cup T : T \subseteq T\text{sometimes} \} \land |T| < \infty.$$ 

We next inspect the effect of applying views over PDBs and observe that stripping PDBs of their probabilities commutes with applying views.

**Observation 6.2.** Let $D = (D_1, P)$ be a PDB, $D_2$ a set of database instances and $V : D_1 \to D_2$ a view. Then $V(\text{IDB}(D)) = \text{IDB}(V(D))$.

**Proof.** If $D_2 \in V(\text{IDB}(D))$, then there exists $D_1 \in \text{IDB}(D)$ with $V(D_1) = D_2$. Since $D_1 \in \text{IDB}(D)$, we have $P_D(D_1) > 0$. Hence, $P_{V(D)}(\{D_2\}) = P_D(V^{-1}(\{D_2\})) \geq P_D(D_1) > 0$. This means that $D_2 \in \text{IDB}(V(D))$.

We now show the opposite direction. If $D_2 \in \text{IDB}(V(D))$, then $P_D(V^{-1}(\{D_2\})) = P_{V(D)}(\{D_2\}) > 0$. That is, there exists $D_1 \in V^{-1}(\{D_2\})$ with $P_D(D_1) > 0$. We have found $D_1 \in \text{IDB}(D)$ with $D_2 = V(D_1)$, and so $D_2 \in V(\text{IDB}(D))$. \Box

Using Observation 6.2, we establish a connection between PDB representations and representations of incomplete databases.

**Proposition 6.3.** Let $D$ be a class of PDBs and $V$ a class of views. For every PDB $D \in V(D)$, we have $\text{IDB}(D) \in V(\text{IDB}(D))$.

**Proof.** If $D \in V(D)$, then there exists $V \in V$ and $D' \in D$ with $D = V(D')$. Then, $\text{IDB}(D) = \text{IDB}(V(D')) = V(\text{IDB}(D'))$. \Box

Proposition 6.3 can be interpreted as a purely logical necessary condition for representability: if $\text{IDB}(D) \notin V(\text{IDB}(D))$, then $D \notin V(D)$. Next, we build on Proposition 6.3 and Observation 6.1, and we demonstrate how monotonicity can be used to conclude non-representability in the infinite.

**Proposition 6.4.** Let $V$ be a class of monotone views, and let $D$ be a PDB with two mutually exclusive facts (that is, facts $t_1$ and $t_2$ of positive marginal probability with $P_{D \in D}(t_1, t_2) \leq 0$). Then, $D \notin V(TI)$.

**Proof.** Assume by contradiction that $D \in V(TI)$, and $D_1$ and $D_2$ instances in $\text{IDB}(D)$ with $t_1 \in D_1$. By Proposition 6.3, we know that $\text{IDB}(D) \in V(\text{IDB}(TI))$. Hence, there is an incomplete database $I \in \text{IDB}(TI)$ and a view $V \in V$ with $V(I) = \text{IDB}(D)$. Since $D_1, D_2 \in \text{IDB}(D)$, there are $I_1, I_2 \in I$ with $V(I_1) = D_1$. By Observation 6.1, we also have $I_1 \cup I_2 \in I$ and so $V(I_1 \cup I_2) \in \text{IDB}(D)$. Since $V$ is monotone, $V(I_1 \cup I_2) \geq V(I_1) \cup V(I_2) = D_1 \cup D_2 \geq \{ t_1, t_2 \}$, in contradiction to $t_1$ and $t_2$ being mutually exclusive. \Box

Proposition 6.4 immediately yields that $\text{UCQ}(TI)$ does not contain any $\text{BID}$-PDBs that are not already tuple-independent. Since $\text{BID} \subseteq \text{FO}(\text{BID}) = \text{FO}(TI)$, this implies $\text{UCQ}(TI) \subseteq \text{FO}(TI)$.

6.2 First Order Views

Proposition 6.4 demonstrates that it is possible to determine non-representability of an infinite PDB based on purely logical reasons. However, in the following we show that there are no logical reasons to show that a PDB is not in $\text{FO}(TI)$.

**Lemma 6.5.** Let $D$ be an IDB. Then there exists $D \in \text{FO}(TI)$ with $\text{IDB}(D) = D$.

**Proof Sketch.** Let $D = (D_1, D_2, \ldots)$. Let $x_i := (2^i \cdot |D_i|)^{-|D_i|}$, if $|D_i| \neq 0$ and $x_i := 1$ otherwise. We define $P(\{D_i\}) = x_i/\sum_{i=1}^{\infty} x_i$, and show that

$$\sum_{i \in \mathbb{N}, |D_i|>0} |D_i| \cdot P(\{D_i\})^{1/|D_i|} < \infty.$$ 

By Theorem 5.3, this PDB is in $\text{FO}(TI)$. For the details left out above, we refer to the extended version [12]. \Box

Lemma 6.5 shows that to prove that a PDB is not in $\text{FO}(TI)$, it is not enough to consider which are the possible worlds with positive probability. Such a proof must take the values of the probabilities into account.

So far we discussed logical reasons for showing that a PDB is not representable. We can also examine logical reasons for showing that a PDB is representable. According to Corollary 5.4, we know that if the underlying incomplete database has bounded size, then the PDB is in $\text{FO}(TI)$ regardless of the probabilities. We next show that if an incomplete database is of unbounded size, we can assign probabilities that result in infinite expected size. According to Proposition 3.4, this implies that the resulting PDB is not in $\text{FO}(TI)$.

**Lemma 6.6.** Let $D$ be an IDB of unbounded instance size. Then there exists a PDB $D$ with $E(|\cdot|) = \infty$ such that $\text{IDB}(D) = D$.

**Proof.** Since the size of instances in $D$ is unbounded, there exists an infinite sequence of non-empty instances $(D_i)_{k \in \mathbb{N}}$ such that $|D_i|$ is strictly increasing and therefore $|D_i| \geq k$. We define $P(\{D_i\}) = e^{-k} \frac{1}{k}$ where $e = \sum_{k=1}^{\infty} \frac{1}{k}$ is the factor that scales the sum of the probabilities to $\frac{1}{2}$. We assign positive probabilities to the instances in $D \setminus \{ D_i \mid k \in \mathbb{N} \}$ such that they also add up to $\frac{1}{2}$. Then the probabilities of all instances add up to 1, but the expected instance size is infinite, since

$$E(|\cdot|) \geq \sum_{k=1}^{\infty} |D_i| \cdot P(\{D_i\}) \geq \sum_{k=1}^{\infty} k \cdot \frac{1}{k} = \sum_{k=1}^{\infty} e^{-k} = \infty.$$ 

Theorem 6.7 summarizes our results regarding $\text{FO}(TI)$ based purely on logical reasons.
Theorem 6.7. Let D be an incomplete database.

- If D has bounded instance size, then for every PDB D with IDB(D) = D, we have D ∈ FO(TI).
- Otherwise, there exist PDBs D_1 ∈ FO(TI) and D_2 ∉ FO(TI) such that IDB(D_1) = IDB(D_2) = D.

Proof. If D has bounded instance size, using Corollary 5.4, every PDB with D as the induced incomplete database is in FO(TI). Otherwise, D has unbounded instance size. Lemma 6.5 shows the existence of D_1, and Lemma 6.6 shows the existence of D_2. The latter is not in FO(TI) due to Proposition 3.4.

In short, assume we are given a PDB and we want to determine whether it is in FO(TI). If its induced incomplete database has bounded instance size, we know that the PDB is in FO(TI). Otherwise, we must consider the probabilities to settle this question.

7 CONCLUDING REMARKS

We initiate research on representations of infinite probabilistic databases by systematically studying representability by first-order views over tuple-independent PDBs. Figure 4 compares our findings with the finite setting. In this paper, we showed that FO(TI) = FO(BID) = FO(TI)FO, rendering FO(TI) quite robust. Although it is known that FO(TI) ⊆ PDB, FO(TI) can represent any bounded size PDB. While the finite moments property is necessary for containment in FO(TI), it is not sufficient. Reasons for (non)-representability are twofold in general: arithmetic or purely logical. The class FO(TI), however, eludes purely logical arguments for non-representability. The mentioned relationships to IDBs extend existing work to infinite PDBs [9, 24].

As of now, our characterization of FO(TI) is only partial. A full characterization and relationships to other interesting classes of PDBs are left for future work. This may include CQ(BID), UCQ(BID) and TI | FO or using first-order views with inbuilt relations. It could also yield interesting insights to relate our work to recent notions of measuring uncertainty in IDBs [14, 40].

Preliminary results on query evaluation in infinite TI-PDBs were given in [27]. Beyond this, an abstract investigation of query evaluation in infinite PDBs is open as of now.
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