X-ray image reconstruction from a diffraction pattern alone
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A solution to the inversion problem of scattering would offer aberration-free diffraction-limited 3D images without the resolution and depth-of-field limitations of lens-based tomographic systems. Powerful algorithms are increasingly being used to act as lenses to form such images. Current image reconstruction methods, however, require the knowledge of the shape of the object and the low spatial frequencies unavoidably lost in experiments. Diffractive imaging has thus previously been used to increase the resolution of images obtained by other means. We demonstrate experimentally here a new inversion method, which reconstructs the image of the object without the need for any such prior knowledge.

The inversion problem of coherent scattering - the reconstruction of a single-scattering potential from measurements of scattered intensity in the far-field - has occupied physicists for over a century, and arises in fields as varied as optics, astronomy, X-ray crystallography, medical tomographic imaging, holography, electron microscopy and particle scattering generally. A solution to this problem would offer diffraction-limited images of non-periodic objects without the use or need for a lens. The possibility of solving the X-ray phase problem for an isolated object was first suggested by Sayre 1952, who pointed out that Bragg diffraction in crystals undersamples the diffracted intensities 2,3,4. The Bragg limitation on sampling is lifted for non-periodic objects, which allow finer sampling of the diffraction pattern. An iterative phase-retrieval method, capable of phasing adequately sampled diffracted intensity first appeared in 1972 5, followed by important theoretical advances due to Fiddy, Bates and others - see 6 for a review. The iterative algorithm was greatly improved through the introduction of feedback and compact support (The support constraint). Feedback allows this algorithm to converge to the support of the object inside the support (loose support), and zero (transparent) regions of the object inside the support may converge to their correct value without being forced by the mask. However, in practice, a less than perfect estimate of the support often prevents the reconstruction of the correct image 7 - see also below. Efforts to obtain the support function of the object from the support of the experimentally accessible autocorrelation function have been proposed for special classes of objects using elegant geometrical methods 8. Methods for inverting Patterson maps to charge densities for crystals and non-periodic objects are reviewed in Buerger 9. Up until now, no images have been reconstructed from experimental x-ray diffraction patterns of arbitrary objects without a lower-resolution image provided by an optic.

In this article we eliminate the need for this secondary image and demonstrate ultrahigh resolution imaging without the need for a lens. The object support function is determined together with the object itself, without additional spatial information. The procedure builds on the HIO algorithm, in which constraints are iteratively applied in real and reciprocal space, and a feedback parameter is used in real space to damp the application of the support constraint. Feedback allows this algorithm...
We then apply the HIO algorithm with feedback parameters is progressively lost as the algorithm converges. The uniqueness of solutions found by this method has been studied in detail [20]. (Rare ambiguous solutions have been found in two-dimensions in cases where the spectrum is factorable).

Our innovation is the simple but powerful use of the current estimate of the object to determine the support constraint. The first estimate of the support is the support of the autocorrelation function [19]. Although this estimate is far from accurate, it is continually updated by thresholding the intensity of a blurred version of the current estimate of the object under reconstruction. Thresholding traces the boundary of the object at a given intensity contour. The blurring acts to smooth out noise, and provides a form of regularization. In turn, through the normal behavior of the HIO algorithm, the improved support constraint gives rise to a better estimate of the object. We find that this method is very stable, and converges to the correct support and object for both simulated and experimental x-ray diffraction data. The algorithm also successfully reconstructs complex objects (those that cause large variations in the phase of the exit wavefield in two dimensions), which hitherto have been experimentally difficult to reconstruct [2, 3, 12]. This opens up the possibility of image reconstruction from microdiffraction patterns, where the illumination is tightly focused on the object.

Details of the algorithm are as follows. We start from the autocorrelation function of the object. This real-space map, obtained by Fourier transforming the diffraction pattern, displays all “interatomic” vectors, with peaks for all vectors between isolated objects, shifted to a common origin. It contains many more peaks than the object, and, even for an acentric object, possesses a center of inversion symmetry. Since the object must fit within the autocorrelation function, our first estimate of the support is a mask obtained from this function using a contour at the 4% intensity level. Both the correct object density and its centro-symmetric inversion fit within this initially centric mask, however inversion symmetry is progressively lost as the algorithm converges. We then apply the HIO algorithm with feedback parameter $\beta = 0.9$ and the real space support given by the calculated mask. We obtain the part of the diffraction pattern covered by a central beamstop from the transform of the current estimate of the object. Low frequency components are treated as free parameters. Every 20 iterations we convolve the reconstructed image (the absolute value of the reconstructed wavefield) with a Gaussian of width $\sigma$ (FWHM = 2.3548 $\sigma$ ) to find the new support mask. The mask is then obtained by applying a threshold at 20% of its maximum. The width $\sigma$ is set to 3 pixels in the first iteration, and reduced by 1% every 20 iterations down to a minimum of 1.5 pixels. Similarities of the original Gerchberg-Saxton algorithm with the "solvent flattening" method suggest that this method could be extended to crystallography.

We have tested the method using two-dimensional experimental data as well as two- and three-dimensional sets of simulated data. The experimental soft X-ray transmission diffraction pattern from two clusters of gold balls of 50±5 nm diameter deposited on a silicon nitride window was recorded at the Lawrence Berkeley Laboratory, using soft x-rays soft X-rays with a wavelength of 2.1 nm [21, 22]. In Figure 1 we present the experimental diffraction pattern and the sequence of images produced by the algorithm as it converges. As shown in the first step, the algorithm starts with a support mask with perfect inversion symmetry. After a few iterations the symmetry is broken. First, one of the three regions of the mask disappears, and then the support envelope shrinks progressively around the gold ball objects. Finally, a stable solution showing excellent agreement with a scanning electron microscope image of the same object is obtained. The solution also agrees well with a previous reconstruction by a different method [21].

Note that we would not expect a perfect match between the electron and x-ray images, since image formation processes are different for electrons and x-rays. Repeated computational trials have all shown the same degree of convergence to the correct image or its centro-symmetric inversion. Although after a few hundred iterations the algorithm always converged to the correct image (independent of the initial random choice of phases), as iterations were carried further both the support and the image show arbitrary displacements due to the translational invariance of the solution.

To further assess the validity of the algorithm we have tested it on several sets of simulated data as well as two- and three-dimensional reconstructions of: a grayscale image; a 3D cluster of gold balls (ball diameter of 50±5 nm); and a complex object illuminated by a focused beam. They show that the algorithm is successful to the same degree as the standard HIO algorithm with tight support. As examples, we include in Figure 2 the reconstructions of: a grayscale image; a 3D cluster of gold balls (ball diameter of 50±5 nm); and a complex object illuminated by a focused beam. The grayscale image demonstrates that the algorithm does not require any “atomicity” constraint provided by the gold balls. The particular 3D cluster was chosen to have a small number of balls for visualization purposes - the algorithm also works with a much larger number of balls. The third example is of particular interest since it is well known that the reconstruction of complex objects is much more difficult than real objects, but is possible using either disjoint, precisely known or specially shaped supports [13, 17]. Complex objects arise in optics and X-ray diffraction in two-dimensions when large phase-shifts occur within the eikonal approximation, or if that approximation fails, in the presence of spatially dependant absorption effects, and in the presence of multiple scattering. The question arises as to whether our new method provides a suffi-
FIG. 1: Image reconstruction from an experimental X-ray diffraction pattern. (a) X-ray diffraction pattern of a sample of 50 nm colloidal gold particles, recorded at a wavelength of 2 nm. (b) to (e) shows a sequence of images produced by the algorithm as it converges. Number of iterations: 1 (b), 20 (c), 100 (d), 1000 (e). The reconstruction progresses from the autocorrelation function in (b) to an image in (e) with a steady improvement of the support boundary (shown at bottom of each frame). For comparison a SEM micrograph of the object is shown in (f). The scale bar length is 300 nm and the resolution of our reconstructed image is about 20 nm.

FIG. 2: (Color online) Image reconstructions from simulated diffraction patterns of a gray-scale image (top row), a 3-D cluster of gold balls (center row) and a complex object illuminated with a complex focused probe (bottom row). In each row (a) is the recovered object, (b) the recovered support and (c) the original image. The greyscale image demonstrates that the algorithm does not depend on any “atomicity” constraint provided by the gold balls. For the complex object the real part is shown, blue is negative, red/yellow is positive.

We have compared the behaviour of our algorithm to that of the HIO algorithm. The HIO algorithm requires the support a priori, and as is well known the error in the reconstruction decreases as the support becomes tighter and closer to the actual boundary of the object. This is illustrated in Fig. 3 which shows plots of the reconstruction error, as a function of Poisson noise in the diffraction intensities, for the HIO algorithm with support masks of various degrees of accuracy. The masks for these cases were calculated by convolving the object by Gaussians of various widths (0.5, 5, and 25 pixels) and thresholding at 5% level from the maximum. This corresponds to knowing the shape of the object to a given resolution. It is seen that even for low noise, HIO can achieve a reasonable reconstruction only if the support mask is set to the boundary known at essentially the same resolution to which we are reconstructing the object. The reconstruction error for our algorithm (which does not require a priori knowledge of the support) is also plotted in Figure 3. We expect that the noise level at which our algorithm fails to reconstruct occurs when the noise in real space becomes larger than the threshold used to update the support. At this noise level the estimate of the support will be influenced by the noise, and the algorithm will be unable to converge to the correct bound-
ary. This suggests that the optimum threshold setting depends on the noise level in the data, and we will only be able to reconstruct those parts of the object where the contrast is above the noise. As the support used in the HIO algorithm becomes looser, we observe our algorithm to be much superior, even in the presence of noise. This is because our algorithm always improves upon the support and so makes optimal use of the available information. The only prior knowledge needed is that the object possesses compact support (i.e. is isolated), so that oversampling diffraction conditions can be guaranteed experimentally, and that the contrast of the object is above the noise. By comparison with earlier methods [10], no knowledge of the shape of the object is required. There are few adjustable parameters in our algorithm; namely, support resolution, support threshold, and feedback parameter. Additional constraints can be added to strengthen convergence, such as atomicity, positivity and histogram matching [23, 24].

The combination of an apparatus to measure large-angle diffraction patterns with our new method of data analysis forms a new type of diffraction-limited, aberration-free tomographic microscopy. The absence of inefficient optical elements makes more efficient use of damaging radiation, while the reconstruction from a three-dimensional diffraction data set will avoid the current depth-of-field limitation of zone-plate based tomography. The use of focused illumination will allow users to select either one or two-part objects (which may be complex) from a field. The conditions of beam energy and monochromatization used in these preliminary experiments are far from optimum for diffractive imaging and can be greatly improved to reduce recording times by more than two orders of magnitude. We expect this new microscope to find many applications. Since dose scales inversely as the fourth power of resolution, existing measurements of damage against resolution can be used to show that statistically significant images of single cells should be obtainable by this method at 10 nm resolution in the 0.5-10 µm thickness range under cryomicroscopy conditions. Imaging by harder coherent X-rays of inorganic nanostructures (such as mesoporous materials, aerosols and catalysts) at perhaps 2 nm resolution can be expected. Atomic-resolution diffractive imaging by coherent electron nanodiffraction has now been demonstrated [25]. The imaging of dynamical systems, imaging with new radiations for which no lenses exist, and single molecule imaging with X-ray free-electron laser pulses remain to be explored.
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