Experimental Investigation of Drain Noise in High Electron Mobility Transistors: Thermal and Hot Electron Noise
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Abstract—We report the on-wafer characterization of S-parameters and microwave noise temperature (T_s) of discrete metamorphic InGaAs high electron mobility transistors (mHEMTs) at 40 and 300 K and over a range of drain-source voltages (V_Ds). From these data, we extract a small-signal model (SSM) and the drain (output) noise current power spectral density (S_id) at each bias and temperature. This procedure enables S_id to be obtained while accounting for the variation of SSM, noise impedance match, and other parameters under the various conditions. We find that the noise associated with the channel conductance can only account for a portion of the measured output noise. Considering the variation of output noise with physical temperature and bias and prior studies of microwave noise in quantum wells, we hypothesize that a hot electron noise source (NS) based on real-space transfer (RST) of electrons from the channel to the barrier could account for the remaining portion of S_id. We suggest further studies to gain insights into the physical mechanisms. Finally, we calculate that the minimum HEMT noise temperature could be reduced by up to ~50% and ~30% at cryogenic temperature and room temperature, respectively, if the hot electron noise were suppressed.

Index Terms—Cryogenic electronics, drain noise, high electron mobility transistors, low-noise amplifiers, microwave noise, real-space transfer (RST).

I. INTRODUCTION

HIGH electron mobility transistors are widely employed in microwave amplifiers due to their low-noise characteristics [1], [2], [3], [4], [5]. While significant improvements have been made in their noise performance in past decades [6], [7], [8], [9], [10], achieving further improvements requires a physics-based understanding of the origin of microwave noise which is lacking. Presently, noise in HEMTs is interpreted with the Pospieszalski model [11] in which noise is defined by two uncorrelated noise generators at the input (S_{id}) and output (S_d). The input noise generator, S_{id}, is described using a noise temperature T_{id} which is assigned to the intrinsic gate resistance, and this noise temperature is generally interpreted as the physical temperature of the gate resistance [12], [13]. The gate resistance thermal noise is significantly larger than the induced gate noise for frequencies far below the cut-off frequency [14]. The output noise generator, S_d, is described by assigning a noise temperature, T_d, to the intrinsic output conductance g_{ds}. T_d is generally taken as a fitting parameter. Gate and drain noise are assumed to be uncorrelated at the analyzed frequencies. Despite the utility of the model in interpreting noise measurements on HEMTs, it is unable to provide insight into the physical origin of the output noise.

Other works have proposed various mechanisms; for instance, thermal noise has been suggested as the origin of channel noise in field effect transistors (FETs) [15] such as HEMTs [16], [17] and MOSFETs [18], [19]. A recent work attributed HEMT drain noise to suppressed shot noise [20] while others link it to a combination of thermal and suppressed shot noise [21].

Another theory attributes drain noise to microwave partition noise arising from real-space transfer (RST) [22], a process that has been investigated in early studies of transport and noise in quantum wells [23], [24], [25], [26], [27]. In this mechanism, electrons are heated out of equilibrium with the lattice by the electric field to physical temperatures exceeding 1000 K, a temperature sufficiently high that some electrons may thermionically emit out of the channel into the barrier. Because the barrier mobility is substantially less than that of the channel, two dissimilar conduction pathways exist from source to drain, creating partition noise [28] at the HEMT output. However, which of these mechanisms is the actual origin of drain noise in low-noise HEMTs remains under investigation.

In this article, we perform on-wafer S-parameter and microwave noise measurements (T_s) of discrete metamorphic InGaAs high electron mobility transistors (mHEMTs) at 40 and 300 K and various V_{DS} using a cryogenic probe...
station (CPS). At each temperature and bias, we extracted a small-signal model (SSM) and noise parameters from the $S$-parameter and $\mathcal{T}_{\text{50}}$ measurements, allowing the output current noise power spectrum density (PSD), $S_{id}$, to be extracted while accounting for changes in small-signal parameters and optimal noise impedance at each condition. We find that the variation of $S_{id}$ with physical temperature is inconsistent with suppressed shot noise as the sole noise source (NS), and further, that $S_{id}$ cannot be explained only by noise associated with the channel conductance. Considering the findings of prior studies of microwave noise in quantum wells, we propose that the additional hot-electron noise is due to RST of electrons from the channel to the barrier, and we suggest how this hypothesis could be tested in future studies. Finally, we compute that the minimum noise temperature could be decreased by 50% and 30% at cryogenic and room temperature, respectively, if the hot-electron noise were suppressed.

This article is organized as follows. A description of the experimental setup and the modeling approach is presented in Section II. The measurements are presented in Section III. The contribution of channel diffusion noise to drain noise is examined in Section IV, followed by a discussion of the hot electron contribution to drain noise and a possible explanation based on RST in Section V. Finally, we provide a summary of the article in Section VI.

II. ON-WAIFER CRYOGENIC CHARACTERIZATION AND MODELING

The $S$-parameters and the microwave noise temperature of metamorphic InGaAs mHEMTs (OMMIC, D007IH, 4F50, gate length $L_g = 70$ nm, gate width $W = 0.2$ mm) at various physical temperatures $T_{\text{ph}}$ were measured using a CPS [29]. Details of the measurement procedure and the experimental set-up were described earlier [30]. The temperature of the sample stage was measured by a temperature sensor (Lakeshore 330) and verified to vary by $<1$ K over the sample stage. Thermal stability of the probes was verified by ensuring the bias tee temperature had equilibrated to a steady value before landing after any measurements were taken. The $S$-parameter measurements were carried out in the frequency range 1–18 GHz using a vector network analyzer (VNA, Rhode&Schwarz ZVA50). The system was calibrated by transferring the measurement plane from the VNA to the tips of the wafer probes (GGB industries, 40A-GSG-100-DP) by through-reflect-match (TRM) and through-reflect-line (TRL) calibration on a CS-5 substrate. The two methods yielded SSM parameters that agreed to within 5% at 40 K. TRM was chosen in this work due to the reduced number of standards required for the calibration.

The microwave noise temperature was measured using the Y-factor method with a cold attenuator [30], [31] at a generator impedance of 50 $\Omega$. The CPS was configured for noise measurements from 2 to 18 GHz. However, the measurement bandwidth was chosen from 5 to 15 GHz to minimize RF probe-pad contact time and avoid RF pad damage due to chuck vibrations arising from the closed loop He gas system. Because data at various frequencies are obtained by tuning a local oscillator frequency in our backend, for a given bandwidth of 500 MHz, it takes more time to sample a wider frequency range. Therefore, limiting the bandwidth to 5–15 GHz decreased the time the probes need to be landed on the device.

Two 10 dB attenuators (Quantum Microwave), one at room temperature and one cryogenic, were inserted between the NS (Keysight, N4002A) and the device under test (DUT). The effective-noise ratio of the NS was calibrated by Keysight. The value was around 15 dB. The room-temperature attenuator was connected directly to the NS to reduce the change in output reflections from the “on” to “off” state of the NS, while the cryogenic attenuator was connected to the RF input probe contacting the input of the DUT and served as a cold load. The temperatures of the hot and cold powers presented to the DUT were 116 and 55 K, respectively.

A low noise amplifier (Cosmic Microwave, CIT1-18) was placed after the output probe and thermally strapped to the cold stage. A combination of mixer, oscillator, filters, amplifiers, and a power sensor was used outside the probe station to further process and measure the incident noise power. A detailed schematic was presented in [30]. The backend noise temperature was measured using a Y-factor method with the probes landed on a through and found to have a value of $\approx 100$ K. We checked the calibration of the backend by landing the output probes on a 50 $\Omega$ load and measuring the power at two different temperatures by varying the chuck temperature. This approach gave a backend noise temperature which was within 1–2 K of the Y factor value.

An analysis indicated that the uncertainty in DUT noise temperature arose primarily from uncertainty in the input loss. These losses consist of stainless steel coaxial cable, cryogenic 10 dB attenuator, cryogenic bias tee, and the input RF probe. The losses of each component were characterized in a separate cryogenic dewar at each temperature for which noise measurements were performed. The input loss, excluding the two 10 dB attenuators, was around 3 dB. As a check of the accuracy of the individual loss measurements, we measured the insertion loss of the entire chain using $S_{11}$ and $S_{21}$ measurements on an open and through, respectively. The loss values were found to agree to within 0.1 dB. The insertion loss of the input RF probe was measured at room temperature by measuring the return loss with the probe tips open, but it could not be measured at cryogenic temperatures. Its temperature was assumed to be that of the cryogenic bias tee connected to the RF probe. Considering these uncertainties, a value of 0.1 dB uncertainty on the input loss was assumed. This uncertainty yields an absolute uncertainty in $T_{\text{50}}$ of $\approx 20\%$ ($\approx 15\%$) at 40 K (300 K). The repeatability of the $T_{\text{50}}$ measurements was $\lesssim 0.5$ K ($\approx 1$ K) at 40 K (300 K).

From the $S$-parameter and $\mathcal{T}_{\text{50}}$ measurements, a SSM and noise model of the device were developed. Several models of varying complexity have been reported for HEMTs [33], [34], [35], [36], [37]. Since our focus is on the physical mechanism of output noise, we use a relatively simple 15-element SSM shown in Fig. 1 as originally described in [32]. This model allows decomposition of the measured noise into input and output generators. We followed an equation-based approach for extraction following that given in [38, pp. 257–259].
In brief, we measured the S-parameters, from which Y-parameters were computed and the parasitic capacitances removed. Z-parameters were then computed to allow for removal of \( L_g \) and \( R_g \) (gate inductance and resistance), and then converted to Y-parameters to directly calculate the first estimate of intrinsic parameters. Simulated annealing and quasi-Newton optimization, available in advanced design system (ADS, Keysight), were then used to minimize a least-square error function following [30]. After the optimization, the intrinsic parameters were further fine-tuned to improve the agreement between the measured and simulated S-parameters.

Temperature independence of the extracted parasitic capacitances and inductances was assumed based on [39] and [40], and the 300 K values were used at all \( T_{ph} \). The parasitic resistances (\( R_g, R_s, R_d \)) have been reported to vary \( \approx 50\% \) as \( T_{ph} \) is decreased from 300 to 40 K [40]; however, measuring these resistances require either wider band measurements or special test structures which were not available. To constrain the impact of this assumption, we estimated the effect of decreasing parasitic resistances by 50% in the 40 K SSM on the SSM parameters and \( S_{id} \). We found that this change altered \( g_m \) and \( R_{ds} \) by \( \approx 5\% \) and \( S_{id} \) by \( \approx 6\% \). Therefore, we neglected the temperature-dependence of the parasitic resistances. Additionally, the parasitics are bias-independent [40], so at a given \( T_{ph} \), the observed \( V_{DS} \)-dependent trends are not affected by the assumption of constant parasitic resistance. However, the absolute values of minimum noise temperature \((T_{min})\) with \( V_{DS} \) at \( T_{ph} = 40 \) K are overestimated by \( \approx 10\% \) at 6 GHz when the parasitic resistance at 300 K is used for all temperatures. SSM parameter extraction could be carried only for \( V_{DS} \geq 0.1 \) V, as the SSM requires the device to exhibit at least 10 dB of gain to fit the experimental data to within \( \approx 2\% \).

Under these assumptions, a noise model based on the Pospieszalski model [11] was obtained by fitting the measured and modeled \( T_{50} \) using \( S_{id} \) as a fitting parameter. The uncertainties in \( S_{id} \) reported as the error bars in the subsequent figures include the uncertainties in access resistances, \( g_{ds} \) and \( T_{50} \) measurements; however, the total uncertainty in \( S_{id} \) is dominated by the uncertainty in our \( T_{50} \) measurements.

III. RESULTS

Fig. 2 shows the measured \( I_{DS} \)–\( V_{DS} \) characteristics at 40 and 300 K at various \( V_{GS} \). The measurements are in good qualitative agreement with measurements on other HEMTs [6], Fig. 3 shows the measured and modeled S-parameters at various \( V_{DS} \) ranging from 0.2 to 0.8 V and physical temperatures of 40 and 300 K. At a given \( T_{ph} \), \( S_{12} \) and \( S_{21} \) in a polar plot at (c) 40 K and (d) 300 K. \( S_{12} \) has been multiplied by 50 to facilitate plotting. Frequency varies over 1 – 18 GHz. The measurements at various \( V_{GS} \) are shown (broken colored lines). The modeled S parameters are also shown (black solid lines). \( V_{GS} \) was held constant for all \( V_{DS} \) with \( V_{GS} = -136 \) mV (–220 mV) at 40 K (300 K).

Fig. 3. Measured \( S_{11} \) and \( S_{22} \) in a Smith chart at (a) 40 K and (b) 300 K, and \( S_{12} \) and \( S_{21} \) in a polar plot at (c) 40 K and (d) 300 K. \( S_{12} \) has been multiplied by 50 to facilitate plotting. Frequency varies over 1 – 18 GHz. The measurements at various \( V_{GS} \) are shown (broken colored lines). The modeled S parameters are also shown (black solid lines). \( V_{GS} \) was held constant for all \( V_{DS} \) with \( V_{GS} = -136 \) mV (–220 mV) at 40 K (300 K).
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The effect is negligible in GaAs or InP HEMTs for cryostat temperature. Previous studies have found that this external bias leads to the device temperature exceeding the self-heating effects in which the dissipated power from the currents (1.0 V; V at 300 K. The given V parameters such as g_m and g_ds [Fig. 4(a)] and various capacitances [Fig. 4(b)] are shown versus temperature at V_DS = 0.6 V and I_DS = 10 mA (50 mA/mm). The values and trends with temperature are in good qualitative agreement with other reports on low-noise HEMTs [39].

In Fig. 5, the measured T_50 versus frequency is shown for various V_DS and the two physical temperatures. In both the S-parameter and noise measurements, the gate voltage (V_GS) was kept constant at V_GS = −136 mV (−226 mV) at 40 K (300 K), for all V_DS. These V_GS were selected so that I_DS = 20 mA (100 mA/mm) at V_DS = 0.8 V and a given T_ph. At a given V_GS and T_ph, the threshold voltage (V_th) varied with V_DS from −0.23 to −0.28 V at 40 K and −0.31 to −0.38 V at 300 K. The V_th at each temperature was calculated from the I_DS−V_GS curves following [41]. V_DS was varied from 0.1 to 1.0 V; V_DS was restricted to ≤ 1.0 V so that gate leakage currents (I_G) were I_G ≲ 20 μA/mm at T_ph = 300 K, leading to negligible contribution from shot noise [42].

The lowest T_ph was limited to 40 K to avoid cryogenic self-heating effects in which the dissipated power from the external bias leads to the device temperature exceeding the cryostat temperature. Previous studies have found that this effect is negligible in GaAs or InP HEMTs for T_ph > 40 K for typical low-noise biases [43], [44], [45] (c.f. [45, Fig. 4(a)] which shows that gate temperature and physical temperature coincide above around 20 K).

From these measurements, a noise model was developed which permits the extraction of S_id of the intrinsic device at each bias and temperature using the measured T_50 and S-parameters while accounting for mismatch between 50 Ω and optimum noise impedance. Following the CMOS and MOSFET noise literature [46], [47], [48], [49], we plot S_id versus V_DS at 40 and 300 K in Fig. 6(a) and (b), respectively. At 40 K, S_id follows a linear trend at low V_DS ≲ 0.6 V and rises rapidly at higher voltages. A similar trend is found at 300 K.

We note that it is expected that as V_DS tends to zero, S_id should equal the value from the Johnson–Nyquist expression [corresponding to γ → 1 in (1)] indicated as the dashed red lines in Fig. 6. [50, Fig. 2] However, the measured values of S_id are still larger than the Johnson–Nyquist value at V_DS = 0.1 V, the lowest value for which we can accurately extract a noise model. We attribute this discrepancy to the fact that even at V_DS = 0.1 V, the electric field under the gate is estimated conservatively as 0.1 V/L_g ≈ 10 kV/cm, which is in the high-field regime. This estimation is supported by the f−V characteristics in the inset of Fig. 2, which show that the measured characteristics for the V_GS used in Fig. 6 deviate from the linear trend even at 0.1 V, indicating that the device is entering saturation at this bias. Thus, observation of the limit of Johnson–Nyquist noise is not expected in the bias range considered here.
output noise current in Fig. 7. This conclusion agrees with the findings of [30], [39], [56], and [57]. This finding indicates that suppressed shot noise cannot be the sole mechanism contributing to drain noise.

IV. CONTRIBUTION OF CHANNEL DIFFUSION NOISE TO OUTPUT NOISE

We now discuss what physical mechanisms could account for the observed trends of drain noise PSD. Drain noise in HEMTs, like other FETs, is expected to originate at least in part from thermal noise of the channel conductance. Away from equilibrium, this noise is referred to as “diffusion noise” owing to the relation between PSD and diffusion coefficient [25]. The relevant portion of the channel of interest for its noise contribution is that under the gate recess, as the other access resistances have been already taken into account in the SSM. The diffusion noise of the channel subject to gate and drain biases is given by

\[ S_{d,\text{diff}} = 4k_B g_{\text{ds}} T_{\text{ph}} \gamma \]  

(1)

where \( k_B \) is the Boltzmann’s constant, \( g_{\text{ds}} \) is the channel conductance at \( V_{\text{DS}} = 0 \) V, and \( \gamma \) is a factor that accounts for the variation in carrier density along the channel due to the combined effect of the gate-source and drain-source potentials [16], [47], [49]. At equilibrium and in the linear region, \( \gamma \approx 1 \), while in saturation, its values depend on the channel length; in the long-channel limit \( \gamma = 2/3 \) using the gradual-channel approximation, while in short-channel devices, \( \gamma \) varies between 1 and 2 due to short-channel effects such as velocity saturation and channel-length modulation [47], [58], [59]. \( S_{d,\text{diff}} \) is also affected by high-field effects such as nonequilibrium carrier heating, meaning that electrons are heated above the lattice temperature. Although the higher electron temperature increases \( S_{d,\text{diff}} \), the high-field conductance is generally lower than the low-field value due to the decrease in mobility with increasing field. In addition, the carrier density in the pinch-off region is at least an order of magnitude lower than that of the unperturbed channel, [5] further lowering \( S_{d,\text{diff}} \).

Considering these competing trends, various studies have concluded that the noise from the pinch-off region is negligible [47], [60], [61]. This conclusion is compatible with experimental measurements of microwave noise in InGaAs quantum wells, which show that the current PSD decreases with increasing field [25, Fig. 16.7]. Therefore, an overestimate for the channel diffusion noise may be obtained by taking \( \gamma = 1 \) in (1) and thereby neglecting the decrease in noise associated with the formation of the pinch-off region at high \( V_{\text{DS}} \). \( g_{\text{ds}} \) is obtained from the slope of the \( I-V \) characteristics at \( V_{\text{DS}} = 0 \) V.

In Fig. 6(a) and (b), \( S_{d,\text{diff}} \) is shown at 40 and 300 K, respectively. The measured \( S_d \) exceeds \( S_{d,\text{diff}} \), corresponding to \( \gamma = S_d/S_{d,\text{diff}} \approx 3-6 \) at 40 K and \( \approx 2-3 \) at 300 K. However, theories of channel diffusion noise including short-channel effects generally predict \( \gamma \lesssim 1.5 \) [47], [58]. Fig. 7 shows the temperature dependence of \( S_d \) and \( S_{d,\text{diff}} \) at constant \( V_{\text{DS}} = 0.6 \) V and \( I_{\text{DS}} = 10 \) mA (50 mA/mm). For the calculation of \( S_{d,\text{diff}} \), \( g_{\text{ds}} \) was obtained from the \( I-V \) curves at

Fig. 6. Extracted \( S_d \) (black circles) and predicted channel diffusion noise PSD \( S_{d,\text{diff}} \) (red dashed line, \( \gamma = 1 \)) versus \( V_{\text{DS}} \) at (a) 40 K and (b) 300 K. The measured \( S_d \) is inconsistent with channel diffusion noise as the sole NS. The gate voltage, \( V_{\text{GS}} \), was \(-136 \) mV (\(-226 \) mV) at 40 K (300 K), yielding \( I_{\text{ds}} = 20 \) mA (100 mA/mm) at \( V_{\text{DS}} = 0.8 \) V. These gate voltages were selected to ensure adequate gain at low \( V_{\text{DS}} \) for extraction.

Regarding the rapid increase in \( S_d \) at high voltages, we note that no indications of nonideal effects like impact ionization were present in the dc characteristics or \( S \)-parameters in our devices. The \( I-V \) curves (Fig. 2) did not exhibit any kinks, while the gate–source current, \( I_{\text{GS}} \), remained at values between \(-5 \) and \(-20 \) \( \mu \)A/mm far from the bias regime where impact ionization was observed previously in these devices [51, Fig. 6.7]. Additionally, \( S_{22} \) remained capacitive for all \( V_{\text{DS}} \) [52]. However, it has been reported based on Monte Carlo simulations [53] that microwave noise from impact ionization may occur even though it may not be observable in \( I-V \) and \( S \)-parameter measurements. Therefore, it is possible that the rapid increase in \( S_d \) above 0.8 V is due to impact ionization.

The variation of \( T_d \) with \( T_{\text{ph}} \) for the present devices has been previously reported in [30]. Here, we present \( S_d \) versus \( T_{\text{ph}} \) at constant \( V_{\text{DS}} = 0.6 \) V and \( I_{\text{DS}} = 10 \) mA (50 mA/mm) in Fig. 7. A dependence of \( S_d \) on \( T_{\text{ph}} \) is observed. This observation contradicts the predictions of suppressed shot noise theory. According to this theory, if \( I_{\text{DS}} \) is kept constant with physical temperature, then the output noise current \( S_d \) is predicted to be temperature-independent [20], [54], [55]. This prediction is inconsistent with the measured temperature dependence of the
each temperature and was corrected for the access resistances following [49], [62]. While $S_{id,\text{diff}}$ qualitatively accounts for the temperature-dependence of $S_{id}$, the measured trend plateaus below 100 K while $S_{id,\text{diff}}$ tends to zero with decreasing temperature. Additionally, the magnitude of $S_{id,\text{diff}}$ is $\approx 50\%$–$70\%$ lower than the measured values. Considering the totality of the observations, the analysis suggests that another mechanism beyond channel diffusion noise contributes to drain noise in HEMTs.

V. DISCUSSION

We now discuss potential physical origins of the additional drain NS. Suppressed shot noise can arise if electrons propagate quasi-ballistically in the channel. However, ultrafast optical studies have found that photoexcited electrons in quantum wells thermalize within 200 fs, implying an electron–electron collision time on the order of 10 fs [63], Sec. 4C3b]. Considering a drift velocity of $\approx 5 \times 10^7$ cm s$^{-1}$ [64], these values yield a mean free path of around 5–10 nm.

This value is much shorter than the gate length or source–drain separation of even highly scaled HEMTs, implying that suppressed shot noise is not likely to be a relevant noise mechanism in HEMTs.

Another theory for drain noise based on RST of hot electrons from the channel to barrier films was developed following the conclusions of prior studies of microwave noise in quantum wells [22]. Specifically, in earlier experimental works, the microwave noise temperature was found to be affected by alterations to the quantum well potential even with the channel alloy composition held constant, suggesting that the heterojunction potential confining the channel electrons played a role in the noise mechanism [26], [27]. This observation is compatible with the RST mechanism in which hot electrons thermionically emit over the confining barrier potential to create partition noise. Esho et al. [22] derived an expression for $S_{id}$ in which noise arises due to RST; however, this work did not consider the contribution of channel diffusion noise.

Here, we suggest that drain noise could be attributed to a combination of channel diffusion noise and RST: $S_{id} = S_{id,\text{diff}} + S_{\text{RST}}$. The $S_{\text{RST}}$ is given by [22]

$$S_{\text{RST}} = S_{\text{RST,0}} \exp(-\frac{(\Delta E_c - q V_{ov})}{k_B T_e})$$

(2)

where $S_{\text{RST,0}}$ is a constant prefactor and $q$ is the electric charge. The RST noise depends exponentially on the peak electron temperature, $T_e$, the conduction band discontinuity ($\Delta E_c$) at the channel/barrier heterojunction, and the overdrive voltage defined as $V_{ov} = V_{gs} - V_{th}$, where $V_{th}$ is the threshold voltage. In [22], the peak electron temperature was assumed to vary linearly with the physical temperature. However, Monte Carlo studies [65] and the weak temperature-dependence of high-field velocity characteristics in many semiconductors indicate that the peak electron temperature in HEMTs should exhibit a weak dependence on lattice temperature. In this case, RST noise would be predicted to exhibit only a weak dependence on physical temperature as well. This conclusion differs from that originally reported in [22].

Qualitatively, the trend of $S_{id}$ versus $T_{ph}$ in Fig. 7 can be explained if the diffusion noise is responsible for the primary dependence of $S_{id}$ on $T_{ph}$, with another mechanism with weaker temperature dependence accounting for the overall trend and magnitude. Using the numerical values given in [22] and assuming $V_{ov} = 43$ mV from the measurements in this work, we compute $S_{\text{RST}} \approx 0.3 \times 10^{-21}$ A$^2$/Hz over the range of temperatures studied, which is of the right order of magnitude to explain the discrepancy. However, we caution that this estimate is only valid to within a factor of 2–3, owing to uncertainties in the parameters described in [22].

The role of RST in drain noise could be further confirmed by examining how the microwave noise temperature trends with bias and temperature are affected by changes in quantum confinement of channel electrons while keeping the channel composition fixed so as to avoid confounding effects from impact ionization. This modification can be accomplished by increasing the Al composition of the barrier [66]. Strained-barrier HEMTs with Al composition of over 55% have been reported [67], and so such a study appears feasible.

Finally, we use our noise model to estimate the magnitude of improvement in minimum noise temperature, $T_{\text{min}}$, if the channel noise were only due to thermal noise, $T_{\text{min}}$ is the minimum possible noise temperature of the device with the optimal input impedance [68]. In Fig. 8, we plot the extracted $T_{\text{min}}$, obtained from the noise model using $S$-parameter and $T_{30}$ data versus $V_{DS}$ at 40 and 300 K, and frequency of 6 GHz. In this plot, we also show the predicted trend of $T_{\text{min}}$ if drain noise was due solely to channel diffusion noise. We observe that the minimum $T_{\text{min}}$ could be improved by $\approx 50\%$ and $\approx 30\%$ at 40 and 300 K, respectively.

This result implies that if the hot-electron noise observed in $S_{id}$ originates from RST, then significant improvements in cryogenic and room temperature noise performance may be possible by engineering the quantum well for improved quantum confinement. If such gains were realized, there are significant implications for the design and performance of large telescope arrays for radio astronomy, such as the planned 2000-dish Deep Synoptic Array (DSA-2000; [69]).
Fig. 8. Extracted $T_{\text{min}}$ [30] and predicted $T_{\text{min}}$ with only channel diffusion noise versus $V_{DS}$ at (a) 40 K and (b) 300 K and constant $V_{GS} = -136$ mV and $V_{GS} = -226$ mV, respectively. The predicted $T_{\text{min}}$ is obtained by setting $S_D = S_{idiff}$ in the noise model. All the above data are at 6 GHz. The $V_{GS}$ in (a) and (b) were selected so that at both physical temperatures, $V_{GS} = 0.8$ V and $I_{DS} = 20$ mA (100 mA/mm).

A reduction in LNA noise temperature by 30% for the DSA-2000 would have the effect of increasing its survey speed by around 40%, representing a major increase in performance achieved by the cost-effective route of replacing the low-noise amplifier.

VI. CONCLUSION

We have characterized the $S$-parameters and the microwave noise temperature of InGaAs mHEMTs at various temperatures and biases. The extracted drain noise is found to exceed that expected from channel diffusion noise by a factor of $\approx 2–6$, suggesting that an additional mechanism contributes to drain noise. Based on prior studies of microwave noise in quantum wells, we hypothesize that this noise mechanism is RST noise. We suggest approaches to further test this hypothesis. Finally, we estimate that improvements in minimum cryogenic noise temperature of up to 50% can be achieved if the hot-electron noise is suppressed.
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