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Abstract. This paper deals with existence and multiplicity of positive solutions to the following class of nonlocal equations with critical nonlinearity:

\[
\begin{cases}
(-\Delta)^s u = a(x)|u|^{2^*_s - 2}u + f(x) \quad \text{in } \mathbb{R}^N,
\end{cases}
\]

where \( s \in (0, 1) \), \( N > 2s \), \( 2^*_s := \frac{2N}{N-2s} > 0 \) \( a \in L^\infty(\mathbb{R}^N) \) and \( f \) is a nonnegative nontrivial functional in the dual space of \( H^s \) i.e., \( (H^s)'(f, u)_{H^s} \geq 0 \), whenever \( u \) is a nonnegative function in \( H^s \). We prove existence of a positive solution whose energy is negative. Further, under the additional assumption that \( a \) is a continuous function, \( a(x) \geq 1 \) in \( \mathbb{R}^N \), \( a(x) \to 1 \) as \( |x| \to \infty \) and \( \|f\|_{H^s(\mathbb{R}^N)'} \) is small enough (but \( f \neq 0 \)), we establish existence of at least two positive solutions to \((\mathcal{E})\).
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1. Introduction

In this article we study existence and multiplicity of positive solutions to the following fractional elliptic equation in \( \mathbb{R}^N \)

\[
\begin{cases}
(-\Delta)^s u = a(x)|u|^{2^*_s - 2}u + f(x) \quad \text{in } \mathbb{R}^N,
\end{cases}
\]

where \( s \in (0, 1) \) is fixed parameter, \( N > 2s \), \( 2^*_s := \frac{2N}{N-2s} > 0 \) \( a \in L^\infty(\mathbb{R}^N) \), \( a(x) \to 1 \) as \( |x| \to \infty \) and \( f \neq 0 \) is a nonnegative functional in the dual space of \( H^s(\mathbb{R}^N) \). Here \((-\Delta)^s \) denotes the fractional Laplace operator which can be defined for the Schwartz class functions \( \mathcal{S}(\mathbb{R}^N) \) as follows

\[
(-\Delta)^s u(x) := c_{N,s} \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy, \quad c_{N,s} = \frac{4^s \Gamma(N/2 + s)}{\pi^{N/2} \Gamma(-s)}.
\]

Let \( \tilde{H}^s(\mathbb{R}^N) := \{ u \in L^{2^*_s}(\mathbb{R}^N) : \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy < \infty \} \),

be the homogeneous fractional Sobolev space, endowed with the inner product \( \langle \cdot, \cdot \rangle_{H^s} \) and corresponding Gagliardo norm

\[
\|u\|_{H^s(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy \right)^{1/2}.
\]

Clearly, \( u \in \tilde{H}^s(\mathbb{R}^N) \) implies \( u \in L^p_{loc}(\mathbb{R}^N) \) for any \( p \in [1, 2^*_s] \).
Definition 1.1. The function $u \in \dot{H}^s(\mathbb{R}^N)$ is said to be a positive weak solution of (2) if $u > 0$ in $\mathbb{R}^N$ and for every $\phi \in \dot{H}^s(\mathbb{R}^N)$ we have,
\[
\int_{\mathbb{R}^N} \frac{(u(x) - u(y))(\phi(x) - \phi(y))}{|x-y|^{N+2s}} \, dx \, dy = \int_{\mathbb{R}^N} a(x) u^{2^*_s-1} \phi \, dx + \langle \dot{H}^s(\mathbb{R}^N)'(f, \phi) \rangle_{\dot{H}^s},
\]
where $\langle \cdot, \cdot \rangle_{\dot{H}^s}$ denotes the duality bracket between the dual space $\dot{H}^s(\mathbb{R}^N)'$ of $\dot{H}^s(\mathbb{R}^N)$ and $\dot{H}^s(\mathbb{R}^N)$ itself.

Under the stated assumptions equation (2) can be considered as a perturbation problem of the homogeneous equation:
\[
\left\{ \begin{array}{l}
(-\Delta)^s w = w^{2^*_s-1} \text{ in } \mathbb{R}^N, \\
w > 0 \text{ in } \mathbb{R}^N, \\
w \in \dot{H}^s(\mathbb{R}^N).
\end{array} \right. (1.2)
\]

In the celebrated paper [3] Chen, Li and Ou proved that (1.2) has a unique positive solution $W$ (up to translations and dilations). Indeed, any positive solution of (1.2) is radially symmetric, with respect to some point $x_0 \in \mathbb{R}^N$, strictly decreasing in $r = |x-x_0|$, of class $C^\infty(\mathbb{R}^N)$ and so of the explicit parametric form
\[
W(x) = c_{N,s} \left( \frac{\lambda}{\lambda^2 + |x-x_0|^2} \right)^{\frac{N-2s}{2}},
\]
for some $\lambda > 0$.

The main question in this paper is whether positive solutions can still survive for the perturbed equation (2).

When the domain is a bounded subset of $\mathbb{R}^N$, in a pioneering work, Tarantello [10] proved existence of two positive solutions for the following nonhomogeneous problem
\[
-\Delta u = |u|^{N-2s} u + f \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,
\]
where $0 \leq f \in H^{-1}(\Omega)$ satisfies suitable condition. In [6, 13] the authors studied existence of sign changing solutions of (1.4). In the nonlocal case, when the domain is a bounded subset of $\mathbb{R}^N$, existence of positive solution of (2) in $\Omega$ with Dirichlet boundary condition has been proved in [10]. Existence of sign changing solutions of
\[
(-\Delta)^s u = |u|^{N-2s} u + \varepsilon f \text{ in } \Omega, \quad u = 0 \in \mathbb{R}^N \setminus \Omega,
\]
where $f \geq 0, f \in L^\infty(\Omega)$ has been studied in [1] and existence of two positive solutions have been established in [20] when $f$ is a continuous function with compact support in $\Omega$.

To the best of our knowledge, so far there has been no papers in the literature, where existence and multiplicity of positive solutions of fractional Laplace equations, with the critical exponents in $\mathbb{R}^N$, have been established in the non homogeneous case $f(x) \neq 0$. The results in this paper are new even in the local case $s = 1$, but we leave the obvious changes, when $s = 1$, to the interested reader.

From now on we assume that $f$ satisfies the following condition
\begin{itemize}
\item [(F)] $f \neq 0$ is a nonnegative functional in the dual space $\dot{H}^s(\mathbb{R}^N)'$ of $\dot{H}^s(\mathbb{R}^N)$.
\end{itemize}

Let us state the main results.

Theorem 1.1. Assume $0 < a \in L^\infty(\mathbb{R}^N)$ and (F) is satisfied. There exists $d > 0$ such that if $\|f\|_{\dot{H}^s} \leq d$, then equation (2) admits a positive solution whose energy is negative.

Next, under an additional hypothesis on $a$, we prove existence of at least two positive solutions.

(A) $a \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$, $a(x) \geq 1$ for all $x \in \mathbb{R}^N$, and $a(x) \to 1$ as $|x| \to \infty$. 

Assume that \( (A) \) and \( (F) \) are satisfied. If
\[
\| f \|_{H^s(\mathbb{R}^N)} < C_0N^\frac{N}{2s}, \quad \text{where} \quad C_0 := \left( \frac{4s}{N + 2s} \right)^{\frac{N-2s}{2s}},
\]
then \( \mathcal{E} \) admits a positive solution.

In addition, if either \( a \equiv 1 \) or \( \| a \|_{L^\infty(\mathbb{R}^N)} \geq \alpha(N,s) \), where \( \alpha(N,s) \) is the second zero of the function
\[
\varphi(t) := \frac{s}{N} t^{\frac{N+2s}{2s}} - \frac{t^2}{2} + \frac{1}{2s},
\]
then \( \mathcal{E} \) admits at least two positive solutions.

As in the local case, the Sobolev embedding \( \dot{H}^s(\mathbb{R}^N) \hookrightarrow L^{2^*_s}(\mathbb{R}^N) \) is continuous, but not compact. Thus the variational functional associated to \( \mathcal{E} \) fails to satisfy the Palais-Smale condition, briefly called \( (PS) \) condition. The lack of compactness becomes clear, when one looks at the special case \( (1.2) \). Solutions of \( (1.2) \) are invariant under translation and dilation therefore, there is not compactness. Thus the standard variational technique can not be applied directly. Noncompact variational problems have attracted much attention since the late seventies. Among them, the Yamabe [22] and the prescribed scalar curvature problems have played an important role. For those, but also for many related elliptic equations, the loss of compactness is caused by the invariant action of the conformal group, or of one of its subgroups, leading to possible spikes formation. To overcome this difficulty, the a priori knowledge of the energy range where the Palais-Smale condition holds is helpful, and sometimes suffices to construct critical points.

Now let us briefly explain the methodology to obtain our results. In Theorem \( 1.1 \) we establish existence of positive solution as a perturbation of 0 via Mountain Pass theorem. To prove Theorem \( 1.2 \) we first do the Palais-Smale decomposition of the functional associated with \( \mathcal{E} \). Then we decompose \( \dot{H}^s(\mathbb{R}^N) \) into three components which are homeomorphic to the interior, boundary and the exterior of the unit ball in \( \dot{H}^s(\mathbb{R}^N) \) respectively. Thus, using assumption \( (A) \), we prove that the energy functional associated to \( \mathcal{E} \) attains its infimum on one of the components which serves as our first positive solution. The second positive solution is obtained via a careful analysis on the \( (PS) \) sequences associated to the energy functional and we construct a min–max critical level \( \gamma \), where the \( (PS) \) condition holds. That leads to the existence of second positive solution.

This paper has been organised in the following way: In Section 2, we prove the Palais-Smale decomposition theorem associated with the functional corresponding to \( \mathcal{E} \). In Section 3, we show existence of two positive solutions of \( \mathcal{E} \) under the assumption \( (A) \), namely Theorem \( 1.2 \). In Section 4, we prove Theorem \( 1.1 \) Appendix A basic properties of the Morrey spaces.

Theorem 1.2. Assume that \( (A) \) and \( (F) \) are satisfied. If
\[
\| f \|_{H^s(\mathbb{R}^N)} < C_0N^\frac{N}{2s}, \quad \text{where} \quad C_0 := \left( \frac{4s}{N + 2s} \right)^{\frac{N-2s}{2s}},
\]
then \( \mathcal{E} \) admits a positive solution.

In addition, if either \( a \equiv 1 \) or \( \| a \|_{L^\infty(\mathbb{R}^N)} \geq \alpha(N,s) \), where \( \alpha(N,s) \) is the second zero of the function
\[
\varphi(t) := \frac{s}{N} t^{\frac{N+2s}{2s}} - \frac{t^2}{2} + \frac{1}{2s},
\]
then \( \mathcal{E} \) admits at least two positive solutions.

As in the local case, the Sobolev embedding \( \dot{H}^s(\mathbb{R}^N) \hookrightarrow L^{2^*_s}(\mathbb{R}^N) \) is continuous, but not compact. Thus the variational functional associated to \( \mathcal{E} \) fails to satisfy the Palais-Smale condition, briefly called \( (PS) \) condition. The lack of compactness becomes clear, when one looks at the special case \( (1.2) \). Solutions of \( (1.2) \) are invariant under translation and dilation therefore, there is not compactness. Thus the standard variational technique can not be applied directly. Noncompact variational problems have attracted much attention since the late seventies. Among them, the Yamabe [22] and the prescribed scalar curvature problems have played an important role. For those, but also for many related elliptic equations, the loss of compactness is caused by the invariant action of the conformal group, or of one of its subgroups, leading to possible spikes formation. To overcome this difficulty, the a priori knowledge of the energy range where the Palais-Smale condition holds is helpful, and sometimes suffices to construct critical points.

Now let us briefly explain the methodology to obtain our results. In Theorem \( 1.1 \) we establish existence of positive solution as a perturbation of 0 via Mountain Pass theorem. To prove Theorem \( 1.2 \) we first do the Palais-Smale decomposition of the functional associated with \( \mathcal{E} \). Then we decompose \( \dot{H}^s(\mathbb{R}^N) \) into three components which are homeomorphic to the interior, boundary and the exterior of the unit ball in \( \dot{H}^s(\mathbb{R}^N) \) respectively. Thus, using assumption \( (A) \), we prove that the energy functional associated to \( \mathcal{E} \) attains its infimum on one of the components which serves as our first positive solution. The second positive solution is obtained via a careful analysis on the \( (PS) \) sequences associated to the energy functional and we construct a min–max critical level \( \gamma \), where the \( (PS) \) condition holds. That leads to the existence of second positive solution.

This paper has been organised in the following way: In Section 2, we prove the Palais-Smale decomposition theorem associated with the functional corresponding to \( \mathcal{E} \). In Section 3, we show existence of two positive solutions of \( \mathcal{E} \) under the assumption \( (A) \), namely Theorem \( 1.2 \). In Section 4, we prove Theorem \( 1.1 \) Appendix A basic properties of the Morrey spaces.

Notation: In this paper \( \dot{H}^s(\mathbb{R}^N)' \) (or in short \( (\dot{H}^s)' \)) denotes the dual space of \( \dot{H}^s(\mathbb{R}^N) \), \( C \) denotes the generic constant which may vary from line to line. Moreover, \( u_+ := \max\{u,0\} \) and \( u_- := -\min\{u,0\} \). Therefore, according to our notation \( u = u_+ - u_- \). Finally, \( W \) denotes the unique positive solution of \( (1.2) \) and \( S \) the best Sobolev constant.

2. Palais-Smale Characterization

In this section we study the Palais-Smale sequences (in short, \( (PS) \) sequences) of the functional associated to \( \mathcal{E} \).

\[
I_{a,f}(u) = \frac{1}{2} \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy - \frac{1}{2s} \int_{\mathbb{R}^N} a(x)|u|^{2^*_s} \, dx - \langle \dot{H}^s', (f,u)_{\dot{H}^s} \rangle.
\]

\[
= \frac{1}{2} \| u \|_{\dot{H}^s(\mathbb{R}^N)}^2 - \frac{1}{2s} \int_{\mathbb{R}^N} a(x)|u|^{2^*_s} \, dx - \langle \dot{H}^s', (f,u)_{\dot{H}^s} \rangle. \tag{2.1}
\]
We say that the sequence \((u_k)_k \subset \dot{H}^s(\mathbb{R}^N)\) is a \((PS)\) sequence for \(I_{a,f}\) at level \(\beta\) if \(I_{a,f}(u_k) \to \beta\) and \(I'_{a,f}(u_k) \to 0\) in \((\dot{H}^s(\mathbb{R}^N))^*\). It is easy to see that the weak limit of a \((PS)\) sequence solves \((\mathcal{E})\) except the positivity.

However the main difficulty is that the \((PS)\) sequence may not converge strongly and hence the weak limit can be zero even if \(\beta > 0\). The main purpose of this section is to classify \((PS)\) sequences for the functional \(I_{a,f}\). Classification of \((PS)\) sequences has been done for various problems having lack of compactness, to quote a few, we cite [3, 7, 12, 14, 15, 17, 18]. We establish a classification theorem for the \((PS)\) sequences of \((\mathcal{E})\) in the spirit of the above results.

Throughout this section we assume \(0 < a \in L^\infty(\mathbb{R}^N), \ a(x) \to 1\ as \ |x| \to \infty\ and \ f\ is a nontrivial element of \(\dot{H}^s(\mathbb{R}^N)'\).

**Proposition 2.1.** Let \((u_k)_k \subset \dot{H}^s(\mathbb{R}^N)\) be a \((PS)\) sequence for \(I_{a,f}\). Then there exists a subsequence \((u_{k_j})_j\) and \(v \in \dot{H}^s(\mathbb{R}^N)\) such that

\[
(-\Delta)^s v = a(x)|\nabla v|^{2^*_s - 2}v + f \quad \text{in} \quad \mathbb{R}^N
\]

either \(x_{k_j}^1 \to x^1 \in \mathbb{R}^N\) or \(|x_{k_j}^1| \to \infty\), \(r_{k_j}^1 \to 0, \ 1 \leq j \leq m\).

\[
\log \left(\left|\frac{r_{k_j}^1}{r_{k_j}^2}\right| + \left|\frac{x_{k_j}^1 - x_{k_j}^2}{r_{k_j}^1}\right|\right) \to \infty \quad \text{for} \ i \neq j, \ 1 \leq i, j \leq m,
\]

\[
(-\Delta)^s w_j = a(x)|\nabla w_j|^{2^*_s - 2}w_j \quad \text{in} \quad \mathbb{R}^N,
\]

\(w_j \neq 0, \ w_j \in \dot{H}^s(\mathbb{R}^N),\)

\[
\bar{u}_k - \left(\bar{v} + \sum_{j=1}^m a(x^j) \left(\frac{x^j - y}{r_{k_j}^j}\right)\right) \to 0 \ as \ k \to \infty,
\]

where \((w_j)_{1,y} := r^{-\frac{N-2s}{2}}w_j\left(\frac{x-y}{r}\right),\)

\[
I_{a,f}(u_k) \to I_{a,f}(\bar{v}) + \sum_{j=1}^m a(x^j)^{-\frac{N-2s}{2}}I_{1,0}(w_j) \ as \ k \to \infty,
\]

where in the case \(m = 0\) the above expressions hold without \(w_j\), \(x_{k_j}^1\) and \(r_{k_j}^1\). In addition, if \(u_k \geq 0\, then \bar{u} \geq 0\ and \ w_j \geq 0\ for all \ 1 \leq j \leq m\). Therefore, \(w_j = W\ for all \ 1 \leq j \leq m\ due to the uniqueness up to the translation and dilation for the positive solutions of \((\mathcal{E})\).

**Remark 2.1.** From Proposition \((\mathcal{E})\), we see that if \((u_k)_k\) is any nonnegative \((PS)\) sequence for \(I_{a,f}\) at level \(c\), then \((u_k)_k\) satisfies the \((PS)\) condition if \(c\) can not be decomposed as \(c = I_{a,f}(\bar{v}) + \sum_{j=1}^m a(x^j)^{-\frac{N-2s}{2}}I_{1,0}(W)\), where \(m \geq 1\) and \(W\ is the unique positive radial solution of \((\mathcal{E})\).

Before starting the proof of this proposition, we prove an auxiliary lemma

**Lemma 2.1.** Let \((\phi_k)_k\) weakly converge to \(\phi\ in \dot{H}^s(\mathbb{R}^N)\ and a.e. in \mathbb{R}^N, then

\[
a|\phi_k|^{2^*_s - 2}\phi_k - a|\phi|^{2^*_s - 2}\phi \to 0 \ in \ \dot{H}^s(\mathbb{R}^N)'.
\]

**Proof.** Defining \(\psi_k\ as \ \phi_k - \phi,\ we see \(\psi_k \to 0\ in \dot{H}^s(\mathbb{R}^N).\ In particular, \((\psi_k)_k\) is bounded in \(\dot{H}^s(\mathbb{R}^N).\ Thus, up to a subsequence, \(\psi_k \to 0\ in L^q_{\text{loc}}(\mathbb{R}^N)\ for all \ 1 < q < 2^*_s\ and \(\psi_k \to 0\ a.e.\ in \mathbb{R}^N.\ Consequently, \(a|\phi + \psi_k|^{2^*_s - 2}\phi + \psi_k - a|\phi|^{2^*_s - 2}\phi \to 0\ a.e..\ We also observe that for every \(\varepsilon > 0,\ there exists \(C_\varepsilon > 0\ such that

\[
\left|a|\phi + \psi_k|^{2^*_s - 2}(\phi + \psi_k) - a|\phi|^{2^*_s - 2}\phi\right| \leq \varepsilon|\psi_k|^{2^*_s} + C_\varepsilon|\phi|^{2^*_s}.
\]

(2.6)
Moreover, since $\psi_k \to 0$ in $\hat{H}^s(\mathbb{R}^N)$ implies $(\psi_k)_k$ is uniformly bounded in $L^2_s(\mathbb{R}^N)$ and the fact that $|\phi|^{2_s} \in L^1(\mathbb{R}^N)$, using Vitaly’s convergence theorem, it is easy to see from (2.4) that

$$a|\phi + \psi_k|^{2_s-2}(\phi + \psi_k) - a|\phi|^{2_s-2}\phi \to 0 \quad \text{in } L^{2N\over N+2s}_{\text{loc}}(\mathbb{R}^N).$$

Moreover, using (2.6), we also see that given any $\varepsilon > 0$, there exists $R > 0$ such that

$$\int_{\mathbb{R}^N \setminus B(0,R)} \left|a|\phi + \psi_k|^{2_s-2}(\phi + \psi_k) - a|\phi|^{2_s-2}\phi\right|^{{2N\over N+2s}} \, dx < \varepsilon. \quad (2.7)$$

As a result, $a|\phi + \psi_k|^{2_s-2}(\phi + \psi_k) - a|\phi|^{2_s-2}\phi \to 0$ in $L^{2N\over N+2s}_{\text{loc}}(\mathbb{R}^N)$. Since $\hat{H}^s(\mathbb{R}^N)$ is continuously embedded in $L^{2s}_s(\mathbb{R}^N)$, which is the dual space of $L^{2N\over N+2s}(\mathbb{R}^N)$, it follows that $a|\phi + \psi_k|^{2_s-2}(\phi + \psi_k) - a|\phi|^{2_s-2}\phi \to 0$ in $\hat{H}^s(\mathbb{R}^N)'$. \hfill \square

**Proof of Proposition 2.1**

*Proof.* We divide the proof into few steps.

**Step 1:** Using standard arguments it follows that $(PS)$ sequences for $I_{a,f}$ are bounded in $\hat{H}^s(\mathbb{R}^N)$. More precisely, as $k \to \infty$

$$\lim_{k \to \infty} I_{a,f}(u_k) + o(1) + o(1)\|u_k\|_{\hat{H}^s(\mathbb{R}^N)} \geq I_{a,f}(u_k) - \frac{1}{2s} \langle \hat{H}^s(\mathbb{R}^N) \rangle \langle I_{a,f}(u_k), u_k \rangle_{\hat{H}^s(\mathbb{R}^N)}$$

$$= \left(\frac{1}{2s} - \frac{1}{2s}\right)\|u_k\|_{\hat{H}^s(\mathbb{R}^N)}^2 - \left(1 - \frac{1}{2s}\right) \langle f, u_k \rangle_{\hat{H}^s(\mathbb{R}^N)}$$

$$\geq \left(\frac{1}{2s} - \frac{1}{2s}\right)\|u_k\|_{\hat{H}^s(\mathbb{R}^N)}^2 - \left(1 - \frac{1}{2s}\right) \|f\|_{\hat{H}^s(\mathbb{R}^N)} \|u_k\|_{\hat{H}^s(\mathbb{R}^N)}.$$

This immediately implies $(u_k)_k$ is bounded in $\hat{H}^s(\mathbb{R}^N)$. Consequently, up to a subsequence $u_k \to \bar{u}$ in $\hat{H}^s(\mathbb{R}^N)$. Moreover, as $\langle \hat{H}^s(\mathbb{R}^N) \rangle \langle I_{a,f}(u_k), v \rangle_{\hat{H}^s(\mathbb{R}^N)} \to 0$ as $k \to \infty$ for all $v \in \hat{H}^s(\mathbb{R}^N)$, we have

$$(-\Delta)^s u_k - a(x)|u_k|^{2_s-2}u_k - f \to 0 \quad \text{in } \hat{H}^s(\mathbb{R}^N)'. \quad (2.8)$$

**Step 2:** From (2.5) we get by letting $k \to \infty$

$$\int_{\mathbb{R}^N} \frac{(u_k(x) - u_k(y))(\langle v(x) - v(y) \rangle}{|x-y|^{N+2s}} \, dx \, dy - \int_{\mathbb{R}^N} a(x)|u_k|^{2_s-2}u_k v \, dx \to (-\Delta)^s v \to 0, \quad (2.9)$$

for all $v \in \hat{H}^s(\mathbb{R}^N)$. Moreover, $u_k \to \bar{u}$ in $\hat{H}^s(\mathbb{R}^N)$ implies that

$$\int_{\mathbb{R}^N} \frac{(u_k(x) - u_k(y))(\langle v(x) - v(y) \rangle}{|x-y|^{N+2s}} \, dx \, dy \to \int_{\mathbb{R}^N} \frac{(\bar{u}(x) - \bar{u}(y))(\langle v(x) - v(y) \rangle}{|x-y|^{N+2s}} \, dx \, dy.$$

Furthermore, using Lemma 2.1 we conclude

$$\int_{\mathbb{R}^N} a(x)|u_k|^{2_s-2}u_k v \, dx \to \int_{\mathbb{R}^N} a(x)|\bar{u}|^{2_s-2}\bar{u} v \, dx.$$

Therefore, passing the limit in (2.9), we have

$$(-\Delta)^s \bar{u} = a(x)|\bar{u}|^{2_s-2}\bar{u} + f \quad \text{in } \mathbb{R}^N, \quad \bar{u} \in \hat{H}^s(\mathbb{R}^N).$$

**Step 3:** In this step we show that $(u_k - \bar{u})_k$ is a $(PS)$ sequence for $I_{a,0}$ at the level

$$\lim_{k \to \infty} I_{a,f}(u_k) - I_{a,f}(\bar{u}) \quad \text{and} \quad u_k - \bar{u} \to 0 \quad \text{in } \hat{H}^s(\mathbb{R}^N).$$

To see this, first we observe that as $k \to \infty$

$$\|u_k - \bar{u}\|_{\hat{H}^s(\mathbb{R}^N)}^2 \leq \|u_k\|_{\hat{H}^s(\mathbb{R}^N)}^2 - \|\bar{u}\|_{\hat{H}^s(\mathbb{R}^N)}^2 + o(1)$$
and by the Brézis-Lieb lemma
\[ \int_{\mathbb{R}^N} a(x)|u_k - \bar{u}|^2 \, dx = \int_{\mathbb{R}^N} a(x)|u|^2 \, dx - \int_{\mathbb{R}^N} a(x)|\bar{u}|^2 \, dx + o(1). \]
Further as \( u_k \to u \) and \( f \in \dot{H}^s(\mathbb{R}^N)' \), we also have
\[ (\dot{H}^s)'(f, u_k)_{H^s} \to (\dot{H}^s)'(f, u)_{H^s}. \] (2.10)
Using above, it follows that
\[
\tilde{I}_{a,0}(u_k - \bar{u}) = \frac{1}{2} \|u_k\|^2_{H^s(\mathbb{R}^N)} - \frac{1}{2} \|u\|^2_{H^s(\mathbb{R}^N)} - \frac{1}{2} \int_{\mathbb{R}^N} a(x)|u_k - \bar{u}|^2 \, dx - \int_{\mathbb{R}^N} a(x)|u|^2 \, dx + o(1)
= \lim_{k \to \infty} \tilde{I}_{a,f}(u_k) - \tilde{I}_{a,f}(\bar{u}).
\]
As \( (\dot{H}^s)'(\tilde{I}_{a,f}(\bar{u}), v)_{H^s} = 0 \) for any \( v \in \dot{H}^s(\mathbb{R}^N) \), we obtain
\[
(\dot{H}^s)'(\tilde{I}_{a,0}(u_k - \bar{u}), v)_{H^s} = (u_k - \bar{u}, v)_{H^s} - \int_{\mathbb{R}^N} a(x)|u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) v \, dx
= (u_k, v)_{H^s} - \int_{\mathbb{R}^N} a(x)|u_k|^{2^*_s - 2} u_k v - (\dot{H}^s)'(f, v)_{H^s}
+ (\bar{u}, v)_{H^s} + \int_{\mathbb{R}^N} a(x)|\bar{u}|^{2^*_s - 2} \bar{u} v + (\dot{H}^s)'(f, v)_{H^s}
+ \int_{\mathbb{R}^N} a(x) \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) v \, dx
= o(1) + \int_{\mathbb{R}^N} a(x) \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) v \, dx
\]
Claim: \( \int_{\mathbb{R}^N} a(x) \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) v \, dx = o(1), \forall v \in \dot{H}^s(\mathbb{R}^N). \)

To prove the claim, we note that
\[
\left| a \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) \right| \leq C \left( |u_k - \bar{u}|^{2^*_s - 2} |\bar{u}| + |u|^{2^*_s - 2} |u_k - \bar{u}| \right) \]
(2.11)
since \( u_k \to \bar{u} \) in \( \dot{H}^s(\mathbb{R}^N) \) implies \( (u_k - \bar{u})_k \) is uniformly bounded in \( \dot{H}^s(\mathbb{R}^N) \) and thus also bounded in \( L^{2^*_s}(\mathbb{R}^N) \).
Moreover, as \( |\bar{u}|^{2^*_s} \in L^1(\mathbb{R}^N) \), using Hölder inequality on the RHS of (2.11), given \( \varepsilon > 0 \) there exists \( R = R(\varepsilon) > 0 \) such that
\[
\int_{\mathbb{R}^N \setminus B(0,R)} a \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) v \, dx
\leq C \left( \int_{\mathbb{R}^N |u_k - \bar{u}|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s - 2}} \left( \int_{\mathbb{R}^N \setminus B(0,R)} |\bar{u}|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s}} \left( \int_{\mathbb{R}^N |v|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s}}
+ C \left( \int_{\mathbb{R}^N \setminus B(0,R)} |\bar{u}|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s - 2}} \left( \int_{\mathbb{R}^N |u_k - \bar{u}|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s}} \left( \int_{\mathbb{R}^N \setminus B(0,R)} |v|^{2^*_s} \, dx \right)^{\frac{2}{2^*_s}}
< \varepsilon. \]
(2.12)
Similarly using (2.11) and Vitaly’s convergence theorem, we also obtain
\[
\int_{B(0,R)} a \left( |u_k|^{2^*_s - 2} u_k - |\bar{u}|^{2^*_s - 2} \bar{u} - |u_k - \bar{u}|^{2^*_s - 2} (u_k - \bar{u}) \right) v \, dx = o(1).
\]
Combining this with (2.12), the claim follows and hence Step 3 follows.
Step 4: Rescaling of \((v_k)_k\) in the nontrivial case.

If \(u_k \to \tilde{u}\) in \(\dot{H}^s(\mathbb{R}^N)\), then the theorem is proved with \(m = 0\). Therefore, we assume \(u_k \not\to \tilde{u}\) in \(\dot{H}^s(\mathbb{R}^N)\). Set

\[ v_k := u_k - \tilde{u}. \]

From Step 3, we have \((-\Delta)^s v_k - a(x)|v_k|^{2^*-2}v_k \to 0\) in \(\dot{H}^s(\mathbb{R}^N)'\). Therefore, as \((v_k)_k\) is uniformly bounded in \(\dot{H}^s(\mathbb{R}^N)\),

\[ \|v_k\|_{\dot{H}^s(\mathbb{R}^N)}^2 = \int_{\mathbb{R}^N} a(x)|v(x)|^{2^*} dx \leq \|a\|_{L^\infty(\mathbb{R}^N)} \|v_k\|_{L^{2^*}(\mathbb{R}^N)}^{2^*}. \]

Consequently, \(v_k \not\to 0\) in \(L^{2^*}(\mathbb{R}^N)\) and, up to a subsequence,

\[ \inf_k \|v_k\|_{L^{2^*}(\mathbb{R}^N)} \geq C > 0. \] (2.13)

Moreover, since \((v_k)_k\) is bounded in \(\dot{H}^s(\mathbb{R}^N)\) and \(\dot{H}^s(\mathbb{R}^N) \hookrightarrow L^{2^*}(\mathbb{R}^N) \hookrightarrow L^{2^*,2}(\mathbb{R}^N)\) (See Appendix A), we have \(\|v_k\|_{L^{2^*,2}(\mathbb{R}^N)} \leq C\) for some \(C > 0\) (independent of \(k\)). On the other hand, combining (2.13) with Lemma A.1 for \(r = 2\), we readily see that \(\|v_k\|_{L^{2^*,2}(\mathbb{R}^N)} \geq C\), for some \(C > 0\) independent of \(k\). Hence, there exists a positive constant, which we denote by \(C\) again such that, for all \(k\)

\[ C \leq \|v_k\|_{L^{2^*,2}(\mathbb{R}^N)} \leq C^{-1}. \] (2.14)

Combining (2.14) with the definition of \(L^{2^*,2}(\mathbb{R}^N)\), we deduce that for every \(k \in \mathbb{N}\), there exists \(r_k > 0, x_k \in \mathbb{R}^N\) such that

\[ \int_{B(x_k,r_k)} \frac{|v_k|^2}{r_k^{2s}} dx = \int_{B(x_k,r_k)} |v_k|^2 dx \geq \|v_k\|_{L^{2^*,2}(\mathbb{R}^N)}^2 - \frac{C^2}{2k} \geq C, \] (2.15)

for some \(C > 0\) (independent of \(k\)).

Now we define, \(\bar{v}_k := r_k^{-\frac{2-s}{2}} v_k(r_k x + x_k)\). In the view of the scaling invariance of the \(\dot{H}^s(\mathbb{R}^N)\) norm, \((\bar{v}_k)_k\) is a bounded sequence in \(\dot{H}^s(\mathbb{R}^N)\), thus up to a subsequence \(\bar{v}_k \to \bar{v}\) in \(\dot{H}^s(\mathbb{R}^N)\). Consequently, \(\bar{v}_k \to \bar{v}\) in \(L^2_{\text{loc}}(\mathbb{R}^N)\). Therefore, using change of variable, we observe from (2.15)

\[ 0 < \int_{B(x_k,r_k)} \frac{|\bar{v}_k|^2}{r_k^{2s}} dx = \int_{B(0,1)} |\bar{v}_k|^2 dx \to \int_{B(0,1)} |\bar{v}|^2 dx. \]

Hence \(\bar{v} \neq 0\). Clearly, up to a subsequence, either \(x_k \to x_0 \in \mathbb{R}^N\) or \(|x_k| \to \infty\). Also note that \(\bar{v}_k \to \bar{v} \neq 0\) and \(v_k \to 0\) implies \(r_k \to 0\).

Step 5: In this step we prove that \(\bar{v}\) solves

\[ (-\Delta)^s \bar{v} = a(x_0)|\bar{v}|^{2^*-2} \bar{v} \text{ in } \mathbb{R}^N, \quad \bar{v} \in \dot{H}^s(\mathbb{R}^N), \]
or equivalently \(a(x_0)\frac{N-2s}{N} \bar{v}\) solves (2.2), without the sign restriction.

To this aim, it is enough to show that for arbitrarily chosen \(\varphi \in C^\infty_c(\mathbb{R}^N)\) the following holds:

\[ \langle \bar{v}, \varphi \rangle_{\dot{H}^s} = \int_{\mathbb{R}^N} a(x_0)|\bar{v}|^{2^*-2} \bar{v} \varphi. \]

Let \(\varphi \in C^\infty_c(\mathbb{R}^N)\) be arbitrary. By Step 3, we have \(I'_{a,0}(v_k) \to 0\) in \(\dot{H}^s(\mathbb{R}^N)'\). Therefore, as \(\bar{v}_k \to \bar{v}\), using change of variables, we get

\[ \langle \bar{v}, \varphi \rangle_{\dot{H}^s} = \lim_{k \to \infty} \langle \bar{v}_k, \varphi \rangle_{\dot{H}^s} = \lim_{k \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{r_k^{-N-2s}}{|x - y|^{N+2s}} \left( v_k(r_k x + x_k) - v_k(r_k y + x_k) \right) (\varphi(x) - \varphi(y)) dx dy = \lim_{k \to \infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{r_k^{-N-2s}}{|x - y|^{N+2s}} (v_k(x) - v_k(y)) \left( \varphi \left( \frac{x - x_k}{r_k} \right) - \varphi \left( \frac{y - x_k}{r_k} \right) \right) dx dy. \]
In this step we show that the claim follows. Hence, Step 5 is proved. Equivalently
\[ \left| \frac{1}{r_k} \varphi \left( \frac{x - x_k}{r_k} \right) \right| dx \]
\[ = \lim_{k \to \infty} \int_{\mathbb{R}^N} a(x)|v_k(x)|^{2^* - 2} v_k(x) \frac{\varphi}{r_k} \left( \frac{x - x_k}{r_k} \right) dx \]
\[ = \lim_{k \to \infty} \int_{\mathbb{R}^N} a(r_k x + x_k) |\tilde{v}_k(x)|^{2^* - 2} \tilde{v}_k(x) \varphi(x) dx. \]

**Claim:** \( \lim_{k \to \infty} \int_{\mathbb{R}^N} a(r_k x + x_k)|\tilde{v}_k(x)|^{2^* - 2} \tilde{v}_k(x) \varphi(x) dx = a(x_0) \int_{\mathbb{R}^N} |\tilde{v}|^{2^* - 2} \tilde{v} \varphi dx. \)

To see this
\[ \left| \int_{\mathbb{R}^N} a(r_k x + x_k)|\tilde{v}_k(x)|^{2^* - 2} \tilde{v}_k(x) \varphi(x) dx - a(x_0) \int_{\mathbb{R}^N} |\tilde{v}|^{2^* - 2} \tilde{v} \varphi dx \right| \]
\[ \leq \left| \int_{\mathbb{R}^N} a(r_k x + x_k)|\tilde{v}_k(x)|^{2^* - 2} \tilde{v}_k(x) - |\tilde{v}|^{2^* - 2} \tilde{v} \right| \varphi(x) dx + \int_{\mathbb{R}^N} (a(r_k x + x_k) - a(x_0)) |\tilde{v}|^{2^* - 2} \tilde{v} \varphi dx \]
\[ = I_k + J_k. \]

Since \( r_k \to 0, x_k \to x_0, a \in C(\mathbb{R}^N) \) and \( |\tilde{v}|^{2^* - 2} \tilde{v} \varphi \in L^1(\mathbb{R}^N) \) by the Hölder inequality, the dominated convergence theorem gives that \( \lim_{k \to \infty} J_k = 0 \). On the other hand, as \( \varphi \) has compact support and \( \tilde{v}_k \to \tilde{v} \) a.e. by Vitaly's convergence theorem, it is not difficult to see that \( \lim_{k \to \infty} I_k = 0 \). Thus the claim follows. Hence, Step 5 is proved. Equivalently \( a(x_0) \frac{\varphi}{r_k} \tilde{v} \) solves (1.2), without sign requirement.

Define,
\[ z_k(x) := v_k(x) - r_k \frac{\varphi}{r_k} \left( \frac{x - x_k}{r_k} \right). \]

**Step 6:** In this step we show that \( (z_k) \) is a \( (PS) \) sequence for \( \tilde{I}_{a,0} \) at the level \( \tilde{I}_{a,0} \) of \( \tilde{I}_{a,f}(\tilde{u}) - \tilde{I}_{a,f}(\tilde{u}) - a(x_0) \frac{\varphi}{r_k} \tilde{v} \), where \( w \) is a solution of (1.2), without the sign condition.

To see this, first we observe that if we define, \( \tilde{z}_k := r_k \frac{\varphi}{r_k} z_k(r_k x + x_k) \), then it is easy to check that \( \tilde{z}_k = \tilde{v}_k - \tilde{v} \). Therefore, the scaling invariance in the norm of \( \tilde{H}^s(\mathbb{R}^N) \) gives
\[ \| z_k \|_{\tilde{H}^s(\mathbb{R}^N)} = \| \tilde{z}_k \|_{\tilde{H}^s(\mathbb{R}^N)} = \| \tilde{v}_k - \tilde{v} \|_{\tilde{H}^s(\mathbb{R}^N)}. \]  

\[ \text{(2.16)} \]

**Claim 1:**
\[ \int_{\mathbb{R}^N} a(r_k x + x_k)|\tilde{v}_k(x) - \tilde{v}(x)|^{2^*} dx = \int_{\mathbb{R}^N} a(r_k x + x_k)|\tilde{v}_k(x)|^{2^*} dx - \int_{\mathbb{R}^N} a(x_0)|\tilde{v}(x)|^{2^*} dx + o(1). \]  

(2.17)

To prove the claim, we set \( a_k := a(r_k x + x_k) \). An elementary analysis yields for any \( p > 1 \),
\[ \left| \tilde{v}_k^{p-1} \tilde{v}_k - |\tilde{v}|^{p-1} \tilde{v} - |\tilde{v}_k - \tilde{v}|^{p-1} (\tilde{v}_k - \tilde{v}) \right| \leq C \left( |\tilde{v}_k - \tilde{v}|^{p-1} |\tilde{v}| + |\tilde{v}_k - \tilde{v}| |\tilde{v}|^{p-1} \right) \]  

(2.18)

Thus,
\[ \left| a_k^{\frac{1}{p}} \tilde{v}_k^{2^*-1} - |a_k^{\frac{1}{p}} \tilde{v}|^{2^*-1} - a_k^{\frac{1}{p}} (\tilde{v}_k^{2^*-1} - |\tilde{v}_k - \tilde{v}|^{2^*-1}) \right| \leq C \left( a_k^{\frac{1}{p}} |\tilde{v}_k - \tilde{v}|^{2^*-1} |a_k^{\frac{1}{p}} \tilde{v}| + a_k^{\frac{1}{p}} (\tilde{v}_k - \tilde{v}) |a_k^{\frac{1}{p}} \tilde{v}|^{2^*-1} \right) \]
\[ \leq C ||a||_{L^\infty(\mathbb{R}^N)} \left( |\tilde{v}_k - \tilde{v}|^{2^*-1} |\tilde{v}| + |\tilde{v}_k - \tilde{v}| |\tilde{v}|^{2^*-1} \right) \]  

(2.19)

Using the dominated convergence theorem, we immediately have \( \lim_{k \to \infty} \int_{\mathbb{R}^N} a_k^{\frac{1}{p}} |\tilde{v}_k|^{2^*} dx = \int_{\mathbb{R}^N} a(x_0) |\tilde{v}|^{2^*} dx \). Therefore, to prove the claim, it is enough to show that
\[ \int_{\mathbb{R}^N} |\tilde{v}_k - \tilde{v}|^{2^*-1} |\tilde{v}| dx = o(1) \quad \text{and} \quad \int_{\mathbb{R}^N} |\tilde{v}_k - \tilde{v}| |\tilde{v}|^{2^*-1} dx = o(1). \]
For this, given any $\varepsilon > 0$ there exists $R = R(\varepsilon) > 0$ such that

$$\int_{\mathbb{R}^N \setminus B(0, R)} |\tilde{v}_k - \tilde{v}|^{2^* - 1} |\tilde{v}| \, dx \leq \left( \int_{\mathbb{R}^N} |\tilde{v}_k - \tilde{v}|^{2^*} \, dx \right)^{\frac{2^* - 1}{2^*}} \left( \int_{\mathbb{R}^N \setminus B(0, R)} |\tilde{v}|^{2^*} \, dx \right)^{\frac{1}{2^*}} < \varepsilon,$$

since $\tilde{v}_k \to \tilde{v}$ in $\dot{H}^{s}(\mathbb{R}^N)$ implies that $(\tilde{v}_k - \tilde{v})_k$ is uniformly bounded in $L^{2^*_s}(\mathbb{R}^N)$. Similarly using Vitaly’s convergence theorem via the Hölder inequality, it can be also shown that $\int_{B(0, R)} |\tilde{v}_k - \tilde{v}|^{2^* - 1} |\tilde{v}| \, dx = o(1)$. Thus (i) holds. Similarly (ii) can also be proved. Hence the claim follows.

Applying (2.16) and (2.17), we have

$$\begin{align*}
I_{a,0}(z_k) &= \frac{1}{2} \|z_k\|_{H^{s}(\mathbb{R}^N)}^2 - \frac{1}{2^*} \int_{\mathbb{R}^N} a(x) |z_k(x)|^{2^*} \, dx \\
&= \frac{1}{2} \|\tilde{v}_k - \tilde{v}\|_{H^{s}(\mathbb{R}^N)}^2 - \frac{1}{2^*} \int_{\mathbb{R}^N} a(r_k x + x_k) |z_k(r_n x + y_n)|^{2^*_s} \, dx \\
&= \frac{1}{2} \|\tilde{v}_k - \tilde{v}\|_{H^{s}(\mathbb{R}^N)}^2 - \frac{1}{2^*} \int_{\mathbb{R}^N} a(r_n x + y_n) \|\tilde{v}_k - \tilde{v}\|^{2^*_s} \, dx \\
&= \frac{1}{2} \left\{ \|\tilde{v}_k\|_{H^{s}(\mathbb{R}^N)}^2 - \|\tilde{v}\|_{H^{s}(\mathbb{R}^N)}^2 \right\} - \frac{1}{2^*} \int_{\mathbb{R}^N} a(r_k x + x_k) |\tilde{v}_k(x)|^{2^*} \, dx \\
&\quad + \frac{1}{2^*} \int_{\mathbb{R}^N} a(x_0) |\tilde{v}(x)|^{2^*} \, dx + o(1) \\
&= \frac{1}{2} \|v_k\|_{H^{s}(\mathbb{R}^N)}^2 - \frac{1}{2^*} \int_{\mathbb{R}^N} a(x) |v_k(x)|^{2^*} \, dx \\
&\quad - a(x_0) \frac{N - 2s}{2^*} \int_{\mathbb{R}^N} a(\tilde{v})^{\frac{N - 2s}{2^*}} \|\tilde{v}\|_{H^{s}(\mathbb{R}^N)}^{2^*} - a(x_0) \frac{N - 2s}{2^*} \int_{\mathbb{R}^N} |\tilde{v}|^{2^*} \, dx \right) + o(1) \\
&= I_{a,0}(v_k) - a(x_0) \frac{N - 2s}{2^*} I_{1,0}(a(x_0)^{\frac{N - 2s}{2^*}} \tilde{v}) + o(1) \\
&= \lim_{k \to \infty} I_{a,f}(u_k) - I_{a,f}(\tilde{v}) - a(x_0) \frac{N - 2s}{2^*} I_{1,0}(w),
\end{align*}$$

where $w$ is a solution of (1.2) without the sign condition. From the above energy estimate of $z_k$, we also observe that

$$I_{a,0}(z_k) = I_{a,0}(v_k) - a(x_0) \frac{N - 2s}{2^*} I_{1,0}(w) \leq I_{a,0}(v_k) - a(x_0) \frac{N - 2s}{2^*} I_{1,0}(W),$$

where $W$ is the unique positive solution of (1.2), which also has the minimum energy among all the solutions of (1.2) with or without the sign condition. Further as $I_{1,0}(W) = \frac{1}{2} \|S\|_{H^s}$ (see (2.24) and the comments below to it) and $a > 0$, we obtain $I_{a,0}(z_k) < I_{a,0}(v_k)$.

Next, we estimate $(H^s)'(I'_{1,0}(z_k), \varphi)_{H^s}$ for any arbitrarily chosen $\varphi \in C_c^{\infty}(\mathbb{R}^N)$. Towards this, first we observe that an easy computation yields $(z_k, \varphi)_{H^s}(\mathbb{R}^N) = (\tilde{v}_k, \varphi)_H(\mathbb{R}^N)$, where $\varphi(x) := r_k \varphi(r_k x + x_k)$. Clearly, $\|\varphi\|_{H^s(\mathbb{R}^N)} = \|\varphi\|_{H^s(\mathbb{R}^N)}$ and $\varphi_k \to 0$ in $\dot{H}^s(\mathbb{R}^N)$ as $r_k \to 0$. Using these and the fact that $\tilde{z}_k = \tilde{v}_k - \tilde{v}$, we obtain

$$(H^s)'(I'_{1,0}(z_k), \varphi)_{H^s} = (z_k, \varphi)_{H^s}(\mathbb{R}^N) - \int_{\mathbb{R}^N} a(x) |z_k|^{2^* - 2} z_k \varphi \, dx$$

$$= (\tilde{v}_k, \varphi_k)_{H^s}(\mathbb{R}^N) - \int_{\mathbb{R}^N} a(r_k x + x_k) |z_k(r_k x + x_k)|^{2^* - 2} z_k(r_k x + x_k) \varphi(r_k x + x_k) r_k^N \, dx$$

$$= (\tilde{v}_k - \tilde{v}, \varphi_k)_{H^s}(\mathbb{R}^N) - \int_{\mathbb{R}^N} a(r_k x + x_k) |\tilde{z}_k|^{2^* - 2} \tilde{z}_k \varphi_k \, dx$$

$$= (\tilde{v}_k - \tilde{v}, \varphi_k)_{H^s}(\mathbb{R}^N) - \int_{\mathbb{R}^N} a(r_k x + x_k) |\tilde{z}_k|^{2^* - 2} \tilde{z}_k \varphi_k \, dx$$
where in the last line we have used the fact that $\varphi_k \to 0$ in $\dot{H}^s(\mathbb{R}^N)$ and $a_k(x) = o(r_k x + x_k)$. Now, using (2.15) with $p = 2^*_s - 1$ and the following an argument similar to the proof of Claim 1, it can be shown that

$$\int_{\mathbb{R}^N} a_k |\tilde{v}_k - \tilde{v}|^{2^*_s - 2}(\tilde{v}_k - \tilde{v}) \varphi_k \, dx = \int_{\mathbb{R}^N} a_k |\tilde{v}_k|^{2^*_s - 2} \tilde{v}_k \varphi_k \, dx - \int_{\mathbb{R}^N} a_k |\tilde{v}|^{2^*_s - 2} \tilde{v} \varphi_k \, dx + o(1), \quad (2.21)$$

Since, at a level which is strictly lower than the previous one, with a fixed minimum amount of decrease.

Thus substituting (2.22) into (2.20) yields

$$\lim_{k \to \infty} \int_{\mathbb{R}^N} a_k |\tilde{v}_k|^{2^*_s - 2} \tilde{v}_k \varphi_k \, dx = \int_{\mathbb{R}^N} a(x)|v_k(x)|^{2^*_s - 2}v_k(x)\varphi(x)dx + o(1). \quad (2.22)$$

Substituting these into (2.21), we obtain

$$\int_{\mathbb{R}^N} a_k |\tilde{v}_k - \tilde{v}|^{2^*_s - 2}(\tilde{v}_k - \tilde{v}) \varphi_k \, dx = \int_{\mathbb{R}^N} a(x)|v_k(x)|^{2^*_s - 2}v_k(x)\varphi(x)dx + o(1). \quad (2.22)$$

Thus substituting (2.22) into (2.21) yields

$$\langle \dot{H}^s \rangle [I_{a,0}(z_k), \varphi]_{\dot{H}^s} = \langle v_k, \varphi \rangle_{\dot{H}^s(\mathbb{R}^N)} - \int_{\mathbb{R}^N} a(x)|v_k(x)|^{2^*_s - 2}v_k(x)\varphi(x)dx + o(1) = I_{a,0}(v_k)(\varphi) = 0,$$

for the last equality we have used Step 3. This completes the proof of Step 6.

Now, starting from a $(PS)$ sequence $(v_k)_k$ for $I_{a,0}$ we have extracted another $(PS)$ sequence $(z_k)_k$ at a level which is strictly lower than the previous one, with a fixed minimum amount of decrease. Since, $\sup_k \|v_k\|_{\dot{H}^s(\mathbb{R}^N)} \leq C$ (finite), hence the process should terminate after finitely many steps and the last $(PS)$ sequence strongly converges to 0. Further, $\lim_{k \to \infty} \int_{\mathbb{R}^N} a_k |\tilde{v}_k|^{2^*_s - 2} \tilde{v}_k \varphi_k \, dx = 0, \quad (2.24)$

where for the last equality we have used Step 3. This completes the proof of Step 6.

We end this section with the definition of some functions which will be used throughout the rest of the paper. We define,

$$J(u) := \frac{\|u\|_{\dot{H}^s(\mathbb{R}^N)}^2}{\left(\int_{\mathbb{R}^N} a(x)|u(x)|^{2^*_s} \, dx\right)^{\frac{s}{2^*_s}}} \quad J_\infty(u) := \frac{\|u\|_{\dot{H}^s(\mathbb{R}^N)}^2}{\left(\int_{\mathbb{R}^N} |u(x)|^{2^*_s} \, dx\right)^{\frac{s}{2^*_s}}} \quad (2.23)$$

$$J_\infty(u) := \inf_{u \in \dot{H}^s(\mathbb{R}^N) \setminus \{0\}} J_\infty(u), \quad (2.24)$$

i.e., $S$ is the best Sobolev constant. From [54], it is known that $S$ is achieved by the unique positive solution (up to translation and dilation) $W$ of (1.12). Further, as already noted in the above proof, $W$ is radially symmetric positive decreasing smooth function satisfying (1.3) and

$$I_{1,0}(W) = \frac{s}{N} S^{\frac{N}{2}} > 0. \quad (2.25)$$

3. PROOF OF THEOREM 1.2

In this section we prove Theorem 1.2. To this aim we first establish existence of two positive critical points in the spirit of [3] for the following functional:

$$I_{a,f}(u) = \frac{1}{2}\|u\|_{\dot{H}^s(\mathbb{R}^N)}^2 - \frac{1}{2^*_s} \int_{\mathbb{R}^N} a(x)u_+^{2^*_s} \, dx - \langle \dot{H}^s \rangle \langle f, u \rangle_{\dot{H}^s}, \quad (3.1)$$

where $u_+ := \max\{u, 0\}$ and $u_- := -\min\{u, 0\}$ and $f \in \dot{H}^s(\mathbb{R}^N)'$ is a nonnegative nontrivial functional.
Clearly, if $u$ is a critical point of $I_{a,f}$, then $u$ solves
\[
\begin{cases}
(-\Delta)^s u = a(x)u^{2_s^* - 1} + f(x) & \text{in } \mathbb{R}^N,
\end{cases}
\]
(3.2)

**Remark 3.1.** If $u$ is a weak solution of (3.2) and $f$ is a nonnegative functional, then taking $v = u_-$ as a test function in (3.2) we obtain
\[
-\|u_-\|^2_{H^s(\mathbb{R}^N)} - \int_{\mathbb{R}^N} \frac{u_+(y)u_-(x) + u_+(x)u_-(y)}{|x - y|^{N + 2s}} \, dx \, dy = \langle \mathcal{H}(f, u_-) \rangle_{H^s} \geq 0.
\]

This in turn implies $u_- = 0$, i.e., $u \geq 0$. Therefore, using maximum principle [3 Theorem 1.2], it follows that, $u$ is a positive solution to (3.2). Hence $u$ is a solution to (3).

To establish the existence of two critical points for $I_{a,f}$, we first need to prove some auxiliary results. Towards that, we partition $\mathcal{H}(\mathbb{R}^N)$ into three disjoint sets. Let $g : H^s(\mathbb{R}^N) \to \mathbb{R}$ be defined by
\[
g(u) := \|u\|^2_{H^s(\mathbb{R}^N)} - (2_s^* - 1)\|a\|_{L^\infty(\mathbb{R}^N)}\|u\|_{L^{2_s^*}(\mathbb{R}^N)}^{2_s^*}.
\]

Now, put
\[
U_1 := \{u \in \mathcal{H}(\mathbb{R}^N) : u = 0 \text{ or } g(u) > 0\}, \quad U_2 := \{u \in \mathcal{H}(\mathbb{R}^N) : g(u) < 0\},
\]
\[
U := \{u \in \mathcal{H}(\mathbb{R}^N) \setminus \{0\} : g(u) = 0\}.
\]

**Remark 3.2.** Using the Sobolev inequality, it is easy to see that $\|u\|_{H^s(\mathbb{R}^N)}$ and $\|u\|_{L^{2_s^*}(\mathbb{R}^N)}$ are bounded away from 0 for all $u \in U$.

Set
\[
c_0 := \inf_U I_{a,f}(u) \quad \text{and} \quad c_1 := \inf_{U_1} I_{a,f}(u).
\]
(3.3)

**Remark 3.3.** Clearly, $g(tu) = t^2\|u\|^2_{H^s(\mathbb{R}^N)} - t^{2_s^*}(2_s^* - 1)\|a\|_{L^\infty(\mathbb{R}^N)}\|u\|_{L^{2_s^*}(\mathbb{R}^N)}^{2_s^*}$ for any $t > 0$ and $u \in \mathcal{H}(\mathbb{R}^N)$. Moreover $g(0) = 0$ and $t \mapsto g(tu)$ is a strictly concave function. Thus, for any $u \in \mathcal{H}(\mathbb{R}^N)$, with $\|u\|_{H^s(\mathbb{R}^N)} = 1$, there exists unique $t = t(u)$ such that $tu \in U$. On the other hand, $g(tu) = (t^2 - t^{2_s^*})\|u\|^2_{H^s(\mathbb{R}^N)}$ for any $u \in U$. This implies that
\[
tu \in U_1 \quad \text{for all } t \in (0,1) \quad \text{and} \quad tu \in U_2 \quad \text{for all } t > 1.
\]

**Lemma 3.1.** Assume that $C_0$ is defined as in Theorem 1.2. Then
\[
\frac{4s}{N + 2s}\|u\|_{H^s(\mathbb{R}^N)} \geq C_0S_{\mathbb{R}^N}^{\frac{N}{2s}} \quad \text{for all } u \in U,
\]
where $S$ is defined in (2.24). \[\]

**Proof.** Note that
\[
\|u\|_{L^{2_s^*}(\mathbb{R}^N)} = \left(\left(\frac{\|u\|_{H^s(\mathbb{R}^N)}}{(2_s^* - 1)\|a\|_{L^\infty(\mathbb{R}^N)}}\right)^{\frac{s}{2_s^*}}\right)^{\frac{2_s^*}{s}}
\]
whenever $u \in U$.

Therefore, combining this with the definition of $S$, we have
\[
\|u\|_{H^s(\mathbb{R}^N)} \geq S_{\mathbb{R}^N}^{\frac{s}{2}}\|u\|_{L^{2_s^*}(\mathbb{R}^N)} = S_{\mathbb{R}^N}^{\frac{s}{2}}\left(\left(\frac{\|u\|_{H^s(\mathbb{R}^N)}}{(2_s^* - 1)\|a\|_{L^\infty(\mathbb{R}^N)}}\right)^{\frac{s}{2_s^*}}\right)^{\frac{2_s^*}{s}}
\]
for all $u \in U$. From here, using the definition of $C_0$, the lemma follows. \[\]
Lemma 3.2. Assume $C_0$ is defined as in Theorem 1.2 and $c_0$ and $c_1$ are defined as in (3.3). Further, if

$$\inf_{u \in H^s(\mathbb{R}^N), \|u\|_{L^{2^*_s}(\mathbb{R}^N)} = 1} \left\{ C_0 \|u\|_{H^s(\mathbb{R}^N)}^{\frac{N+2s}{2s}} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s} \right\} > 0,$$  

(3.4)

then $c_0 < c_1$.

Proof. Define

$$\tilde{J}(u) := \frac{1}{2} \|u\|_{H^s(\mathbb{R}^N)}^2 - \|a\|_{L^\infty(\mathbb{R}^N)} \|u\|_{L^{2^*_s}(\mathbb{R}^N)}^{2^*_s} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s}, \quad u \in \dot{H}^s(\mathbb{R}^N).$$  

(3.5)

**Step 1:** In this step we prove that there exists $\alpha > 0$ such that

$$\frac{d}{dt} \tilde{J}(tu) \big|_{t=1} \geq \alpha \quad \text{for all } u \in U.$$

From the definition of $\tilde{J}$, we have $\frac{d}{dt} \tilde{J}(tu) \big|_{t=1} = \|u\|_{H^s(\mathbb{R}^N)}^2 - \|a\|_{L^\infty(\mathbb{R}^N)} \|u\|_{L^{2^*_s}(\mathbb{R}^N)}^{2^*_s} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s}$. Therefore, using the definition of $U$ and the value of $C_0$, we have for $u \in U$

$$\frac{d}{dt} \tilde{J}(tu) \big|_{t=1} = \frac{4s}{N+2s} \|u\|_{H^s(\mathbb{R}^N)}^2 - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s}$$

$$= \left(\frac{2^*_s - 1}{2^*_s}\right)\|u\|_{L^\infty(\mathbb{R}^N)} \frac{N+2s}{2s} C_0 \|u\|_{H^s(\mathbb{R}^N)}^2 - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s}$$

(3.6)

$$= C_0 \|u\|_{H^s(\mathbb{R}^N)} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s}.$$

Further, (3.3) implies there exists $d > 0$ such that

$$\inf_{u \in H^s(\mathbb{R}^N), \|u\|_{L^{2^*_s}(\mathbb{R}^N)} = 1} \left\{ C_0 \|u\|_{H^s(\mathbb{R}^N)}^{\frac{N+2s}{2s}} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s} \right\} \geq d.$$  

(3.7)

Now,

$$C_0 \|u\|_{H^s(\mathbb{R}^N)}^{\frac{N+2s}{2s}} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s} \geq d, \quad \|u\|_{L^{2^*_s}(\mathbb{R}^N)} = 1$$

$$\iff C_0 \|u\|_{H^s(\mathbb{R}^N)}^{\frac{N+2s}{2s}} - \langle \mathbb{H}^s \rangle \langle f, u \rangle_{H^s} \geq d \quad \|u\|_{L^{2^*_s}(\mathbb{R}^N)} \in \dot{H}^s(\mathbb{R}^N) \setminus \{0\}.$$

Hence, plugging back the above estimate into (3.3) and using Remark 3.2 we complete the proof of Step 1.

**Step 2:** Let $(u_n)_n$ be a minimizing sequence for $I_{a,f}$ on $U$, i.e., $I_{a,f}(u_n) \to c_1$ and $\|u_n\|_{H^s(\mathbb{R}^N)} = (2^*_s - 1)\|a\|_{L^\infty(\mathbb{R}^N)} \|u_n\|_{L^{2^*_s}(\mathbb{R}^N)}$. Therefore, for large $n$

$$c_1 + o(1) \geq I_{a,f}(u_n) \geq \tilde{J}(u_n) \geq \left(\frac{1}{2} - \frac{1}{2^*_s(2^*_s - 1)}\right) \|u_n\|_{H^s(\mathbb{R}^N)}^2 - \|f\|_{L^{\infty}(\mathbb{R}^N)} \|u_n\|_{H^s(\mathbb{R}^N)}.$$

This implies that $(\tilde{J}(u_n))_n$ is a bounded sequence and $(\|u_n\|_{H^s(\mathbb{R}^N)})_n$ and $(\|u_n\|_{L^{2^*_s}(\mathbb{R}^N)})_n$ are bounded.

**Claim:** $c_0 < 0$. \\

---
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Indeed, to prove the claim, it is enough to show that there exists \( v \in U_1 \) such that \( I_{a,f}(v) < 0 \). Note that, thanks to Remark 3.3 we can choose \( t \) enough. Thus, by Step 1, there exists \( t \). Thus, by Step 1, there exists \( t \in \mathbb{R} \) such that \( t \). Hence the claim follows.

Thanks to the above claim, \( I_{a,f}(u_n) < 0 \) for large \( n \). Consequently, \( 0 > I_{a,f}(u_n) \geq \left( \frac{1}{2} - \frac{1}{2(2^*_s - 1)} \right) \| u_n \|_{H^s(\mathbb{R}^N)}^2 - (H^*)^\prime \langle f, u_n \rangle_{H^s} \). Moreover, it is easy to check that for all \( u \in U \), the function \( \frac{dt}{dt} \tilde{\mathcal{J}}(tu) \) is strictly increasing in \( t \in [0,1] \) and therefore we can conclude that \( t_n \) is unique.

**Step 3:** In this step we show that

\[
\lim_{n \to \infty} \left\{ \tilde{\mathcal{J}}(u_n) - \tilde{\mathcal{J}}(t_nu_n) \right\} > 0. \tag{3.8}
\]

Observe that \( \tilde{\mathcal{J}}(u_n) - \tilde{\mathcal{J}}(t_nu_n) = \int_{t_n}^{1} \frac{d}{dt} \tilde{\mathcal{J}}(tu_n) \, dt \) and that for all \( n \in \mathbb{N} \) there is \( \xi_n > 0 \) such that \( t_n \in (0, 1 - 2\xi_n) \) and \( \frac{dt}{dt} \tilde{\mathcal{J}}(tu_n) \geq \alpha/2 \) for \( t \in [1 - \xi_n, 1] \).

To establish (3.8) it is enough to show that \( \xi_n > 0 \) can be chosen independent of \( n \in \mathbb{N} \). But this is true since, \( \frac{dt}{dt} \tilde{\mathcal{J}}(tu_n) \bigg|_{t=1} \geq \alpha \) and by the boundedness of \( \{u_n\} \),

\[
\left| \frac{d^2}{dt^2} \tilde{\mathcal{J}}(tu_n) \right| = \left| \| u_n \|_{H^s(\mathbb{R}^N)}^2 - (2^*_s - 1) \| u \|_{L^\infty(\mathbb{R}^N)}^2 \cdot 2 \int_{\mathbb{R}^N} |u_n|^2 \, dx \right| \leq \left| 1 - i^2 \right| \| u_n \|_{H^s(\mathbb{R}^N)}^2 \leq C,
\]

for all \( n \geq 1 \) and \( t \in [0,1] \).

**Step 4:** From the definition of \( I_{a,f} \) and \( \tilde{\mathcal{J}} \), it immediately follows that \( \frac{dt}{dt} I_{a,f}(tu) \geq \frac{dt}{dt} \tilde{\mathcal{J}}(tu) \) for all \( u \in \dot{H}^s(\mathbb{R}^N) \) and for all \( t > 0 \). Hence,

\[
I_{a,f}(u_n) - I_{a,f}(t_nu_n) = \int_{t_n}^{1} \frac{d}{dt} I_{a,f}(tu_n) \, dt \geq \int_{t_n}^{1} \frac{d}{dt} \tilde{\mathcal{J}}(tu_n) \, dt = \tilde{\mathcal{J}}(u_n) - \tilde{\mathcal{J}}(t_nu_n).
\]

Since \( (u_n)_n \subset U \) is a minimizing sequence for \( I_{a,f} \) on \( U \), and \( t_nu_n \in U_1 \), we conclude using (3.8) that

\[
c_0 = \inf_{u \in U_1} I_{a,f}(u) < \inf_{u \in U} I_{a,f}(u) = c_1
\]

\[\square\]

Next, we introduce the equation at infinity associated to (3.2):

\[
(-\Delta)^s u = u^{2^*_s - 1} \quad \text{in} \quad \mathbb{R}^N, \quad u \in \dot{H}^s(\mathbb{R}^N), \tag{3.9}
\]

and the corresponding functional \( I_{1,0} : \dot{H}^s(\mathbb{R}^N) \to \mathbb{R} \) defined by

\[
I_{1,0}(u) = \frac{1}{2} \| u \|^2_{H^s(\mathbb{R}^N)} - \frac{1}{2^*_s} \int_{\mathbb{R}^N} u^{2^*_s} \, dx.
\]

Arguing as in Remark 3.4, it immediately follows that solutions of (3.9) are the positive solutions of (1.2).

**Proposition 3.1.** Assume that (3.4) holds. Then \( I_{a,f} \) has a critical point \( u_0 \in U_1 \), with \( I_{a,f}(u_0) = c_0 \). In particular, \( u_0 \) is a positive weak solution to (4).
Proof. We decompose the proof into few steps.

Step 1: $c_0 > -\infty$.

Note that $I_{a,f}(u) \geq \bar{J}(u)$, where $\bar{J}$ is defined as in (3.6). Therefore, in order to prove Step 1, it is enough to show that $\bar{J}$ is bounded from below. From definition of $U_1$, it immediately follows that

$$\bar{J}(u) \geq \left[ \frac{1}{2} - \frac{1}{2s(2s - 1)} \right] \|u\|^2_{H^s(\mathbb{R}^N)} - \|f\|_{H^s(\mathbb{R}^N)} \|u\|_{H^s(\mathbb{R}^N)} \text{ for all } u \in U_1. \quad (3.10)$$

As RHS is quadratic function in $\|u\|_{H^s(\mathbb{R}^N)}$, $\bar{J}$ is bounded from below. Hence Step 1 follows.

Step 2: In this step we show that there exists a bounded nonnegative $(PS)$ sequence $(u_n)_n \subset U_1$ for $I_{a,f}$ at level $c_0$.

Let $(u_n)_n \subset U_1$ such that $I_{a,f}(u_n) \to c_0$. Since Lemma 3.2 implies that $c_0 < c_1$, without restriction we can assume $(u_n)_n \subset U_1$. Further, using Ekeland’s variational principle from $(u_n)_n$, we can extract a $(PS)$ sequence in $U_1$ for $I_{a,f}$ at level $c_0$. We again call it by $(u_n)_n$. Moreover, as $I_{a,f}(u) \geq \bar{J}(u)$, from (3.10) it follows that $(u_n)_n$ is a bounded sequence. Therefore, up to a subsequence $u_n \rightharpoonup u_0$ in $H^s(\mathbb{R}^N)$ and $u_n \to u_0$ a.e. in $\mathbb{R}^N$. In particular, $(u_n)_+ \to (u_0)_+$ and $(u_n)_- \to (u_0)_-$ a.e. in $\mathbb{R}^N$. Moreover, as $f$ is a nonnegative functional, we have

$$0(1) = \langle H^{s}, (u_n)_+ - (u_n)_- \rangle_{H^s(\mathbb{R}^N)} - \int_{\mathbb{R}^N} a(x)(u_n)_+ - (u_n)_- \rangle_{H^s} \leq -\|u_n\|^2_{H^s(\mathbb{R}^N)} - \int_{\mathbb{R}^N} \|u_n\|_{H^s(\mathbb{R}^N)}^2 \|u_n\|_{H^s(\mathbb{R}^N)} dy \leq -\|u_n\|^2_{H^s(\mathbb{R}^N)}.$$

Therefore, $(u_n)_+$ strongly converges to $0$ in $H^s(\mathbb{R}^N)$ and so $(u_n)_- \to 0$ a.e. in $\mathbb{R}^N$ and also $(u_n)_- = 0$ a.e. in $\mathbb{R}^N$. In other words, $u_0 \geq 0$ a.e. in $\mathbb{R}^N$. Consequently, without loss of generality, we can assume that $(u_n)_n$ is a nonnegative sequence. This completes the proof of Step 2.

Step 3: In this step we show that $u_n \to u_0$ in $H^s(\mathbb{R}^N)$ and $u_0 \in U_1$.

Applying Proposition 2.1, we get

$$u_n = \left( u_0 + \sum_{j=1}^m a(x_j)^{-\frac{N+2s}{2}} W^{r_j,x_j} \right) \to 0 \quad \text{in } H^s(\mathbb{R}^N). \quad (3.11)$$

with $I_{a,f}(u_0) = 0$, $W$ is the unique positive solution of (1.2) and some appropriate sequences $(x_j)_n$, $(r_j)_n$, with either $x_j \to x$ or $|x_j| \to \infty$ and $r_j \to 0$. To prove Step 3, we need to show that $m = 0$. Arguing by contradiction, suppose that $j \neq 0$ in (3.11). Then,

$$g \left( a(x) \right) \frac{a(x)}{\|W\|_{L^\infty(\mathbb{R}^N)}} \left( a(x) \right)^{-\frac{N+2s}{2}} \|W\|_{L^\infty(\mathbb{R}^N)} = a(x)^{-\frac{N+2s}{2}} \|W\|_{L^\infty(\mathbb{R}^N)} - (2s - 1) \|a\|_{L^\infty(\mathbb{R}^N)} a(x)^{-\frac{N+2s}{2}} \|W\|_{L^\infty(\mathbb{R}^N)}^2 < 0. \quad (3.12)$$

From Proposition 2.1 we also have

$$c_0 = I_{a,f}(u_0) \to I_{a,f}(u_0) + \sum_{j=1}^m a(x_j)^{-\frac{N+2s}{2}} I_{1,0}(W).$$

As $a > 0$ and in force of (2.25), from the above expression we obtain $I_{a,f}(u_0) < c_0$. This in turn yields $u_0 \not\in U_1$ and

$$g(u_0) \leq 0. \quad (3.13)$$
Next, we evaluate\( g\left(u_0 + \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right) \). Since\( u_n \in U_1 \), we have\( g(u_n) \geq 0 \). Therefore, the uniform continuity of\( g \) and (3.11) give

\[
0 \leq \liminf_{n \to \infty} g(u_n) = \liminf_{n \to \infty} g\left(u_0 + \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right).
\]

We also note that if\( u_0 \neq 0 \) then using Remark 3.1, we can say that\( u_0 \) is nonnegative. Therefore,

\[
g\left(u_0 + \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right) \leq \|u_0\|_{H^s(\mathbb{R}^N)}^2 + \| \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \|_{H^s(\mathbb{R}^N)}^2
\]

\[
+ 2 \left\langle u_0, \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)}
\]

\[
- (2^*_s - 1) \|a\|_{L^\infty(\mathbb{R}^N)} \left( \int_{\mathbb{R}^N} |u_0|^2 dx \right)
\]

\[
+ \int_{\mathbb{R}^N} \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) |x|^2 dx
\]

\[
= g(u_0) + g\left( \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right)
\]

\[
+ 2 \left\langle u_0, \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)}
\]

Similarly, it can be also shown that

\[
g\left( \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right) \leq \sum_{j=1}^{m} g\left(a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right)
\]

\[
+ 2 \sum_{i,j=1}^{m} \left\langle a(x^i) - \frac{N-2s}{4s} \left( W_{r_n^i,x_n^i}^s \right), a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)}
\]

Substituting this into (3.15) yields

\[
g\left(u_0 + \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right) \leq g(u_0) + \sum_{j=1}^{m} g\left(a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right)
\]

\[
+ 2 \sum_{i,j=1}^{m} \left\langle a(x^i) - \frac{N-2s}{4s} \left( W_{r_n^i,x_n^i}^s \right), a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)}
\]

\[
+ 2 \left\langle u_0, \sum_{j=1}^{m} a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)}
\]

Claim:

(i) \( \left\langle u_0, a(x^j) - \frac{N-2s}{4s} \left( W_{r_n^j,x_n^j}^s \right) \right\rangle_{H^s(\mathbb{R}^N)} = o(1) \).

(ii) \( \left\langle a(x^i) - \frac{N-2s}{4s} W_{r_n^i,x_n^i}^s, a(x^j) - \frac{N-2s}{4s} W_{r_n^j,x_n^j}^s \right\rangle_{H^s(\mathbb{R}^N)} = o(1) \).

To prove (i), first we define \( u_0^n(x) := \left( r_n^j \right)^{\frac{N-2s}{4s}} u_0(x_n^j + r_n^j x) \). As \( r_n^j \to 0 \) and \( u_0 \in \dot{H}^s(\mathbb{R}^N) \), it is easy to see that \( u_0^n \to 0 \) in \( \dot{H}^s(\mathbb{R}^N) \). Thus,

\[
\left\langle u_0, a(x^j) - \frac{N-2s}{4s} W_{r_n^j,x_n^j}^s \right\rangle_{H^s(\mathbb{R}^N)}
\]
\[ a(x^j)^{-\frac{N+s}{4}} (r_n^j)^{-\frac{N+2s}{2}} \int_{\mathbb{R}^{2N}} \frac{(u_0(x) - u_0(y))(W(x) - W(y))}{|x - y|^{N+2s}} \, dx \, dy \]

\[ = a(x^j)^{-\frac{N+s}{4}} (r_n^j)^{-\frac{N+2s}{2}} \int_{\mathbb{R}^{2N}} (u_0(x_n^j + r_n^j x) - u_0(x_n^j + r_n^j y))(W(x) - W(y)) \, dx \, dy \]

\[ = a(x^j)^{-\frac{N+s}{4}} \langle u_0^N, W \rangle_{H^s(\mathbb{R}^N)} \]

\[ = o(1). \]

Similarly,

\[ \left\langle a(x^j)^{-\frac{N+s}{4}} (W^{j}_{x_n^j, x_n^j}), a(x^j)^{-\frac{N+s}{4}} (W^{j}_{x_n^j, x_n^j}) \right\rangle_{H^s(\mathbb{R}^N)} \]

\[ = a(x^j)^{-\frac{N+s}{4}} a(x^j)^{-\frac{N+s}{4}} (r_n^j)^{-\frac{N+2s}{2}} (r_n^j)^{-\frac{N+2s}{2}} \times \int_{\mathbb{R}^{2N}} (W(x) - W(y)) (W(x) - W(y)) (W(x) - W(y)) \, dx \, dy \]

\[ = a(x^j)^{-\frac{N+s}{4}} a(x^j)^{-\frac{N+s}{4}} \langle W, W \rangle_{H^s(\mathbb{R}^N)}, \]

where \( W_n := (\frac{r_n^j}{r_k^j})^{\frac{N+s}{4}} W(\frac{x_n^j}{r_n^j} + \frac{x_n^j}{r_k^j}) \). Further, we observe that using the following

\[ \log(\frac{r_n^j}{r_k^j}) \rightarrow \infty \]

from Proposition 3.1 it is easy to see that \( W_n \rightarrow 0 \) in \( H^s(\mathbb{R}^N) \). Hence Claim (ii) follows.

A combination of the above claim along with 3.12 and 3.13 contradicts 3.14. Therefore, \( j = 0 \) in 3.11. Hence, \( u_n \rightarrow u_0 \) in \( H^s(\mathbb{R}^N) \). Consequently, \( g(u_n) \rightarrow g(u_0) \), which in turn implies \( u_0 \in U_1 \). But, since \( c_0 < c_1 \), we can conclude \( u_0 \in U_1 \). Thus Step 3 follows.

**Step 4:** From the previous steps we conclude that \( I_{a,f}(u_0) = c_0 \) and \( I^*_{a,f}(u_0) = 0 \). Therefore, \( u_0 \) is a weak solution to 3.2. Combining this with Remark 3.1 we conclude the proof of the proposition. \( \square \)

**Proposition 3.2.** Assume 3.3 holds and either \( a \equiv 1 \) or \( \|a\|_{L^{\infty}(\mathbb{R}^N)} \geq \alpha(N,s) \), where \( \alpha(N,s) \) is the second zero of the function 1.5. Then \( I_{a,f} \) has a second critical point \( v_0 \neq u_0 \). In particular, \( v_0 \) is a positive solution to 2.

**Proof.** Let \( u_0 \) be the critical point obtained in Proposition 3.1 and \( W \) be the unique positive solution of 1.2. Set, \( w_t(x) := W(\frac{x}{t}) \) and let \( \tilde{x}_0 \in \mathbb{R}^N \) such that \( a(\tilde{x}_0) = \|a\|_{L^{\infty}(\mathbb{R}^N)} \).

**Claim 1:** \( u_0 + a(\tilde{x}_0)^{-\frac{N+s}{4}} w_t \in U_2 \) for \( t > 0 \) large enough.

Indeed, as \( \|a\|_{L^{\infty}(\mathbb{R}^N)} \geq 1 \) and \( u_0, w_t > 0 \), using Young inequality with \( \varepsilon > 0 \), we obtain

\[ g(u_0 + a(\tilde{x}_0)^{-\frac{N+s}{4}} w_t) \leq \|u_0\|_{H^s(\mathbb{R}^N)}^2 + a(\tilde{x}_0)^{-\frac{N+s}{4}} \|w_t\|_{H^s(\mathbb{R}^N)}^2 + 2a(\tilde{x}_0)^{-\frac{N+s}{4}} \langle u_0, w_t \rangle_{H^s(\mathbb{R}^N)} \]

\[ - (2^*_s - 1)(\|u_0\|_{H^s(\mathbb{R}^N)}^2 + a(\tilde{x}_0)^{-\frac{N+s}{4}} \|w_t\|_{H^s(\mathbb{R}^N)}^2 \]

\[ - (2^*_s - 1)(\|u_0\|_{H^s(\mathbb{R}^N)}^2 + a(\tilde{x}_0)^{-\frac{N+s}{4}} \|w_t\|_{H^s(\mathbb{R}^N)}^2 \]

\[ = (1 + C(\varepsilon)) \|u_0\|_{H^s(\mathbb{R}^N)}^2 - (2^*_s - 1)(\|u_0\|_{H^s(\mathbb{R}^N)}^2 \]

\[ + \|W\|_{H^s(\mathbb{R}^N)}^2 (1 + C(\varepsilon))(1 + C(\varepsilon)) \|u_0\|_{H^s(\mathbb{R}^N)}^2 - (2^*_s - 1) a(\tilde{x}_0)^{-\frac{N+s}{4}} l^N \]

\[ \leq 0 \] for \( t > 0 \) large enough.

Therefore, \( g(u_0 + a(\tilde{x}_0)^{-\frac{N+s}{4}} w_t) < 0 \) for \( t \) large enough. Hence the claim follows.

**Remark 3.1.**
Claim 2: $I_{a,f}(u_0 + a(\bar{x}_0) - \frac{N-2}{4} w_t) < I_{a,f}(u_0) + I_{1,0} \left( a(\bar{x}_0) - \frac{N-2}{4} w_t \right), \forall t > 0$.

Indeed, since $u_0$, $w_t > 0$, taking $a(\bar{x}_0) - \frac{N-2}{4} w_t$ as the test function for (3.17) yields

$$\langle u_0, a(\bar{x}_0) - \frac{N-2}{4} w_t \rangle_{H^s(\mathbb{R}^N)} = \int_{\mathbb{R}^N} a(x) a(\bar{x}_0) - \frac{N-2}{4} w_t^2 dx + a(\bar{x}_0) - \frac{N-2}{4} (f, w_t)_{H^s}$$

Consequently, using the above expression and the fact that $a \geq 1$, we obtain

$$I_{a,f}(u_0 + a(\bar{x}_0) - \frac{N-2}{4} w_t) = \frac{1}{2} \|u_0\|_{H^s(\mathbb{R}^N)}^2 + \frac{a(\bar{x}_0)}{2} \|w_t\|_{H^s(\mathbb{R}^N)}^2 + a(\bar{x}_0) - \frac{N-2}{4} \langle u_0, w_t \rangle_{H^s(\mathbb{R}^N)}$$

$$- \frac{1}{2} \int_{\mathbb{R}^N} a(x) a(\bar{x}_0) - \frac{N-2}{4} w_t^2 dx - (\langle f, w_t \rangle_{H^s})$$

$$= I_{a,f}(u_0) + I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t) + a(\bar{x}_0) - \frac{N-2}{4} \langle u_0, w_t \rangle_{H^s(\mathbb{R}^N)}$$

$$+ \frac{1}{2} \int_{\mathbb{R}^N} a(x) u_0^2 dx + \frac{a(\bar{x}_0)}{2} \int_{\mathbb{R}^N} w_t^2 dx$$

$$- \frac{1}{2} \int_{\mathbb{R}^N} a(x) u_0^2 dx - a(\bar{x}_0) - \frac{N-2}{4} (f, w_t)_{H^s}$$

$$\leq I_{a,f}(u_0) + I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t) + \frac{1}{2} \int_{\mathbb{R}^N} a(x) \left[ 2s \right]_a a(\bar{x}_0) - \frac{N-2}{4} w_t^2 dx - (u_0 + a(\bar{x}_0) - \frac{N-2}{4} w_t) tw_t$$

$$< I_{a,f}(u_0) + I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t).$$

Hence the Claim follows.

A direct computation shows that

$$\lim_{t \to \infty} I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t) = -\infty \quad (3.17)$$

From (3.17) and using the relation

$$\|w_t\|_{H^s(\mathbb{R}^N)}^2 = t^{N-2s}\|W\|_{H^s(\mathbb{R}^N)}^2, \quad \|w_t\|_{L_2^2(\mathbb{R}^N)}^2 = t^N\|W\|_{H^s(\mathbb{R}^N)}^2,$$

a straightforward computation yields that

$$\sup_{t > 0} I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t) = I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_{t_{\max}}), \text{ where } t_{\max} = a(\bar{x}_0)^{-\frac{1}{s}}.$$

Therefore, substituting the value of $t_{\max}$ in the definition of $I_{a,f}$, it is not difficult to check that

$$\sup_{t > 0} I_{1,0}(a(\bar{x}_0) - \frac{N-2}{4} w_t) = a(\bar{x}_0) - \frac{N-2}{4} \left( a(\bar{x}_0)^2 - \frac{1}{2s} \right) \|W\|_{H^s(\mathbb{R}^N)}^2.$$
Hence, using the hypothesis of Proposition 3.2, we have that
\[ \max_{t \in [0,1]} I_{a,f}(i(t)) \geq I_{a,f}(i(t_i)) \geq \inf_{U} I_{a,f}(u) = c_1. \]
Thus, \( \gamma \geq c_1 \geq c_0 = I_{a,f}(u_0) \). Here in the last inequality we have used Lemma 3.2.

**Claim 3:** \( \gamma < I_{a,f}(u_0) + a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)}. \)

It is easy to see that \( \lim_{t \to 0} \| w_t \|_{H^s(\mathbb{R}^N)} = 0 \). Thus, if we define \( \bar{t}(t) = u_0 + a(\bar{x}_0) - \frac{s}{N} \| w_{\bar{t}_0} \|^2, \) then \( \lim_{t \to 0} \| \bar{t}(t) - u_0 \|_{H^s(\mathbb{R}^N)} = 0 \). Consequently, \( \bar{t} \in \Gamma \). Therefore, using (3.18), we obtain
\[
\gamma \leq \max_{t \in [0,1]} I_{a,f}(\bar{t}(t)) = \max_{t \in [0,1]} I_{a,f}(u_0 + a(\bar{x}_0) - \frac{s}{N} \| w_{\bar{t}_0} \|^2) < I_{a,f}(u_0) + a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)}. \]
Thus the claim follows.

Hence
\[ I_{a,f}(u_0) < \gamma < I_{a,f}(u_0) + a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)}. \] (3.19)

**Claim 4:** \( a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)} \leq a(\bar{x}_0) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W). \)

Since \( I_{1,0}(W) = \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)}, \) we observe that
\[ a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)} \leq a(\bar{x}_0) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W) \]
if and only if
\[ \frac{s}{N} a(\bar{x}_0) - \frac{a(\bar{x}_0)^2}{2} \leq 1 + \frac{1}{2s} \geq 0. \] (3.20)

Define
\[ \varphi(t) := \frac{s}{N} \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} - t^2. \]

Then an easy analysis shows that \( \varphi(1) = 0 \) and there exists \( \alpha(N,s) > 1 \) such that \( \varphi(t) > 0 \) for all \( t > \alpha(N,s) \), \( \varphi(t) < 0 \) for \( t \in (1, \alpha(N,s)) \).

Therefore, if \( a(\bar{x}_0) = 1 \) (which is equivalent to \( a \equiv 1 \)) or \( \| a \|_{L^\infty(\mathbb{R}^N)} \geq \alpha(N,s) \) then 3.20 holds.

Hence, using the hypothesis of Proposition 3.2, we have
\[ a(\bar{x}_0) - \frac{s}{N} \left( \frac{a(\bar{x}_0)^2}{2} - \frac{1}{2s} \right) \| W \|^2_{H^s(\mathbb{R}^N)} \leq a(\bar{x}_0) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W) \leq a(x) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W), \]
for all \( x \in \mathbb{R}^N \). Substituting this into (3.19), yields
\[ I_{a,f}(u_0) < \gamma < I_{a,f}(u_0) + a(x) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W) \] for all \( x \in \mathbb{R}^N \).

Using Ekeland’s variational principle, there exists a \((PS)\) sequence \((u_n)_n\) for \( I_{a,f} \) at level \( \gamma \). Doing a standard computation yields \((u_n)_n\) is bounded sequence. Further as, \( \gamma < I_{a,f}(u_0) + a(x) - \frac{s}{N} \| W \|^2_{H^s(\mathbb{R}^N)} I_{1,0}(W) \) (for any \( x \in \mathbb{R}^N \)), from Proposition 2.1 we can conclude that \( u_n \to v_0 \), for some \( v_0 \in H^s(\mathbb{R}^N) \) such that \( I'_{a,f}(v_0) = 0 \) and \( I_{a,f}(v_0) = \gamma \). Further, as \( I_{a,f}(u_0) < \gamma \), we conclude \( v_0 \neq u_0 \).

\[ I'_{a,f}(v_0) = 0 \implies v_0 \text{ is a weak solution to (3.2).} \]

Combining this with Remark 3.1 we conclude the proof of the proposition.

**Lemma 3.3.** If \( \| f \|_{(H^s)'} < C_0 S^\frac{4}{N} \), then (3.3) holds.

**Proof.** Using the given hypothesis, we can obtain \( \varepsilon > 0 \) such that \( \| f \|_{(H^s)'} < C_0 S^\frac{4}{N} - \varepsilon \). Therefore, using Lemma 3.1 we have
\[ \langle f, u \rangle_{H^s} \leq \| f \|_{(H^s)'} \| u \|_{H^s(\mathbb{R}^N)} < \left[ C_0 S^\frac{4}{N} - \varepsilon \right] \| u \|_{H^s(\mathbb{R}^N)} \leq \frac{4s}{N + 2s} \| u \|^2_{H^s(\mathbb{R}^N)} - \varepsilon \| u \|_{H^s(\mathbb{R}^N)}, \]
for all \( u \in U \). Therefore,
\[
\frac{4s}{N + 2s} \|u\|_{H^s(\mathbb{R}^N)}^2 - (H^s)'(f, u)_{H^s} > \varepsilon \|u\|_{H^s(\mathbb{R}^N)}
\]
for all \( u \in U \), i.e.,
\[
\inf_U \left[ \frac{4s}{N + 2s} \|u\|_{H^s(\mathbb{R}^N)}^2 - (H^s)'(f, u)_{H^s} \right] \geq \varepsilon \inf_U \|u\|_{H^s(\mathbb{R}^N)}.
\]
Since, by Remark 3.2 we have \( \|u\|_{H^s(\mathbb{R}^N)} \) is bounded away from 0 on \( U \), the above expression implies
\[
\inf_U \left[ \frac{4s}{N + 2s} \|u\|_{H^s(\mathbb{R}^N)}^2 - (H^s)'(f, u)_{H^s} \right] > 0. \tag{3.21}
\]
On the other hand,
\[
\text{(3.1)} \quad \iff \quad C_0 \frac{\|u\|_{H^s(\mathbb{R}^N)}^{N+2s}}{\|u\|_{L^2(\mathbb{R}^N)}^{N+2s}} - (H^s)'(f, u)_{H^s} > 0 \quad \text{for} \quad \|u\|_{L^2(\mathbb{R}^N)} = 1
\]
\[
\iff \quad C_0 \frac{\|u\|_{H^s(\mathbb{R}^N)}^{N+2s}}{\|u\|_{L^2(\mathbb{R}^N)}^{N+2s}} - (H^s)'(f, u)_{H^s} > 0 \quad \text{for} \quad u \in U
\]
\[
\iff \quad \frac{4s}{N + 2s} \|u\|_{H^s(\mathbb{R}^N)}^2 - (H^s)'(f, u)_{H^s} > 0 \quad \text{for} \quad u \in U. \tag{3.22}
\]
Clearly, (3.21) insures RHS of (3.22) holds. Hence the lemma follows. \( \square \)

**Proof of Theorem 1.2 completed:**

Proof. Combining Proposition 3.1 and Proposition 3.2 with Lemma 4.3 we conclude the proof of Theorem 1.2. \( \square \)

4. PROOF OF THEOREM 1.1

Proof. We observe that
\[
I''_{a, f}(u)(h, h) = \|h\|_{H^s(\mathbb{R}^N)}^2 - (2s - 1) \int_{\mathbb{R}^N} a(x)u_+^{2s - 2}h^2 \, dx \tag{4.1}
\]
Since \( a \in L^{\infty}(\mathbb{R}^N) \), using Hölder inequality and Sobolev inequality, we estimate the second term on the RHS as follows
\[
\int_{\mathbb{R}^N} a(x)u_+^{2s - 2}h^2 \, dx \leq \|a\|_{L^{\infty}(\mathbb{R}^N)} \left( \int_{\mathbb{R}^N} |u|^{2s} \, dx \right)^{\frac{2}{2s}} \left( \int_{\mathbb{R}^N} |h|^{2s} \, dx \right)^{\frac{2}{2s}}
\]
\[
\leq \|a\|_{L^{\infty}(\mathbb{R}^N)} S^{-\frac{2}{2s}} \|u\|_{L^2(\mathbb{R}^N)}^{2s - 2} \|h\|_{H^s(\mathbb{R}^N)}^2.
\]
Thus substituting the above in (4.1) we obtain
\[
I''_{a, f}(u)(h, h) \geq \left( 1 - (2s - 1)\|a\|_{L^{\infty}(\mathbb{R}^N)} S^{-\frac{2}{2s}} \|u\|_{L^2(\mathbb{R}^N)}^{2s - 2} \|h\|_{H^s(\mathbb{R}^N)}^2 \right) \|h\|_{H^s(\mathbb{R}^N)}^2.
\]
Therefore, \( I''_{a, f}(u) \) is positive definite for \( u \in B(r_1) \), with \( r_1 = \left( (2s - 1)\|a\|_{L^{\infty}(\mathbb{R}^N)} S^{-\frac{2}{2s}} \right)^{-\frac{1}{2s - 2}} S^{\frac{2}{2s}} \) and hence \( I_{a, f} \) is strictly convex in \( B(r_1) \).

For \( \|u\|_{H^s(\mathbb{R}^N)} = r_1 \),
\[
I_{a, f}(u) = \frac{1}{2} \|u\|_{H^s(\mathbb{R}^N)}^2 - \frac{1}{2s} \int_{\mathbb{R}^N} a(x)u_+^{2s} \, dx - (H^s)'(f, u)_{H^s}.
\]
Since, \( r_1^{2r^* - 2} = (\frac{1}{(2r^*-1)c_0})\frac{1}{\|a\|_{L^\infty(\mathbb{R}^N)}}S_2 \), we obtain
\[
I_{a,f}(u) \geq \left( \frac{1}{2} - \frac{1}{2c_0(2r^*-1)} \right) r_1^2 - r_1\|f\|_{(H^r)^*}.
\]

Thus there exists \( d > 0 \) such that
\[
\inf_{\|u\|_{H^r(\mathbb{R}^N)} = r_1} I_{a,f}(u) > 0, \quad \text{provided that} \quad 0 < \|f\|_{(H^r)^*} \leq d.
\]

Since \( I_{a,f} \) is strictly convex in \( B(r_1) \) and \( \inf_{\|u\|_{H^r(\mathbb{R}^N)} = r_1} I_{a,f}(u) > 0 = I_{a,f}(0) \), there exists a unique critical point \( u_0 \) of \( I_{a,f} \) in \( B(r_1) \) and it satisfies
\[
I_{a,f}(u_0) = \inf_{\|u\|_{H^r(\mathbb{R}^N)} < r_1} I_{a,f}(u) < I_{a,f}(0), \tag{4.2}
\]
where the last inequality is due to the strict convexity of \( I_{a,f} \) in \( B(r_1) \). Combining this with Remark [5.1] we conclude the proof of the theorem. \( \square \)

**Appendix A. Morrey space**

We recall the definition of the homogeneous Morrey spaces \( L^{r,\gamma}(\mathbb{R}^N) \), introduced by Morrey as a refinement homogeneous of the usual Lebesgue spaces. A measurable function \( u : \mathbb{R}^N \to \mathbb{R} \) belongs to the Morrey space \( L^{r,\gamma}(\mathbb{R}^N) \), with \( r \in [1, \infty) \) and \( \gamma \in [0, N] \) if and only if
\[
\|u\|_{L^{r,\gamma}(\mathbb{R}^N)} := \sup_{R > 0, x \in \mathbb{R}^N} R^{\gamma} \int_{B(x, R)} |u|^r dy.
\]  

(A.1)

From the above definition, it is clear that if \( \gamma = N \) then \( L^{r,N}(\mathbb{R}^N) \) coincides with usual Lebesgue space \( L^r(\mathbb{R}^N) \) for any \( r \geq 1 \) and similarly \( L^{r,0}(\mathbb{R}^N) \) coincides with \( L^\infty(\mathbb{R}^N) \). It is interesting to note that \( L^{r,\gamma} \) experiences same translation and dilation invariance as in \( L^2 \) and therefore of \( \dot{H}^s(\mathbb{R}^N) \) if \( \frac{1}{s} = \frac{N-2r^*}{2r^*} \). Let \( (u)^{r_0,r} \) be the function defined by (2.2). By change of variable formula, one can see that the following equality holds
\[
\|u\|_{L^{r,\gamma}(\mathbb{R}^N)} \equiv \|u\|_{L^{r,\gamma}(\mathbb{R}^N)} = \|u\|_{L^{r,\gamma}(\mathbb{R}^N)},
\]
for any \( r \in [1, 2r^*] \). Next, we recall a result from [14].

**Lemma A.1.** [14] Theorem 1 For any \( 0 < s < N/2 \) there exists a constant \( C \) depending only on \( N \) and \( s \) such that, for any \( 2/2^* \leq \theta < 1 \) and for any \( 1 \leq r < 2^* \),
\[
\|u\|_{L^{2r^*,s}(\mathbb{R}^N)} \leq C\|u\|_{\dot{H}^s(\mathbb{R}^N)}\|u\|^{1-\theta}_{L^{r,s-2/s}(\mathbb{R}^N)}\|u\|^{\theta}_{L^{2r^*,r-2/r}(\mathbb{R}^N)} \quad \text{for all } u \in \dot{H}^s(\mathbb{R}^N).
\]

Note that using the Hölder inequality, we also have \( L^{2r^*,s}(\mathbb{R}^N) \hookrightarrow L^{r,s-2/r}(\mathbb{R}^N) \) is continuous, i.e., there exists a constant \( C = C(N,s) \) such that
\[
\|u\|_{L^{r,s-2/r}(\mathbb{R}^N)} \leq C\|u\|_{L^{2r^*,s}(\mathbb{R}^N)} \quad \text{for all } u \in L^{2r^*,s}(\mathbb{R}^N).
\]  

(A.2)

For more details about the Morrey spaces, we refer to [14].

**Acknowledgement:** M. Bhakta wishes to express her sincere gratitude to the Dipartimento di Matematica e Informatica of the Università degli Studi di Perugia, where part of this work started during a visit of her to that institution. The research of M. Bhakta is partially supported by the SERB MATRICS grant (MTR/2017/000168).

P. Pucci was partly supported by the Italian MIUR project Variational methods, with applications to problems in mathematical physics and geometry (2015KB9WPT_009) and is member of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM). P. Pucci was also partly supported by of the Fondo
MULTIPLICITY OF POSITIVE SOLUTIONS

References

[1] Alarcón, S.; Tan, J., Sign-changing solutions for some nonhomogeneous nonlocal critical elliptic problems. *Discrete Contin. Dyn. Syst.* 39 (2019), no. 10, 5825–5846.

[2] Ambrosetti, A., Critical points and nonlinear variational problems, *Mém. Soc. Math., France (N.S.)*, 49 (1992), 139 pp.

[3] Bhakta, M.; Chakrabarty, S.; Ganguly, D., Existence and Multiplicity of positive solutions of certain nonlocal scalar field equations. preprint. arXiv: 1910:07919.

[4] Cao, D.M.; Zhou, H.S., Multiple positive solutions of nonhomogeneous semilinear elliptic equations in \(\mathbb{R}^N\), *Proc. Roy. Soc. Edinburgh* 126 A (1996), 443–463.

[5] Chen, W.; Li, C.; Ou, B., Classification of solutions for an integral equation, *Comm. Pure Appl. Math.* 59 (2006), no. 3, 330–343.

[6] Clapp, M.; del Pino, M.; Musso, M. Multiple solutions for a non-homogeneous elliptic equation at the critical exponent. *Proc. Roy. Soc. Edinburgh Sect. A* 134 (2004), no. 1, 69–87.

[7] Corrêa, J. N.; Figueiredo, G. M., Existence of positive solution of the equation \((-\Delta)^s u + a(x)u = |u|^{2^*_s - 2}u).* Calc. Var. Partial Differential Equations* 58 (2019), no. 2, Art. 63, 39 pp.

[8] Del Pezzo, L. M.; Quaas, A., A Hopf’s lemma and a strong minimum principle for the fractional \(p\)-Laplacian. *J. Differential Equations* 263 (2017), no. 1, 765–778.

[9] Del Pino, M.; Felmer, P. L., Local Mountain Pass for semilinear elliptic problems in unbounded domains, *Calc. Var. Partial Differential Equations* 4 (1996), no. 2, 121–137.

[10] Ding, W.Y.; Ni, W.–M., On the existence of positive entire solutions of a semilinear elliptic equation, *Arch. Rat. Mech. Anal.* 91 (1986), no. 3, 283–308.

[11] Jeanjean, L., Two positive solutions for a class of nonhomogeneous elliptic equations, *Differential Integral Equations* 10 (1997), no. 4, 609–624.

[12] Lions, P.–L., The concentration-compactness principle in the calculus of variations. The locally compact case. II. *Ann. Inst. H. Poincaré Anal. Non Linéaire* 1 (1984), no. 4, 223–283.

[13] Musso, M., Sign-changing blowing-up solutions for a non-homogeneous elliptic equation at the critical exponent. *J. Fixed Point Theory Appl.* 19 (2017), no. 1, 345–361.

[14] Palatucci, G.; Pisante, A., Improved Sobolev embeddings, profile decomposition, and concentration-compactness for fractional Sobolev spaces, *Calc. Var. Partial Differential Equations* 50 (2014), no. 3-4, 799–829.

[15] Palatucci, G.; Pisante, A., A global compactness type result for Palais-Smale sequences in fractional Sobolev spaces, *Nonlinear Anal.* 117 (2015), 1–7.

[16] Shang, X.; Zhang, J.; Yang, Y., Positive solutions of nonhomogeneous fractional Laplacian problem with critical exponent. *Commun. Pure Appl. Anal.* 13 (2014), no. 2, 567–584.

[17] Smets, D., Nonlinear Schrödinger equations with Hardy potential and critical nonlinearities, *Trans. Amer. Math. Soc.* 357 (2005), no. 7, 2909–2938.

[18] Struwe, M., Variational methods. Applications to nonlinear partial differential equations and Hamiltonian systems, Fourth edition, *Ergebnisse der Mathematik und ihrer Grenzgebiete, 3. Folge. A Series of Modern Surveys in Mathematics* 34, Springer-Verlag, Berlin, 2008, xx+302 pp.

[19] Tarantello, G., On nonhomogeneous elliptic equations involving critical Sobolev exponent. *Ann. Inst. H. Poincaré Anal. Non Linéaire* 9 (1992), no. 3, 281–304.

[20] Wang, F.; Zhang, Y., Existence of multiple positive solutions for nonhomogeneous fractional Laplace problems with critical growth, *Bound. Value Probl.* 2019, Paper No. 169, 21 pp.

[21] Willem, M., Minimax theorems. Progress in Nonlinear Differential Equations and their Applications, 24, *Birkhäuser Boston, Inc.*, Boston, MA, 1996; x+162 pp.

[22] Yamabe, H., On a deformation of Riemannian structures on compact manifolds, *Osaka Math. J.* 12 (1960), 21–37.