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ABSTRACT

In the dataset of image captioning, each image is aligned with several descriptions. Despite the fact that the quality of these descriptions varies, existing captioning models treat them equally in the training process. In this paper, we propose a new control signal of sentence quality, which is taken as an additional input to the captioning model. By integrating the control signal information, captioning models are aware of the quality level of the target sentences and handle them differently. Moreover, we propose a novel reinforcement training method specially designed for the control signal of sentence quality: Quality-oriented Self-Annotated Training (Q-SAT). Extensive experiments on MSCOCO dataset show that without extra information from ground truth captions, models controlled by the highest quality level outperform baseline models on accuracy-based evaluation metrics, which validates the effectiveness of our proposed methods.

Index Terms—Image Captioning, Control Signal, Sentence Quality, Quality-oriented Self-Annotated Training

1. INTRODUCTION

Image captioning [1, 2] aims to describe the visual content of an image with natural language. This task requires to combine knowledge from computer vision to extract visual information and natural language processing to generate fluent sentences. Applications of image captioning include content-based retrieval and visually impaired people assistance.

Each image in the dataset of image captioning is usually labeled with several different descriptions. Existing models regard these descriptions as ground truth captions and treat them equally during training. However, they ignore that the quality of such descriptions aligned with the same image is different. Figure 1 shows an example from MSCOCO [3] dataset. As we can see, captions 1-4 mainly describe salient objects, their attributes and relationships in the image. They are consistent with mainstream ground truth captions, which are more instructive for the convergence of the captioning model. These captions are classified into “high quality”. On the contrary, Descriptions like caption 5 pay more attention to some inconspicuous details in the image. They usually have a strong personal style and make the model convergence difficult. Completely discarding such “low quality” sentences is a very straightforward method. However, it will greatly hurt the diversity of captioning models. In order to treat descriptions differently according to their quality levels while maintaining the diversity of models, we turn to the field of controllable image captioning. The controllable image captioning (CIC) task aims to generate captions conditioned on designated control signals such as image regions [4] or sentence length [5]. In this paper, we propose a new control signal for CIC tasks: sentence quality. In the training process, captioning models take the sentence quality level as an additional input. By integrating the control signal information into the input, CIC models naturally relate the input quality level with the output sentence, thus learning the meaning of sentence quality. In the evaluation stage, when a specific quality level is determined, the CIC model will review captions of the same level in the training phase and generate sentences of corresponding quality. That is, CIC models are able to generate sentences of different quality levels as needed.

It has been proved in [6] that conventional reinforcement training methods are not applicable to CIC tasks. Therefore,
we propose a novel reinforcement training method: Quality-oriented Self-Annotated Training (Q-SAT), which is based on Self-Annotated Training (SAT) [6] and specially designed for the control signal of sentence quality. Compared to SAT method, we makes some improvements at the beginning to determine the center level of sampled sentences for a given image, which help to reduce the subsequent control signal changes and improve the overall performance of CIC models. Moreover, we design an additional step to retain the optimization of samples resulting in lower rewards than baseline, which is discarded in SAT method since it leads to instability in the training process. Extensive experiments conducted on MSCOCO dataset [3] demonstrate that, without additional information from ground truth captions, models controlled by the highest quality level outperform baseline models on accuracy-based evaluation metrics. The improvement of models trained with cross entropy loss or Q-SAT method validates the effectiveness of our proposed control signal of sentence quality and Q-SAT method.

2. METHOD

2.1. Embedding Method

In this work, we divide captions into several levels according to their quality. Since sentence quality is an abstract concept, we define the quality of sentence $Y$ as the CIDEr [7] score computed with all ground truth captions. The specific settings of control levels related to its CIDEr score during cross entropy training and reinforcement training [8] are shown in Table 1 respectively. We try to make the number of samples at each level as evenly distributed as possible.

Given an input caption $Y = \{y_1, y_2, \ldots, y_T\}$, we first calculate its CIDEr score and assign $Y$ into a specific level $\beta$ according to Table 1. Then, the quality level embedding for each word is computed by $e_\beta = W^T \Pi_\beta$, where $W^T$ is a quality level embedding matrix and $\Pi_\beta$ is the one-hot representation of $\beta$. The final representation $x_t$ of each word $y_t$ is constructed by adding the quality level embedding $e_\beta$ with the word embedding $e_{y_t}$ and, optionally (for Transformer-based [9] decoder), its positional embedding $e_{p_t}$:

$$x_t = e_\beta + e_{y_t} + e_{p_t}. \quad (1)$$

In this way, the quality level information is fused into the word embedding, which enables us to control the quality of generated sentences from the exterior. We can easily achieve this goal by replacing the original word embedding with $x_t$, as the input of the decoder of captioning models.

2.2. Quality-oriented Self-Annotated Training

Reinforcement training is crucial to CIC tasks since it can solve the problem of exposure bias and inconsistency between the optimizing function and evaluation metrics. However, it has been proved in [6] that conventional reinforcement training are not applicable to most CIC tasks. Therefore, we choose SAT method proposed in [6] as the baseline method.

In this paper, we propose a novel reinforcement training method designed for quality signal: Quality-oriented Self-Annotated Training (Q-SAT). Algorithm 1 summarizes the entire process of our Q-SAT method. Given a controllable captioner $C$, an image $I$ and its $k$ paired ground truth captions $G = \{G_1, G_2, \cdots, G_k\}$, we first randomly initialize $k$ control signal levels $\beta^{init} = \{\beta_1^{init}, \beta_2^{init}, \cdots, \beta_k^{init}\}$. Then, $k$ sentences $Y^s = \{Y_1^s, Y_2^s, \cdots, Y_k^s\}$ are sampled by the Monte-Carlo strategy with the input of $I$ and $\beta^{init}$, where $Y^s = C(I, \beta^{init})$. For each sampled sentence $Y_i^s$ in $Y^s$, we calculate the CIDEr score between it and $G$, and finally obtain the average CIDEr score of $Y^s$, which corresponds to the quality level $\beta^{avg}$. The above steps are to determine the center level of the CIC model for image $I$. It means that sampled sentences probably fall into the quality level $\beta^{avg}$ for image

| $\beta$ | CIDEr score $x$ | $\beta$ | CIDEr score $x$ |
|---|---|---|---|
| 0 | $x \leq 2.3$ | 0 | $x \leq 0.7$ |
| 1 | $2.3 < x \leq 2.5$ | 1 | $0.7 < x \leq 1.3$ |
| 2 | $x > 2.5$ | 2 | $x > 1.3$ |

Table 1: Specific settings of control levels of sentence quality during cross entropy training and reinforcement training.

Algorithm 1 Training Procedure of Q-SAT Method

**Input:** given image $I$, paired ground truth captions $G = \{G_1, G_2, \cdots, G_k\}$

**Output:** controllable captioner $C$

1. for epoch in $[M, N]$ do
2. Randomly initialize $k$ control signal levels $\beta^{init} = \{\beta_1^{init}, \beta_2^{init}, \cdots, \beta_k^{init}\}$.
3. Use Monte-Carlo strategy to sample $k$ captions $Y^s = \{Y_1^s, Y_2^s, \cdots, Y_k^s\}$ where $Y_i^s = C(I, \beta_i^{init})$.
4. Calculate the average CIDEr score $S_{avg}$ based on $Y^s$.
5. Calculate the average control signal level $\beta^{avg}$ based on $S_{avg}$.
6. Use Monte-Carlo strategy to sample $k$ captions $Y^t = \{Y_1^t, Y_2^t, \cdots, Y_k^t\}$ where $Y_i^t = C(I, \beta_i^{avg})$ and get its corresponding output distribution $p(Y_i^t | I, \beta_i^{avg})$.
7. for each caption $Y_i^t$ do
8. Calculate the reward $r(Y_i^t)$ and the control signal level $\beta_i^t$ based on $Y_i^t$.
9. Change $\beta_i^t$ to $\beta_i^{ns}$ as in Eq. (2).
10. Generate output distributions $p(Y_i^{ns} | I, \beta_i^{ns})$.
11. Change the output distribution $p(Y_i^t | I, \beta_i^{avg})$ to $p(Y_i^{ns} | I, \beta_i^{ns})$ as in Eq. (3).
12. end for
13. Optimize $C$ with Eq. (4).
14. end for
\( I \), which can reduce the subsequent control signal changes in algorithm step 9. The ablation study in Section 3.3 demonstrates the necessity of this improvement.

Following the recursive annotation mechanism [6], we take \( \beta_{avg} \) as input to generate \( k \) sentences \( Y^t = \{ Y^t_1, Y^t_2, \ldots, Y^t_k \} \) and obtain their corresponding output distributions \( p(Y^t_i | I, \beta_{avg}) \) with the Monte-Carlo strategy for another iteration. For each sentence \( Y^t_i \), we compute the reward \( r(Y^t_i) \) and the corresponding control level \( \beta_{ns}^i \). During SAT [6] method, samples resulting in lower rewards than baseline \( b \) are not optimized because they lead to instability in the training process. In our Q-SAT method, we retain the optimization of these sentences. Since the instability mainly results from suppressing the output probability of sentences which are not sampled by the model itself, we change \( \beta_i^r \) to \( \beta_{ns}^i \):

\[
\beta_{ns}^i = \begin{cases} 
\beta_i^r, & r(Y^t_i) \geq b \\
\beta_{avg}, & r(Y^t_i) < b.
\end{cases}
\]  

(2)

After that, the model regards \( Y^t_i \) as the target caption and predicts output distributions conditioned on \( I \) and \( \beta_{ns}^i \), i.e. \( p(Y^t_i | I, \beta_{ns}^i) \) as the process of cross entropy training. Then, we update \( p(Y^t_i | I, \beta_{ns}^i) \) to \( p'(Y^t_i | I, \beta_{ns}^i) \) due to the existence of dropout:

\[
p'(Y^t_i | I, \beta_{ns}^i) = \begin{cases} 
p(y(Y^t_i | I, \beta_{avg})), & \beta_{avg} = \beta_{ns}^i \\
p(y(Y^t_i | I, \beta_{ns}^i)), & \beta_{avg} \neq \beta_{ns}^i.
\end{cases}
\]  

(3)

Finally, the CIDEr reward \( r(Y^t_i) \) and the distribution \( p'(Y^t_i | I, \beta_{ns}^i) \) are sent into Eq. (4) to optimize the model:

\[
\nabla_\theta L_{RL}(\theta) = \frac{1}{k} \sum_{i=1}^{k} (r(Y^t_i) - b) \nabla_\theta \log(p'_0(Y^t_i | I, \beta_{ns}^i)).
\]  

(4)

where \( b = (\sum_i r(Y^t_i))/k \) is the baseline, computed as the mean of the rewards obtained by the sampled captions.

2.3. Inference

It should be noted that the goal in this work is different from that in [6]. For the sentence attribute signal, [6] focuses more on improving controllability when faced with different control signals. In the evaluation phase, the control level is computed from each ground truth caption and then sent into the CIC model to generate the caption of the same attribute. In this case, the generated caption and the ground truth caption are in one-to-one correspondence, so the final result is calculated between them. By contrast, for the sentence quality signal, extra information from the ground truth captions is not needed in the inference stage. We fix the control level of sentence quality to the highest level, which drives the CIC model to generate high-quality sentences. Section 3.4 validates they are better than descriptions generated from regular captioning models. The final performance of the model is computed between the generated caption and all ground truth captions paired with the same image. Therefore, the performance of the CIC model controlled by the sentence quality signal is comparable to the existing regular captioning models, since it does not require extra information from the ground truth captions. Except for the highest quality level, other quality levels are used to improve the diversity of the model. For a given image, our model can generate various descriptions.

3. EXPERIMENTS

3.1. Datasets and Evaluation Metrics

We evaluate our proposed method on the MSCOCO dataset [3] and follow the setting of Karpathy’s split [10]. To evaluate the quality of generated captions, we calculate evaluation metrics including BLEU [11], ROUGE-L [12], METEOR [13], CIDEr [7] and SPICE [14].

3.2. Evaluation on Control Signals of Sentence Quality

To prove that our control signal is able to determine the sentence quality, we show the performance of baseline models controlled by different quality levels in Table 2. The vanilla Transformer model is trained with conventional RL method [8] while models equipped with the control signal of sentence quality are trained with our Q-SAT method.

**Controllability.** In terms of cross entropy training, we can observe that the quality of generated sentences varies greatly between different control levels. As the sentence quality level increases, the CIC model generates higher quality captions. For reinforcement training, there is still a gap in accuracy between the highest and the lowest quality level. It can be seen that between adjacent levels, sentences of high quality level surpass those of low quality level in most evaluation metrics.

We notice that the gap of metrics between levels in reinforcement training is not as big as that in cross entropy training. It is caused by the fact that the difference between generated captions from trained models (RL training) is smaller than that between ground truth captions (XE training). The experiment proves that models can be externally controllable through the quality signal.

**Accuracy.** Compared with the baseline model, the model controlled by the highest level of sentence quality performs much better in accuracy. In terms of cross entropy training, the baseline model equipped with the highest quality level has a boost improvement over nearly all metrics. Among them, the BLEU-4 and CIDEr-D scores of Transformer+quality(2) outperform the baseline 0.7 / 2.6 respectively. With regard to reinforcement training, they achieve BLEU-4 / CIDEr-D scores of 39.5 / 131.4, which surpass the results of baseline models a lot. The experiment shows that the introduction of the quality signal can improve the accuracy.
Table 2: Performance comparisons between baseline models controlled by different levels of sentence quality, where B-1, B-4, M, R, C and S are short for BLEU1, BLEU4, METEOR, ROUGE-L, CIDEr-D and SPICE scores respectively. All values are reported as percentage (%). † denotes our trained model based on the publicly available source code.

Table 3: Settings and results of ablation studies on the Karpathy test split. Top one result on each metric is in bold.

Table 4: Comparison with the state of the art on MSCOCO Karpathy split. Top one result on each metric is in bold.

3.3. Ablation Study

In the ablation study, we select Transformer [9] as our baseline model and fix the quality level to the highest level. Since our Q-SAT method mainly makes two improvements (step 2-5 and step 9 in Algorithm 1) compared to the original SAT method, we explore their respective roles in this section.

From Table 3, we have the following observations: 1) Since the SAT method is designed for CIC tasks, it is not suitable for the control signal of sentence quality. The model trained with SAT method performs even worse than that trained with conventional reinforcement learning methods. It means that with SAT method, the introduction of control signal of sentence quality has a negative effect, which is opposite to the results of cross entropy training. Therefore, it is necessary to make some targeted improvements for the control signal of sentence quality. 2) By adding the step 2-5, the CIC model improves the CIDEr-D score from 129.0 to 129.7. It proves our motivation that determining the center level for a given image help to reduce subsequent control signal changes in step 9, which improves the overall performance of the CIC model. 3) The SAT method discards the optimization of samples resulting in lower rewards than baseline, which is a significant loss for updating. We add the step 9 to retain the optimization of these sentences, boosting the CIDEr-D score from 129.0 to 130.8 on the SAT baseline. 4) When the two parts are combined together, which is a complete version of Q-SAT method, the CIC model achieves the best performance (131.4 on CIDEr-D and 23.0 on SPICE). The experiments above validate the effectiveness of the targeted improvements in our Q-SAT method.

3.4. Comparison with Previous Works

Table 4 reports the results of our Q-SAT method in comparison with the aforementioned state-of-the-art models, which use captions predicted from a single model and optimization on the CIDEr-D score. As shown in Table 4, DLCT+Q-SAT achieves the best performance in all evaluation metrics except METEOR. In particular, it advances the current state of the art on CIDEr-D by 0.8 points. Compared with previous works, our model benefits from the control signal of sentence quality, thus generating high-quality descriptions.

4. CONCLUSION

In this paper, we propose a new control signal of sentence quality. It aims to make models aware of the quality level of target sentences and treat them differently. Without additional information from ground truth captions, models controlled by the highest quality level surpass baseline models on accuracy-based evaluation metrics. Moreover, we propose a novel reinforcement training method called Quality-oriented Self-Annotated Training. The Q-SAT method is specially designed for the control signal of sentence quality and further enhances the accuracy of CIC models. Extensive experiments validate the effectiveness of our proposed methods.
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