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Abstract
We establish several results combining discrete Morse theory and microlocal sheaf theory in the setting of finite posets and simplicial complexes. Our primary tool is a computationally tractable description of the bounded derived category of sheaves on a poset with the Alexandrov topology. We prove that each bounded complex of sheaves on a finite poset admits a unique (up to isomorphism of complexes) minimal injective resolution, and we provide algorithms for computing minimal injective resolutions, as well as several useful functors between derived categories of sheaves. For the constant sheaf on a simplicial complex, we give asymptotically tight bounds on the complexity of computing the minimal injective resolution with this algorithm. Our main result is a novel definition of the discrete microsupport of a bounded complex of sheaves on a finite poset. We detail several foundational properties of the discrete microsupport, as well as a microlocal generalization of the discrete homological Morse theorem and Morse inequalities.
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1 Introduction
A motif of twentieth-century mathematics is the investigation of global structures via local inquiry. Here, we build on two instances of this global-local theme.

The first instance is Morse theory. Classically, Morse theory studies the global topological structure of a manifold by (locally) analyzing critical points of a real-valued smooth function on the manifold [Mil63, Mor25]. Morse theory has since been generalized to stratified spaces [GM88] and applied to many areas of mathematics. Recently, Forman applied these ideas to study cell complexes, and in doing so initiated the study of discrete Morse theory [For02, For98]. Forman’s reformulation has since led to many advances in applied and computational topology [Nan19, NTT18, DW14, HMMN14, MN13, Sko06].

The second instance is sheaf theory, the poster child of the global-local motif. Introduced by Leray [Ler45] and modernized by Grothendieck (with numerous contributions from Cartan, Serre, Verdier, Deligne, and many others), sheaf theory is a general framework combining homological algebra and topology (see ‘A Short History: Les débuts de la théorie des faisceaux’ by Houzel in [KS94] for a beautiful synopsis of the historical development of sheaf theory). Analogous to the recent expansion of discrete Morse theory, a growing body of research studies sheaves on cell complexes with applications in applied
and computational topology [MP21, Nan20, CP20, CMTIS, Cur15, CCGN16, Cur14]. However, the utility of sheaf theory is most fully realized when working in the setting of derived categories. Computational aspects of derived cellular sheaf theory are explored in [BG22, BP21, BGO19, Cur14, She85]. Despite these advances, algorithms for many useful computations within derived cellular sheaf theory remain (to the best of our knowledge) underdeveloped.

At the intersection of Morse theory and derived sheaf theory lies microlocal geometry. The ‘microlocal’ perspective of sheaf theory originates from Sato’s study of singularities within systems of linear differential equations [SKK73, Sat71]. This perspective considers the propagation of various local structures (such as local solutions of differential equations or homological vanishing properties of sheaves) along different directions within (the cotangent bundle of) a manifold. Microlocal geometry (and its relatives) have far-reaching applications throughout modern mathematics, including intersection cohomology and perverse sheaf theory [Gar20, GM83], enumerative geometry [Bel09], symplectic geometry [NZ09], and representation theory [ABV92] (to name a few).

This paper introduces a discrete analog of two important concepts of microlocal geometry, originally introduced by Kashiwara–Schapira for manifolds. The first is the notion of microsupport, which quantifies the cohomological vanishing properties of sheaves on ‘local half-spaces’ [KS85, KSS2]. The second is a microlocal generalization of the Morse theorem and inequalities, which exchanges singular homology and Euler characteristics with hypercohomology and the Euler–Poincare index [ST92, Kas85, KM83].

Before concluding this introduction with a summary of these results, we first give a brief sketch of an indispensable prerequisite: a systematic treatment of computational derived sheaf theory.

**Computational Derived Sheaf Theory.** Sheaves use algebra to model relationships between local and global properties of a topological space. When the topological space is a poset with the Alexandrov topology, a *sheaf* (of finite-dimensional vector spaces), $F$, is defined by associating a finite-dimensional vector space, $F(\sigma)$, to each element, $\sigma$, and a linear map, $F(\sigma \leq \tau) : F(\sigma) \to F(\tau)$, to each relation, $\sigma \leq \tau$ (subject to commutativity requirements, see Definition 2.2). The utility of this definition is also its foil: the high level of generality encompasses many pathologies. A common strategy for analyzing such a complicated mathematical structure is to approximate or represent it with a collection of simpler, or at least more familiar, objects; the goal is to refrain questions concerning the complex structure as questions about the building blocks which represent it. Illustrations of this strategy permeate mathematics. The first tool of this paper is a particular instance of this phenomenon: *injective resolutions*. An injective resolution represents a given sheaf (much like a Fourier series represents a periodic function) with an exact sequence of *injective sheaves*, which admit many desirable properties. Efficient algorithms for computing injective resolutions are a first step toward applying well-established and powerful theoretical results from derived sheaf theory to computational topology. In this paper, we aim to present this theory in an explicit and computationally amenable framework.

An injective sheaf (Definition 2.5), $I$, is a sheaf such that each morphism of sheaves $G \to I$ (Definition 2.4) can be extended to a morphism $F \to I$, whenever $G \subset F$. Injective sheaves admit many beneficial features which general sheaves lack (see, for example, Lemma 2.10, Proposition 2.11, and Lemma 2.12). From the perspective of homological algebra, injective sheaves are the ‘basic’ objects with which we aim to represent a general sheaf. However, standard operations in linear algebra are insufficient for such a representation. For example, if a sheaf is not already injective, then it does not decompose into a direct sum of injective sheaves. Instead, we will represent a given sheaf $F$ with an injective resolution (Definition 3.4): an exact sequence, $0 \to F \to I^0 \to I^1 \to I^2 \to \cdots$, such that each $I^j$ is an injective sheaf.

Injective resolutions, a fundamental ingredient for homological algebra, are used to study sheaves from the ‘derived’ perspective, i.e. as objects in a derived category (Definition 4.3). These derived categories unify and generalize many variants of (co)homology, such as simplicial cohomology, Borel–Moore homology, intersection cohomology, etc. For example, simplicial cohomology (and level-set persistent cohomology, see [BGO19]) can be computed from an injective resolution of the constant sheaf (see Example 2.3 and Section 5), illustrating that even an injective resolution of the constant sheaf contains subtle topological information. Several recent works point to the potential benefits of applying derived sheaf theory to the study of persistent homology [BP21, BGO19, BG22, Cur14, KS18, KS21]. We approach this subject from a computational perspective to help bridge gaps between applied topology and derived sheaf theory. With this goal in mind, we aim to limit the mathematical prerequisites of our approach whenever possible (a choice that often comes at the cost of brevity).
Main Results. Broadly, this paper develops computational methods for the bounded derived category sheaves of finite-dimensional vector spaces on finite posets with the Alexandrov topology. Our main contributions are:

1. We establish the existence and uniqueness of a minimal injective resolution of a given complex of sheaves (Theorem 3.7, Corollary 3.8, Theorem 4.4). We give an inductive algorithm for computing minimal injective resolutions (Algorithm 3), and prove correctness of the algorithm (Section 3.3.2).

2. For the constant sheaf on a simplicial complex, we give an asymptotically tight bound on the complexity of Algorithm 3 (Proposition 3.22 and Corollary 3.23).

3. We give an explicit description of the set of objects and morphisms for (a skeleton of) the bounded derived category of sheaves on a finite poset (Definition 4.9).

4. We give algorithms for computing right derived (proper) pushforward and (proper) pullback functors along order preserving maps of posets (Section 5).

5. We give a novel definition of the discrete microsupport for a complex of sheaves in the derived category of sheaves on a finite poset (Definition 6.3).

6. We prove a microlocal generalization of the discrete Morse theorem and inequalities (Theorem 6.6 and 6.7).

7. A python software package implementing the algorithms developed in this paper is freely available at https://github.com/OnDraganov/desc [BD22].

One pedagogical benefit of our approach is that while sheaf theory is an indispensable component of our proofs, the computations we describe make no fundamental use of sheaves or category theory, hopefully making these calculations more accessible to anyone with knowledge of linear algebra and elementary poset combinatorics.

Comparison to Prior Work. Both derived sheaf theory and Morse theory are rich subjects that have been thoroughly studied for several decades. There are many textbooks on sheaf theory [Bre97, KS94, Iye86] and several publications which study sheaves on finite topological spaces. In [She85], Shepard relates sheaves on finite cell complexes (viewed as posets) to the classical setting of constructible sheaves on stratified topological spaces. In [Lad08a, Lad08b], Ladkani studies the homological properties of finite posets and introduces combinatorial criteria guaranteeing derived equivalences between categories of sheaves. In [Cur14], Curry establishes a connection between sheaf theory and persistent homology. More recently, several publications expand on the work initiated by Curry on applications of derived sheaf theory to persistent homology [BG22, BP21, KS21, BGO19, KS18]. In a set of lecture notes, Goresky beautifully explains derived and perverse sheaf theory in both the Whitney stratified and cellular settings [Gor21]. There are also several closely related works on discrete Morse theory. Notably, Nanda [Nan19] describes a categorical localization procedure for Morse-theoretic cellular simplification which relates to sheaf propagation and our definition of microsupport (Definition 6.3). Additionally, Sköldberg gives an algebraic approach to discrete Morse theory by studying reductions of chain complexes that preserve the homotopy type of the complex [Skö06]. This work is reminiscent of the derived category approach we take in Section 4. Motivated by these advances and the potential to develop new techniques for computational topology, we aim to establish preliminary results on computational aspects of derived sheaf theory for finite topological spaces. The contributions of this paper are the first of our knowledge to use discrete Morse theory to study the microsupport of derived sheaves from a computational perspective.

Acknowledgements. We thank François Petit for the useful discussions and helpful feedback on an earlier version of the manuscript. We thank Herbert Edelsbrunner and Sebastiano Cultrera di Montesano for teaching a course on discrete Morse theory at the Institute of Science and Technology Austria in the spring of 2022, during which much of this work was completed.
2 Background and Preliminary Results

In this paper we study finite-dimensional vector space valued sheaves on finite posets and simplicial complexes. We begin by recalling preliminary definitions and results, drawing heavily from [Cur14, Cur18, She55, Lad08a, Gor21]. Throughout the paper we fix a field $k = \mathbb{Z}_2$.

For elements $\pi, \tau$ in a poset $\Pi$, we write $\pi <_1 \tau$ if $\pi \leq \tau$ and there is no other element between $\pi$ and $\tau$. We use some of the standard terminology from simplicial complexes for general posets: the star of an element $\sigma$ is $\text{St} \sigma = \{ \tau \in \Pi \mid \sigma \leq \tau \}$, the boundary is $\text{bnd}(\sigma) = \{ \tau \in \Pi \mid \tau <_1 \sigma \}$, and the coboundary is $\text{cobnd}(\sigma) = \{ \tau \in \Pi \mid \sigma <_1 \tau \}$. A chain $\pi_0 < \cdots < \pi_n$ has length $n$, and the height of a poset is the greatest length over all its chains. This corresponds to dimension if $\Pi = (\Sigma, \subseteq)$ is the face poset of a simplicial complex. An abstract simplicial complex $\Sigma$ on a vertex set $V$ is a system of subsets of $V$ such that $A \subseteq B \in \Sigma$ implies $A \in \Sigma$.

**Definition 2.1.** Let $\Pi$ be a finite poset. Then $\Pi$ is a $T_0$-topological space with the Alexandrov topology, where open sets are those with upward closure in the partial relation:

$$U \subset \Pi$$

is open if and only if $\tau \in U$ implies $\gamma \in U$ for each $\gamma \geq \tau$.

**Definition 2.2.** A sheaf $F$ on a finite poset $\Pi$ is an assignment of a finite-dimensional $k$-vector space $F(\pi)$ to each element $\pi \in \Pi$, and an assignment of a linear map

$$F(\tau \leq \gamma) : F(\tau) \to F(\gamma)$$

to each face relation $(\tau \leq \gamma) \in \Pi$, such that

1. $F(\tau \leq \tau) = \text{id}_{F(\tau)}$, and
2. $F(\tau \leq \gamma) \circ F(\sigma \leq \tau) = F(\sigma \leq \gamma)$, for each triple $\sigma \leq \tau \leq \gamma \in \Pi$.

**Example 2.3.** The constant sheaf, denoted $k_\Pi$, on a poset $\Pi$, assigns to each element $\pi \in \Pi$ the one-dimensional vector space, $k$, and to each relation, $(\pi \leq \tau) \in \Pi$, the identity map $\text{id}_k$.

**Definition 2.4.** A natural transformation, $\eta : F \to G$, between two sheaves on $\Pi$, is a collection of linear maps $\eta(\pi) : F(\pi) \to G(\pi)$ for each $\pi \in \Pi$, such that

$$G(\tau \leq \gamma) \circ \eta(\tau) = \eta(\gamma) \circ F(\tau \leq \gamma),$$

for each $(\tau \leq \gamma) \in \Pi$. For a natural transformation $\eta : F \to G$, the kernel, cokernel, image, and coimage are taken point-wise, defining sheaves on $\Pi$:

$$(\ker \eta)(\pi) := \ker(\eta(\pi)), \quad (\text{ker} \eta)(\pi \leq \tau) := F(\pi \leq \tau)|_{\ker \eta(\pi)}.$$

Moreover, if $\ker \eta(\pi) = 0$ for each $\pi \in \Pi$, we say that $\eta$ is injective. We write $G/F := \text{coker} \eta$ if $\eta$ is an injection clear from the context.

**Definition 2.5.** A sheaf $I$ is called injective if for each injective natural transformation $A \hookrightarrow B$, any given natural transformation $A \to I$ can be extended to $B \to I$: 

$$0 \to A \to B \quad \xrightarrow{i} \quad I$$

\[ \forall \]
This condition is always satisfied for sheaves over a single point space (i.e., the assignment of a single vector space to a point): we can extend any linear map on a subspace to the whole space by mapping a complement space to 0. This property does not hold in general for sheaves. The following two examples show sheaves that are not injective.

**Example 2.6.** We describe a sheaf $F$ on a poset with two elements $\sigma \leq \tau$ which is not injective. Fix any vector space $W \neq 0$, and let $F(\sigma) = 0$ and $F(\tau) = W$. This sheaf injects in a sheaf $G$ given by $G(\sigma) = W = G(\tau)$ with $G(\sigma \leq \tau) = \text{id}$. We claim that $F \xrightarrow{\text{id}} F$ cannot be extended to $G \xrightarrow{?} F$.

$$
\begin{array}{ccc}
0 & \rightarrow & F \\
\text{id} & \downarrow & G \\
& \text{id} & \downarrow \text{?} \\
& F \\
\end{array}
$$

Indeed, the triangle on the left diagram commutes iff the right diagram commutes. The only way to make the right square commute is to set both horizontal maps to 0. But then the top triangle does not commute.

The same reasoning applies for any sheaf on any poset with a non-zero vector space one step above a zero vector space. Below we demonstrate one other obstruction to injectivity.

**Example 2.7.** We consider a three-element “V” shaped poset, a vector space $W \neq 0$, and two different endomorphisms $f, g : W \rightarrow W$. We define sheaves $A, B$ and $F$ as follows:

$$
\begin{array}{ccc}
A & W & W \\
\langle 0 \rangle & f & \rightarrow \\
& W & \rightarrow \\
B & W & W \\
\langle 0 \rangle & g & \rightarrow \\
& W & \rightarrow \\
F & W & W \\
\langle 0 \rangle & \text{id} & \rightarrow \\
& W & \rightarrow \\
\end{array}
$$

We claim that $F$ is not injective. The sheaf $A$ embeds into both $B$ and $F$ with identity maps. We ask whether we can extend the embedding $A \rightarrow F$ to a natural transformation $\beta : B \rightarrow F$, while respecting the embedding $A \rightarrow B$. The only choice we have is the bottom map $\beta_0 : W \rightarrow W$, as the other two must be the identity. However, commutativity requires $f = \beta_0 = g$, which is impossible to satisfy, since $f \neq g$.

Below we give a definition of the simplest building blocks of injective sheaves. Note how they avoid the obstructions above.

**Definition 2.8** (cf. [Cur14, Definition 7.1.3], [Gor21, Chapter 23]). For each $\pi \in \Pi$, we define an **indecomposable injective sheaf** $[\pi]$ as

$$
[\pi](\sigma) := \begin{cases} 
k & \text{if } \sigma \leq \pi, \\
0 & \text{otherwise,}
\end{cases}
\text{with } [\pi](\sigma \leq \tau) := \begin{cases} 
\text{id} & \text{if } \sigma \leq \tau \leq \pi, \\
0 & \text{otherwise.}
\end{cases}
$$

For $n \in \mathbb{Z}_{\geq 0}$, we denote by $[\pi]^n$, the direct sum $\bigoplus_{j=1}^n[\pi]$. For a vector space $V$, we denote by $[\pi]^V$, the sheaf $[\pi]^{|\text{dim } V|}$, with an implicitly fixed isomorphism between $V^{|\text{dim } V|}$ and $V$.

The following results can be found in [Cur14] and [She85] for sheaves on cell complexes. We give a straightforward generalization of the results to sheaves on any finite poset.

**Lemma 2.9** (cf. [Cur14] Lemma 7.1.5). **Indecomposable injective sheaves are injective.**

**Proof.** We show that, for a fixed poset $\Pi$ and $\pi \in \Pi$, $I = [\pi]$ satisfies Definition 2.5. Given an inclusion $A \xrightarrow{\alpha} B$ and a natural transformation $\alpha : A \rightarrow I$, we need to find an extension $\beta : B \rightarrow I$. For the linear
map \(A(\pi) \xrightarrow{f(\pi)} B(\pi)\), there is a projection \(A(\pi) \twoheadrightarrow B(\pi)\) such that \(gf(\pi) = \text{id}_{A(\pi)}\). We define

\[
\beta(\sigma) := \begin{cases} 
\alpha(\pi) \circ g \circ B(\sigma \leq \pi) & \text{if } \sigma \leq \pi, \\
0 & \text{otherwise.}
\end{cases}
\]

For every \(\sigma\), this satisfies \(\beta(\sigma)f(\sigma) = \alpha(\sigma)\), because if \(\sigma \leq \pi\), then

\[
\beta(\sigma)f(\sigma) = \alpha(\pi)gB(\sigma \leq \pi)f(\sigma) = \alpha(\pi)g(f(\pi))A(\sigma \leq \pi) = \alpha(\pi)A(\sigma \leq \pi) = \alpha(\sigma),
\]

and otherwise both sides are 0. For the commutativity conditions, consider \(\sigma \leq \tau \leq \pi\). Then

\[
\beta(\sigma)B(\sigma \leq \tau) = \alpha(\pi)gB(\tau \leq \pi)B(\sigma \leq \tau) = \alpha(\pi)gB(\sigma \leq \pi) = \beta(\sigma) = I(\sigma \leq \tau)\beta(\sigma).
\]

If \(\sigma \leq \tau \notin \pi\), then both sides are 0.

\[\square\]

**Lemma 2.10** (cf. [She85 Lemma 1.3.1]). A direct sum of injective sheaves is injective. Additionally, if \(I \xrightarrow{\alpha} J\) is an injective natural transformation with \(I, J\) injective sheaves, then \(J \cong I \oplus \text{coker } \alpha\), and \(\text{coker } \alpha\) is an injective sheaf.

**Proof.** This proof is standard for any abelian category, we include a sketch for completeness. Suppose \(I = A \oplus B\), with \(A, B\) injective sheaves. Suppose \(F \twoheadrightarrow G\) and \(F \rightarrow I\). Then composition with projection gives maps \(F \rightarrow A\) and \(F \rightarrow B\). By injectivity of \(A\) and \(B\), each map extends to \(G \rightarrow A\) and \(G \rightarrow B\), respectively. The sum of these maps defines an extension \(G \rightarrow I\), proving that \(I\) is injective. The second claim follows by extending the identity map \(I \rightarrow I\) to \(J\) by \(\alpha\) and the injectivity of \(J\). Then, the sum of the extension and the quotient map define an isomorphism \(J \rightarrow I \oplus \text{coker } \alpha\). The final claim follows by composing a given map \(F \rightarrow \text{coker } \alpha\) with the extension by zero map, \(\text{coker } \alpha \rightarrow J\), to get \(F \rightarrow J\). Then, for \(F \twoheadrightarrow G\), we define (by the injectivity of \(J\)) an extension \(G \rightarrow J\). By post-composing with the projection map, we get the desired extension \(G \rightarrow \text{coker } \alpha\).

\[\square\]

**Proposition 2.11** (cf. [Cur14 Lemma 7.1.6], [She85 Theorem 1.3.2]). Every injective sheaf is isomorphic to a direct sum of indecomposable injective sheaves.

**Proof.** We adapt the proof of [She85 Theorem 1.3.2] to the setting of finite posets on \(n\) elements (rather than cell complexes). We fix some linear extension of the partial order, \((\pi_1, \ldots, \pi_n)\), and let \(\Pi_d = \{\pi_j \mid j \leq d\}\). We will proceed with the proof by working inductively through this filtration of \(\Pi\).

We define support of a sheaf \(I\) as

\[
supp I := \{\pi \in \Pi \mid I(\pi) \neq 0\}.
\]

Assume that the result holds for injective sheaves supported on \(\Pi_{d-1}\). Suppose \(I\) is an injective sheaf with support contained in \(\Pi_d\). If \(supp I \subseteq \Pi_{d-1}\), then the inductive assumption implies the result. Therefore, we are left to prove the result for \(I\) such that \(I(\pi_d) \neq 0\). Set \(F_{\pi_d}\) to be the functor which assigns \(I(\pi_d)\) to \(\pi_d\) and the zero vector space to each other poset element (and the zero linear map to each poset relation). Then the identity map induces injective natural transformations

\[
F_{\pi_d} \xrightarrow{\alpha} I \quad \text{and} \quad F_{\pi_d} \hookleftarrow \bigoplus_{v \in B} [\pi_d],
\]

where \(B\) is some basis of \(I(\pi_d)\). Because \(I\) is injective, we can extend \(\alpha\) to a natural transformation \(\beta : \bigoplus_{v \in B} [\pi_d] \rightarrow I\). It is injective, because for every \(\sigma \leq \pi_d\), the linear map \(I(\sigma \leq \pi_d)\beta(\sigma) = \beta(\pi_d) = \alpha(\pi_d)\) is injective. By Lemma 2.10, this implies that

\[
I \cong \text{coker } \beta \oplus \bigoplus_{v \in B} [\pi_d],
\]

and that \(\text{coker } \beta\) is injective. Because \(supp \text{coker } \beta \subseteq \Pi_{d-1}\), the inductive hypothesis completes the proof. \[\square\]
2.1 Natural transformations between injective sheaves

Before we introduce injective resolutions, we take a brief detour to discuss natural transformations between injective sheaves. We introduce an efficient way of describing them as one labeled matrix, which proves useful throughout the paper to explicitly describe various computations. In general, a natural transformation between two sheaves on a poset is given by a linear map for each $\pi \in \Pi$. Much of the information is often redundant in such a description, as it can be derived from the commutativity conditions, but it is difficult to give a more concise general descriptions. For two injective sheaves, however, the situation is simpler.

**Lemma 2.12.** Given a natural transformation $\eta: I \to J$ between two injective sheaves, and a decomposition into indecomposable injective sheaves as in Proposition 2.11,

$$I = \bigoplus_{i=1}^{m}[\pi_{i}]^{p_{i}} \quad \text{and} \quad J = \bigoplus_{j=1}^{n}[\sigma_{j}]^{q_{j}},$$

$\eta$ can be uniquely described by a collection of linear maps $f_{ij}: k^{p_{i}} \to k^{q_{j}}$, for each pair $i, j$ such that $\sigma_{j} \leq \pi_{i}$. On the other hand, each such collection of linear maps defines a natural transformation. In other words,

$$\text{Hom}(I, J) \cong \bigoplus_{i,j:\ \sigma_{j} \leq \pi_{i}} \text{Hom}(k^{p_{i}}, k^{q_{j}}) \cong \bigoplus_{i,j:\ \sigma_{j} \leq \pi_{i}} k^{p_{i}q_{j}},$$

where $\text{Hom}(I, J)$ denotes the set of natural transformations from $I$ to $J$ and $\text{Hom}(k^{p_{i}}, k^{q_{j}})$ denotes the set of linear transformations from $k^{p_{i}}$ to $k^{q_{j}}$.

**Proof.** Using projection and inclusion maps of the direct sum, proj, incl, a map $\eta: I \to J$ can be decomposed as a sum of maps $\eta_{ij} = \text{proj}_{[\sigma_{j}]} \circ \eta \circ \text{incl}_{[\pi_{i}]}$ between the powers of indecomposable injective sheaves. Consider $\tau \in \Pi$. If $\tau \not\leq \sigma_{j}$, then $\eta_{ij}(\tau) = 0$. Otherwise, $\eta_{ij}(\tau) = [\sigma_{j}]^{q_{j}}(\tau \leq \sigma_{j}) \circ \eta_{ij}(\sigma_{j}) \circ [\pi_{i}]^{p_{i}}(\tau \leq \sigma_{j})$, which is $\eta_{ij}(\sigma_{j})$ if $\sigma_{j} \leq \pi_{i}$, and 0 otherwise. This shows that the natural transformation $\eta_{ij}$ is determined by the single linear map $f_{ij} := \eta_{ij}(\sigma_{j})$. Moreover, this map is necessarily 0 whenever $\sigma_{j} \not\leq \pi_{i}$, and it can be any linear map otherwise. $\square$

2.2 Poset labeled matrices

The above observation motivates describing natural transformations between injective sheaves as a block matrix with blocks representing the linear maps $f_{ij}$.

**Definition 2.13.** For a poset $\Pi$, a $\Pi$-labeled matrix, or just labeled matrix if $\Pi$ is clear from the context, is a matrix $M$ together with a labeling of each column and each row by some element of $\Pi$, such that an entry on the intersection of a column labeled by $\pi$ and a row labeled by $\sigma$ is non-zero only if $\sigma \leq \pi$. Columns and rows are labeled independently, the labels can be repeated, and not all labels need to be used.

If $M$ is a $\Pi$-labeled matrix and $\pi, \sigma \in \Pi$, we denote by $M[\sigma, \pi]$ the submatrix of $M$ obtained by deleting all rows not labeled by $\sigma$ and all columns not labeled by $\pi$. The same way for $S, P \subseteq \Pi$ we denote by $M[S, P]$ the submatrix obtained by deleting rows and columns labeled by simplices not in $S$ and $P$, respectively.

A $\Pi$-labeled matrix $M$ represents a natural transformation $\eta: I \to J$ between two injective sheaves if the following conditions hold:

- $I \cong \bigoplus_{i=1}^{m}[\pi_{i}]^{p_{i}}$, where $\pi_{1}, \ldots, \pi_{m}$ with multiplicities $p_{1}, \ldots, p_{m}$ are exactly the labels of columns of $M$,
- $J \cong \bigoplus_{j=1}^{n}[\sigma_{j}]^{q_{j}}$, where $\sigma_{1}, \ldots, \sigma_{n}$ with multiplicities $s_{1}, \ldots, s_{n}$ are exactly the labels of rows of $M$,
- Fixing bases as implied by the above decompositions, $M[\sigma_{i}, \pi_{j}]$ is the matrix representing the map $f_{ij}$ as described in Lemma 2.12 for each $1 \leq i \leq m, 1 \leq j \leq n$.

**Lemma 2.14.** If $M$ represents $\eta$, then the submatrix $M[\text{St} \tau, \text{St} \tau]$ describes $\eta(\tau)$ for each $\tau \in \Pi$. 7
Every II-labeled matrix represents some natural transformation between injective sheaves over II. Up to an isomorphism, the domain and codomain is completely described by the column and row labels, respectively. See Figure 3 for an example of a labeled matrix.

Picking a particular representation for a natural transformation means fixing particular decompositions of I and J into indecomposable injective sheaves—including the order of the individual summands, which corresponds to the order of the labels in the matrix. This, in other words, means fixing particular bases for the vector spaces in I and J. Within one sheaf these bases are consistent in the following sense: Let us fix the decomposition of I according to the column labels of M, which we denote by \((\pi_1, \ldots, \pi_m)\). Suppose that for some \(\pi \in \Pi\), \((\pi_i, \ldots, \pi_u)\) is the subtuple consisting of all the labels \(\pi_i \geq \pi\). Let \(\pi' \geq \pi\) and without loss of generality assume that \((\pi_i, \ldots, \pi_u)\), \(l \leq k\), is the subtuple of all labels \(\pi_{ij} \geq \pi'\). Then the restriction map \(I(\pi \leq \pi')\) is the projection of a d-dimensional vector onto its first l coordinates. Whenever we talk about a basis of an injective sheaf, we mean the collection of the bases of its vector spaces coming from one fixed decomposition into indecomposable injective sheaves as described here.

Note that if \(M\) represents \(\eta : I \to J\) and \(N\) represents \(\lambda : J \to K\) such that the rows of \(M\) are expressed with respect to the same choice of bases in \(J\) as the columns of \(N\), then the matrix \(N \cdot M\) represents the composition \(\lambda \circ \eta\). This is due to the fact that \(N[\sigma, \pi]\) can be non-zero only if \(\sigma \leq \pi\), which means that \(N[\text{St}, \Pi \setminus \text{St}]\) is a zero matrix. This implies that \((N \cdot M)[\text{St}, \text{St}] = N[\text{St}, \text{St}] \cdot M[\text{St}, \text{St}]\) for all \(\tau \in \Pi\), which is what we claim. In particular, \(N \cdot M\) is still a labeled matrix: \((N \cdot M)[\sigma, \pi] = 0\) whenever \(\sigma \not\leq \pi\).

**Change of bases for labeled matrix representations.** Given two sets of bases for I of the form described above, we can represent the identity as a labeled matrix, \(R\), with respect to the two choices of bases. If \(M, N\) are labeled matrix representations of \(\eta : I \to J\) with respect to those two choices of bases in \(I\), then \(N \cdot M\) represents the composition \(\lambda \circ \eta\). This restricts the set of operations that are allowed.

**Definition 2.15.** For a II-labeled matrix, the allowed elementary row operations are

- adding a multiple of a row labeled by \(\pi\) to a row labeled by \(\sigma\) for \(\sigma \leq \pi\),
- multiplying a row by a non-zero constant,
- swapping two rows,

and allowed elementary column operations are

- adding a multiple of a column labeled by \(\sigma\) to a column labeled by \(\pi\) for \(\sigma \leq \pi\),
- multiplying a column by a non-zero constant,
- swapping two columns.

The allowed elementary row (column) operations correspond to a multiplication from left (right) by a labeled matrix with identical column (row) labeling, that is an elementary matrix in the standard sense.

Any change of bases \(R\) is a composition of allowed elementary row operations, or column operations, because we can reduce \(R\) to the identity matrix using allowed row or column operations: with either option, we first reduce the square “diagonal” blocks \(R[\sigma, \pi]\) to identity matrices, since we impose no restrictions on operations on those blocks, and then we can clear the rest of the matrix, since \(R[\sigma, \pi]\) can be non-zero only if \(\sigma \leq \pi\), in which case we can clear this block by adding rows labeled by \(\pi\) or by adding columns labeled by \(\sigma\).

**Notation.** To simplify notation, in the rest of the paper, we use the same symbol both for a natural transformation and for a labeled matrix representation of it.
Complex of Labeled Matrices. A sequence $\eta^\bullet = (\ldots, \eta^d, \eta^{d+1}, \ldots)$ of labeled matrices is a complex of labeled matrices if

- columns of $\eta^{d+1}$ have the same labeling as the rows of $\eta^d$ (including order) for all $d$,
- $\eta^{d+1} \cdot \eta^d = 0$ for all $d$.

Note that $\eta^{d+1} \cdot \eta^d = 0$ iff $\eta^{d+1}(\tau) \cdot \eta^d(\tau) = 0$ for all $\tau \in \Pi$.

Let $I^\bullet$ be a complex of sheaves as defined below in Definition 3.2, such that each sheaf in it is injective. We say that $I^\bullet$ is represented by a complex of labeled matrices $\eta^\bullet$, when the following hold:

1. $I^d$ is isomorphic to the sum of indecomposables given by the labeling of the columns of $\eta^d$ for every $d$,
2. $\eta^{d-1}$ and $\eta^d$ are representations of the natural transformations $I^{d-1} \to I^d$ and $I^d \to I^{d+1}$ with respect to the same choice of bases in $I^d$, for every $d$.

Changing bases in $I^d$ means performing column operations on $\eta^d$, and at the same time corresponding row operations on $\eta^{d-1}$. If $\alpha$ is the labeled matrix representing the change of bases in $I^d$, then the new matrices with codomain and domain $I^d$ are $\alpha \cdot \eta^{d-1}$ and $\eta^d \cdot \alpha^{-1}$, respectively. In particular, if we add the $i$-th column to the $j$-th in $\eta^d$, we need to subtract the $j$-th row from the $i$-th in $\eta^{d-1}$.

3 Injective Resolutions

In this section we give definitions of injective hull and resolution, and present our main theoretical results about the minimal injective resolutions.

Definition 3.1. An injective hull of a sheaf $F$ is an injective sheaf $I$ together with an injective natural transformation $F \hookrightarrow I$.

Definition 3.2. A (bounded) complex of sheaves, denoted $A^\bullet$, is a sequence of sheaves $A^d$ and natural transformations $\mu^d$

$$\ldots \to A^d \xrightarrow{\mu^d} A^{d+1} \xrightarrow{\mu^{d+1}} A^{d+2} \xrightarrow{\mu^{d+2}} \ldots$$

such that $\mu^{d+1} \circ \mu^d = 0$ for each $d$, and $A^d = 0$ for $|d|$ sufficiently large. A complex is exact if $\im \mu^d = \ker \mu^{d+1}$ for each $d$. A morphism $\alpha^\bullet : A^\bullet \to B^\bullet$ between complexes of sheaves is a collection of natural transformations $\alpha^d : A^d \to B^d$ such that the diagrams commute:

$$
\begin{array}{ccc}
A^d & \xrightarrow{\mu^d} & A^{d+1} \\
\downarrow\alpha^d & & \downarrow\alpha^{d+1} \\
B^d & \xrightarrow{\nu^d} & B^{d+1}
\end{array}
$$

We assume throughout the paper that each of our complexes is bounded, dropping explicit references to boundedness in what follows.

Definition 3.3. For a complex of sheaves $(A^\bullet, \mu^\bullet)$, define, for each $d \in \mathbb{Z}$, the cohomology sheaf $H^d(A^\bullet)$ by

$$H^d(A^\bullet)(\sigma) := \ker \mu^d(\sigma) / \im \mu^{d-1}(\sigma).$$

Because $\mu^\bullet$ is assumed to be a morphism of complexes, we have that $A^d(\sigma \leq \tau)$ maps $\ker \mu^d(\sigma)$ to $\ker \mu^d(\tau)$, and $\im \mu^{d-1}(\sigma)$ to $\im \mu^{d-1}(\tau)$. Therefore, the linear maps $A^d(\sigma \leq \tau)$ induce linear maps

$$H^d(A^\bullet)(\sigma \leq \tau) : H^d(A^\bullet)(\sigma) \to H^d(A^\bullet)(\tau).$$

These linear maps give $H^d(A^\bullet)$ the structure of a sheaf on $\Sigma$, by the assumed commutativity of the natural transformations $\mu^d$. 
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**Definition 3.4.** An *injective resolution* of a sheaf $F$ is an exact sequence

$$0 \rightarrow F \xrightarrow{\alpha} I^0 \xrightarrow{\eta^0} I^1 \xrightarrow{\eta^1} I^2 \xrightarrow{\eta^2} \cdots$$

where $I^j$ is an injective sheaf for each $j$. We denote by $I^\bullet$ the complex

$$\cdots \rightarrow 0 \rightarrow I^0 \xrightarrow{\eta^0} I^1 \xrightarrow{\eta^1} \cdots .$$

A classical result of sheaf theory is that each sheaf admits an injective resolution (though it need not be unique) [Ive86]. In the remainder of this section, we will study explicit algorithms for computing injective resolutions of a given sheaf $F$.

**Remark** (Duality between injective and projective resolutions). We should comment on a matter of perspective and terminology. Sheaves over finite posets are closely related to several other mathematical objects studied by various research communities. Specifically, there is a great deal of work within the field of commutative algebra on minimal projective and free resolutions of modules over various kinds of algebras. Here, we choose to focus on the perspective and terminology which most closely aligns with classical sheaf theory in order to preserve intuition from that discipline. Below we briefly comment on the connections between sheaves, cosheaves, injective resolutions, and projective resolutions, with implications for computing the minimal injective hull of a sheaf.

Given a sheaf $F$ on a poset $\Pi$, let $\hat{F}$ denote a sheaf on $\Pi^{op}$ defined by

$$\hat{F}(\pi) := \text{Hom}_k(F(\pi), k),$$

the $k$-linear functionals on $F(\pi)$, where $\hat{F}(\pi \leq \tau)$ is the linear map from $\text{Hom}_k(F(\pi), k)$ to $\text{Hom}_k(F(\tau), k)$ defined by precomposing linear functionals on $F(\pi)$ with $F(\tau \leq \pi)$. This defines an exact contravariant functor from the category of sheaves on $\Pi$ to the category of sheaves on $\Pi^{op}$. In fact, this functor can be extended to an equivalence (of triangulated categories) between derived categories $D^b(\Pi)$ and $D^b(\Pi^{op})$ [Lad08b, Cur18]. It is easy to show that $I$ is an injective sheaf on $\Pi$ if and only if $\hat{I}$ is a projective sheaf on $\Pi^{op}$. Moreover, this contravariant functor interchanges injective and projective complexes of sheaves. If $I^\bullet \in D^b(\Pi)$, let $I^{\bullet*}$ be the corresponding complex of projective sheaves (where the integer indices are given the opposite sign). It is again straightforward to show that $I^\bullet$ is an injective resolution of a sheaf $F$ on $\Pi$ if and only if $I^{\bullet*}$ is a projective resolution of $\hat{F}$ on $\Pi^{op}$. Moreover, this functor preserves minimality of the resolutions. This is to say that computing injective resolutions of sheaves on $\Pi$ is equivalent to computing projective resolutions of sheaves on $\Pi^{op}$. We see two applications of this observation. First, we can compute left derived functors by taking a sheaf $F$ and simply computing the injective resolution of $\hat{F}$ on $\Pi^{op}$, taking the transpose of each labeled matrix (Definition 2.13) to obtain a projective resolution of $F$ on $\Pi$, and applying the desired right exact functor. Secondly, this reformulation highlights close connections between computational derived sheaf theory and commutative algebra. Particularly, theoretical results and implementations for computing minimal projective resolutions of modules over the incidence algebra of a finite poset (see [GSZ01], for example) can be exploited for computations in derived sheaf theory, providing alternatives to Algorithm 1 and Algorithm 3 of the present paper.

### 3.1 Minimal Injective Resolutions of Sheaves

We will now define minimal injective resolutions, and show that they are unique up to isomorphism of complexes. We fix a sheaf $F$ on a finite poset $\Pi$.

**Definition 3.5.** A vector $s \in F(\pi)$ is *maximal* if $F(\pi \leq \tau)(s) = 0$ for each $\tau > \pi$. Let $M_F(\pi)$ be the subspace of maximal vectors in $F(\pi)$, i.e.

$$M_F(\pi) := \bigcap_{\pi < \sigma} \ker F(\pi \leq \sigma).$$

Note that it is sufficient to take only the intersection of $\ker F(\pi \leq \sigma)$ for each $\pi < \sigma$.

**Definition 3.6.** An injective resolution $I^\bullet$ of $F$ is *minimal* if for every injective resolution $J^\bullet$ of $F$, and for every $d$, the number of indecomposable summands of $I^d$ is less than or equal to the number of indecomposable summands of $J^d$. 
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**Theorem 3.7.** Let $I^\bullet$ be an injective resolution of a sheaf $F$. The following are equivalent:

1. $I^\bullet$ is minimal.
2. For any injective resolution $J^\bullet$ of $F$, there exists a morphism of complexes $\delta^\bullet : I^\bullet \to J^\bullet$ such that $\delta^d$ is injective for each $d$.
3. For each $d > 0$, each $\pi \in \Pi$, and each maximal vector $s \in I^d(\pi)$, $s \in \text{im} \eta^{d-1}(\pi)$. For each $\pi \in \Pi$ and each maximal vector $s \in I^0(\pi)$, $s \in \text{im} \alpha(\pi)$.
4. For each $d$, each $\pi \in \Pi$, and each maximal vector $s \in I^d(\pi)$, $\eta^d(\pi)(s) = 0$.

Once we begin working in the setting of derived categories in Section 4, we will prove a generalization of the above theorem (Theorem 4.4). However, because several useful corollaries follow from the proof of the above theorem, we choose to include it here.

**Proof.** 1 $\Rightarrow$ 4: Assume there exists a maximal vector $s \in I^d(\pi)$ such that $\eta^d(\pi)(s) \neq 0$. Let $[\pi]_s$ be an indecomposable injective subsheaf supported on the down-set of $\pi$ with $s \in [\pi]_s(\pi)$, and $I^d := I^d/[\pi]_s$ the quotient, with quotient map $q_s$. Similarly, let $\hat{I}^{d+1} := \hat{I}^{d+1}/[\pi]_{\eta^d(\pi)(s)}$. By Lemma 2.10 $I^d \cong I^d \oplus [\pi]_s$, $\hat{I}^{d+1} \cong \hat{I}^{d+1} \oplus [\pi]_{\eta^d(\pi)(s)}$, and $\hat{I}^d$, $\hat{I}^{d+1}$ are injective sheaves. Then

$$
\begin{array}{c}
0 \\
\downarrow \\
0 \\
\cdots \\
\downarrow \quad 0 \\
\downarrow \quad \hat{I}^d \\
\downarrow \quad \eta^d \\
\downarrow \quad \eta^d \\
\cdots \\
\downarrow \quad 0 \\
0 \\
\end{array}
$$

with columns and the top two rows exact. Then the bottom row also has to be exact due to the long exact sequence theorem.

Therefore,

$$0 \to F \to I^0 \to \cdots \to I^{d-1} \overset{\eta^{d-1}}{\to} \hat{I}^d \overset{\eta^d}{\to} \hat{I}^{d+1} \overset{\eta^{d+1}}{\to} I^{d+2} \to \cdots$$

is an injective resolution of $F$, with fewer indecomposable injective summands than $I^\bullet$, which shows that $I^\bullet$ is not minimal.

4 $\Leftrightarrow$ 3: Follows from the exactness of the injective resolution $I^\bullet$.

3 $\Rightarrow$ 2: Let

$$0 \to F \overset{\alpha}{\to} I^0 \overset{\eta^0}{\to} I^1 \overset{\eta^1}{\to} \cdots$$

be an injective resolution of $F$ which satisfies criteria 3, and

$$0 \to F \overset{\beta}{\to} J^0 \overset{\lambda^0}{\to} J^1 \overset{\lambda^1}{\to} \cdots$$

be any injective resolution of $F$. We will inductively construct a morphism of complexes $\delta^\bullet : I^\bullet \to J^\bullet$ such that $\delta^d : I^d \to J^d$ is an injective natural transformation for each $d$. We begin by extending the natural transformation $\beta : F \to J^0$ through the injection $0 \to F \overset{\alpha}{\to} I^0$, by the injectivity of $J^0$, resulting in the commutative diagram

$$
\begin{array}{c}
0 \\
\downarrow \quad \text{id} \\
0 \\
\end{array}
\begin{array}{c}
F \\
\downarrow \quad \gamma^0 \\
F \\
\end{array}
\rightarrow
\begin{array}{c}
I^0 \\
\downarrow \quad \delta^0 \\
J^0 \\
\end{array}
\rightarrow
\begin{array}{c}
\cdots \\
\cdots \\
\cdots \\
\end{array}
$$

Similarly, we can extend the map $\alpha : F \to I^0$ to a map $\gamma^0 : J^0 \to I^0$, resulting in a commutative diagram
We claim that $\ker \gamma^0 \circ \delta^0 = 0$. By assumption on $J^\bullet$, for each maximal vector $s \in I^0(\sigma)$, there exists $x \in F(\sigma)$ such that $\alpha(\sigma)(x) = s$. Because the above diagrams commute, $\beta(\sigma)(x) = \delta^0(\sigma)(s)$. Moreover, again by commutativity,

$$\gamma^0(\sigma) \circ \delta^0(\sigma)(s) = \gamma^0(\sigma) \circ \beta(\sigma)(x) = \alpha(\sigma)(x) = s,$$

which proves that $\ker \gamma^0 \circ \delta^0 = 0$, because every non-zero vector maps to some non-zero multiple of a maximal vector via the sheaf maps. In particular, $\delta^0$ is injective.

We continue inductively. Suppose we have defined $\delta^0$ through $\delta^d$ and $\gamma^0$ through $\gamma^d$ such that

$$0 \longrightarrow F \xrightarrow{\alpha} I^0 \longrightarrow \cdots \xrightarrow{\eta^{d-1}} I^d \longrightarrow I^{d+1} \longrightarrow \cdots$$

$$0 \longrightarrow F \xrightarrow{\beta} J^0 \longrightarrow \cdots \xrightarrow{\lambda^{d-1}} J^d \longrightarrow J^{d+1} \longrightarrow \cdots$$

commutes for each square and $\ker \gamma^j \circ \delta^j = 0$ for each $j$.

Then $\delta^d$ and $\gamma^d$ induce natural transformations $\delta^d : \text{coker } \eta^{d-1} \to \text{coker } \lambda^{d-1}$ and $\gamma^d : \text{coker } \lambda^{d-1} \to \text{coker } \eta^{d-1}$, respectively. Using the injectivity of $I^{d+1}$ and $J^{d+1}$, we extend the maps from $\text{coker } \eta^d \to J^{d+1}$ and $\text{coker } \lambda^d \to I^{d+1}$, respectively:

By diagram chasing, $\gamma^d \circ \delta^d (\text{im } \eta^{d-1}) \subset \text{im } \eta^{d-1}$. By the inductive assumption, $\ker \gamma^d \circ \delta^d = 0$. Since $I^d(\sigma)$ is finite-dimensional for every $\sigma \in \Pi$, this implies that as a map on $\text{coker } \eta^{d-1}$, $\gamma^d \circ \delta^d$ is injective.

By diagram chasing, $\gamma^d \circ \delta^d (\text{im } \eta^{d-1}) \subset \text{im } \eta^{d-1}$. By the inductive assumption, $\ker \gamma^d \circ \delta^d = 0$. Since $I^d(\sigma)$ is finite-dimensional for every $\sigma \in \Pi$, this implies that as a map on $\text{coker } \eta^{d-1}$, $\gamma^d \circ \delta^d$ is injective.

By an argument analogous to the above proof that $\ker \gamma^0 \circ \delta^0 = 0$, we have that $\ker \gamma^{d+1} \circ \delta^{d+1} = 0$. This implies that $\delta^{d+1}$ is injective.

2 $\Rightarrow$ 1: By condition 2, for each injective resolution $J^\bullet$, there are injective maps $\delta^d : I^d \hookrightarrow J^d$ for each $d$. The injectivity of $\delta^d$ implies that the number of indecomposable injective summands of $J^d$ is greater than that of $I^d$, which proves that $I^\bullet$ is minimal.

The proof of the theorem yields several immediate corollaries.

**Corollary 3.8.** For each sheaf $F$ on a finite poset $\Pi$, there exists a unique (up to an isomorphism of complexes) minimal injective resolution.

**Proof.** Notice that the proof of 1 $\Rightarrow$ 4 in Theorem 3.7 shows that from any injective resolution $J^\bullet$ of $F$, and any maximal vector $s \in J^0(\sigma)$ such that $\eta^0(\pi)(s) \neq 0$, we can construct an injective resolution $I^\bullet$ of $F$ by taking a quotient of $J^d$ and $J^{d+1}$ by $[\pi]_s$ and $[\pi]_{\eta^0(\pi)(s)}$, respectively. Therefore, by applying this procedure inductively, we can construct from any injective resolution $J^\bullet$, a minimal injective resolution $I^\bullet$. Existence of a minimal injective resolution then follows from the existence of injective resolutions. By Theorem 3.7 property 2, any two minimal injective resolutions must be isomorphic as complexes.

We also explicitly illustrate the existence of the minimal injective resolution in Section 3.3 where we provide an algorithm to construct it.
Corollary 3.9. The minimal injective resolution of a sheaf $F$ on a finite poset $\Pi$ of height $h$ consists of at most $h + 1$ non-zero injective sheaves.

Proof. The length of the longest chain of non-zero vector spaces in $I^d$ is strictly decreasing in $d$ in the minimal injective resolution. This is implied by properties 3 and 4: If $I^d(\tau) = 0$, then property 3 implies that there are no maximal vectors in $I^{d+1}(\tau)$. Therefore, if $I^d(\tau) = 0$ for all $\tau \geq \pi$, then also $I^{d+1}(\tau) = 0$ for all $\tau \geq \pi$. Moreover, if $I^d(\pi) \neq 0$ and $I^d(\tau) = 0$ for all $\tau > \pi$, then all vectors in $I^d(\pi)$ are maximal, and by property 4 and the argument above, $I^j(\pi) = 0$ for all $j > d$.

Corollary 3.10. If $F \xrightarrow{\alpha} I$ is an injective hull such that for all $\pi \in \Pi$, all maximal vectors of $I(\pi)$ are in $\text{im} \alpha(\pi)$, then it is the minimal injective hull.

Proof. The inductive construction in the proof of $3 \Rightarrow 2$ in Theorem 3.7 only depends on the initial segments of the resolution. Therefore, if the property 3 is satisfied in an initial segment, then this initial segment injects in any injective resolution. In particular, this shows that if $F \xrightarrow{\alpha} I$ is an injective hull such that for all $\pi \in \Pi$ the maximal vectors in $I(\pi)$ are in $\text{im} \alpha(\pi)$, then it is the minimal injective hull of $F$.

3.2 Indecomposable multiplicities of the minimal injective resolution

Because the minimal injective resolution of a sheaf $F$ is unique, the multiplicity of an indecomposable injective sheaf in the minimal injective resolution is a well-defined invariant of $F$. It is natural to ask what topological information is captured with these multiplicities. Below we answer this question for the constant sheaf on a finite simplicial complex.

Definition 3.11. Let $I^*$ be the minimal injective resolution of $F$. By $m_d^F(\sigma)$ we denote the multiplicity of $[\sigma]$ in $I^d$:

$$I^d \cong \bigoplus_{\sigma \in \Pi} [\sigma] m_d^F(\sigma).$$

Equivalently, we can define $m_d^F(\sigma) := \dim M_{d+\dim \sigma}(\sigma)$, where $M_{d+\dim \sigma}(\sigma)$ is as in Definition 3.5.

Theorem 3.12. Let $\Sigma$ be a finite simplicial complex, $k_\Sigma$ the constant sheaf on $\Sigma$ (viewed as a poset with the face relation), and $H^\ast_\Sigma(\text{St} \sigma; k)$ be the singular cohomology with compact support of the geometric realization of $\text{St} \sigma$. Then

$$m_{k_\Sigma}^d(\sigma) = \dim H_{d+\dim \sigma}^\ast(\text{St} \sigma; k).$$

See Appendix A for a proof of the above theorem.

3.3 Algorithms for Computing Injective Resolutions

We describe two methods for constructing an injective resolution of a sheaf $F$ on a poset $\Pi$.

3.3.1 Injective Resolutions via the order complex

We begin with a non-inductive construction of a (not necessarily minimal) injective resolution of a given sheaf $F$. This section generalizes, from the constant sheaf to general sheaves, Lemma 1.3.17 of [Lad08a]. On a practical level, this allows one to compute the cohomology of right derived functors without first computing the full injective resolution (see Section 5).

Definition 3.13. The order complex, $K(\Pi)$, of a finite poset $\Pi$, is the poset of strictly increasing chains $\pi_\ast = \pi_0 < \pi_1 < \cdots < \pi_d$ in $\Pi$. The order complex has the structure of an abstract simplicial complex. Let $K^d(\Pi)$ denote the $d$-simplices of $K(\Pi)$, i.e. the set of chains $\pi_0 < \pi_1 < \cdots < \pi_d$ of length $d + 1$.
Theorem 3.16. Given a sheaf \( F \) on \( \Pi \), we define (recalling the notation of Definition 2.8)

\[
I^d := \bigoplus_{\pi_0 \in K^d(\Pi)} [\pi_0]^F(\pi_0) = 0.
\]

Suppose \( \pi_0 \in K^d(\Pi) \) and \( \pi_0 < \pi_1 \) (i.e. the chain \( \pi_0 \) is obtained from the chain \( \pi_1 \) by removing one element). Then \( \pi_0 \geq \pi_0 \) and \( \pi_0 \leq \pi_0 \). Therefore,

\[
F(\pi_0) \leq \pi_0(\pi_0) \in \operatorname{Hom}(F(\pi_0), F(\pi_0)) \equiv \operatorname{Hom}
\]

\[
\left([\pi_0]^F(\pi_0), [\pi_0]^F(\pi_0)\right).
\]

Definition 3.14 (Curtis [Cur 1]). A signed incidence relation on \( K(\Pi) \) is an assignment to each pair of simplices \( \sigma \), \( \tau \) in \( K(\Pi) \) a number \( [\sigma \vl \tau] \in \{-1, 0, 1\} \), such that

1. if \( [\sigma \vl \tau] \neq 0 \), then \( \sigma < \tau \), and
2. for each pair of simplices \( (\sigma, \tau) \),

\[
\sum_{\pi_0 \in K(\Pi)} [\sigma \vl \tau] = 0.
\]

Using this identification, we define the natural transformation \( \eta^d : I^d \to I^{d+1} \) so that on the \( \pi_0 \)-summand \( [\pi_0]^F(\pi_0) \) of \( I^d \),

\[
\eta^d|^{|\pi_0|^F(\pi_0)} = \sum_{\pi_0 \leq \pi_1} [\pi_0 : \pi_1] F(\pi_0 \leq \pi_1),
\]

where \( F(\pi_0 \leq \pi_1) \in \operatorname{Hom}([\pi_0], [\pi_0]) \) is understood to have its codomain as the \( \pi_0 \)-summand of \( I^{d+1} \). Let \( \alpha : F \to I^0 \) be the natural transformation given by the maps

\[
\alpha(\sigma) := \sum_{\sigma \leq \gamma} F(\sigma \leq \gamma) : F(\sigma) \leftarrow \bigoplus_{\sigma \leq \gamma} F(\gamma) =: I^0(\sigma).
\]

The following lemma is a generalization of Curtis [Cur 18] Theorem 6.12.

Lemma 3.15. Let \( t : K(\Pi) \to \Pi \) denote the poset map which assigns each chain \( \pi_0 < \pi_1 < \cdots < \pi_d \) to its terminal element \( \pi_d \), and \( p : \Pi \to \{\text{pt}\} \). Given a sheaf \( F \) on a finite poset \( \Pi \), we have the following isomorphism of sheaf cohomology

\[
H^j(\Pi; F) \cong H^j(K(\Pi); t^* F), \quad \text{for each } j.
\]

For a proof of the above lemma see Appendix A.

Theorem 3.16. The complex \( 0 \to F \to I^0 \xrightarrow{\eta_0} I^1 \xrightarrow{\eta_1} \cdots \) defined above is an injective resolution of \( F \).

Proof. By construction, each sheaf \( I^d \) is injective, and each map \( \eta^d \) (as well as \( \alpha \)) is a natural transformation. It remains to show that the sequence is an exact complex. It is enough to show that for each \( \pi \in \Pi \), the sequence \( 0 \to F(\pi) \to I^0(\pi) \xrightarrow{\eta_0(\pi)} I^1(\pi) \xrightarrow{\eta_1(\pi)} \cdots \) is exact.

We first define a functor \( t^* \) from the category of sheaves on \( \Pi \) to the category of sheaves on \( K(\Pi) \). To each sheaf \( F \) on \( \Pi \), let \( t^*F \) be the sheaf on \( K(\Pi) \) defined by associating to each chain \( \pi_0 < \cdots < \pi_d \) the ‘terminal’ vector space:

\[
t^*F(\pi_0) := F(\pi_0), \quad \text{and } t^*F(\pi_0 \leq \pi_0) = F(\pi_0 \leq \pi_0) \quad \text{for } \pi_0 \in \Pi, \pi_0 \in K^d(\Pi).
\]

Because \( t^*(\eta)(\pi_0) := \eta(\pi_0) : t^*F(\pi_0) \to t^*G(\pi_0) \) for any natural transformation \( \eta : F \to G \), it is clear that \( t^* \) is an exact functor.

Notice that \( 0 \to F(\pi) \to I^0(\pi) \xrightarrow{\eta_0(\pi)} I^1(\pi) \xrightarrow{\eta_1(\pi)} \cdots \) is identical to the compactly supported cochain complex of the sheaf \( t^*(F|_{St \pi}) \) on the simplicial complex \( K(St \pi) \) [Cur 14] Definition 6.2.1 and Definition 6.2.3]. Therefore, exactness in \( I^0(\pi) \) follows from

\[
\ker \eta_0(\pi) = \Gamma(t^*(F|_{St \pi})) \cong F(\pi) \cong \operatorname{im} \alpha(\pi),
\]

and it remains to prove a vanishing property for the cohomology of \( t^*(F|_{St \pi}) \), namely that

\[
H^j(K(St \pi); t^*(F|_{St \pi})) = 0
\]

for \( j > 0 \). By Lemma 3.15, \( H^j(K(St \pi); t^*(F|_{St \pi})) \cong H^j(St \pi; F|_{St \pi}) \). Let \( J^* \) be an injective resolution of the sheaf \( F|_{St \pi} \) on the poset \( St \pi \). Then \( H^j(St \pi; F|_{St \pi}) \) is, by definition, the \( j \)-th cohomology group of the complex of vector spaces \( J^*(\pi) \), which, by the exactness of \( J^* \), is zero for \( j > 0 \).
3.3.2 Minimal injective resolutions via inductive algorithm

We first describe an explicit construction of the minimal injective hull of a sheaf $F$ on a poset $\Pi$, and then give an algorithm to inductively compute the minimal injective resolution with the minimal injective hull as the input. Lastly, we focus on constant sheaves, give an example, and analyze complexity of the algorithm.

Minimal injective hull. We present the algorithm below to show that the minimal injective hull of a generic sheaf can be computed using basic linear algebra. But we never use the algorithm in the computations we present in this paper. We argue this is one of the strengths of the approach we introduce later—we avoid ever working with a generic sheaf.

Algorithm 1 Minimal injective hull

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input:} $F$ with fixed bases as described above, $\pi \in \Pi$
\State \textbf{Output:} $\alpha(\pi)$ as a $(\sum_{\pi \leq \sigma} \dim M_F(\sigma)) \times (\dim F(\pi))$ matrix
\Procedure{Incl}{$\sigma$, $w \in M_F(\sigma)$}
\State return inclusion of $w$ into $\bigoplus_{\pi < \sigma} M_F(\tau)$ \Comment just adding extra zeros
\EndProcedure
\For{$v_j \in \{v_1, \ldots, v_l\}$}
\Comment $(v_1, \ldots, v_l, w_{l+1}, \ldots, w_{l+d})$ is the fixed basis of $F(\pi)$
\State $D \leftarrow \text{empty dictionary}$ \Comment keys: elemets $\sigma \in \Pi$, values: vectors in $F(\sigma)$
\State $D[\pi] \leftarrow v_j$ \Comment vector of length $\sum_{\pi < \tau} \dim M_F(\tau)$
\State $u_j \leftarrow 0$
\EndFor
\ForEach{$\sigma \geq \pi$ in non-decreasing order}
\If{$\sigma \in \text{Keys}(D)$ and $D(\sigma) \neq 0$}
\State $w \leftarrow D[\sigma]$ \Comment $D[\sigma] = F(\pi \leq \sigma)(v_j)$
\EndIf
\For{$\tau > \pi$}
\If{$\tau \notin \text{Keys}(D)$}
\State $D[\tau] \leftarrow F(\sigma \leq \tau)(w)$ \Comment $D[\tau]$ is the fixed basis of $F_F(\tau)$
\State $u_j \leftarrow u_j + \text{Incl}(\tau, \text{proj}_{M_F(\tau)}(D[\tau]))$
\EndIf
\EndFor
\EndIf
\State clear $D[\sigma]$ \Comment optional, just to free up memory
\EndFor
\State return a block matrix $\begin{pmatrix} U & 0 \\ 0 & I \end{pmatrix}$, where $U = (u_1 \ldots u_l)$, and $I$ is the identity matrix of order $d = \dim M_F(\pi)$
\EndProcedure
\end{algorithmic}
\end{algorithm}

An injective hull of $F$ consists of an injective sheaf $I$ and an inclusion map of $F$ into $I$. To construct the minimal injective hull of $F$, we first find $M_F$, the subsheaf of $F$ with $M_F(\pi)$ the space of maximal vectors in $F(\pi)$ (recall Definition 3.5), and zero maps between the spaces. Recalling the notation described below Definition 2.8, we define

$$I^0 = \bigoplus_{\pi \in \Pi} [\pi]^{M_F(\pi)} \approx \bigoplus_{\pi \in \Pi} [\pi]^{\dim M_F(\pi)},$$

where $[\pi]^{M_F(\pi)}$ is the injective sheaf with $[\pi]^{M_F(\pi)}(\sigma) = M_F(\pi)$ if $\sigma \leq \pi$, and 0 otherwise. We can naturally include $M_F \xrightarrow{\alpha} I^0$, and extend this inclusion to $F \xrightarrow{\alpha} I^0$, using the injectivity of $I^0$. We choose the extension $\alpha = \sum_{\pi \in \Pi} \alpha_\pi$, where $\alpha_\pi$ is an extension of $\text{proj}_{[\pi]^{M_F(\pi)}} \circ \gamma$ to $F$ as described in the proof of Lemma 2.9. That is,

$$\alpha_\pi(\sigma) := \begin{cases} \gamma(\pi) \circ \text{proj}_{M_F(\pi)} \circ F(\sigma \leq \pi) & \text{if } \sigma \leq \pi, \\ 0 & \text{otherwise.} \end{cases}$$

Proposition 3.17. This construction yields the minimal injective hull $F \xrightarrow{\alpha} I^0$.  
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Proof. We claim that $\alpha$ is injective. Let $u \in \ker \alpha(\sigma)$. Then

$$0 = \alpha(\sigma)(u) = \sum_{\pi \in \Pi} \alpha_{\pi}(\sigma)(u) = \sum_{\pi \leq \sigma} \gamma(\pi) \circ \proj_{M_F(\pi)} F(\sigma \leq \pi)(u),$$

which is equivalent to $\proj_{M_F(\pi)} F(\sigma \leq \pi)(u) = 0$ for every $\pi \geq \sigma$, since the images of different $\alpha_{\pi}$ have trivial intersections. But this means that $u = 0$, because every non-zero vector is either maximal or maps onto some non-zero maximal vector via the sheaf maps.

By Corollary 3.10, the minimality of the injective hull is equivalent to the condition that every maximal vector of $I^0$ is in $\im \alpha$. This is satisfied, as $M_F(\pi)$ are exactly the maximal vectors in $I^0(\pi)$. □

We give an explicit formulation of an algorithm computing $\alpha(\pi)$ as Algorithm 1. We first fix bases in $F$. For each $\pi \in \Pi$, we fix a basis $B(\pi) = (v_1, \ldots, v_l, w_{l+1}, \ldots, w_{l+d})$, with $l, k$ dependent on $\pi$, such that $(w_{l+1}, \ldots, w_{l+d})$ is a basis of $M_F(\pi)$. We use the same bases for $I^0(\pi)$. We assume that all maps $F(\pi \leq \sigma)$ are expressed with respect to those bases.

To express $\alpha(\pi)$ with respect to the fixed bases, we need to find the image of each $v_1, \ldots, v_l, w_{l+1}, \ldots, w_{l+d}$. The maximal vectors $w_j$ are mapped identically to $M_F(\pi) \subseteq I_0(\pi)$. For the other vectors, $v_j$, we need to find $u_j := \sum_{\pi < \sigma} \proj_{M_F(\sigma)} F(\pi \leq \sigma)(v_j)$. The algorithm does that while avoiding redundant computations. Each $\sigma$ is added to $D$ at most once. If it is added, then $D(\sigma) = F(\pi \leq \sigma)(v_j)$, and $\proj_{M_F(\pi)} F(\pi \leq \sigma)(v_j)$ is added to $u_j$. If $\sigma$ is never added to $D$, then $F(\pi \leq \sigma)(v_j) = 0$. In the end, $u_j$ contains the desired sum.

Minimal injective resolution. Next, we describe how to inductively compute the minimal injective resolution. Given a prefix of the minimal injective resolution represented by labeled matrices $\eta^0, \ldots, \eta^{d-1}$ (recall Definitions in Section 2.2), the goal is to construct its continuation $\eta^d$. That is, we need to construct $\eta^d$ such that

$$I^{d-1} \xrightarrow{\eta^{d-1}} I^d \xrightarrow{\eta^d} I^{d+1}$$

is exact at $I^d$, and moreover this extension of the complex is minimal in the sense that all maximal vectors in $I^{d+1}$ are in the image of $\eta^d$. We construct $\eta^d$ again by induction, this time over $\pi \in \Pi$ in non-increasing order.

The procedure will only need access to images of $\eta^{d-1}(\pi)$ for $\pi \in \Pi$. In particular, it can also be used to construct $\eta^d$ if images of $\alpha(\pi)$ are given—this can be done by running Algorithm 1 in the case of a generic sheaf, but it can be done more efficiently in the case of the constant sheaf, as we describe later.

Recall that we denote labeled matrices by the same symbols as the maps they represent; the linear map $\eta^d(\pi)$ is described by the submatrix $\eta^d(\pi) = \eta^d[St \pi, St \pi]$.

Procedure MakeExact. The construction consists of repeated call of a core procedure MakeExact, described as Algorithm 2. On the input, it takes $\eta^{d-1}, \eta^d$ and $\pi \in \Pi$, where $\eta^{d-1}, \eta^d$ are two labeled matrices representing (part of) a complex

$$I^{d-1} \xrightarrow{\eta^{d-1}} I^d \xrightarrow{\eta^d} I^{d+1},$$

that is, the labeling of the rows of $\eta^{d-1}$ matches the labeling of the columns of $\eta^d$, and $\eta^d \cdot \eta^{d-1} = 0$. On the output, it returns a labeled matrix representing a map $\eta^d : I^d \rightarrow I^{d+1}$.

The goal is to make $I^d(\pi)$ exact in degree $d$. We achieve this by adding new linearly independent rows to $\eta^d(\pi)$ from the space

$$(\im \eta^{d-1}(\pi))^\perp = \left\{ v \in k^{\dim I^d(\pi)} \mid \forall u \in \im \eta^{d-1}(\pi) : v \cdot u = 0 \right\},$$

until we cannot add any more. To insert the new rows in the full labeled matrix $\eta^d$, we fill them by zeros in all columns not labeled by $St \pi$. Each new row is labeled by $\pi$, and represents a new copy of $[\pi]$ in $I^{d+1}$, the injective sheaf given by the labeling of the rows of $\eta^d$.

Lemma 3.18. Let $\eta^{d-1}, \eta^d$ and $\pi \in \Pi$ are as above, and $\tilde{\eta}^d := \text{MakeExact}(\eta^{d-1}, \eta^d, \pi)$. Then

1. $\tilde{\eta}^d$ differs from $\eta^d$ only by having extra rows labeled by $\pi$,
A step in the minimal injective resolution

Algorithm 3

Input: \( \eta^{d-1} \) a labeled matrix over a poset \( \Pi \)
Output: \( \hat{\eta}^d \) a labeled matrix

1: \( \eta^d \leftarrow \) a labeled matrix with no rows and with columns labeled as rows of \( \eta^{d-1} \)
2: for \( \pi \in \Pi \) in a non-increasing order do
3: \( \eta^d \leftarrow \text{MAKEEXACT}(\eta^{d-1}, \eta^d, \pi) \) \( \triangleright \) Algorithm 2
4: end for
5: return \( \eta^d \)

Correctness of Algorithm 3. We claim that starting with the minimal injective hull of \( F \), iterative application of the algorithm yields the minimal injective resolution of \( F \). Each sheaf is injective by definition. We need to show exactness at each point, and minimality.

By [2] from Lemma 3.18 we get exactness of \( I^\bullet(\pi) \) in degree \( d \) right after the call of the procedure \( \text{MAKEEXACT}(\eta^{d-1}, \eta^d, \pi) \). Since we go through the degrees in the increasing order, and through the
We demonstrate how Algorithm 3 works for constant sheaves with two examples. Algorithm 3 starting with the input \( \eta \) we can represent the matrices \( \eta \) we start with way how to compute the basis of \( \text{im}\eta \) and \( \text{ker}\eta \) are added to \( \eta \) at step \( \pi \). That is, if rows \( i, \ldots, l \) were added to \( \eta \) at step \( \pi \), \( M_{\pi+1}(\pi) = \text{span}(e_i, \ldots, e_l) \). By Lemma 3 from Section 5.6.3 this space is contained in \( \text{im}\eta(\pi) \).

Computing the orthogonal complement. In Algorithm 2 we purposefully leave out any particular way how to compute the basis of \((\text{im}\eta^{-1}(\pi)))^\perp\), as it is a standard computational problem and it can be implemented in different ways. One way to compute it is via a standard row reduction algorithm: we start with with \( U \leftarrow \text{identity matrix}, R \leftarrow \eta^{-1}(\pi) \), and we reduce rows from top to bottom, reducing each by adding the rows above it to push the left-most non-zero as much to the right as possible. Every row operation performed on \( R \) is also performed on \( U \), so that \( R = U \cdot \eta^{-1}(\pi) \). We end up with a lower-triangular matrix \( U \) such that all its rows corresponding to the zero rows of \( R \) form a basis of \((\text{im}\eta^{-1}(\pi)))^\perp\).

An immediate advantage of this approach is that we only ever work with rows of \( \eta^{-1}(\pi) \). This means we can represent the matrices \( \eta \) in a row-wise sparse representation, e.g., a list of rows, each represented as a “column index \( \rightarrow \) value” dictionary. In this representation, when we go from \( \eta \) to \( \eta' \), we just choose all the rows labeled by \( \operatorname{St}\pi \) — there is no need to crop the rows themselves, as all entries not labeled by \( \operatorname{St}\pi \) are 0.

Injective resolution of the constant sheaf. For the constant sheaf, the construction of the minimal injective hull \( k_\Pi \twoheadrightarrow I^0 \) is very straightforward: \( I^0 = \bigoplus_{i=1}^n \pi_i \) where \( \pi_1, \ldots, \pi_n \) are the maximal elements of \( \Pi \), each exactly once. The map \( \alpha \) is given by the diagonal embedding \( \alpha(\sigma) : k_\Pi(\sigma) \rightarrow I^0(\sigma) \)

\[
1 \mapsto (1, \ldots, 1)^T.
\]

Conveniently, we can represent this particular injection \( \alpha \) as a labeled matrix: we define \( \eta^{-1} \) as a column of ones with rows labeled by the maximal elements of \( \Pi \). We label the column by a new “virtual” element \( \alpha \) \( \Pi \) injective hull \( \alpha \Pi \).

Injective resolution of the constant sheaf. For the constant sheaf, the construction of the minimal injective resolution of \( k_\Pi \), we now iteratively run Algorithm 3 starting with the input \( \eta \).

Going one step further, we can even find the maximal elements of \( \Pi \) as an iteration of Algorithm 3. Indeed, we start with an (empty) matrix \( \eta^{-2} \) with no columns and one row labeled by the “virtual” element greater than all elements of \( \Pi \). To obtain the minimal injective resolution of \( k_\Pi \), we now iteratively run Algorithm 3 starting with \( \eta^{-2} \), and then keep matrices \( \eta \) only for \( d \geq 0 \). Note that this is not just a lucky coincidence. This trick is a special case of computing a pullback, which we introduce later in Section 5.6.3. For now, even though we have not defined a pullback yet, we only remark that the constant sheaf \( k_\Pi \) is the pullback \( f^*k_{\text{pt}} \) for the constant map \( f : \Pi \rightarrow \text{pt} \).

3.3.3 Examples

We demonstrate how Algorithm 3 works for constant sheaves with two examples.

Example 3.19. Consider the 3-skeleton of the 4-simplex, with two extra edges attached to vertex 1. We compute the minimal injective resolution of \( \Pi := \operatorname{St}(1) \). We describe simplices as lists of vertices, and for brevity omit the vertex 1—e.g., 234 = \{1, 2, 3, 4\}. See Figure 1.

The generators of \( I^0 \) are the maximal simplices \( 234, 235, 245, 345, 6, 7, \) and \( \eta^{-1} : k_\Pi \rightarrow I^0 \) is the diagonal embedding for each \( \pi \in \Pi \). We construct \( I^1 \) and \( \eta^0 \) as in Algorithm 3 with inputs \( I^0, \eta^{-1} \). Initialize \( I^1 \) and \( \eta^0 \) empty, and go through the simplices row-by-row left-to-right as they are in Figure 1. Starting with 234, the space \( I^0(234) \) is 1-dimensional and equal to \( \text{im}\eta^{-1}(234) \), so there is nothing to be added, and \( \eta^0(234) = 0 \). The same happens for all the maximal simplices.

At triangle 23, we have \( I^0(23) = k^2 \), since two generators are above 23. At the moment, \( \eta^0(23) \) is empty, so its kernel is \( k^2 \). We need \( \ker\eta^0(23) = \text{im}\eta^{-1}(23) = \text{span}\{1, 1\} \). The orthogonal complement of \( \text{im}\eta^{-1}(23) \) is generated by the vector \( (1, -1) \). We add it as a new row in \( \eta^0(23) \). Therefore, we add 23 to \( I^1 \), and add a first row to \( \eta^0 \); see Figure 3. Similarly, we add one row for each other triangle.
Figure 1: The poset considered in Example 3.19. We omit vertex 1 from the labels.

Now for the edges. We have $I^0(2) = k^3$, and $\eta^0(2)$ a $3 \times 3$ matrix, highlighted as a green solid rectangle in Figure 3. We already have $\ker \eta^0(2) = \text{span}\{(1,1,1)\} = \text{im} \eta^{-1}(2)$, so we do not add any new generators over 2. The same goes for $\eta^0(3), \eta^0(4), \eta^0(5)$, each of which you can see highlighted in Figure 3 with a different color and line style.

Finally, we get to the vertex 0, with $\eta^0(0)$ starting as the part of the matrix in Figure 3 above the horizontal line. Its rank is 3, and its nullity is 3. We need the kernel to be 1-dimensional, so we need to add two additional rows from $(\text{span}\{(1,1,1,1,1)\})^\perp$. We also add 0 to $I^1$ twice. This completes the construction of $I^1$ and $\eta^0$.

The resolution goes on for two more steps: $I^2$ is generated by $(2,3,4,5)$, $I^3$ by $\langle \emptyset \rangle$. The matrices $\eta^k$ are in Figure 3 and the whole resolution is schematically shown in Figure 2.

Example 3.20. Let $\Sigma := \Delta_3^{(2)}$ be the 2-skeleton of a tetrahedron (whose geometric realization is homeomorphic to the sphere). We give the minimal injective resolution of the constant sheaf $k_\Sigma$ in
Figure 4: Example 4: the minimal injective resolution of the constant sheaf on $\Delta^{(2)}_3 \cong S^2$. First is $\Delta^{(2)}_3$ as a poset, second the dimensions in the injective resolution with highlighted generators, as in Figure 2, and third the matrices describing the natural transformations.

3.3.4 Complexity Analysis

We analyze the complexity of finding the minimal injective resolution of the constant sheaf, $k_\Pi$, on a poset $\Pi$, with $n$ elements and height $h$, computed by an iterative application of Algorithm 3. That is, we start with $k_\Pi \xrightarrow{\eta^{-1}} I^0$ the minimal injective hull of the constant sheaf as described above, and then iteratively apply Algorithm 3 until $I^d = 0$.

The call of MAKEEXACT consists of finding a basis of $(\text{im}(\eta^{d-1}(\sigma)))^\perp$, and checking for linear independence of rows of $\eta^d(\sigma)$. Both of those operations can be computed in time at most $O(c^3)$ with $c$ the maximum of the number of rows of $\eta^{d-1}(\sigma)$ and $\eta^d(\sigma)$. In our analysis we ignore the complexity of finding $\text{St} \sigma$ to extract the submatrices from $\eta^d$ in the first place, since it is less expensive than $O(c^3)$ when we estimate $c$ by the size of $\text{St} \sigma$.

By Corollary 3.9, the length of the minimal injective resolution is at most $h + 1$. Therefore, we find it in time $O(h \cdot n \cdot c^3)$, where

$$c = \max_{j, \sigma} \sum_{\pi \in \text{St} \sigma} m^j_{k\Pi}(\pi)$$

is the maximal number of generators over any star throughout the resolution. This analysis is output-sensitive. To give complexity bounds dependent only on the input, we compare $c$ to the maximal size of a star in $\Pi$. How well we can approximate $c$ this way depends on the structure of $\Pi$.

Definition 3.21. For $\sigma \in \Pi$ we define

$$m^j(\text{St} \sigma) := \sum_{\pi \in \text{St} \sigma} m^j_{k\Pi}(\pi)$$

to be the number of generators over $\text{St} \sigma$ in the $j$-th step of the minimal injective resolution of the constant sheaf $k_\Pi$. 
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sheaf on \(\Pi\) (recall Definition 3.11). Furthermore, we define the \(j\)-th star complexity of \(\sigma\) as

\[
SC^j(\sigma) := \frac{m^j(\text{St} \sigma)}{\# \text{St} \sigma}.
\]

For general posets, \(SC^j(\sigma)\) can be arbitrarily large even when lengths of chains are bounded, because sizes of boundaries and coboundaries can be arbitrarily large. For simplicial complexes, we give an upper bound on \(SC^j(\sigma)\) depending on the dimension.

**Proposition 3.22.** Let \(\Pi\) be a simplicial complex, \(\sigma \in \Pi\) and \(d := \dim \text{St} \sigma - \dim \sigma\). Then

\[
SC^j(\sigma) \leq \binom{d}{j}.
\]

This bound is asymptotically tight. If \(\Pi = \Delta_n^{(d)}\) is the \(d\)-skeleton of the \(n\)-simplex, \(v\) is a vertex in \(\Delta_n^{(d)}\), and \(j\) is fixed, then

\[
SC^j(v) \xrightarrow{n \to \infty} \binom{d}{j}.
\]

**Proof.** We prove the upper bound using Theorem 3.12 and bounding dimensions of homology groups by dimensions of chain groups:

\[
m^j(\text{St} \sigma) = \sum_{\tau \in \text{St} \sigma} m^j(\tau) = \sum_{\tau \in \text{St} \sigma} \dim H_c^{j+\dim \tau}(\text{St} \tau) \leq \sum_{\tau \in \text{St} \sigma} \dim C_c^{j+\dim \tau}(\text{St} \tau)
\]

\[
= \sum_{\tau \in \text{St} \sigma} \# \{\pi | \tau <_j \pi\} = \sum_{\tau \in \text{St} \sigma} \# \{\tau \in \text{St} \sigma | \tau <_j \pi\} = \sum_{\tau \in \text{St} \sigma} \# (\pi \setminus \sigma) \leq \# \text{St} \sigma \cdot \binom{d}{j},
\]

where \(d = \dim \text{St} \sigma - \dim \sigma\).

Now we analyse \(SC^j(\sigma)\) in the \(d\)-skeleton of the \(n\)-simplex, \(\Delta_n^{(d)}\). We use the fact that \(\text{St} \sigma\) in \(\Delta_n^{(d)}\) is combinatorially the same as \(\Delta_n^{(d')} \cup \{\emptyset\}\), with \(n' = n - \dim \sigma - 1\) and \(d' = d - \dim \sigma - 1\), using the correspondence \(\text{St} \sigma \ni \tau \mapsto \tau \setminus \sigma\). This map induces an isomorphism between the cochain complexes

\[
C_c^\bullet(\text{St} \sigma) \cong \tilde{C}^{\bullet-\dim \sigma - 1}(\Delta_n^{(d')}),
\]

which, using Theorem 3.12 implies

\[
m^j(\sigma) = \dim H_c^{j+\dim \sigma}(\text{St} \sigma) = \dim \tilde{H}^{j-1}(\Delta_n^{(d')}).
\]

The reduced cohomology \(\tilde{H}^i(\Delta_n^{(d')})\) is trivial for all \(i \neq d'\), and for \(i = d'\), we compute the dimension from the Euler characteristic:

\[
\dim \tilde{H}^{d'}(\Delta_n^{(d')}) = (-1)^{d'} \tilde{\chi}(\Delta_n^{(d)}) = (-1)^{d'} \left(1 + \sum_{i=0}^{d'} \binom{n'+1}{i}(-1)^i\right)
\]

\[
= (-1)^{d'} \sum_{i=0}^{d'+1} \binom{n'+1}{i}(-1)^i = (-1)^{d'-1} \cdot (-1)^{d'+1}\binom{n'}{d'+1} = \binom{n'}{d'+1}.
\]

Therefore,

\[
m^j(\sigma) = \begin{cases} \binom{n-\dim \sigma - 1}{d-\dim \sigma} & \text{if } j = d' + 1 = d - \dim \sigma, \\ 0 & \text{otherwise}. \end{cases}
\]

Finally, we compute \(m^j(\text{St} v)\) for a vertex \(v\):

\[
m^j(\text{St} v) = \sum_{\sigma \in \text{St} v} m^j(\sigma) = \sum_{\sigma \in \text{St} v, \dim \sigma = d-j} \binom{n-d+j-1}{j} = \binom{n}{d-j} \cdot \binom{n-d+j-1}{j}
\]
We rearrange this as follows
\[ m^j(St v) = \frac{n!}{(n-d+j)! \cdot (d-j)! \cdot (n-d+1-j)!} \]
\[ = \frac{n!}{(n-d)! \cdot d! \cdot (n-d+j)! \cdot (d-j)! \cdot j!} = \binom{n}{d} \frac{d!}{j!} \frac{n-d-1}{n-d} \]

Now we can easily compare this with \# St v = \sum_{i=0}^{d} \binom{n}{i}. When we fix \( d \) and \( j \), we get
\[ \lim_{n \to \infty} SC^j(v) = \frac{m^j(St v)}{\# St v} = \binom{d}{j}. \]

Corollary 3.23. For a fixed dimension \( h \), the Algorithm 3 computes the minimal injective resolution of the constant sheaf on an \( h \)-dimensional simplicial complex \( \Sigma \) in time \( O(n \cdot s^3) \), where \( n \) is the cardinality of \( \Sigma \) (as an abstract simplicial complex), and \( s \) is the cardinality of the largest star in \( \Sigma \).

4 Derived Categories

In this section we study minimal injective resolutions of complexes of sheaves on finite posets and describe a convenient definition for the derived category of sheaves on finite posets.

4.1 Minimal Injective Resolutions of Complexes of Sheaves

Definition 4.1. A morphism \( \alpha^\bullet : F^\bullet \to G^\bullet \) of complexes of sheaves is a quasi-isomorphism if the induced map
\[ H^d(\alpha^\bullet) : H^d(F^\bullet) \to H^d(G^\bullet) \]
between cohomology sheaves is an isomorphism for each \( n \in \mathbb{Z} \).

Definition 4.2. An injective resolution of a complex of sheaves \( F^\bullet \) is a quasi-isomorphism
\[ \alpha^\bullet : F^\bullet \to I^\bullet \]
from \( F^\bullet \) to a complex \( I^\bullet \) of injective sheaves.

We define minimal complexes of injective sheaves, and show that every complex of injective sheaves has a minimal complex of injective sheaves quasi-isomorphic to it, and this minimal complex is unique up to isomorphism of complexes.

Definition 4.3. A complex of injective sheaves \( I^\bullet \) is minimal if for every complex of injective sheaves \( J^\bullet \) which is quasi-isomorphic to \( I^\bullet \) and for every \( d \), the number of indecomposable summands of \( I^d \) is less than or equal to the number of indecomposable summands of \( J^d \).

In the remainder of this section, we show a result analogous to Theorem 3.7 for injective resolutions of single sheaves. In particular, the result justifies the above definition.

Theorem 4.4. Let \( (I^\bullet, \eta^\bullet) \) be a complex of injective sheaves on \( \Pi \). The following are equivalent:

1. \( I^\bullet \) is minimal.
2. For any quasi-isomorphic complex \( (J^\bullet, \lambda^\bullet) \) of injective sheaves, there exists a morphism of complexes \( r^\bullet : J^\bullet \to I^\bullet \) such that \( r^d \) is surjective for each \( d \).
3. For any quasi-isomorphic complex \( (J^\bullet, \lambda^\bullet) \) of injective sheaves, there exists a morphism of complexes \( q^\bullet : I^\bullet \to J^\bullet \) such that \( q^d \) is injective for each \( d \).
4. For each \( d, \pi \in \Pi \), and maximal vector \( s \in I^d(\pi) \), \( \eta^d(\pi)(s) = 0 \).
Moreover, for a given complex of sheaves there exists a unique (up to isomorphism of complexes) injective resolution by a minimal complex of injective sheaves.

**Proof.** The implications $2 \Rightarrow 1$ and $3 \Rightarrow 1$ are immediate as both imply that $\dim I^d(\pi) \leq \dim J^d(\pi)$ for every complex $J^* \text{ quasi-isomorphic to } I^*$, and every $d \in \mathbb{Z}$, $\pi \in \Pi$.

We show implication $1 \Rightarrow 4$, proof of which also yields an argument for existence of minimal injective complexes, and then we show $4 \Rightarrow 3$ and $4 \Rightarrow 2$, which will also yield the uniqueness.

$1 \Rightarrow 4$: We show that if $4$ does not hold, then $1$ does not hold either. If $s$ is a maximal vector in $I^d(\pi)$ which does not vanish when we apply $\eta^d$, we can define $I$ as in the proof of Theorem 3.7.

Since the top row has trivial cohomology, the long exact sequence theorem implies that

$$0 \to H^j(I^*) \xrightarrow{q^j} H^j(\hat{I}^*) \to 0$$

is exact, that is, $q^*$ induces an isomorphism on the homology. We have found a complex $\hat{I}^*$ quasi-isomorphic to $I^*$ with fewer indecomposable summands in places $d$ and $d + 1$, so $J^*$ is not minimal.

By iterating this process, we can produce, from any bounded complex of injective sheaves $J^*$, a minimal complex of injective sheaves $\hat{I}^*$, which proves the existence of minimal injective complexes.

$4 \Rightarrow 2, 3$: Since $I^*$, $J^*$ are quasi-isomorphic, there is a quasi-isomorphism $q^*: I^* \to J^*$. Because both complexes consist of injective sheaves, $q^*$ is a homotopy equivalence. Therefore, let $q^*: I^* \to J^*$ and $r^*: J^* \to I^*$ form a homotopy equivalence. We show that if $I^*$ satisfies the condition 4, then $q^d$ is injective and $r^d$ is surjective for each $d$.

We inductively prove that $r^d \circ q^d$ is injective and that $r^d \circ q^d(\ker \eta^d) = \ker \eta^d$. As the base case, choose any $d$ such that $I^j = 0$ for each $j \leq d$, where the induction hypothesis holds trivially. We show the induction step.

By assumption, $r^d \circ q^d = \text{id} + h_{d+1} \circ \eta^d + \eta^{d-1} \circ h^d$ for a collection of morphisms $h^d: I^d \to I^{d-1}$.

We begin by showing that the restriction of $r^d \circ q^d$ to $\ker \eta^d$ is injective.

Assume $\pi \in \Pi$, $x \in \ker \eta^d(\pi)$, and $x \in \ker(r^d \circ q^d)(\pi)$. Then

$$0 = (r^d \circ q^d)(\pi)(x) = x + 0 + (\eta^{d-1} \circ h^d)(\pi)(x).$$
If there exists morphisms of sheaves \( \lambda^d-1 \circ q^d-1 = q^d \circ \eta^d-1 \). Because \( \eta^d-1 \circ q_l = x \), we have that \( (\lambda^d-1 \circ q_l)(y) = q^d(\pi)(x) \). Because \((r^d \circ q^d)(\pi)(x) = 0\), we have that
\[
(r^d \circ \lambda^d-1 \circ q^d-1)(\pi)(y) = 0.
\]
Because \( r^* \) is a morphism of complexes, \( r^d \circ \lambda^d-1 = \eta^d-1 \circ r^d-1 \). Therefore,
\[
(\eta^d-1 \circ r^d-1 \circ q^d-1)(\pi)(y) = 0.
\]
We have therefore shown that \((r^d-1 \circ q^d-1)(\pi)(y) \in \ker \eta^d-1(\pi)\).

By the induction assumption, we have that
\[
(r^d-1 \circ q^d-1)(\ker \eta^d-1) = \ker \eta^d-1.
\]
Therefore, there exists \( z \in \ker \eta^d-1(\pi) \) such that \((r^d-1 \circ q^d-1)(\pi)(z) = (r^d-1 \circ q^d-1)(\pi)(y) \). By the induction assumption that \( r^d-1 \circ q^d-1 \) is injective, we have that \( z = y \). Therefore, \( y \in \ker \eta^d-1(\pi) \), and \( x = \eta^d-1(\pi)(y) = 0 \). Altogether we showed that the restriction of \( r^d \circ q^d \) to \( \ker \eta^d \) is injective.

For each non-zero vector \( u \in I^d(\tau) \), there exists \( (\tau \leq \pi) \in \Pi \) and a non-zero maximal vector \( s \in I^d(\pi) \) such that \( I^d(\tau \leq \pi)(u) = s \). By the condition 4 for \( \cdot^* \), all maximal vectors in \( I^d(\pi) \) are elements of \( \ker \eta^d(\pi) \). Because the restriction of \( r^d \circ q^d \) to \( \ker \eta^d \) is injective, \( (r^d \circ q^d)(\pi)(s) \neq 0 \). By the commutativity assumed in the definition of a natural transformation (Definition 2.4), we have:
\[
I^{d+1}(\tau \leq \pi) = (r^d \circ q^d)(\pi)(I^d(\tau \leq \pi)(u)) = (r^d \circ q^d)(\pi)(s) \neq 0.
\]
Therefore, \( (r^d \circ q^d)(\tau)(u) \neq 0 \). That is, \( r^d \circ q^d \) is injective. Moreover, because \( r^* \) and \( q^* \) are morphisms of complexes, \( (r^d \circ q^d)(\ker \eta^d) \subseteq \ker \eta^d \). Because the restriction of \( r^d \circ q^d \) to \( \ker \eta^d \) is injective, we have the desired equality: \( (r^d \circ q^d)(\ker \eta^d) = \ker \eta^d \).

Since \( r^d \circ q^d(\pi) \), for \( \pi \in \Pi \), is an endomorphism of finite-dimensional vector spaces, it is injective if it is surjective. Therefore, \( q^d \) is injective and \( r^d \) is surjective, as claimed.

Finally, if both complexes satisfy condition 4, then by a symmetric argument, also \( r^d \) is injective, and \( q^d \) is surjective. In particular, \( q^d \) is an isomorphism of sheaves, i.e., \( q^* \) is an isomorphism of complexes.

\[\square\]

4.2 The Derived Category of Sheaves

We will now (finally) define the derived category of sheaves on a finite poset. It is in this language that our main results will be stated. Our primary motivation for adopting this perspective is to treat (co)chain complexes (rather than (co)homology groups, for example) as the fundamental objects on which our algorithms will operate. The remaining technicality which we now need to address is when two morphisms of complexes aught to be viewed as the same.

**Definition 4.5.** A morphism \( \alpha^*: F^* \rightarrow G^* \) between two complexes, \((F^*, \eta^*)\) and \((G^*, \delta^*)\), is **null-homotopic** if there exists morphisms of sheaves \( h^d: F^d \rightarrow G^{d-1} \):

\[
\cdots \rightarrow \eta^{d-2} \rightarrow F^{d-1} \rightarrow \eta^{d-1} \rightarrow F^d \rightarrow \eta^d \rightarrow F^{d+1} \rightarrow \eta^{d+1} \rightarrow F^{d+2} \rightarrow \cdots
\]

\[
\cdots \rightarrow h^{d-2} \rightarrow G^{d-1} \rightarrow h^{d-1} \rightarrow G^d \rightarrow h^d \rightarrow G^{d+1} \rightarrow h^{d+1} \rightarrow G^{d+2} \rightarrow \cdots
\]

such that \( \alpha^d = h^{d-1} \circ h^d = h^d \circ h^{d+1} \), for each \( d \).

To get a better intuition about null-homotopic maps, we state an alternate definition. We need to first introduce the mapping cone of a morphism of complexes, which will also be useful in later sections.

**Definition 4.6.** The **mapping cone**, of a morphism \( \alpha^*: F^* \rightarrow G^* \) between two complexes, \((F^*, \eta^*)\) and \((G^*, \delta^*)\), is a complex \( C(\alpha^*) = (C^*, \gamma^*) \) given by
\[
C^d := F^{d+1} \oplus G^d, \quad \gamma^d = \begin{pmatrix} -\eta^{d+1} & 0 \\ \alpha^{d+1} & \delta^d \end{pmatrix}.
\]

24
The following is a useful fact which we need in later sections.

**Lemma 4.7** ([KS94, Def. 1.5.7 and the following discussion]). A morphism $\alpha^\bullet : F^\bullet \to G^\bullet$ between two complexes is a quasi-isomorphism if and only if its mapping cone, $C(\alpha^\bullet)$, is exact.

**Proposition 4.8.** A morphism $\alpha^\bullet : F^\bullet \to G^\bullet$ between two complexes, $(F^\bullet, \eta^\bullet)$ and $(G^\bullet, \delta^\bullet)$, is null-homotopic if and only if $\alpha^\bullet$ factors through the mapping cone of the identity map on the complex $(G^{\bullet-1}, -\delta^{\bullet-1})$ (with indices shifted by $-1$):

$$
F^\bullet \xrightarrow{\alpha^\bullet} C\left(\text{id}_{(G^{\bullet-1}, -\delta^{\bullet-1})}\right) \xrightarrow{\text{proj}} G^\bullet
$$

**Remark.** Note that, by Lemma 4.7, the mapping cone of an identity map is an exact complex. Hence, the above proposition immediately implies that all null-homotopic maps induce trivial morphisms on cohomology sheaves. This gives some intuition for the following definition, which, on a high level, states that null-homotopic maps should be treated as zero maps for the purposes of homological algebra.

**Definition 4.9.** The bounded derived category of sheaves on $\Pi$, $D^b(\Pi)$, consists of a set of objects

$$\text{Ob}D^b(\Pi) = \{(I^\bullet, \eta^\bullet) \text{ a minimal complex of injective sheaves}\}$$

and a vector space of morphisms between any two objects

$$\text{Hom}_{D^b(\Pi)}(I^\bullet, J^\bullet)$$

which is defined to be the quotient space of the (finite-dimensional) vector space of all morphisms (of complexes) from $I^\bullet$ to $J^\bullet$ modulo the subspace of null-homotopic morphisms.

**Remark.** It follows from Theorem 4.4 that the above definition of the bounded derived category of sheaves is in fact a skeleton of the category which is traditionally referred to as the bounded derived category of sheaves [KS94, Bre97]. We choose this definition in order to streamline and simplify the computational perspective of derived categories considered below.

### 4.3 Computations in the Derived Category of Sheaves

#### 4.3.1 Computing Minimal Injective Resolutions of Complexes

With labeled matrix representations we can easily recognise whether a complex of injective sheaves is minimal, and obtain a minimal complex in case it is not. We fix a complex of injective sheaves $(I^\bullet, \eta^\bullet)$ and assume it is represented by labeled matrices $\eta^\bullet$.

**Recognising minimality.** The complex $I^\bullet$ is minimal iff $\eta^d[\pi, \pi]$ is either empty or a zero matrix for all $d$ and all $\pi \in \Pi$. This is a reformulation of the condition in Theorem 4.4: if $I^d = \bigoplus_{\pi} [\pi]^p\pi$, then the maximal vectors in $I^d(\pi)$ are exactly vectors in the subsheaf $[\pi]^p(\pi)$. Natural transformations map maximal vectors either to zero or again to a maximal vector, therefore, a maximal vector from $I^d$ gets sent to a non-zero vector by $\eta^d$ iff there is a non-zero coefficient at the intersection of a column and a row both labeled by the same simplex.
Computing minimal complex: the peeling procedure. To construct a labeled matrix representation $\eta^*$ of the minimal complex of injective sheaves quasi-isomorphic to $(I^*, \eta^*)$, we follow the peeling process used to show the existence in Section 4.4. As described above, if $I^*$ is not minimal, there is some $d$ and $\pi$ such that $\eta^d[\pi, \pi]$ is a non-zero matrix. Following standard Gaussian elimination and further reduction, we reduce $\eta^d[\pi, \pi]$ so that every row and every column has at most one and otherwise zeros. We perform the reduction on the whole matrix $\eta^d$, using allowed elementary row and column operations. For every row and column in $\eta^d[\pi, \pi]$ that contains 1, we then also clear out the rest of that row or column in $\eta^d$. For every operation we perform on $\eta^d$, we perform the corresponding operations on $\eta^{d-1}$ and $\eta^{d+1}$, as described above for change of bases in complexes.

If $\eta^d$ has 1 on an intersection of a row and a column both labeled by $\pi$, and both having 0 as all other entries, then the corresponding $\pi$-labeled column in $\eta^{d-1}$ and $\pi$-labeled row in $\eta^{d+1}$ must both be zero, as $\eta^d \cdot \eta^{d-1} = 0 = \eta^{d+1} \cdot \eta^d$. Therefore, we have identified a sequence $0 \rightarrow [\pi] \rightarrow [\pi] \rightarrow 0$ that splits from the complex, and removing it produces a quasi-isomorphic complex. If the discussed entry in $\eta^d$ is at position $(i, j)$, then we remove the $j$-th row from $\eta^{d-1}$, the $j$-th column and the $i$-th row from $\eta^d$, and the $i$-th column from $\eta^{d+1}$.

To obtain the minimal injective complex, we iterate this procedure until we have matrices $\hat{\eta}^*$ such that $\hat{\eta}^d[\pi, \pi]$ is either empty or a zero matrix for every $d$ and $\pi \in \Pi$. The process is summarised as Algorithm 4.

Algorithm 4 Computing minimal complex: Peeling

Input: $\eta^0, \ldots, \eta^n$ labeled matrices representing a complex of injective sheaves $(I^*, \eta^*)$ on $\Pi$

Output: $\hat{\eta}^0, \ldots, \hat{\eta}^n$ labeled matrices representing the minimal complex of injective sheaves quasi-isomorphic to $(I^*, \eta^*)$

1: while $\exists d \in \{0, \ldots, n\}$ $\exists \pi \in \Pi$ such that $\eta^d[\pi, \pi]$ is a non-zero matrix do
2: find labeled matrices $L, R$ such that:
   • $(L \cdot \eta^d \cdot R)[\pi, \pi]$ is a 01-matrix
   • every $\pi$-labeled column of $L \cdot \eta^d \cdot R$ contains at most one 1
   • every $\pi$-labeled row of $L \cdot \eta^d \cdot R$ contains at most one 1
   ➔ Extended Gaussian elimination on $\eta^d[\pi, \pi]$ and further reduction on $\eta^d$.
3: $\eta^d \leftarrow L \cdot \eta^d \cdot R$
4: $\eta^{d-1} \leftarrow R^{-1} \cdot \eta^{d-1}$
5: $\eta^{d+1} \leftarrow \eta^{d+1} \cdot L^{-1}$
6: while $\exists i$-th row, $j$-th column in $\eta^d$ labeled by $\pi$ such that $\eta^d[i, j] = 1$ do
7: delete the $i$-th row and the $j$-th column from $\eta^d$
8: delete the $j$-th row from $\eta^{d-1}$
9: delete the $i$-th column from $\eta^{d+1}$
10: end while
11: end while
12: return $\hat{\eta}^0, \ldots, \hat{\eta}^n$

Note that unlike in the proof of Theorem 4.4, here we show that the sequence that we peel off, $0 \rightarrow [\pi] \rightarrow [\pi] \rightarrow 0$, actually splits from $I^*$. Applying the argument iteratively, we get the following.

Corollary 4.10. Let $J^*$ be any complex of injective sheaves, and $I^*$ its minimal injective resolution. Then there exists an exact complex of injective sheaves $E^*$, and an isomorphism of complexes $J^* \cong I^* \oplus E^*$.

In other words, the short exact sequence

$$0 \rightarrow I^* \xrightarrow{q^*} J^* \rightarrow E^* \rightarrow 0$$

splits (in the category of complexes of sheaves), where $q^*$ is the injective morphism from Theorem 4.4.
4.3.2 Computing a Basis for the Space of Morphisms

We describe the spaces of all morphisms and all null-homotopic morphisms between two complexes of injective sheaves as solutions to systems of linear equations. Those systems of equations are smaller compared to the case of general sheaves, because for injective sheaves, we can take advantage of the labeled matrix representations of natural transformations. This said, the size of the systems of linear equations which define these morphisms are impractically large; the goal of this exposition is to give an explicit description of the space morphisms between two objects in the derived category of sheaves, including a way (albeit impractical) to compute their basis.

We fix two complexes of injective sheaves, \((I^\bullet, η^\bullet), (J^\bullet, λ^\bullet)\), and denote by \(m(I^d)\) and \(m(J^d)\) the number of indecomposable injective summands in \(I^d\) and \(J^d\), respectively. We assume that both complexes are represented by labeled matrices as described above, and we denote the matrices by the same symbols as the natural transformations they represent, e.g., \(η^d\) is a \(m(I^{d+1}) \times m(I^d)\) labeled matrix.

We can describe every morphism \(α^\bullet : I^\bullet \to J^\bullet\) as another collection of labeled matrices. The dimensions are fixed: \(α^d\) is a \(m(J^d) \times m(I^d)\) matrix with columns labeled as columns of \(η^d\), and rows labeled as columns of \(λ^d\). Therefore, we have \(\sum_k m(J^d) \cdot m(I^d)\) variables which will be used to define \(α^\bullet\).

We observe that the definition for \(α^\bullet\) to represent a morphism yields two sets of linear constrains:

- **poset constrains**: \(α^d[i,j] = 0\) whenever \(σ \not\leq π\) for \(σ\) the label of the \(i\)-th row and \(π\) the label of the \(j\)-th column of \(α^d\),

- **commutativity constrains**: \(α^{d+1} \cdot η^d = λ^d \cdot α^d = 0\) yields \(m(J^{d+1})\) linear constrains for each \(d\).

The system of linear equations for null-homotopic morphisms is the one above together with new variables and new constrains. We have \(\sum_k m(I^d) \cdot m(J^{d-1})\) new variables for the matrices \(h^d\) representing the natural transformations \(I^d \to J^{d-1}\) as in Definition 4.5. Again, we label each \(h^d\) accordingly to fit with the labeling of \(η^\bullet, λ^\bullet\). We get the following two new sets of linear constrains:

- **poset constrains**: \(h^d[i,j] = 0\) whenever \(σ \not\leq π\) for \(σ\) the label of the \(i\)-th row and \(π\) the label of the \(j\)-th column of \(h^d\),

- **homotopy constrains**: \(α^d - h^{d+1} \cdot η^d = λ^d \cdot h^{d-1} = 0\) yields \(m(J^d)\) linear constrains for each \(d\).

Altogether, computing a basis for the space of morphisms \(\text{Hom}_{D^b(Π)}(I^\bullet, J^\bullet)\) (see Definition 4.9) reduces to computing a basis for the space of solutions to the above system of linear equations.

5 Derived Functors

A fundamental application of derived sheaf theory is the study of continuous maps. To illustrate these applications, we will recall several functors between categories of sheaves which are induced by continuous maps between topological spaces.

5.1 Pushforward

**Definition 5.1.** Suppose \(f : Π \to Λ\) is an order preserving map of posets, and \(F\) is a sheaf on \(Π\). Then the **pushforward** of \(F\) by \(f\) is defined by

\[
f_* F(λ) := \lim_{π ∈ f^{-1}(St \ λ)} F(π)
\]

\[
= \left\{ v ∈ \bigoplus_{π ∈ f^{-1}(St \ λ)} F(π) : F(γ ≤ τ) \left( \text{proj}_{F(γ)}(v) \right) = \text{proj}_{F(τ)}(v) \text{ for all } (γ ≤ τ) ∈ f^{-1}(St \ λ) \right\},
\]

where \(\text{proj}_{F(γ)} : \bigoplus_{π ∈ f^{-1}(St \ λ)} F(π) \to F(γ)\) denotes projection onto \(F(γ)\), and the linear maps \(f_* F(κ ≤ λ)\) are restrictions of the projections \(\bigoplus_{π ∈ f^{-1}(St \ κ)} F(π) \to \bigoplus_{π ∈ f^{-1}(St \ λ)} F(π)\).
The pushforward is functorial; that is, if $\eta : F \to G$ is a natural transformation between sheaves $F$ and $G$ on $\Pi$, then

$$f_*\eta : f_*F \to f_*G,$$

is a natural transformation, where $f_*\eta(\lambda)$ is obtained by restricting the domain of the sum of linear maps

$$\sum_{\pi \in f^{-1}(St\lambda)} \eta(\pi) : \bigoplus_{\pi \in f^{-1}(St\lambda)} F(\pi) \to \bigoplus_{\pi \in f^{-1}(St\lambda)} G(\pi).$$

Notice that if $\eta : F \to G$ is injective, then $f_*\eta$ is injective. However, the same is not necessarily true for surjectivity. In the language of category theory, $f_*$ is a left exact functor. It is useful to observe that in our finite setting, pushforwards of finite resolutions have a straightforward structure.

**Lemma 5.2.** If $I \cong \bigoplus_{0 \leq j \leq n} [\pi_j]$ is an injective sheaf on $\Pi$, then $f_*I$ is an injective sheaf on $\Lambda$ given by

$$f_*I \cong \bigoplus_{0 \leq j \leq n} [f(\pi_j)].$$

**Proof.** Because $f_*\left( \bigoplus_{j} F_{j}\right) = \bigoplus_{j} f_*F_{j}$, it is enough to observe that $f_*[\pi] \cong [f(\pi)]$ for any $\pi \in \Pi$. Indeed, by definition

$$f_*[\pi](\sigma) = \begin{cases} k & \text{if } \pi \in f^{-1}(St\sigma) \\ 0 & \text{otherwise} \end{cases},$$

and $\pi \in f^{-1}(St\sigma)$ if and only if $f(\pi) \in St\sigma$. \qed

### 5.2 Pullback

**Definition 5.3.** Suppose $f : \Pi \to \Lambda$ is an order preserving map of posets, and $F$ is a sheaf on $\Lambda$. Then the **pullback** of $F$ by $f$ is defined by

$$f^*F(\pi) := F(f(\pi)),$$

with linear maps $f^*F(\pi \leq \tau) = F(f(\pi) \leq f(\tau))$.

As with the pushforward, the pullback is functorial: if $\eta : F \to G$ is a natural transformation between sheaves $F$ and $G$ on $\Lambda$, then $\eta$ defines a natural transformation

$$f^*\eta : f^*F \to f^*G,$$

where $f^*\eta(\pi) := \eta(f(\pi))$.

Unlike the pushforward, the pullback preserves both the injectivity and surjectivity of natural transformations, and defines an exact functor. However, (again in contrast to the pushforward) the pullback does not necessarily preserve injectivity of sheaves.

**Example 5.4.** Let $\Pi = (a \leq b, c)$, $\Lambda = (a' \leq b', c' \leq d')$ and $f : \Pi \to \Lambda$ sends $a, b, c$ to $a', b', c'$, respectively. Then the constant sheaf on $\Lambda$, is injective: $k_{\Lambda} = [d']$. By the definition, its pullback is $f^*k_{\Lambda} = k_{\Pi}$, which is not an injective sheaf on $\Pi$.

In Section 5.6 we give a description of a pushforward of injective sheaves as a restriction of an injective sheaf over a modified poset.
5.3 Proper Pushforward

Definition 5.5. Now we define a proper pushforward associated to the inclusion \( i : Z \hookrightarrow \Pi \).

\[
i^*_i F(\sigma) := \begin{cases} 
F(\sigma) & \text{if } \sigma \in Z \\
0 & \text{else.}
\end{cases}
\]

As above, it is straightforward to show that \( i^*_i \) is functorial, and that \( i^*_i(\eta) \) preserves the injectivity of \( \eta \) as well as the surjectivity, aka \( i^*_i \) is exact.

Unless \( Z \) is closed, a proper pushforward, \((i_Z)_! I\), of an injective sheaf is not injective, because it has zero spaces below non-zero spaces. However, it is a subsheaf of an injective sheaf. Indeed, if \( I \cong \bigoplus_{0 \leq j \leq n}[\pi_j] \) is an injective sheaf on \( \Pi \), and \( \tilde{I} := (i_Z)_! I \cong \bigoplus_{0 \leq j \leq n}[\pi_j] \) is an injective sheaf on \( \Pi \), then \((i_Z)_! I(\pi) = \tilde{I}(\pi)\) for every \( \pi \in Z \).

5.4 Proper Pullback

Let \( Z \) be a locally closed subset of \( \Pi \) (the intersection of an open and a closed subset). In this section we define the proper pullback, \( i^*_Z \), of the inclusion map \( i_Z : Z \hookrightarrow \Pi \).

Definition 5.6. Let \( Z \) be a locally closed subset of \( \Pi \). Given a sheaf \( F \) on \( \Pi \), let \( i^*_Z F \) be the sheaf on \( Z \) defined by

\[
i^*_Z F(\zeta) := \begin{cases} 
v \in F(\zeta) : F(\zeta \leq \tau)(v) = 0 & \text{for all } \tau \in \St_{\Pi} \zeta - Z 
\end{cases},
\]

where \( \zeta \in Z \) and \( \St_{\Pi} \zeta \) is the star of \( \zeta \) in \( \Pi \).

As above, it is straightforward to show that \( i^*_Z \) is functorial, and that \( i^*_Z(\eta) \) preserves the injectivity of \( \eta \) but not necessarily surjectivity. Computing proper pullbacks of injective sheaves is straightforward.

Lemma 5.7. Let \( Z \) be a locally closed subset of \( \Pi \). If \( I \cong \bigoplus_{0 \leq j \leq n}[\pi_j] \) is an injective sheaf on \( \Pi \), then \( i^*_Z I \) is an injective sheaf on \( Z \) with a decomposition

\[
i^*_Z I \cong \bigoplus_{\pi_j \in Z} [\pi_j].
\]

Proof. The functor \( i^*_Z \) is additive, so it is enough to consider \( i^*_Z[\pi] \) for an indecomposable injective sheaf \([\pi]\).

Assume first that \( \pi \notin Z \). Let \( \zeta \in Z \). Either \( \zeta \leq \pi \), and then \( i^*_Z[\pi](\zeta) = 0 \), because \([\pi](\zeta \leq \pi) = \text{id}_k\); or \( \zeta \ngeq \pi \), and then also \( i^*_Z[\pi](\zeta) = 0 \), because \([\pi](\zeta) = 0 \). Therefore, \( i^*_Z[\pi] = 0 \) for \( \pi \notin Z \).

Now we consider the case when \( \pi \in Z \). If \( \zeta \in Z \) with \( \zeta \leq \pi \), then \( i^*_Z[\pi](\zeta) = 0 \) because \([\pi](\zeta) = 0 \). If \( \zeta \leq \pi \), then the intersection

\[
\{ \gamma \in \Pi : \gamma \leq \pi \} \cap \St_{\Pi} \zeta
\]

is a subset of \( Z \) (because \( Z \) is locally closed). Therefore, if \( \tau \in \St_{\Pi} \zeta - Z \) then \( \tau \leq \pi \), and hence \([\pi](\zeta \leq \tau) = 0 \). It follows that \( i^*_Z[\pi](\zeta) = k \). Altogether, we have shown that \( i^*_Z([\pi]_{\Pi}) \) is isomorphic to \([\pi]_Z \) (we add the subscripts \( \Pi \) and \( Z \) to emphasize that \([\pi]_Z \) is a sheaf on \( \Pi \) and \([\pi]_Z \) is a sheaf on \( \Pi \)).

Combining this with Lemma 5.2 we see that \( i_* i^*_Z I \) is the subsheaf of \( I \) containing only the indecomposable injective summands \([\pi]\) on \( \Pi \) for \( \pi \in Z \).

For a natural transformation \( \eta : I \to J \) between two injective sheaves and \( \pi \in Z \), the map \( i^*_Z \eta(\pi) \) is just a restriction of \( \eta(\pi) \). Combined with a simple observation that maximal vectors in \( i^*_Z I(\pi) \) are the same as maximal vectors in \( I(\pi) \), the maximal vector condition in Theorem 4.4 implies that if \( I^\bullet \) is minimal, then also \( i^*_Z I^\bullet \) is minimal. This is particularly useful when we consider a singleton \( Z = \{ \pi \} \).
5.5 Derived Functors and Hypercohomology

We now apply the above operations to complexes of injective sheaves.

**Definition 5.8.** Let \( f : \Sigma \to \Lambda \) be an order preserving map of posets and \( (I^\bullet, \eta^\bullet) \in D^b(\Sigma) \) be a minimal injective complex of sheaves on \( \Sigma \). Let \( F \) be one of the functors \( f_\ast, f^\ast, f_! \), or \( f^! \), defined above (we assume \( f \) is an inclusion in the proper cases). Define \( RF(I^\bullet) \in D^b(\Lambda) \) to be the minimal injective resolution of the complex

\[
\cdots \to F(I^d) \xrightarrow{F\eta^d} F(I^{d+1}) \xrightarrow{F\eta^{d+1}} F(I^{d+2}) \to \cdots.
\]

As with other functors, we usually write \( RF(I^\bullet) = RF(I^\bullet) \) for brevity.

**Definition 5.9.** Let \( p : \Sigma \to \{\ast\} \) be the projection map to the single point poset. Let \( I^\bullet \) be a complex of injective sheaves on \( \Sigma \). Define the hypercohomology of \( I^\bullet \) to be

\[
\text{H}^d(I^\bullet) := H^d\Gamma_p I^\bullet.
\]

Notice that \( R\pi_\ast(I^\bullet) \) is simply a complex of vector spaces. As such, the minimality condition forces all maps to be zero maps, which implies that \( H^d\Gamma_p I^\bullet = (R\pi_\ast I^\bullet)^d \) when we view the right-hand side as the vector space over the single element.

**Corollary 5.10.** Assume \( I^\bullet \in D^b(\Sigma) \) is a minimal complex. Let \( m_{I^\bullet}(\pi) \) be the multiplicity of the indecomposable summand \([\pi]\) in \( I^d \). If \( \iota_\pi : [\pi] \hookrightarrow \Sigma \), then

\[
\dim \text{H}^d R\iota_\pi^\ast I^\bullet = m_{I^\bullet}(\pi).
\]

**Proof.** This follows directly from Lemma 5.7.

In the setting of simplicial complexes (or, more generally, cellular complexes) the cohomology sheaves of the derived pushforward of a constant sheaf are closely related to singular cohomology groups of level-sets. This allows us to give some intuition behind derived pushforwards with the following proposition.

**Proposition 5.11.** Suppose \( f : \Sigma \to \Lambda \) is a simplicial map. As sheaves on \( \Lambda \),

\[
H^d Rf_\ast k_\Sigma \cong H^d([f^{-1}(\text{St }\lambda)]; k)
\]

where \( H^d([f^{-1}(\text{St }\lambda)]; k) \) is the sheaf defined by associating the simplex \( \lambda \) to the singular cohomology of the geometric realization of \( f^{-1}(\text{St }\lambda) \) (with linear maps induced by inclusion).

**Proof.** Let \( I^\bullet \) be the injective resolution described in Section 3.3.1. Then \( Rf_\ast I^\bullet(\lambda) \) is the complex consisting of only the linear combinations of generators for indecomposable sheaves \([\pi] \subset I^\bullet \) such that \( \pi \in f^{-1}(\text{St }\lambda) \) and chain maps \( \eta^\bullet(f^{-1}(\text{St }\lambda)) \). After forgetting the matrix labels representing \( Rf_\ast I^\bullet(\lambda) \), we obtain the simplicial cochain complex of \( K(f^{-1}(\text{St }\lambda)) \). The cohomology groups of this cochain complex are isomorphic to the singular cohomology of the geometric realization of \( f^{-1}(\text{St }\lambda) \):

\[
H^d Rf_\ast k_\Sigma(\lambda) \cong H^d([f^{-1}(\text{St }\lambda)]; k),
\]

and the linear maps \( H^d Rf_\ast(\kappa \leq \lambda) \) are the usual cohomology maps

\[
H^d([K(f^{-1}(\text{St }\kappa))]; k) \to H^d([K(f^{-1}(\text{St }\lambda))]; k)
\]

induced by inclusion (cf. [Ive86, Chapter II Proposition 5.11]).

5.6 Algorithms for computing derived functors

In this section we describe how to compute injective resolutions of the introduced derived functors applied to injective complexes. Concrete examples of the computations are presented in Section 7. We assume \( f : \Pi \to \Lambda \) is an order preserving map of posets. \((I^\bullet, \eta^\bullet)\) is a complex of injective sheaves represented by labeled matrices \( \eta^\bullet \). We will assume each \( I^\bullet \) to start in degree 0 - if it is not the case, we can shift the degrees. Note that this means that we start with a zero matrix \( \eta^{-1} \) with rows labeled according to a decomposition of \( I^0 \), and no columns.

For the discussions we also fix \( I = \bigoplus_{i}[\pi_i], J = \bigoplus_{j}[\sigma_j] \) and \( \eta : I \to J \) a natural transformation represented by a labeled matrix \( \eta \).
5.6.1 Pushforward

For labeled matrices, computing pushforwards is very simple. To obtain a representation of \( f_* \eta \), we only need to relabel \( \eta \): replace every label \( \pi \) by \( f(\pi) \), both for rows and columns. Indeed, by Lemma 5.2 both \( f_*I \) and \( f_*J \) are injective, so \( f_* \eta \) can be represented by a labeled matrix, and by the same lemma the labeling we describe is correct. The only thing left to check is that the map \( (f_* \eta)_{dp} : [f(\pi_d)] \to [f(\sigma_p)] \) is determined by the same scalar as \( \eta_{dp} \), which is clear from the definitions and the following diagram:

\[
\begin{array}{ccc}
[\pi_d] & \xrightarrow{\text{incl}} & \bigoplus_i [\pi_i] \\
\eta & \xrightarrow{\text{proj}} & \bigoplus_j [\sigma_j] \\
f_*[\pi_d] & \xrightarrow{f_*\text{incl}} & f_* \bigoplus_i [\pi_i] \\
& \xrightarrow{f_*\eta} & f_* \bigoplus_j [\sigma_j] \\
[f(\pi_d)] & \xrightarrow{\text{incl}} & \bigoplus_i [f(\pi_i)] \\
& \xrightarrow{f_*\eta} & \bigoplus_j [f(\sigma_j)] \\
(f_* \eta)_{dp} & \xrightarrow{\text{proj}} & [f(\sigma_p)]
\end{array}
\]

When \( f \) is not injective, \( f_* \eta \) might send some maximal vectors to non-zero vectors even if \( \eta \) did not. Therefore, we compute \( Rf_*I^\bullet \) in two steps:

1. change all labels \( \pi \) to \( f(\pi) \) in all matrices \( \eta^d \),
2. perform the peeling procedure described in Section 4.3.1 to get the minimal complex.

Note that for computations, \( I^\bullet \) does not need to be minimal to start with: since \( f \) preserves order, all operations allowed before relabeling are still allowed after relabeling, and therefore performing peeling-relabeling-peeling allows for exactly the same set of reductions as just relabeling-peeling.

5.6.2 Mapping cylinder of an order preserving map

To be able to easily compute certain derived functors, it is convenient to describe natural transformations using the labeled matrices. Some functors do not preserve injectivity, e.g., the pullback, as described in Example 5.4. However, we can still describe them with labeled matrices—we pass to injective sheaves over a bigger poset that we introduce in this section, and then restrict those back to the poset of interest.

**Definition 5.12.** Given an order preserving map between two posets, \( f : \Pi \to \Lambda \), the mapping cylinder of \( f \) is the poset \( \Pi \sqcup_f \Lambda \) with the underlying set the disjoint union \( \Pi \sqcup \Lambda \), and the order defined as follows: \( \pi \leq \tau \) in \( \Pi \sqcup_f \Lambda \) if and only if one of the following conditions is satisfied

- \( \pi, \tau \in \Pi \) and \( \pi \leq \tau \) in \( \Pi \),
- \( \pi, \tau \in \Lambda \) and \( \pi \leq \tau \) in \( \Lambda \), or
- \( \pi \in \Pi, \tau \in \Lambda \) and \( \pi \leq f(\tau) \) in \( \Lambda \).

In other words, the order relation in \( \Pi \sqcup_f \Lambda \) is generated by new relations \( \pi \leq f(\tau) \) for every \( \pi \in \Pi \) together with the order relations on \( \Pi \) and \( \Lambda \). Note that every chain in \( \Pi \sqcup_f \Lambda \) decomposes into a prefix of elements from \( \Pi \) and suffix of elements from \( \Lambda \) (either possibly empty). The following is an important property of this construction.

**Lemma 5.13.** For \( \pi \in \Pi \), the star of \( \pi \) in \( \Pi \sqcup_f \Lambda \) is the union of stars of \( \pi \) in \( \Pi \) and \( f(\pi) \) in \( \Lambda \):

\[
\text{St}_{\Pi \sqcup_f \Lambda} \pi = \text{St}_\Pi \pi \cup \text{St}_\Lambda f(\pi).
\]

**Proof.** The inclusion “\( \supseteq \)” is immediate since \( \pi \leq f(\pi) \) in \( \Pi \sqcup_f \Lambda \). For “\( \subseteq \)” let \( \pi \leq \tau \) in \( \Pi \sqcup_f \Lambda \). Then by definition either \( \tau \in \Pi \) and \( \tau \in \text{St}_\Pi \pi \); or \( \tau \in \Lambda \) and then \( f(\pi) \leq \tau \) in \( \Lambda \), i.e., \( \tau \in \text{St}_\Lambda f(\pi) \). \( \square \)

In particular, the lemma implies that if \( \eta \) is a labeled matrix representing a natural transformation between two injective sheaves on \( \Pi \sqcup_f \Lambda \), and if all its labels are in \( \Lambda \), then \( \eta(\pi) = \eta(f(\pi)) \) for all \( \pi \in \Pi \).
5.6.3 Pullback

The pullback $f^* I$ of an injective sheaf $I = \bigoplus_j [\lambda_j]$ on $\Lambda$ might not be injective, but we can describe it as a restriction of an injective sheaf on $\Pi \sqcup_f \Lambda$, given by $\tilde{I} := \bigoplus_j [\lambda_j]$. Note that we now use the same symbol $[\lambda_j]$ for two different sheaves: once on $\Lambda$, once on $\Pi \sqcup_f \Lambda$. We claim that $\tilde{I}$ restricted to $\Pi$ is $f^* I$. This is clear from the definition and Lemma 5.13.

The same construction works for the pullback of a natural transformation $\eta : I \to J$ of injective sheaves on $\Lambda$. We construct $J$ analogously to $\tilde{I}$, and we take $\tilde{\eta}$ as the natural transformation described by the same labeled matrix as $\eta$. Then $\tilde{\eta}(\pi) = \eta(f(\pi)) = f^* \eta(\pi)$.

In the rest of this section, we describe how to compute a labeled matrix representation of $Rf^* I^\bullet$, given a labeled matrix representation of $(I^\bullet, \eta^\bullet)$, a complex of injective sheaves on $\Lambda$. We use the description of $f^* I^\bullet$ as a complex of injective sheaves over $\Pi \sqcup_f \Lambda$, to find $(J^\bullet, \delta^\bullet)$, a complex of injective sheaves on $\Pi$ quasi-isomorphic to $f^* I^\bullet$. Recalling Definition 4.6, we exploit Lemma 4.7.

Our goal is, therefore, to construct an exact complex $(C^\bullet, \gamma^\bullet)$ on $\Pi$ which will describe a quasi-isomorphism $\alpha^\bullet : f^* I^\bullet \to J^\bullet$. The construction is a modification of the construction of injective resolutions described in Section 3.3.2. The procedure is described in Algorithm 5. We remark that on line 5 we can be adding $r$ instead of $-r$, since complexes given by $\eta^\bullet$ and $-\eta^\bullet$ are quasi-isomorphic—we switch the sign only to be consistent with our choice of signs in the definition of the mapping cone.

Algorithm 5 Computing $Rf^* I^\bullet$

Inputs:

- $\eta^{-1}, \ldots, \eta^n$ labeled matrices representing a complex of injective sheaves $(I^\bullet, \eta^\bullet)$ on $\Lambda$
- $f : \Pi \to \Lambda$ order preserving map, with $\Pi$ and $\Lambda$ disjoint

Output: $\delta^{-1}, \ldots, \delta^m$ labeled matrices representing complex $Rf^*(I^\bullet)$ on $\Pi$

Notation:

- $I^d$ denotes the tuple of labels of columns of $\eta^d$, or equivalently rows of $\eta^{d-1}$.
- $C^d$ denotes the tuple of labels of columns of $\gamma^d$, or equivalently rows of $\gamma^{d-1}$.

1. $\gamma^{-2} \leftarrow$ labeled matrix with no columns, and row labels $I^0$ \hspace{1cm} $\triangleright$ We are building complex $(C^\bullet, \gamma^\bullet)$ on $\Pi \sqcup_f \Lambda$
2. $k \leftarrow -1$
3. while $C^d \neq 0$ or $d < n$ do
4. $\gamma^d \leftarrow$ labeled matrix with columns labeled by $C^d$
5. for each $r$ row in $\eta^{d+1}$ do
6. $\triangleright$ Including the label; with 0 in columns not labeled by $\Lambda$
7. add a row $-r$ to $\gamma^d$
8. end for
9. for $\pi \in \Pi$ in non-increasing order do
10. $\gamma^d \leftarrow$ MakeExact($\gamma^{d-1}$, $\gamma^d$, $\pi$) \hspace{1cm} $\triangleright$ Algorithm 2
11. end for
12. $d \leftarrow d + 1$
13. end while
14. return $\gamma^{-1}[\Pi, \Pi], \ldots, \gamma^m[\Pi, \Pi]$ \hspace{1cm} $\triangleright$ Note that $\gamma^{-2}[\Pi, \Pi]$ has no columns and no rows.

Correctness of Algorithm 5. We argue that the sequence $(C^\bullet, \gamma^\bullet)$ of sheaves on $\Pi \sqcup_f \Lambda$ that we produce in Algorithm 5 is a complex, and that its restriction to $\Pi$ is a mapping cone of a quasi-isomorphism between $f^* I^\bullet$ and a complex of injective sheaves $J^\bullet$ that is represented by labeled matrices $\gamma^d[\Pi, \Pi]$. First of all, note that $\gamma^d$ is a block matrix

$$\gamma^d = \begin{pmatrix} \Lambda & \Pi \\ \Pi & 0 \\ \alpha^{d+1} & \delta^d \end{pmatrix}$$
where \(-\eta^{d+1} = \gamma^d[\Lambda], \alpha^{d+1} = \gamma^d[\Pi, \Lambda], \) and \(\delta^d = \gamma^d[\Pi, \Pi]. \) The composition of two adjacent transformations is

\[
\gamma^d \cdot \gamma^{d-1} = \Lambda \begin{pmatrix} \eta^{d+1} & \eta^d \\ -\alpha^{d+1} \eta^d & \delta^d \alpha^d \\ \delta^d \cdot \gamma^{d-1} \end{pmatrix} \Pi.
\]

(5.1)

This evaluates to zero: the top-left block is zero because \((J^*, \eta^*)\) is a complex, and the two bottom blocks are zero by construction, as we only add a \(\Pi\)-labeled row to \(\gamma^d\) if \(r \cdot \gamma^{d-1} = 0\). Therefore, \((C^*, \gamma^*)\) is a complex of injective sheaves on \(\Pi \cup_f \Lambda\).

The matrix labels give us a particular decomposition of each \(C^d\) into indecomposable injective sheaves. We write \(C^d = I^{d+1} \oplus J^d\), with \(I^{d+1}\) consisting of the indecomposable injective summands generated by elements in \(\Lambda\), and \(J^d\) consisting of those generated by elements in \(\Pi\). Then we can view \(C^*\) as a mapping cone of a morphism \(\hat{\alpha}^* : (\hat{I}^*, \hat{\eta}^*) \to (J^*, \delta^*)\) of complexes on \(\Pi \cup_f \Lambda\):

\[
\begin{array}{cccccccc}
\cdots & \rightarrow & \hat{J}^{d-1} & \rightarrow & \hat{J}^d & \rightarrow & \hat{J}^{d+1} & \rightarrow & \cdots \\
\end{array}
\]

\[
\begin{array}{cccccccc}
\cdots & \rightarrow & I^{d-1} & \rightarrow & I^d & \rightarrow & I^{d+1} & \rightarrow & \cdots \\
\end{array}
\]

The matrix \((5.1)\) being zero implies that \(J^*\) is a complex and that \(\hat{\alpha}^{d+1} \circ \hat{\eta}^d\) and \(\delta^d \circ \hat{\alpha}^d\) commute. Now we restrict \(C^*\) to \(\Pi\). As we argued at the start of this section, the restriction of \(\hat{I}^*\) to \(\Pi\) is \(f^* I^*\). The support of \(J^*\) is already in \(\Pi\), so the restricting \(J^*\) to \(\Pi\) we only forget trivial vector spaces. Therefore, \(\alpha^*\), the restriction of \(\hat{\alpha}^*\) to \(\Pi\), is a morphism of complexes from \(f^* I^*\) to \(J^*\). We claim that \(\alpha^*\) is a quasi-isomorphism. By Lemma \[17\] we need to check that the restriction of \(C^*\) to \(\Pi\) is exact, i.e., that

\[
\ker(\gamma^d[\text{St } \pi, \text{St } \pi]) = \text{im}(\gamma^{d-1}[\text{St } \pi, \text{St } \pi])
\]

for every \(d \in \mathbb{Z}\) and \(\pi \in \Pi\). This is true by Lemma \[3.18\].

Minimality of the resulting complex. We claim that no matter whether \(J^*\) was minimal, the complex resulting from Algorithm \[5\] is minimal. According to Section \[4.3.1\] we need \(\delta^d[\pi, \pi] = 0\) (or empty) for every element \(\pi \in \Pi\) and degree \(d\). Since \(\delta^d[\pi, \pi] = \gamma^d[\pi, \pi]\), we can prove this for \(\gamma^d\) and \(\pi \in \Pi\). All rows labeled by \(\pi\) were added by calling MAKEEXACT. By Lemma \[3.18\] if we added a row labeled by \(\pi\) in \(\gamma^{d-1}\) as the \(j\)-th row of \(\gamma^{d-1}(\pi)\), then the canonical vector \(e_j\) is in the image of \(\gamma^{d-1}(\pi)\). Since we have a complex, this implies \(\gamma^{d}(\pi) \cdot e_j = 0\), which means that the \(j\)-th column of \(\gamma^d(\pi)\) is 0. This argument is true for all columns labeled by \(\pi\) in \(\gamma^d\), so we have \(\gamma^d[\text{St } \pi, \text{St } \pi] = 0\), and in particular \(\gamma^d[\pi, \pi] = 0\).

Alternative minimization algorithm. As an alternative to Algorithm \[4\] for turning a complex of injective sheaves into the minimal one, we can perform the minimization by computing \(R \text{Id}^* I^*\). This complex is minimal, because Algorithm \[5\] always returns a minimal complex, and it is quasi-isomorphic to \(I^*\) by the functoriality of (derived) pullback.

5.6.4 Proper Pushforward

We fix a locally closed subset \(Z \xrightarrow{i_Z} \Pi\) and a complex \((I^*, \eta^*)\) of injective sheaves on \(Z\). We denote by \(\hat{Z}\) the downwards closure of \(Z\) in \(\Pi\). In Algorithm \[6\] we give a construction of \(R(i_Z)_! I^*\). The construction is very similar to Algorithm \[5\]. We again start with some prefilled labeled matrices, and add new rows to force exactness of the complex on a subset of \(\Pi\). However, the interpretation of the constructed matrices is different – whereas the constructed matrices in Algorithm \[5\] describe a mapping cone, in Algorithm \[6\] they describe directly the complex of injective sheaves we are looking for.

Correctness of Algorithm \[6\]. We show that the complex \((J^*, \delta^*)\) constructed in Algorithm \[6\] is quasi-isomorphic to the proper pushforward \((i_Z)_! J^*\). To this extent, we again use Lemma \[17\] we describe an injective morphism between complexes \(\alpha^* : (i_Z)_! I^* \to J^*\), and argue that its mapping cone is exact.
Algorithm 6 Computing $R(i_Z)!^*$

Inputs:
- $\eta^{-1}, \ldots, \eta^n$ labeled matrices representing a complex of injective sheaves $(I^*, \eta^*)$ on $Z$
- $\Pi$ a poset, and $Z \subseteq \Pi$ locally closed

Output: $\delta^{-1}, \ldots, \delta^m$ labeled matrices representing complex $R(i_Z)!^*$ on $\Pi$

Notation:
- $I^d$ denotes the tuple of labels of columns of $\eta^d$, or equivalently rows of $\eta^{d-1}$.
- $J^d$ denotes the tuple of labels of columns of $\delta^d$, or equivalently rows of $\delta^{d-1}$.

1: $\delta^{-1} \leftarrow$ labeled matrix with no column and row labels $I^0$
2: $d \leftarrow 0$
3: while $J^d \neq 0$ or $d \leq n$ do
4: $\delta^d \leftarrow$ labeled matrix with columns labeled by $J^d$
5: for each $r$ row in $\eta^d$ do
6: add a row $r$ to $\delta^d$  \hspace{1cm}$\triangleright$ Including the label; with 0 in columns not labeled by $Z$
7: end for
8: for $\pi \in \widehat{Z} \setminus Z$ in non-increasing order do
9: $\delta^d \leftarrow \text{MakeExact}(\delta^{d-1}, \delta^d, \pi)$  \hspace{1cm}$\triangleright$ Algorithm 2
10: end for
11: $d \leftarrow d + 1$
12: end while
13: $m \leftarrow \max \left\{ m \mid J^m \neq 0 \right\}$
14: return $\delta^{-1}, \ldots, \delta^m$

We start the construction of each matrix $\delta^{d-1}$ by inserting all ($Z$-labeled) rows from $\eta^{d-1}$, and after this, no more lines labeled by $Z$ are inserted. Therefore, for every $d$ and every $\pi \in Z$, we have $J^d(\pi) = I^d(\pi) = (i_Z)!^d(\pi)$. This allows us to define

$$\alpha^d(\pi) = \begin{cases} \text{id} & \text{if } \pi \in Z, \\ 0 & \text{otherwise}. \end{cases}$$

This is clearly a morphism of complexes—recall that $(i_Z)!^d(\pi) = 0$ for all $\pi \in \widehat{Z} \setminus Z$.

Now let $(C^*, \gamma^*)$ be the mapping cone of $\alpha^*$. We need to check that $C^*(\pi)$ is an exact sequence for every $\pi \in \Pi$. This is straightforward for $\pi \in Z$, because in that case $(i_Z)!^*(\pi) = J^*(\pi)$, and $\alpha^*(\pi)$ acts identically. It is also immediate for $\pi \in \Pi \setminus \widehat{Z}$, because all spaces are zero in that case. The remaining elements are $\pi \in \widehat{Z} \setminus Z$, which we loop through on line 8. Since $(i_Z)!^*(\pi)$ is the zero complex, $\gamma^d(\pi) = \delta^d(\pi)$ for all $d$. But exactness of the complex given by $\delta^*(\pi)$ is forced by the construction—see Lemma 3.13.

The minimality of the resulting complex follows by the same argument as for Algorithm 5 above.

An interesting formula. To illustrate the utility of our algorithmic treatment of derived categories of sheaves, we make the following observation, which leads to an interesting formula for finite posets. We noted that Algorithm 5 and Algorithm 6 are essentially performing the same procedure. One difference is, that in the former we start the construction of the $d$-th matrix matrix by adding rows from $\eta^{d-1}$, and in the latter we add rows from $\eta^d$. Therefore, all matrices are shifted by one. The second difference is that in Algorithm 5 we take submatrices at the end. This can be interpreted as taking a proper pullback of the complex. Together, this yields an interesting relation between derived functors on posets.

Proposition 5.14. Let $f : \Pi \to \Lambda$ be an order preserving map, $p : \Pi \hookrightarrow \Pi \sqcup \ell \Lambda$ and $\ell : \Lambda \leftarrow \Pi \sqcup \ell \Lambda$ be the natural inclusions to the mapping cylinder of $f$, and let $I^*$ be a complex of injective sheaves on $\Lambda$. Then

$$Rf^*I^* = (Rp^*R\ell_!I^*)^{*-1},$$

where $J^{*-1}$ denotes the complex with $(J^{*-1})^d = J^{d+1}$.
5.6.5 Proper Pullback

The proper pullback of a complex of injective sheaves represented by labeled matrices $\eta^d$, with respect to an inclusion $i : Z \hookrightarrow \Pi$, is represented by submatrices $\eta^d[Z, Z]$. This is an immediate corollary of Lemma 5.7 and the discussion below it. Moreover, if the matrices $\eta^d$ represent a minimal complex on $\Pi$, then the submatrices $\eta^d[Z, Z]$ represent a minimal complex on $Z$, so no further minimisation process is necessary.

5.7 Long Exact Sequences of Hypercohomology

Suppose $\Pi = C \sqcup U$ is a partition of the finite poset $\Pi$ into a closed set $C$ and an open set $U$ (relative to the Alexandrov topology). Let $i_C : C \hookrightarrow \Pi$, $j_U : U \hookrightarrow \Pi$, and $p, q, r$ denote projections to the single element poset $\{\ast\}$.

![Diagram](image)

**Lemma 5.15.** If $I^\ast \in D^b(\Pi)$, then there are long exact sequences of hypercohomology groups (recalling Definitions 5.8 and 5.9)

\[
\cdots \rightarrow H^d(Ri_C^*I^\ast) \rightarrow H^d(I^\ast) \rightarrow H^d(Rj_U^*I^\ast) \rightarrow H^{d+1}(Ri_C^*I^\ast) \rightarrow \cdots
\]  

(5.2)

and

\[
\cdots \rightarrow H^d(Rj_U^!Rj_U^*I^\ast) \rightarrow H^d(I^\ast) \rightarrow H^d(Ri_C^!I^\ast) \rightarrow H^{d+1}(Rj_U^!Rj_U^*I^\ast) \rightarrow \cdots
\]  

(5.3)

**Proof.** For any injective sheaf $I$ on $\Pi$, there are short exact sequence of sheaves:

\[
0 \rightarrow i_C^!i_C^*I \rightarrow I \rightarrow j_U^!j_U^*I \rightarrow 0,
\]

and

\[
0 \rightarrow j_U^!j_U^*I \rightarrow I \rightarrow i_C^!i_C^*I \rightarrow 0.
\]

These exact sequences define distinguished triangles in $D^b(\Pi)$, which then yield the desired long exact sequence of hypercohomology (see [KS94, Propositions 1.7.5 and 1.8.8, Remark 2.6.10]).

6 Microlocal Sheaf Theory and Discrete Morse Theory

In this section we establish a microlocal generalization of two classical results of discrete Morse theory (Theorem 6.6 and Theorem 6.7). These generalizations show that the fibers of an order preserving map between posets which lie in the discrete microsupport of a given sheaf correspond to non-isomorphisms between sheaf hypercohomology groups of adjacent sub/super-level sets. We begin by introducing the discrete microsupport of a complex of sheaves and illustrating some of its basic properties.

6.1 Discrete Microsupport

**Definition 6.1.** Let $\Pi$ be a finite poset, $I^\ast \in D^b(\Pi)$, and $i_\tau : \tau \hookrightarrow \Pi$ be the inclusion map. The $\ast$-support of $I^\ast \in D^b(\Pi)$ is defined as

\[
\text{supp}^\ast I^\ast := \{\tau \in \Pi : H^jRi_\tau^*I^\ast \neq 0 \text{ for some } j \in \mathbb{Z}\}.
\]

The $!$-support of $I^\ast \in D^b(\Pi)$ is defined as

\[
\text{supp}^! I^\ast := \{\tau \in \Pi : H^jRi_\tau^!I^\ast \neq 0 \text{ for some } j \in \mathbb{Z}\}.
\]
As a consequence, there is usually no distinction between the !-support and the H-space!-support. However, for the Morse theoretic results below, we find it useful to keep track of these differences.

**Remark.** The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \mathbb{Z} \}$. The support is traditionally defined to be $\text{Cl supp}_H \{ \pi \}$, defined by $\text{Cl supp}_H \{ \pi \} := \{ Z \text{ locally closed in } \Pi : \mathbb{H}^d (R\pi_* \mathcal{I}^*) \neq 0 \text{ for some } d \in \math{36}
Remark. It is immediate that $\pi \in \text{supp}^1 I^•$ if and only if $\{\pi\} \in \mu \text{supp}^1 I^•$. Therefore, the discrete $!$-microsupport generalizes the $!$-support in an obvious way. However, the discrete $*$-microsupport is strictly a generalization of the $*$-support only if $\Pi$ has the following property: for each $\pi \in \Pi$, if the boundary, $\text{Cl}\pi - \pi$, of $\pi$ is non-empty, then the hypercohomology of the injective resolution of the constant sheaf on the boundary is non-zero. This happens, for example, whenever $\Pi$ is a simplicial complex. In general, $\{\pi \in \Pi : \{\pi\} \in \mu \text{supp}^* I^•\} \subset \text{supp}^* I^•$ (for an example, consider the constant sheaf on a totally ordered poset with two elements).

**Theorem 6.4.** If $St\sigma - St\tau \notin \mu \text{supp}^1 I^•$, for $\sigma \leq \tau \in \Pi$, then the linear maps $H^d(I^•)(\sigma \leq \tau)$ are isomorphisms for each $d \in \mathbb{Z}$.

**Proof.** Let $\sigma \leq \tau \in \Pi$. The linear map $H^d(I^•)(\sigma \leq \tau)$ is, by definition,

$$H^d(I^•)(\sigma \leq \tau) : H^d(i^∗_\sigma I^•) \to H^d(i^∗_\tau I^•),$$

where $i_\gamma : St\gamma \hookrightarrow \Pi$. Because $St\tau$ is an open subset of $St\sigma$ for $\sigma \leq \tau$, we can apply Lemma 5.15 to get a long exact sequence

$$\cdots \to \mathbb{H}^d(Ri^1 Z I^•) \to \mathbb{H}^d(i^∗_\sigma I^•) \to \mathbb{H}^d(Ri^1 Z I^•) \to \mathbb{H}^{d+1}(Ri^1 Z I^•) \to \cdots$$

where $Z = St\sigma - St\tau$. Because $Z \notin \mu \text{supp}^1 I^•$, $H^d(Ri^1 Z I^•) = 0$ for all $d \in \mathbb{Z}$. Therefore, $H^d(I^•)(\sigma \leq \tau)$ is an isomorphism for each $d \in \mathbb{Z}$. $\square$

An immediate consequence of the above theorem is that if $\mu \text{supp}^1 I^•$ contains no sets of the form $St\sigma - St\tau$, then the cohomology sheaves $H^d(I^•)$ are locally constant.

### 6.2 The Discrete Microlocal Morse Theorem and Inequalities

The results of this section are discrete analogues of work by Kashiwara [Kas85], Schapira–Tose [ST92], and Witten [Wit82]. In fact, the proofs of Theorem 6.6 and Theorem 6.7 closely follow the main ideas presented in [Kas85] and [ST92].

**Definition 6.5.** Suppose that $f : \Lambda \to \Pi$ is an order preserving map of finite posets. Let $I^• \in D^b(\Lambda)$. An element $\pi \in \Pi$ is $(I^•, f, !)$-critical if $f^{-1}(\pi) \in \mu \text{supp}^* I^•$. An element $\pi \in \Pi$ is $(I^•, f, !)$-critical if $f^{-1}(\pi) \in \mu \text{supp}^1 I^•$.

**Theorem 6.6** (Discrete Microlocal Morse Theorem). Let $f : \Lambda \to \Pi$ be an order preserving map of finite posets. For $\pi \in \Pi$, let

$$i_{\leq \pi} : \{\sigma \in \Lambda : f(\sigma) \leq \pi\} \hookrightarrow \Lambda, \quad i_{\geq \pi} : \{\sigma \in \Lambda : f(\sigma) \geq \pi\} \hookrightarrow \Lambda$$

be inclusion maps of sublevel-sets and superlevel-sets of $f$. For $a \leq b \in \Pi$, let

$$(a, b] = \{z \in \Pi : a < z \leq b\}.$$

For $I^• \in D^b(\Lambda)$, if $(a, b]$ contains no $(I^•, f, !)$-critical elements, then the natural morphisms

$$\mathbb{H}^d(Ri_{\leq b}^1 I^•) \to \mathbb{H}^d(Ri_{\leq a}^1 I^•) \quad \text{and} \quad (6.1)$$

$$H^d(Ri_{\geq a}^* I^•) \to H^d(Ri_{\geq b}^* I^•) \quad (6.2)$$

are isomorphisms for each $d \in \mathbb{Z}$. If $(a, b]$ contains no $(I^•, f, !)$-critical elements, then the natural morphisms

$$\mathbb{H}^d(Ri_{\geq b}^* I^•) \to H^d(Ri_{\leq a}^* I^•) \quad (6.3)$$

are isomorphisms for each $d \in \mathbb{Z}$.  
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Proof. We can give the poset $\Pi$ a total order which refines the given partial order. Each morphism of the theorem is a composition of morphisms corresponding to intervals of the form $(a, b)$ in the total order of $\Pi$. Therefore, without loss of generality, we assume that $(a, b) = \{a\}$.

Each of the isomorphisms of the theorem follow from similar arguments. We begin with equation 6.1. Because $f_{\leq a}$ is a closed subset of $f_{\leq b}$, by Lemma 5.15 and the fact that $Ri_{\leq a}^*Ri_{\leq b}^* = Ri_{\leq a}^*$, we have a long exact sequence of cohomology groups

$$
\cdots \to \mathbb{H}^d(Ri_{\leq a}^*I^*) \to \mathbb{H}^d(Ri_{\leq b}^*I^*) \to \mathbb{H}^d(Ri_{f-1(b)}^*I^*) \to \cdots
$$

By the definition of $(I^*, f, !)$-critical elements and $\mu\text{supp}^I I^*$, $\mathbb{H}^d(Ri_{f-1(b)}^*I^*) = 0$. Therefore,

$$
\mathbb{H}^d(Ri_{\leq a}^*I^*) \to \mathbb{H}^d(Ri_{\leq b}^*I^*)
$$

is an isomorphism for each $d \in \mathbb{Z}$.

We now turn to equation 6.2. Because $f_{\leq a}$ is an open subset of $\Lambda$,

$$
Ri_{f-1(b)}^*Ri_{\leq a}^*I^* = Ri_{f-1(b)}^*Ri_{\leq b}^* = Ri_{f-1(b)}^*I^*,
$$

where $i_{f-1(b)} : f^{-1}(b) \hookrightarrow f_{\leq a}$. Moreover, because $f_{\leq b}$ is an open subset of $f_{\leq a}$, Lemma 5.15 yields

$$
\cdots \to \mathbb{H}^d(Ri_{f-1(b)}^*I^*) \to \mathbb{H}^d(Ri_{\leq a}^*I^*) \to \mathbb{H}^d(Ri_{\leq b}^*I^*) \to \cdots
$$

Again, by the definition of $(I^*, f, !)$-critical elements and $\mu\text{supp}^I I^*$, $\mathbb{H}^d(Ri_{f-1(b)}^*I^*) = 0$, and equation 6.2 follows.

Finally, we turn to equation 6.3. Because $f^{-1}(b)$ is open in $f_{\leq b}$, Lemma 5.15 gives us the long exact sequence

$$
\cdots \to \mathbb{H}^d(Ri_{f-1(b)}^*I^*) \to \mathbb{H}^d(Ri_{\leq a}^*I^*) \to \mathbb{H}^d(Ri_{\leq b}^*I^*) \to \cdots
$$

where $i_{f-1(b)} : f^{-1}(b) \hookrightarrow f_{\leq b}$. By the definition of $(I^*, f, *)$-critical elements and $\mu\text{supp}^I I^*$,

$$
\mathbb{H}^d(Ri_{f-1(b)}^*I^*) = 0,
$$

and equation 6.3 follows. \hfill \Box

Theorem 6.7 (Discrete Microlocal Morse Inequality). Let $\kappa \subset \Pi$ (and $\kappa^* \subset \Pi$) denote the set of $(I^*, f, !)$-critical elements in $\Pi$ (and $(I^*, f, *)$-critical elements, respectively). For each $\ell \in \mathbb{Z}$,

$$
(-1)^{\ell} \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j(I^*) \leq (-1)^{\ell} \sum_{\pi \in \kappa} \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j(Ri_{f-1(\pi)}^*I^*),
$$

and

$$
(-1)^{\ell} \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j(I^*) \leq (-1)^{\ell} \sum_{\pi \in \kappa^*} \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j(Ri_{f-1(\pi)}I^*).\tag{6.5}
$$

Moreover,

$$
\chi I^* = \sum_{\pi \in \kappa} \chi Ri_{f-1(\pi)}^*I^* = \sum_{\pi \in \kappa^*} \chi Ri_{f-1(\pi)}I^*.\tag{6.7}
$$

Proof. Suppose

$$
\cdots \to V_{C_d}^d \to V_A^d \to V_B^d \to V_C^d \to V_{A_d}^d \to V_{B_d}^{d+1} \to V_C^{d+1} \to V_A^{d+2} \to \cdots
$$
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is a long exact sequence of vector spaces. Because the sequence is exact,
\[
\sum_{j \in \mathbb{Z}} (-1)^j (\dim V^j_A - \dim V^j_B + \dim V^j_C) = 0.
\]
Moreover, the sequence
\[
\cdots \to V^\ell_{C-1} \to V^\ell_C \to V^\ell_B \to V^\ell_A \to \text{coker } \delta \to 0 \to \cdots
\]
is exact, and therefore
\[
(-1)^\ell \sum_{j \in \mathbb{Z}} (-1)^j (\dim V^j_A - \dim V^j_B + \dim V^j_C) = \dim \text{coker } \delta \geq 0.
\]
Rearranging the above equations gives
\[
(-1)^\ell \sum_{j \in \mathbb{Z}} (-1)^j \dim V^j_B \leq (-1)^\ell \sum_{j \in \mathbb{Z}} (-1)^j (\dim V^j_A + \dim V^j_C), \quad \text{and}
\sum_{j \in \mathbb{Z}} (-1)^j \dim V^j_B = \sum_{j \in \mathbb{Z}} (-1)^j (\dim V^j_A + \dim V^j_C).
\]
Substituting the long exact sequences of Lemma \ref{lem:longexact} to the above inequalities, we have, for each \(a \leq b \in \Pi\) such that \([a, b] = \{b\},
\]
\[
(-1)^\ell \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq b} I^*) \leq (-1)^\ell \sum_{j \leq \ell} (-1)^j (\dim \mathbb{H}^j (R^j_{I \leq a} I^*) + \dim \mathbb{H}^j (R^j_{I \leq f^{-1}(b)} I^*)),
\]
and
\[
\sum_{j \in \mathbb{Z}} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq b} I^*) = \sum_{j \in \mathbb{Z}} (-1)^j (\dim \mathbb{H}^j (R^j_{I \leq a} I^*) + \dim \mathbb{H}^j (R^j_{I \leq f^{-1}(b)} I^*)).
\]
If \(b \in \Pi\) is not \((I^*, f, !)-\text{critical}, then } \dim \mathbb{H}^j (R^j_{I \leq f^{-1}(b)} I^*) = 0, which implies
\[
(-1)^\ell \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq b} I^*) \leq (-1)^\ell \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq a} I^*), \quad \text{and}
\sum_{j \in \mathbb{Z}} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq b} I^*) = \sum_{j \in \mathbb{Z}} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq a} I^*).
\]
By choosing a total order on \(\Pi\) which respects the given partial order, and inductively applying the previous inequalities, we get
\[
(-1)^\ell \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j (I^*) \leq \sum_{\pi \in \kappa^i} (-1)^\ell \sum_{j \leq \ell} (-1)^j \dim \mathbb{H}^j (R^j_{I \leq f^{-1}(\pi)} I^*), \quad \text{and}
\]
\[
\chi I^* = \sum_{\pi \in \kappa^i} \chi R^j_{I \leq f^{-1}(\pi)} I^*.
\]
The remaining (in)equalities follow from similar arguments.

\[\square\]

### 6.3 Reduction to Classical Discrete Morse Theory

We will conclude this section by illustrating how the prior results generalize classical discrete Morse theory. Let \(\Sigma\) be a finite simplicial complex, and \(I^* \in D^i(\Sigma)\) the minimal injective resolution of the constant sheaf on \(\Sigma\). Let \(\phi : \Sigma \to \mathbb{R}\) be an order preserving map such that each fiber \(\phi^{-1}(x)\) is an interval \([a, b] = \{z \in \Sigma : a \leq z \leq b\}\). Let \(\Pi\) be the set of fibers of \(\phi\), with partial order obtained by formally adding the relation \(a \geq b\) for each pair of elements \(a \leq b\) in each fiber \(\phi^{-1}(x)\), and taking the transitive closure of the new set of relations. By construction, \(\phi\) factors through \(\Pi\). Let \(f : \Sigma \to \Pi\) be that factorization, and \(\leq\) the total order on \(\Pi\) induced by the total order on \(\mathbb{R}\). Let \(f^{-1}_c := \{\sigma \in \Sigma : f(\sigma) \leq c\}\).
Proposition 6.8. The element $\pi \in \Pi$ is $(I^*, f, \ast)$-critical if and only if $f^{-1}(\pi)$ is a singleton.

Proof. By assumption $f^{-1}(\pi) = [a, b]$. Let $\text{Cl} b$ denote the closure of $b$ in $\Sigma$. Because $I^*$ is an injective resolution of the constant sheaf on $\Pi$, then $Ri^*_f f^{-1}(\pi) I^*$ is an injective resolution of the constant sheaf on $f^{-1}(\pi)$ and we have the following isomorphisms

$$H^d Ri^*_f f^{-1}(\pi) I^* \cong H^d ([a, b]; k) \cong H_d (\text{Cl} b, \text{Cl} b - \text{St} a; k)$$

between hypercohomology, compactly supported cohomology, and relative homology for each $d$. Because $\text{Cl} b$ is a closed simplex, the hypercohomology groups vanish if and only if $a \neq b$. 

The right derived pullback $Ri^*_f I^*$ of the injective resolution of the constant sheaf on $\Sigma$ by the inclusion map $i^*_\Sigma I^*$, is isomorphic to the injective resolution of the constant sheaf on $f^{-1}$, and the hypercohomology groups are isomorphic to the usual simplicial cohomology groups:

$$H^d (f^{-1}; k) \Rightarrow H^d (f^{-1}; k)$$

Therefore, in this context, Theorem 6.6 states that if $\# f^{-1}(\pi) > 1$ for each element $\pi \in \Pi$ with $a \prec \pi \preceq b$, then the natural morphisms between simplicial cohomology groups

$$H^d (f^{-1}; k) \Rightarrow H^d (f^{-1}; k)$$

are isomorphisms for each $d \in \mathbb{Z}$.

7 Examples

In this section we compute simple examples which illustrate the benefits of working with the derived and microlocal perspectives. We will compute three different complexes of sheaves, each obtained via a triangulated (simplicial) map, $g$, $h$, and $l$, from $S^2 \vee S^1$ and $D^2$ to $S^2$. We will then illustrate the discrete microlocal Morse theorem for each of these complexes of sheaves, relative to a discrete Morse function, $f$, on the triangulation poset $\Lambda$ of $S^2$. All computations in this section are done over $k = \mathbb{Z}_2$.

We consider triangulations of two maps on the wedge sum of a sphere and a circle, with values in a sphere. Both maps send $S^2$ identically to $S^2$. The first map, $g$, sends the circle to the point where it touches the sphere, and $h$ sends it to the equator. We start by triangulating the spaces as shown in Figure 5. This gives us two posets, and two order preserving maps, $g, h : \Sigma \rightarrow \Lambda$. Both maps are determined by mapping vertices. Both send 0, 1, 2, 3, and 4 identically, and then $g$ sends 5, 6 $\rightarrow$ 4, whereas $h$ sends 5 $\rightarrow$ 1 and 6 $\rightarrow$ 3. The third map we consider, $l$, from the closed disk to the sphere, is obtained by identifying all points along the boundary of the closed disk. We triangulate the closed disk according to Figure 5. Then, the map $l$ is the identity map on the vertices 0, 1, 2, 3, and 4, and 5, 6 $\rightarrow$ 4.

Following the approach of traditional discrete Morse theory, we choose a partition of $\Lambda$ into intervals, and choose a total order (which we denote by $\preceq$) on the quotient poset $\Pi$ by taking the alphabetical order of the labelling in Figure 5. When we view $\Pi$ as a totally ordered set, we interpret the corresponding quotient map $f : \Lambda \rightarrow \Pi$ as a discrete Morse function, i.e. an order preserving map from $\Lambda$ to the real line.
Figure 5: (a) Triangulations of $S^2 \vee S^1$, the closed disk $D^2$, and $S^2$. The face relations give rise to the posets $\Sigma$, $\Gamma$, and $\Lambda$, respectively. (b) The poset $\Sigma$ when both solid and dashed lines are considered, the poset $\Lambda$ when only solid lines are considered.

Figure 6: (a) the Hasse diagram of $\Lambda$, with partition by locally closed sets. Each locally closed set has cardinality two, and is illustrated by a blue edge connecting its elements. (b) the Hasse diagram of the corresponding quotient poset $\Pi$. 

\[ \begin{align*} 
&\Sigma \quad \Gamma \quad \Lambda \\
&0 \quad 1 \quad 2 \quad 3 \quad 4 \\
&013 \quad 014 \quad 034 \quad 01 \quad 03 \quad 04 \\
&01 \quad 03 \quad 04 \quad 12 \quad 14 \quad 24 \\
&123 \quad 124 \quad 234 \\
\end{align*} \]
From now on we work with the posets, and we only refer back to the original spaces when interpreting the results. We denote the elements in the posets by the string of vertices that define the given simplex, e.g., 014 is the triangle with edges 01, 04, 14 and vertices 0, 1, 4. The notation does not distinguish whether we talk about elements in Σ, Γ, or Λ; in cases where the distinction is not clear from the context, we use subscripts, e.g., 014Σ ∈ Σ and 014Λ ∈ Λ.

We start by computing injective resolutions of the constant sheaves kΣ and kΓ, which, in an abuse of notation, we denote again by kΣ and kΓ. Then we compute Rg∗kΣ, Rh∗kΣ, and Rl∗kΓ. We give a visualization of several intervals in μ supp RH∗kΣ and μ supp RH∗kΣ. We compute various sets of critical elements of the Morse function f (relative to each of the above complexes of sheaves), and finally compute Betti numbers for hypercohomology groups corresponding to filtrations induced by f.

The injective resolution of kΣ. We compute the minimal injective resolution of kΣ iteratively using Algorithm 3, starting with a labeled matrix with one column labeled by a virtual element larger than everything in Σ, nine rows labeled by the maximal elements of Σ, and all entries 1 (which will, however, not be a part of the complex). Alternatively, we can view the same computation as Algorithm 5 computing the pullback Rg∗(⋯ → 0 → k → 0 →⋯) with respect to the constant map p : Σ → pt. Either way this yields a minimal complex of injective sheaves

\[ \cdots \to 0 \to I^0 \xrightarrow{\eta^0} I^1 \xrightarrow{\eta^1} I^2 \to 0 \to \cdots \]

with the maps represented by the following two labeled matrices:

\[
\eta^0 = \begin{pmatrix}
01 & 03 & 04 & 12 & 13 & 14 & 23 & 24 & 34 & 4 & 5 & 6 & 5 & 6
\end{pmatrix}
\]

\[
\eta^1 = \begin{pmatrix}
01 & 03 & 04 & 12 & 13 & 14 & 23 & 24 & 34 & 4 & 5 & 6 & 3 & 4
\end{pmatrix}
\]

Notice first that the complex is, indeed, minimal – the only non-empty matrix of the form ηk[σ, σ] is ηk[4, 4] = 0. We highlighted the submatrices ηk(4) = ηk[St 4, St 4], as the vertex 4 is a particularly interesting part of the example.

The derived pushforward Rg∗kΣ. To compute Rg∗kΣ, we only need to relabel the matrices and minimize (see Section 5.6.1). To relabel η0, η1 according to g, we need to perform the following changes:

- The columns 45, 46, 56 in η0 are all relabeled to 4,
• the rows 5, 6 in $\eta^0$ are both relabeled to 4,
• the columns 5, 6 in $\eta^1$ are both relabeled to 4.

For a moment, we denote the new labeled matrices (which do not necessarily represent a minimal complex) by $\tilde{\eta}^0$. We perform Algorithm 3 on the matrices $\tilde{\eta}^0$ to minimize the complex. The above changes created a new non-empty 4-block within $\tilde{\eta}^0$. We still have $\tilde{\eta}^1[4,4] = 0$, but $\tilde{\eta}^0[4,4]$ is now a non-trivial matrix. We reduce $\tilde{\eta}^0[4,4]$, which is the $4 \times 3$ submatrix in the bottom-right corner of $\tilde{\eta}^0$:

$$
\begin{pmatrix}
1 & \cdot & \cdot \\
\cdot & 1 & \cdot \\
1 & \cdot & 1 \\
\cdot & 1 & 1
\end{pmatrix}
\xrightarrow{\text{ }}
\begin{pmatrix}
\cdot & \cdot & \cdot \\
\cdot & 1 & \cdot \\
\cdot & 1 & 1 \\
\cdot & 1 & 1
\end{pmatrix}
$$

For the last three rows that are non-zero in the reduced submatrix, we perform further column operations to clear out all remaining places with 1 in the whole matrix. Note that even though it is not necessary, the first of the four rows labeled by 4 is now also zero, because the operations used to reduce the submatrix were performed on the whole matrix. We should now perform corresponding operations also on $\tilde{\eta}^{-1}$ and $\tilde{\eta}^1$. However, $\tilde{\eta}^{-1} = 0$, and all column operations on $\tilde{\eta}^1$ only act on a zero submatrix, so nothing changes. Finally, we remove the last three columns and last three rows in $\tilde{\eta}^0$, and the last three columns in $\tilde{\eta}^1$. The derived pushforward $Rg_{\eta_\Sigma}$ is represented by the resulting labelled matrices.

$$
Rg_{\eta^0} = \begin{pmatrix}
01 & 013 & 014 & 034 & 123 & 124 & 234 \\
03 & 1 & 1 & \cdot & \cdot & \cdot & \cdot \\
04 & \cdot & 1 & 1 & \cdot & \cdot & \cdot \\
12 & \cdot & \cdot & 1 & 1 & \cdot & \cdot \\
13 & 1 & \cdot & \cdot & 1 & \cdot & \cdot \\
14 & \cdot & 1 & \cdot & \cdot & 1 & \cdot \\
23 & \cdot & \cdot & \cdot & 1 & 1 & \cdot \\
24 & \cdot & \cdot & \cdot & 1 & 1 & \cdot \\
34 & \cdot & \cdot & \cdot & \cdot & 1 & 1 \\
4 & \cdot & \cdot & \cdot & \cdot & \cdot & 1
\end{pmatrix}
$$

$$
Rg_{\eta^1} = \begin{pmatrix}
0 & 01 & 03 & 04 & 12 & 13 & 14 & 23 & 24 & 34 & 4 & \cdot & \cdot & \cdot \\
1 & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
2 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
3 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
4 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot
\end{pmatrix}
$$

**The derived pushforward $Rh_{\star k_\Sigma}$.** We compute $Rh_{\star k_\Sigma}$ analogously to above. The relabeling is now as follows:

• The columns 45, 46, and 56 in $\eta^0$ are relabeled to 14, 34, and 13, respectively,
• the rows 5 and 6 in $\eta^0$ are relabeled to 1 and 3, respectively,
• the columns 5 and 6 in $\eta^1$ are relabeled to 1 and 3, respectively.

There is now several new non-empty submatrices labeled by a single element, but all of them are zero matrices. This is guaranteed, because none of the faces that $h$ identifies are in a poset relation in $\Sigma$. The relabeled matrices, therefore, represent the minimal complex of injective sheaves $Rh_{\star k_\Sigma}$:

$$
Rh_{\eta^0} = \begin{pmatrix}
01 & 013 & 014 & 034 & 123 & 124 & 234 & 14 & 34 & 13 \\
03 & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
04 & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
12 & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot \\
13 & 1 & \cdot & \cdot & 1 & \cdot & \cdot & \cdot & \cdot & \cdot \\
14 & \cdot & 1 & \cdot & \cdot & 1 & \cdot & \cdot & \cdot & \cdot \\
23 & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot \\
24 & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot \\
34 & \cdot & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot \\
4 & \cdot & \cdot & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot \\
1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & 1 & \cdot & \cdot \\
3 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & 1 & \cdot \\
\end{pmatrix}
$$

$$
Rh_{\eta^1} = \begin{pmatrix}
0 & 01 & 03 & 04 & 12 & 13 & 14 & 23 & 24 & 34 & 4 & 1 & 3 \\
1 & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
2 & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
3 & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
4 & \cdot & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix}
$$
The injective resolution of $k_T$ and the derived pushforward $RL_*k_T$. Here we provide the labeled matrices describing the injective resolution of $k_T$, and its pushforward $RL_*k_T$. Note that no rows labeled by the simplices on the boundary – 45, 46, 56, 4, 5, 6 – appear in the injective resolution of $k_T$.

$$
\begin{array}{cccccccccc}
\lambda^0 & 013 & 015 & 034 & 045 & 056 & 123 & 124 & 145 & 234 \\
01 & 1 & 1 & . & . & . & . & . & . & . \\
03 & 1 & . & 1 & . & . & . & . & . & . \\
04 & . & . & 1 & . & . & . & . & . & . \\
05 & . & 1 & . & 1 & . & . & . & . & . \\
06 & . & . & 1 & 1 & . & . & . & . & . \\
12 & . & . & . & 1 & 1 & . & . & . & . \\
13 & 1 & . & . & 1 & . & . & . & . & . \\
14 & . & . & . & 1 & 1 & . & . & . & . \\
15 & . & 1 & . & . & . & 1 & . & . & . \\
23 & . & . & . & 1 & . & . & . & . & . \\
24 & . & . & . & . & 1 & . & . & . & . \\
34 & . & . & . & . & . & 1 & . & . & . \\
\end{array}
$$

$$
\begin{array}{cccccccccc}
\lambda^1 & 013 & 015 & 034 & 045 & 056 & 123 & 124 & 145 & 234 \\
01 & 1 & 1 & 1 & 1 & 1 & . & . & . & . \\
03 & 1 & . & 1 & 1 & 1 & . & . & . & . \\
04 & . & . & 1 & 1 & 1 & . & . & . & . \\
05 & . & 1 & . & 1 & 1 & . & . & . & . \\
06 & . & . & 1 & 1 & 1 & . & . & . & . \\
12 & . & . & . & 1 & 1 & 1 & . & . & . \\
13 & 1 & . & . & 1 & 1 & 1 & . & . & . \\
14 & . & . & . & 1 & 1 & 1 & . & . & . \\
15 & . & 1 & . & . & . & 1 & 1 & . & . \\
23 & . & . & . & 1 & . & . & . & . & . \\
24 & . & . & . & . & 1 & . & . & . & . \\
34 & . & . & . & . & . & 1 & . & . & . \\
\end{array}
$$

To get the pushforward $RL_*k_T$, we need to relabel the matrices according to $l$, and minimize. We highlighted in blue the labels that change. Recall that the map $l$ is defined on vertices by mapping 5, 6 $\mapsto$ 4 and other vertices identically.

$$
\begin{array}{cccccccccc}
\tilde{\lambda}^0 & 013 & 014 & 034 & 04 & 123 & 124 & 14 & 234 \\
01 & 1 & 1 & . & . & . & . & . & . \\
03 & 1 & . & 1 & . & . & . & . & . \\
04 & . & 1 & . & 1 & . & . & . & . \\
04 & . & . & 1 & . & 1 & . & . & . \\
12 & . & . & . & 1 & 1 & . & . & . \\
13 & 1 & . & . & 1 & . & . & . & . \\
14 & . & . & . & 1 & 1 & . & . & . \\
14 & . & 1 & . & . & . & 1 & . & . \\
23 & . & . & . & 1 & . & . & . & . \\
24 & . & . & . & . & 1 & . & . & . \\
34 & . & . & . & . & . & 1 & . & . \\
\end{array}
$$

$$
\begin{array}{cccccccccc}
\tilde{\lambda}^1 & 013 & 014 & 034 & 04 & 123 & 124 & 14 & 234 \\
01 & 1 & 1 & 1 & 1 & . & . & . & . \\
03 & 1 & . & 1 & 1 & 1 & . & . & . \\
04 & . & . & 1 & 1 & 1 & . & . & . \\
04 & . & 1 & . & 1 & 1 & . & . & . \\
12 & . & . & . & 1 & 1 & 1 & . & . \\
13 & 1 & . & . & 1 & 1 & 1 & . & . \\
14 & . & . & . & 1 & 1 & 1 & . & . \\
14 & . & 1 & . & . & . & 1 & 1 & . \\
23 & . & . & . & 1 & . & . & . & . \\
24 & . & . & . & . & 1 & . & . & . \\
34 & . & . & . & . & . & 1 & . & . \\
\end{array}
$$

We highlight the non-trivial 04- and 14-block in blue and red, respectively. Due to their ranks, we see we need to remove 2 columns and 2 rows from the blue 04-block, and 1 column and 1 row from the red 14-block. After the Gaussian elimination and deletion as described in Algorithm [4], we get the following matrices.

$$
\begin{array}{cccccccccc}
RL_*\lambda^0 & 013 & 014 & 034 & 04 & 123 & 124 & 14 & 234 \\
01 & 1 & 1 & . & . & . & . & . & . \\
03 & 1 & . & 1 & . & . & . & . & . \\
04 & . & 1 & . & . & . & . & . & . \\
12 & . & . & . & 1 & 1 & . & . & . \\
13 & 1 & . & . & 1 & . & . & . & . \\
14 & . & . & . & 1 & 1 & . & . & . \\
23 & . & . & . & 1 & . & . & . & . \\
24 & . & . & . & . & 1 & . & . & . \\
34 & . & . & . & . & . & 1 & . & . \\
\end{array}
$$

$$
\begin{array}{cccccccccc}
RL_*\lambda^1 & 013 & 014 & 04 & 12 & 13 & 14 & 23 & 24 & 34 \\
01 & 1 & 1 & . & . & . & . & . & . & . \\
03 & 1 & . & 1 & 1 & 1 & . & . & . & . \\
04 & . & 1 & 1 & 1 & 1 & . & . & . & . \\
12 & . & . & 1 & 1 & 1 & . & . & . & . \\
13 & 1 & . & . & 1 & 1 & . & . & . & . \\
14 & . & . & . & 1 & 1 & . & . & . & . \\
23 & . & . & 1 & 1 & 1 & . & . & . & . \\
24 & . & . & . & 1 & 1 & . & . & . & . \\
34 & . & . & . & . & 1 & 1 & . & . & . \\
\end{array}
$$

Now that we computed the derived push-forward of several maps, we have three examples of (complexes of) sheaves on the triangulation of the sphere. We will now use microlocal Morse theory to analyze these examples. First, we choose our analogue of a discrete Morse function: an order preserving map, $f$ (see Figure [5]), from the face-relation poset of the triangulation of the sphere to the real line (or, more precisely, to a totally ordered set). We then compute which fibers lie in the discrete microsupport of each sheaf. For this example we choose $f$ to be an honest discrete Morse function in the sense of [For98, For02] (see Figure [6]). However, Theorem 6.6 and Theorem 6.7 make no assumptions on $f$ other than the requirement.
that it is order preserving.

**Intervals in the discrete microsupport.** Giving a full list of all of the locally closed subsets of \( \Lambda \) in the microsupport of \( Rg_\ast k_\Sigma \) (or \( Rh_\ast k_\Sigma \)) is cumbersome and mostly unnecessary. In practice, we are mostly interested in the locally closed subsets which arise as fibers of a discrete Morse function (for example, the fibers of \( f \)). Below we will compute and visualize the intersection of \( \mu \supp' Rh_\ast k_\Sigma \) with several intervals of interest.

| Intervals in \( \mu \supp' Rh_\ast k_\Sigma \) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | ✓ | ✓ | ✓ | ❌ | ✓ | ✓ | ✓ | ❌ | ❌ | ❌ | ❌ | ❌ | ❌ | ❌ | ❌ |
| 1 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| 4 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

| Intervals in \( \mu \supp_* Rh_\ast k_\Sigma \) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | ✓ | ✓ | ✓ | ✓ | ❌ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| 1 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| 4 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Figure 8: Entries in the tables mark (an incomplete list of) intervals in the microsupport. The rows correspond to three chosen simplicies, \( \sigma \), and the columns correspond to each of the simplicies, \( \tau \), in \( \Lambda \). Each entry of the first table is given ✓ if \([\sigma, \tau] \in \mu \supp' Rh_\ast k_\Sigma\), ❌ if \([\sigma, \tau] \notin \mu \supp' Rh_\ast k_\Sigma\), and are left empty if \( \sigma \not\leq \tau \). Similarly, the second table gives the corresponding intervals for \( \mu \supp_* Rh_\ast k_\Sigma \). Below the tables we visualize the intervals contained in the discrete microsupport. In the first row ((a), (b), and (c)) red arrows correspond to intervals \([\sigma, \tau] := \{ \gamma \in \Lambda : \sigma \leq \gamma \leq \tau \}\) (where \( \sigma \) is the base of the arrow and \( \tau \) is the head) contained in \( \mu \supp' Rh_\ast k_\Sigma \). In the second row ((d), (e), and (f)) red arrows correspond to intervals contained in \( \mu \supp_* Rh_\ast k_\Sigma \). The first column ((a) and (d)) visualize intervals in the star of 0, in the second column ((b) and (e)) the star of 1, and in the third column ((c) and (f)) the star of 4.
Critical elements. Here we give a table of \((R_g,k^\Sigma,f,\ast)\), \((R_g,k^\Sigma,f,!\))\), \((R_h,k^\Sigma,f,\ast)\), \((R_h,k^\Sigma,f,!\))\), \((R_l,k_T,f,\ast)\), and \((R_l,k_T,f,!\))-critical elements of II. Below we give more details of the four computations for the pair \(B = \{4,24\}\). We fix \(j : B \hookrightarrow A\) to be the inclusion map.

| Critical Elements | A | B | C | D | E | F | G | H | I | J | K |
|-------------------|---|---|---|---|---|---|---|---|---|---|---|
| \((R_g,k^\Sigma,f,!)\) | ✓ | ✓ |   |   |   |   |   | ✓ |   |   |   |
| \((R_g,k^\Sigma,f,\ast)\) | ✓ | ✓ |   |   |   |   |   | ✓ |   |   |   |
| \((R_h,k^\Sigma,f,!)\) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \((R_h,k^\Sigma,f,\ast)\) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| \((R_l,k_T,f,!)\) | ✓ | ✓ |   |   |   |   |   | ✓ |   |   |   |
| \((R_l,k_T,f,\ast)\) | ✓ | ✓ |   |   |   |   |   | ✓ |   |   |   |

Figure 9: Entries in the table mark critical elements of the quotient poset II, for various notions of critical corresponding to row labels.

Computing critical elements: \((R_g,k^\Sigma,f,\ast)\). We check whether \(B = \{4,24\}\) is in \(\mu \supp R_g,k^\Sigma\). By definition, this happens iff \(\mathbb{H}^d(R_j R_j^* R_g,k^\Sigma) \neq 0\).

We first need to compute the pullback \(R_j^*(R_g,k^\Sigma)\) using Algorithm 6 as described in Section 5.6.3. According to the algorithm, we copy \(R_g,\eta^0\) and \(R_g,\eta^1\) as \(\gamma^{-1}\) and \(\gamma^0\), viewing them as matrices labeled by the poset cylinder \(\Lambda \cup B\), and then run the updating step from Algorithm 3 for elements in \(B\). It is, however, enough to only copy the parts above \(B\) in \(\Lambda \cup B\), i.e., the submatrices labeled by \(S_t 4\), which we highlighted in the matrices above. Altogether we get the following matrices \(\gamma^d\), where one row was added to each of them in the updating step:

\[
\gamma^{-1} = \begin{pmatrix}
014 \ 
04 \ 
14 \ 
24 \ 
44 \ 
24
\end{pmatrix},
\gamma^0 = \begin{pmatrix}
04 \ 14 \ 24 \ 34 \ 4 \ 24B
\end{pmatrix}
\]

We only keep the highlighted submatrix \(\gamma^0[B,B]\). It already represents a minimal complex of injective sheaves, and no further minimization is needed. Altogether, we have

\[
R_j^*(R_g,k^\Sigma) = \cdots \to 0 \to [24]^0 \to [4] \to 0 \to \cdots
\]

Next, we need to compute proper pushforward \(R_j(R_j^* R_g,k^\Sigma)\). The general construction is described by Algorithm 6 in Section 5.6.4. We first copy the \(1 \times 1\) matrix from above, and then run the updating step for all elements in \(B \setminus B = \{2\}\). This forces us to add one row in the first matrix, but nothing else in the following. We get

\[
R_j(R_j^* R_g,k^\Sigma) = \cdots \to 0 \to [24]^0 \oplus [2] \to 0 \to \cdots
\]

Finally,

\[
H^d (R_j R_j^* R_g,k^\Sigma) = \begin{cases}
  k, & \text{if } d = 1 \\
  0, & \text{otherwise}
\end{cases}
\]

The hypercohomology is non-trivial, which means that \(B \in \mu \supp R_g,k^\Sigma\).

Computing critical elements: \((R_g,k^\Sigma,f,\ast)\). Next, we check whether \(B = \{4,24\}\) is in \(\mu \supp R_g,k^\Sigma\), i.e., whether \(\mathbb{H}^d (R_j^* R_g,k^\Sigma) \neq 0\). As discussed in Section 5.6.5, computing the proper pullback is easy —
we only need to consider the submatrices $Rg_\eta[B,B]$. We get

$$R^j_* Rg_* k_\Sigma = \cdots \to 0 \to 0 \to [24] \oplus [4] \xrightarrow{(1,0)} [4] \to 0 \to \cdots,$$

the hypercohomology of which is

$$\mathbb{H}^d \left( R^j_* Rg_* k_\Sigma \right) = \begin{cases} k, & \text{if } d = 1 \\ 0, & \text{otherwise.} \end{cases}$$

Therefore, $B \in \mu \text{supp}^1 Rg_* k_\Sigma$.

**Computing critical elements:** $(R_h_* k_\Sigma; f, \ast)$. We follow the same computation as above, but for $h$.

For the pullback, we get matrices

$$\gamma^{-1} \begin{array}{cccccc}
04_\Lambda & 034_\Lambda & 124_\Lambda & 234_\Lambda & 14_\Lambda & 34_\Lambda \\
04_\Lambda & 1 & 1 & & & \\
14_\Lambda & 1 & . & 1 & . & . \\
24_\Lambda & . & . & 1 & 1 & . \\
34_\Lambda & . & . & 1 & 1 & . \\
4_\Lambda & 1 & . & . & . & 1 \\
4_\Lambda & 1 & . & . & . & 1 \\
24_\Lambda & . & . & 1 & . & . \\
\end{array} \quad \gamma^0 \begin{array}{cccccc}
04_\Lambda & 14_\Lambda & 24_\Lambda & 34_\Lambda & 1_\Lambda & 4_\Lambda \\
1_\Lambda & 1 & 1 & 1 & . & . \\
\end{array}$$

The submatrices $\gamma^d[B,B]$ are all empty with one label in degree 0, which yields

$$R^j_*(R_h_* k_\Sigma) = \cdots \to 0 \to [24] \to 0 \to 0 \to \cdots.$$  

As above, to compute the proper pushforward, we start with the matrices we just computed, and perform the update step for 2. We need to add a row in the matrix going from degree 0, which had one column labeled by 24 and no rows. Hence,

$$R^j_!(R^j_* R_h_* k_\Sigma) = \cdots \to 0 \to [24] \xrightarrow{(1,0)} [2] \to 0 \to \cdots.$$  

The hypercohomology of this complex is trivial, so $B \not\in \mu \text{supp}^* R_h_* k_\Sigma$.

**Computing critical elements:** $(R_h_* k_\Sigma; f, \ast)$. The matrices $R_h_* \eta_0[B,B]$ and $R_h_* \eta_1[B,B]$ give

$$R^j_* R_h_* k_\Sigma = \cdots \to 0 \to 0 \to [24] \oplus [4] \oplus [4] \xrightarrow{(1,0)} [4] \to 0 \to \cdots,$$

with hypercohomology

$$\mathbb{H}^d \left( R^j_* Rg_* k_\Sigma \right) = \begin{cases} k^2, & \text{if } d = 1 \\ 0, & \text{otherwise,} \end{cases}$$

and hence $B \in \mu \text{supp}^1 R_h_* k_\Sigma$.

**Filtrations and hypercohomology.** In Figure 10 we list Betti numbers for hypercohomology groups associated to the filtration of $\Lambda$ by sublevel-sets of $f$. As Theorem 6.6 implies, the value in column $X$ for the sublevel filtration differs from the value in its left neighbor only if $X$ is a critical element for the corresponding notion of microlocal support as shown in the table above. Similarly, for the superlevel filtration, non-critical columns $X$ have the same value as their right neighbors.
Rank of hypercohomology groups in degree 0, 1, and 2

| dim $H^d(-)$ | A     | B     | C     | D     | E     | F     | G     | H     | I     | J     |
|--------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $R_i R^g_k C$ | 0,0,1 | 0,1,0 |       |       |       |       |       |       |       | 1,0,0 |
| $R_i^1 R^g_k C$ | 0,0,1 | 0,1,1 | 0,1,1 | 0,1,1 | 0,1,1 | 0,1,1 | 0,1,1 | 0,1,1 |       |       |
| $R_i^2 R^g_k C$ | 1,1,1 | 1,1,0 | 1,0,0 | 1,0,0 | 1,0,0 | 1,0,0 | 1,0,0 | 1,0,0 |       |       |
| $R_i R^g_k C$  | 1,0,0 | 0,1,0 |       |       |       |       |       |       |       |       |
| $R_i^1 R^g_k C$ | 1,0,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 |       |       |
| $R_i^2 R^g_k C$ | 0,0,1 | 0,2,0 | 0,1,0 | 0,1,0 | 1,0,0 | 1,0,0 | 1,0,0 | 1,0,0 |       |       |
| $R_i^r R^h_k C$ | 0,0,1 | 0,2,1 | 0,3,1 | 0,4,1 | 0,3,1 | 0,3,1 | 0,2,1 | 0,2,1 | 0,1,1 | 1,1,1 |
| $R_i^2 R^h_k C$ | 1,1,1 | 1,1,0 | 2,0,0 | 3,0,0 | 4,0,0 | 4,0,0 | 3,0,0 | 3,0,0 | 2,0,0 | 2,0,0 |
| $R_i R^h_k C$  | 1,0,0 | 1,0,0 | 1,0,0 | 1,0,0 |       |       |       |       |       |       |
| $R_i^1 R^h_k C$ | 0,0,1 | 0,1,0 |       |       |       |       |       |       |       | 1,0,0 |
| $R_i^2 R^h_k C$ | 0,0,1 | 0,2,0 | 0,1,0 | 0,1,0 |       |       |       |       |       |       |
| $R_i R^h_k C$  | 1,0,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 | 1,1,0 |       |

Figure 10: Each entry in the table lists the dimension of hypercohomology groups in degree 0, 1, and 2 (empty entries have trivial hypercohomology). Here, $Z = f^{-1}(x)$ and $i_{x \leq} \ (i_{x \geq})$ is the inclusion map of sublevel-sets (superlevel-sets) of $f$ (relative to the total order $\preceq$ on $\Pi$) into $\Lambda$, for $x$ an element of $\Pi$ corresponding to the column labels.
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A Remaining Proofs

Proof of Theorem 3.12 Let $I^\bullet$ be an injective resolution of the constant sheaf on $\Sigma$. By Corollary 5.10

$$m_{k_\Sigma}^d(\sigma) = \dim H^d R^i I^\bullet.$$ 

For $\sigma \in \Sigma$, let $C(\sigma) := \sigma^0 \ast \{ \tau \setminus \sigma | \tau \in St \sigma \setminus \{\sigma\} \}$ be the cone of the link $\{ \tau \setminus \sigma | \tau \in St \sigma \setminus \{\sigma\} \}$ (where $\tau \setminus \sigma$ denotes set difference when $\tau$ and $\sigma$ are viewed as sets of vertices in $\Sigma$), with cone point given by the vertex $\sigma^0$. Then $St_{C(\sigma)} \sigma^0 \cong St_{\Sigma} \sigma$ as posets. Therefore, $I^\bullet|_{St_{\Sigma} \sigma}$, viewed as a complex of sheaves over $St_{C(\sigma)} \sigma^0$, is an injective resolution of the constant sheaf on $St_{C(\sigma)} \sigma^0$. Let $J^\bullet$ be the injective resolution of the constant sheaf on the simplicial complex $C(\sigma)$, defined (non-inductively) in Section 3.3.1. Then $I^\bullet|_{St_{\Sigma} \sigma}$ is quasi-isomorphic to $J^\bullet|_{St_{C(\sigma)} \sigma^0}$. By definition, $i^\bullet_{\sigma}(J^\bullet)$ is exactly the complex of vector spaces used to compute compactly supported cohomology of the constant sheaf on $St_{K(\sigma)}(\sigma^0)$, the star of $\sigma^0$ in the barycentric subdivision $K(\sigma)$ of $C(\sigma)$ (see [Cur14] Definition 6.2.1 and [She85]). Because the geometric realisation $|St_{K(\sigma)}(\sigma^0)|$ is homeomorphic to $|St_{\Sigma} \sigma|$, the cohomology groups of this complex are isomorphic to $H^d(|St_{C(\sigma)}(\sigma^0)|; k)$. Finally, because $|St_{\Sigma} \sigma|$ is homeomorphic to $R^{dim \sigma} \times |St_{C(\sigma)} \sigma^0|$, 

$$m_{k_\Sigma}^d(\sigma) = \dim H^d_{c}(|St_{C(\sigma)}(\sigma^0)|; k) = \dim H^{d+dim \sigma}_{c}(|St_{\Sigma}(\sigma)|; k).$$ 

Proof of Lemma 3.13 When $\Pi$ is a cell complex, the theorem follows, for example, from [KS94] Corollary 2.7.7 (iv)]. We include a more general proof for arbitrary finite posets below. Let $I^\bullet$ be an injective resolution of $F$. Because $t^\ast$ defines an exact functor from the category of sheaves on $\Pi$ to the category of sheaves on $K(\Pi)$, we have that

$$0 \rightarrow t^\ast F \rightarrow t^\ast I^0 \rightarrow t^\ast I^1 \rightarrow \cdots \rightarrow t^\ast I^n \rightarrow 0$$

is an exact sequence. We claim that each $t^\ast I^d$ is acyclic:

$$H^j(R(p \circ t)_\ast (t^\ast I^d)) = 0, \text{ for } j > 0.$$ 

Indeed, it is enough to prove that for each indecomposable injective sheaf $[\pi]$ on $\Pi$, the sheaf $t^\ast [\pi]$ is acyclic. Because $t^\ast [\pi]$ is the constant sheaf on the order complex of the downward closure, $Cl \pi := \{ \tau \in \Pi : \tau \leq \pi \}$, of $\pi$ in $\Pi$, we have

$$H^j(R(p \circ t)_\ast (t^\ast [\pi])) \cong H^j(|K(Cl \pi)|; k).$$ 

Notice that $K(Cl \pi)$, as a simplicial complex, is equal to the cone of the simplicial complex $K(Cl \pi - \pi)$. Therefore, $|K(Cl \pi)|$ is contractible, $H^j(|K(Cl \pi)|; k) = 0$ for $j > 0$, and $t^\ast [\pi]$ is acyclic. The complex $t^\ast I^\bullet$ is therefore an acyclic resolution of $t^\ast F$, and by standard results of homological algebra (for example, [Bre97] Theorem 4.1), we have

$$H^j(K(\Pi); t^\ast F) \cong H^j((p \circ t)_\ast (t^\ast I^\bullet)) \cong H^j(\Pi; F).$$ 
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