Synthesis of smoothing cubic spline in non-parametric identification technical systems’ algorithm
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Abstract. Many technical systems are described by mathematical models in the form of an integral Voltaire equation of the first kind with a difference kernel. The nonparametric identification problem for such systems will be reduced to constructing an estimate of the impulse transition function of the identified system based on the measured (with noise) the input and output signals’ values. A rectangular signal of constant amplitude is applied to the input of the identified system at some point in time in some identification schemes that are widely used in practice. For such an input signal, the pulse transition function is defined as the first derivative of the system output signal. However, the derivative calculation belongs to the class of incorrectly posed problems, and an essential feature of this problem is the calculated derivative instability to the errors in recording the output signal. For stable computation, various algorithms for smoothing experimental data are used. The most effective of them are smoothing cubic splines. Boundary conditions are specified to uniquely determine the coefficients of these splines. Unfortunately, traditional natural boundary conditions (zero second derivatives of the spline) do not allow taking into account the features of the identification problem. Therefore, we propose a smoothing algorithm, based on smoothing cubic splines, which allows one taking into account information about the identifiable impulse transition function in sufficient (to increase the accuracy of identification) in this research paper. The studies show the effectiveness of the proposed smoothing algorithm and the entire identification procedure as a whole.

1. Introduction
Integrated models are often used to model various dynamic systems [1,2]. If the system parameters do not change in time, then such a system is called stationary and its behavior is described by the Voltaire integral equation of the first kind with a difference kernel [1]:

\[ \int_0^t k(t-\tau) \phi(\tau) d\tau = f(t), \quad t \in [0,T] \] (1)

Here \( k(t) \) is impulse transition function (ITF) of the system; \( \phi(\tau), f(t) \) – its input and output signals. For a physically realizable system, the condition \( k(t)=0 \) at \( t < 0 \).

The nonparametric identification problem of systems (1) is to calculate the estimate for ITF \( k(t) \) from the measured values of the input and output signals of the identified system. Such a problem belongs to the class of incorrectly posed problems [3] and special regularizing algorithms are used in order to solve it (for example, [4]).

In practice, in order to identify stationary systems, a circuit is used often (because of its simplicity) where a step signal is applied to the input of the identified system (at the moment \( t=0 \), which
amplitude is constant. We should note that, if the amplitude is 1, then such a signal is called the Heaviside function (fulfillment of this condition is assumed in the future). For such an input signal, it can be shown [1] that:

\[ k(t) = \frac{d}{dt}f(t) \]

(2)

Here \( f(t) \) is output signal (system response), if the Heaviside function is applied to the input. Despite the well-developed algorithms for numerical differentiation, the use of (2) in practice is associated with the same incorrectness problem as it is in the direct solution of the equation (1), since the differentiation operation is also an incorrectly posed problem [5,6]. Most often this is manifested in the instability of the differentiation operation, when even a small noise level of the output signal registration causes very large errors in the obtained (based on (2)) ITF estimate.

The recorded (with measurement errors) \( \tilde{f}(t) \) signal must initially be smoothed (i.e., filtered to one degree or another) from the measurement errors (before the differentiation operation) in order to obtain a stable estimate of ITF. For this purpose, various methods can be used: the finite difference calculation (with an appropriate choice of the time discretization step); local spatial filters [7,8]; wavelet filtering algorithms [9,10]; smoothing splines [11-13].

The most universal for practice are smoothing splines, and more specifically, smoothing cubic splines (SCS), which allow not only smoothing out noisy data, but also calculating the first derivative of a smoothed function \( \tilde{f}(t) \). It is necessary to set the values of the boundary conditions at points \( t_1=0, t_N=T \) for an unambiguous calculation of SCS coefficients [11]. As a rule, the so-called natural boundary conditions are used when zero values of the second spline derivatives are specified. Unfortunately, for the identification problem to be solved, setting such boundary conditions leads to large identification errors in the neighbourhoods of the extreme points \( t_1, t_N \).

- development of an algorithm for SCS constructing with boundary conditions adequate to the identification problem being solved, namely, setting the values of the first derivative at extreme points;
- development of the estimating statistical algorithm for the optimal value of the smoothing parameter from the condition of minimum root-mean-square error of smoothing.

Thus, the problem of synthesizing SCS for a specific identification algorithm (2) of a dynamic system is solved.

2. Mathematical and Methods

Possess that registered in nodes \( 0=t_1<t_2<...<t_N=T \) noisy output \( \tilde{f}(t) \) the form can be:

\[ \tilde{f}(t) = \eta(t) \]

(3)

Here \( \eta(t) \) is zero mean dispersion noise \( \sigma^2 \). To smooth out noisy values \( \tilde{f}(t) \) let’s turn to smoothing cubic splines (SCS). We should remind [7], that smoothing cubic spline \( S_f \) on each segment \( [t_i, t_{i+1}) \), \( i=1,..N-1 \) is the third degree polynomial of the form:

\[ S_{f,i}^{3}(t) = a_i + b_i(t-t_i) + c_i(t-t_i)^2 + d_i(t-t_i)^3 \]

(4)

and is twice continuously differentiable over the entire interval \( [0,T] \). Left and right boundary conditions are specified in order to unambiguously calculate SCS coefficients \( a_i, b_i, c_i, d_i \). For example, natural boundary conditions determine the zero values of the second derivatives at the nodes \( t_1, t_N \):

\[ S_{f,a}^{\prime\prime}(t) \bigg|_{t=t_1} = S_{f,a}^{\prime\prime}(t) \bigg|_{t=t_N} = 0 \]

(5)

It was shown [7] that SCS with natural boundary conditions delivers the minimum value to the functional:
\[ F_{\alpha}(S) = \alpha \int_{t_1}^{t_N} |S'(t)|^2 \, dt + \sum_{i=1}^{n} p_i^{-1}(\tilde{f}_i - S(t_i))^2 \]

where \( p_i^{-1}, i=1, \ldots, N \) are the weighting factors. It can be seen that the functional is determined by both the “smoothness” of the spline (the first term) and the “proximity” of the spline to the given values \( \{\tilde{f}_i\} \). Changing the smoothing parameter \( \alpha \) in the interval \([0, \infty)\), you can change the smoothing error. The smoothing parameter’s value that minimizes average square error (ASE) of smoothing is called the optimal parameter and denote \( \alpha_{\text{opt}} \). The estimation algorithm will be considered later.

Unfortunately, the specification of boundary conditions \( S_{t_0}^{(2)} \) can lead to significant identification errors (SCS differentiation errors) for small and large values of SCS argument. In order to illustrate this fact, Figure 1 shows the values of the “exact” ITF (solid curve) and the estimate \( \tilde{S}_{\alpha_{\text{opt}}}^{(2)} \) (dashed curve) calculated by differentiating the SCS, calculated under \( \alpha = \alpha_{\text{opt}} \) and boundary conditions (5), while the measurement noise had a relative level of 0.15.

**Figure 1.** Impulse transient function estimates.

Rather great identification error is visible at small values instead of zero at \( t = 0 \) evaluating \( \tilde{S}_{\alpha_{\text{opt}}}^{(2)} \), but the influence of the left boundary condition decreases as the argument increases. A similar error can be observed for time values close to the right end of the interval \( \tilde{S}_{\alpha_{\text{opt}}}^{(2)} \). It is necessary to specify boundary conditions based on the specifics of the problem being solved to reduce such errors. For example, for a number of dynamic systems (second-order vibrational links and others) it is known that \( k(0) = 0, k(T) = 0 \). It is advisable to set the boundary conditions with the values of the first derivative, given this and similar a priori information, which will undoubtedly lead to an increase in the identification accuracy. Therefore, we proceed to the algorithm construction for calculating the spline coefficients under such boundary conditions.

We compose a system of equations (using the results of [11]) to calculate the values \( S_{t_0}^{(2)} \) in the case, when the first derivatives’ values are set as boundary conditions on the left:

\[ s_i = S'(t_i), s_N = S'(t_N). \]

It is shown that such a system can be written in the following form:
The coefficients of the system are determined by the relations where $h_i$ are the steps between corresponding grid nodes.

After calculating of this system solution, the spline coefficients are determined by the expressions:

$$a_i = \frac{\hat{r}_{H_i}}{h_i} - \alpha p_i; \quad a_N = \frac{\hat{r}_{H_N}}{h_N} - \alpha p_N^{M_{N-1}M_N};$$

$$a_i = \frac{\hat{r}_{H_i}}{h_i} - \alpha p_i \left[ \frac{M_{i+1}M_i - M_iM_{i-1}}{h_i - h_{i-1}} \right], \quad i=2,3,...,N-1;$$

$$b_i = \frac{\alpha p_i}{h_i} + \frac{\alpha p_{i+1}}{h_{i+1}} - \frac{M_{i+1}M_i}{6h_i} + \frac{M_iM_{i-1}}{6h_{i-1}}, \quad i=1,2,...,N-1.$$
\[ \rho \frac{1}{n} \sum_{i=1}^{N} \tilde{H}_i \cdot e_i(\alpha) \]  

(8)

here \( e_i(\alpha) = \tilde{H}_i - \text{Si}_{f,\alpha} \) is residual of the \( i \)-th dimension. For wavelet filtering algorithms, it is proved that if \( \rho_W \) at a value \( \alpha \) satisfies the inequality

For wavelet filtering algorithms, it is proved that if \( \rho_W \), for some \( \alpha \) value, it satisfies the inequality

\[ v \frac{\beta}{2} N W \frac{1}{2N} \]  

(9)

such a value can be taken as an estimate for \( \alpha_{opt} \) (we denote this value as \( \alpha_W \)). In inequality (9), the quantities \( v \frac{\beta}{2} N W \frac{1}{2N} \) are quantiles of \( \chi^2 \) distribution with \( N \) degrees of the levels freedom, \( \frac{1}{2}, \frac{1}{2} \) respectively. The value \( \beta \) determines the probability of the first kind error, during the hypothesis testing about the optimality of the estimate \( \alpha_W \) and, \( \beta = 0.05 \) as a rule. We should highlight that \( \alpha_W \) calculation reduces to solving a nonlinear equation iterative algorithms.

\[ \rho_W(\alpha) = N \]  

(10)

As the next approximate \( \alpha_W \) solution of \( a^{(n)} \) equation (10) is accepted, this satisfies inequality (9). Since it is not necessary to find the exact solution to the nonlinear equation (10), but only a solution satisfying (9), one can use “slow” iterative procedures, for example, the dichotomy method.

3. Results

A large computational experiment was conducted in order to verify the operability and effectiveness of the proposed identification algorithm using boundary conditions in the form of the first derivative values. Let us stay only on the results of one studies’ series. The ITF of the second-order vibrational link (in Figure 1 is a solid curve) \( k(t) \) was taken. The values of the input and output signals were distorted by random normally distributed errors with relative levels \( \delta_i = \| \tilde{f}_i - f_i \| / f_i \), where \( \| \| \) is the Euclidean norm of the vector. The identification error was determined by the relative error \( \delta = \| \tilde{f}_{aw} \| / \| k \| \), where \( \tilde{f}_{aw} \) is the ITF estimate calculated by SCS. The measurements number of the output signal is \( N = 80 \).

Initially, we consider the studies’ results on the choice of the smoothing parameter, based on the given statistical criterion. In Figure 2, the solid curve shows the relative filtering error \( \delta_k \) using SCS for various parameter values \( \alpha \). We see the presence of a minimum at \( \alpha = 3_{opt} \). Dashed lines show the boundaries of inequality (9), and the dotted curve shows the values \( \rho_W \). As \( \alpha_W \) estimate, we take the quantities \( \alpha \), which \( \rho_W \) are located between dashed lines for. It can be seen that these values correspond to the minimum values of the filtering error.
Figure 2. The way of a smoothing parameter choosing.

A computational experiment also showed that a spline, constructed with $\alpha = \alpha_{opt}$ has:

- a smoothing error slightly (by 5-8%) exceeding the smoothing error with a parameter $\alpha = \alpha_{opt}$ (which can only be found in a computational experiment);
- the smoothing error is significantly (by 15-35%) less in comparison with other methods of parameter selection (for more details, see [10,15]).

All this allows us to conclude that it is advisable to use a smoothing spline with $\alpha = \alpha_{opt}$ for stable calculation of the input and output signals’ derivatives.

We point out on the value $\delta_k$ is random, since it depends on the specific implementation of the measurement noise. Therefore, the average value $\bar{\delta}_k$ was calculated (the mathematical expectation estimate of this random variable) for a sample of 30. Table 1 shows these average values.

| $\delta_f$ | $\bar{\delta}_k$ |
|------------|-----------------|
| 0.02       | 0.031           |
| 0.05       | 0.072           |
| 0.10       | 0.112           |
| 0.15       | 0.176           |

4. Conclusion

An analysis of the table data and other of computational experiments’ results with other ITF forms shows that, the proposed identification algorithm has a transmission coefficient of the initial data error to $\frac{\delta_k}{\delta_f}$ identification error not exceeding 2, even with a high noise level of the output signal measurement. This indicates a good stability of noise identification algorithm of the measurement output signal of an identifiable system. In addition, the use of SCS allows you to process measurements, obtained with an unequal sampling step in time, which is a significant limitation for other smoothing and differentiation methods. Therefore, there is every reason to recommend the proposed algorithm for solving practical problems of identifying stationary dynamic systems.
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