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Abstract: Path planning is one of the key parts of unmanned aerial vehicle (UAV) fast autonomous flight in an unknown cluttered environment. However, real-time and stability remain a significant challenge in the field of path planning. To improve the robustness and efficiency of the path planning method in complex environments, this paper presents RETRBG, a robust and efficient trajectory replanning method based on the guiding path. Firstly, a safe guiding path is generated by using an improved A* and path pruning method, which is used to perceive the narrow space in its surrounding environment. Secondly, under the guidance of the path, a guided kinodynamic path searching method (GKPS) is devised to generate a safe, kinodynamically feasible and minimum-time initial path. Finally, an adaptive optimization function with two modes is proposed to improve the optimization quality in complex environments, which selects the optimization mode to optimize the smoothness and safety of the path according to the perception results of the guiding path. The experimental results demonstrate that the proposed method achieved good performance both in different obstacle densities and different resolutions. Compared with the other state-of-the-art methods, the quality and success rate of the planning result are significantly improved.
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1. Introduction

In recent years, more and more attention has been paid to unmanned aerial vehicles (UAVs), which have been widely used in such fields as urban planning [1–3], ecological protection [4–6], post-disaster rescue [7–9], and military [10]. However, with the development of society, the demand for intelligent UAVs is increasing. How to make UAVs operate safely and quickly in complex environments has become a research hotspot in the world [11,12]. Some researchers have studied the path planning algorithm of UAVs to ensure they fly under the interference of external environmental factors [13,14], and some researchers have proposed some path planning algorithms for the case of hardware failure and other emergencies [14–16]. However, all these efforts are devoted to improving the safety of UAVs in special environment, to improve the intelligence of UAVs and ensure they can fly safely and quickly in unknown cluttered environments autonomously. many path planning algorithms have been proposed. According to the different types of algorithms, the existing algorithms can be mainly divided into hard-constrained methods [17–33] and gradient-based optimization methods [34–44].

Hard-constrained methods have been pioneered by the minimum-snap trajectory generation [17], in which piecewise polynomial trajectories are generated through quadratic programming (QP). Richter et al. [18] extended the work of [17] by presenting a method of jointly optimizing polynomial path segments in an unconstrained QP, and have shown that the minimum-snap technique can be coupled with an appropriate kinematic planner to generate fast, graceful flight paths in cluttered environments. There are many methods...
that use a two-step method for trajectory generation [19–23]. Firstly, they generate the initial path and extract the collision-free flight corridor presented by cubes, spheres, or polyhedrons based on the path. Then the QP problem is solved within the flight corridor to generate a safe and smooth flight trajectory. Gao et al. [24] facilitated the generation of more efficient and smooth global trajectories by improving the flight corridor, and proposed methods to accelerate the generation on both CPU and GPU. Ye et al. [25] captured the topological structure of the environment to guide the state sampling of a sampling-based kinodynamic planner and refine the smoothness and continuity of the trajectory in an optimization framework. Han et al. [31] proposed a systematic solution to make UAVs aggressively and safely track an agile target by optimizing the trajectory within a given safe flight corridor. However, most of these methods do not have a reasonable time allocation scheme, which results in the low quality of the generated trajectory. To address the problem, Gao et al. [26] adopted a fast marching-based path searching method to find a path on a velocity field induced by the Euclidean signed distance field of the map and to achieve better time allocation. Tordesillas et al. [27] found a more reasonable time allocation of the trajectory by a line search algorithm initialized with a heuristic computed from the previous replanning iteration. Tordesillas et al. [30] also presented a trajectory planner that can generate collision-free trajectories not only in a static environment but also in a dynamic environment. Besides, there are some methods [32,33] that have been proposed to improve the ability of UAVs to pass through the narrow space. However, although hard constraints can generate a trajectory that meets various conditions, it is greatly affected by noise and ignores the distance to the obstacle, which reduces the quality and safety of the generated trajectory.

Compared with the hard constraint method, gradient-based optimization has better adaptability. There are many gradient-based trajectory optimization (GTO) methods [34,45], which typically formulate trajectory generation as non-linear optimization problems trading off smoothness, safety, and dynamic feasibility. Zucker et al. [35] presented covariant Hamiltonian optimization for motion planning, which iteratively improves the quality of an initial trajectory by minimizing its smoothness and collision costs using gradient descent methods. Oleynikova et al. [36] presented a continuous-time trajectory optimization method for real-time collision avoidance on multirotor UAVs. Gao et al. [37] firstly found a safe path using the sampling-based informed path searching method, and then used an optimization-based method that minimizes the penalty of collision cost, increasing smoothness, and dynamic feasibility is used to refine the trajectory and improve the success rate. Usenko et al. [38] extended other trajectory generation methods with a local replanning algorithm that can handle unmodeled obstacles while keeping the microaerial vehicle (MAV) close to the global trajectory, in which the trajectory is parameterized as a uniform B-spline. Zhou et al. [39] firstly found a safe, kinodynamically feasible, and minimum-time initial trajectory in the discretized control space by adopting a kinodynamic path searching (KPS) method; secondly, it improves the smoothness and clearance of the trajectory by a B-spline optimization that incorporates gradient information and dynamic constraints efficiently utilizing the convex hull property of the B-spline; thirdly, it uses a non-uniform B-spline to guarantee dynamically feasible and non-conservative trajectories. However, this method is used to sample the control space; thus, it will lose part of the spatial information. Besides, the success rate of this method in narrow spaces is low due to the trade-off between the smoothness, safety, and dynamic feasibility in optimization. Zhou et al. [40] proposed a replanning method based on GTO to address local minima, which improves the replanning success rate significantly, but the method takes lots of time for trajectory replanning. Based on [39,40], Zhou et al. [41] presented a robust and perception-aware trajectory replanning method to support fast and safe flight, which guarantees the feasibility and quality of the trajectory. Quan et al. [42] proposed an environmental adaptive planner that effectively adjusts the flight aggressiveness based on the obstacle distribution and quadrotor. In addition, there are some works using trajectory optimization methods to avoid dynamic obstacles in cluttered environments [43,44]. However, most of these gradient-based optimization
methods are faced with a fixed optimization function, which leads to the instability of efficiency in cluttered environments.

Based on the discussion, both hard-constrained methods and gradient-based optimization methods suffer from the problem of low stability and adaptability. In this paper, we extend the work published by [39] and propose a robust and efficient trajectory replanning method based on the guiding path (RETRBG) for unknown environments. The contributions of this paper are summarized as follows:

- This paper designs an improved A* and path pruning method to generate a safe guiding path, which can be used to perceive the surrounding environment and guide the method to search and optimize the path.
- Aiming to reduce the spatial information loss caused by discrete control space and improve the quality of the initial path, this paper proposes a guided kinodynamic path searching (GKPS) method based on the guiding path, which not only retains the advantages of the kinodynamic path searching but also improves the safety with the help of the guiding path.
- Aiming to improve the performance of path optimization in the cluttered environment, this paper designs an adaptive optimization function with two modes. According to the perception result of the guiding path towards the narrow space, the function adaptively selects the optimization mode, which improves the optimization quality in narrow spaces.
- Extensive simulation experiments are carried out with three state-of-the-art methods, which validates the effectiveness of the proposed method. We also compare the proposed method with the method that only uses GKPS, which verifies the efficiency of the optimization part.

The rest of the paper is organized as follows: Section 2 presents the proposed trajectory generation method. Section 3 introduces the experiment conditions and evaluates the method performance in different obstacle densities and grid resolutions. Section 4 discusses the experimental results and the limitations of the method. Finally, we conclude our work and future research directions in Section 5.

2. Methods

In general, the generation of the UAV flight path is divided into two modules, the initial path searching and the path optimization. The main purpose of the initial path searching is to obtain a collision-free and passable path, but it is unreasonable to directly deliver the path to the UAV for execution due to dynamic feasibility, safety, and energy consumption. The path optimization is designed to optimize the initial path into a path that not only meets the requirements of dynamic feasibilities but also achieves the best balance in terms of security and energy consumption. In order to obtain a path that can make the UAV fly quickly and efficiently in an unknown environment on the premise of ensuring safety, we adopt a guiding path to improve the trajectory replanning quality by leading the searching direction and optimization mode.

Figure 1 illustrates an overview of the proposed real-time path replanning method framework. When the replanning strategy (mentioned in Section 3.1) is satisfied, the replanning method is triggered. At first, the method generates a geometric guiding path and uses the path to perceive the surrounding environment. Secondly, under the help of the guiding path, the GKPS is executed to generate a kinodynamic path. Thirdly, the optimization mode is selected according to the perception result of the guiding path and uses the corresponding optimization function to generate a better trajectory by refining the initial path in smoothness and safety. Finally, when the flight trajectory reaches the goal, the replanning process is stopped.
Figure 1. An overview of the proposed real-time replanning method for fast autonomous flight based on geometric path guiding. The red arrow represents the execution procedures of the method, and the black arrow represents that one part provides information for another part.

The algorithm is mainly divided into three parts: map maintenance, path searching, and path optimization. The main contents of each part are as follows:

1. Map maintenance: this algorithm maintains the occupancy grid map and Euclidean distance field map (EDF). The occupancy grid map is updated in real-time using the information obtained by sensors during flight, and the obstacle information is recorded to provide services for the generation of a guiding path. The Euclidean distance field is only maintained by using the information obtained from current sensors to serve path planning and optimization.

2. Path searching: At first, we use occupancy grid map and pose data to quickly generate a collision-free and passable geometric guiding path. Then, using the obstacle information maintained by the occupancy grid map, we perceive the surrounding space that the guiding path passes through and judge whether it passes through a narrow space. Next, under the help of the guiding path, the guided kinodynamic path searching (GKPS) method is designed to quickly generate a dynamically feasible, safe, and low-cost initial path.

3. Path optimization: We design an adaptive optimization function with two optimization modes, normal optimization (NO) and path-guided optimization (PGO). According to the perception results of the guiding path to the narrow space, the path optimization mode is selected adaptively to optimize the initial path. Finally, a smooth, safe, and feasible path that meets the autonomous and fast flight of UAVs is generated.

2.1. Map Maintenance

The map stores the information of obstacles perceived by sensors, which is the basis of path planning. Due to the rapid flight of the UAV in an unknown environment, a reasonable and efficient map maintenance strategy can not only improve the speed of path replanning, but also ensure the quality of path planning. To improve the efficiency of map maintenance and ensure the quality of the map simultaneously, this paper adopts two kinds of maps—the occupancy grid map and EDF [46], respectively.

The occupancy grid map divides the space into a three-dimensional grid with a fixed resolution and stores the environment information by corresponding the perceived obstacle information to the grid. The occupancy grid map is simple and easy to maintain, so this paper uses an occupancy grid map to store the obstacle information sensed by UAV sensors during flight, which provides a guarantee for planning a stable and safe local geometric path. For efficiency, we only update the grid within the sensor range when maintaining the map.
However, although the occupancy grid map can effectively maintain the information of obstacles, it can only provide help for the generation of the guidance path due to its fineness and can not provide accurate information in path optimization. To solve this problem, we maintain a local EDF for path optimization while maintaining the occupancy grid map. Although EDF also depends on a three-dimensional grid, the accuracy of distance and gradient information can be improved by trilinear interpolation [38]. Besides, due to the high maintenance cost of EDF, we only maintain the area within the sensor range to improve the maintenance efficiency.

2.2. Path Searching

Path searching is the first step of path generation. The quality of the initial path not only determines the pressure of the optimization part but also affects the quality of the final flight path. Although the path optimization part can optimize the path, it is only a trade-off between the smoothness, safety, and dynamic feasibility, the overall running direction and the route of the path do not change much, so a stable, safe, and smooth initial path is very important. This paper proposes an initial path searching method, namely guided kinodynamic path searching (GKPS) which uses a guiding path to lead the KPS. The method can not only obtain a stable, smooth, and safe initial path but also sense whether the path passes through the narrow space in advance to help the path optimization part. We will introduce our method in the following three parts: guiding path generation, scene perception, and guided kinodynamic path searching. The first part is used to introduce the generation method of the guiding path. The second part is to show how to perceive the narrow space by using the guiding path. And the third part is responsible for explaining how to use the guiding path to lead the KPS.

2.2.1. Guiding Path Generation

The purpose of this part is to generate a geometric guiding path with strong safety in the occupancy grid map. According to the different tasks, guiding path generation is divided into two subparts: improved A* and path pruning. The former is designed to generate an initial geometric path; the latter is designed to generate a reasonable guiding path by pruning the initial geometric path.

A. Improved A*

At present, many algorithms can be chosen to generate a geometric path, such as A* [47] and RRT [48]. But compared with RRT, A* is easier to reach the local boundary and control the path not to pass through a particularly narrow space, so we adopt A* here. A* is a classical algorithm in the field of path planning that can search a geometric path stably and quickly. However, the conventional A* is not suitable for us due to the fact that it does not consider the current motion state and generates a geometric path from the start point to the end point instead of a local path. In order to solve these problems and generate a reasonable guiding path, we designed an improved A*, as shown in Algorithm 1.

The main search process of improved A* is basically consistent with the standard A* algorithm. P and C in line 3 represent the unexpanded Node queue and the expanded Node set, respectively. Before each expansion, we use the function ReachGoal() and ReachEdge() in line 4 to check whether it reaches the target node or the boundary. Then, the function Expand() in line 6 is designed to expand adjacent nodes into the expendNodes set based on the current node, and the function Checkfeasible() in line 8 is used to determine whether the node in expendNodes is safe and reliable in the map environment. If a node meets the conditions, a structure Node is used to record the node index, parent node, \( g_c \) and \( f_c \) cost, where \( g_c \) is the expansion cost between the node and its parent node, \( f_c \) is the total cost from the start point to the target point calculated by the sum of \( g_c \) and the result of the function Heuristic() in line 16. The function Heuristic() represents the cost between the current node to the target node, which is essential for path searching and its quality directly affects the speed and quality of path generation. Next, we add the Node to the queue P,
and then choose the Node with the smallest $f_c$ to do a new expansion until reaching the target node or boundary.

Algorithm 1: Improved A*

**Input:** Current position $p_c$ and velocity $v_c$, target position $p_g$

**Output:** A geometric path $P_{A^*}$ from the current position to the target position

1. Initialize();
2. While !$P$.empty() do
3. $n_c \leftarrow P$.pop(), $C$.insert($n_c$);
4. if ReachGoal($n_c$) || ReachEdge($n_c$) then
5. return RetrievePath();
6. expendNodes $\leftarrow$ Expend($n_c$);
7. for $n_i$ in nodes do
8. if !$C$.contain($n_i$) * CheckFeasible() then
9. $gtemp \leftarrow n_i.g_c + \text{EdgeCost}(n_i)$;
10. if !$P$.contain($n_i$) then
11. $P$.add($n_i$);
12. else if $gtemp \geq n_i.g_c$ then
13. continue;
14. end if
15. $n_i$.parent $\leftarrow n_c$, $n_i$.g_c $\leftarrow gtemp$;
16. $n_i$.f_c $\leftarrow n_i.g_c + \text{Heuristic}(n_i)$;
17. end if
18. end
19. end while

Different from the conventional A*, in order to avoid the path through a particularly narrow space, we modify the function Expend() in line 6 by a specific expansion strategy, where the node can only be expanded when no obstacle is in the $s$ (we set $s = \text{floor}(0.2 \times \text{res}.)$) nodes adjacent to the node. In order to avoid invalid searching in unknown environments, we stop the searching not only when the UAV reaches the target point but also when it reaches the horizontal radar boundary. Besides, the path searched by A* does not consider the current motion state, so in order to ensure the smoothness and safety of the flight trajectory guided by the path, we design a new function Heuristic(), which takes the current motion state and unknown space risk into account:

$$h_c = d_g + d_\theta + R, \quad d_\theta = \theta / N$$  \hspace{1cm} (1)

where $d_g$ is the Euclidean distance between the current node position and the target point, $\theta$ is the angle between the node expansion direction and the velocity direction, $N$ is the node expansion time, and $R$ is the expansion risk coefficient. $d_g$ is used to speed up the path search process, and $d_\theta$ is adopted to avoid the situation that a large difference between the geometric path direction and the speed direction makes the flight path swerve. In addition, because the radar range in the z-axis direction is often lower than that of the XY axis, it may be necessary to expand the nodes in the unknown exploration area. Therefore, this algorithm adds the node risk coefficient in the heuristic function to make the path within the radar range as far as possible, but it also expands the nodes in the unknown space when necessary.

B. Path Pruning

As shown in Figure 2, the path $P_{A^*}$ generated by improved A* (green grid path) sometimes detours, which reduces its guiding performance and affects the smoothness of the initial path. In order to make the path $P_{A^*}$ have a stable and efficient guiding ability, a new path $P_{\text{new}}$ is generated by using Algorithm 2 to prune $P_{A^*}$ generated by A* (illustrated
in Figure 2). Algorithm 2 is mainly divided into three steps. Firstly, Algorithm 2 iteratively detects each path node in path $P_{A^*}$ (Line 2); if a node $p_{A^*}$ in path $P_{A^*}$ is invisible from the last node of path $P_{new}$ (Line 3, 4), then it obtains the first occlusion node $p_b$ which affects the intervisibility of the two nodes by the function $\text{BlockVoxel}()$ (Line 5). Secondly, a relay node $p_n$ is found by pushing away from obstacles in the direction orthogonal to $l_{A^*}$ and coplanar to the ESDF gradient at $p_b$ (Line 6), after which appending $p_n$ to path $P_{new}$. Finally, the algorithm iterates the process until all $P_{A^*}$ nodes are detected and generates a more concise and oriented path $P_{new}$.

Algorithm 2: Pruning $P_{A^*}$ to $P_{new}$

**Input:** the path $P_{A^*}$ generated by Algorithm 1  
**Output:** a shortcut path $P_{new}$ for $P_{A^*}$

```
1 $P_{new} \leftarrow P_{A^*}.\text{front}()$
2 foreach $p_{A^*} \in P_{A^*}$ do
3   $l_{A^*} \leftarrow \text{Line}(P_{new}.\text{back}(), p_{A^*})$
4   if $\neg \text{LineVisible}(l_{A^*})$ then
5     $p_b \leftarrow \text{BlockVoxel}(p_{A^*})$
6     $p_n \leftarrow \text{PushAwayObs}(p_b, l_{A^*})$
7     $P_{new}.\text{push\_back}(p_n)$
8 end if
9 end
10 $P_{new}.\text{push\_back}(P_{A^*}.\text{back}())$
11 return $P_{new}$
```

![Figure 2](image_url)  
**Figure 2.** A detoured and long improved $A^*$ path (green path) is pruned. For each node of the path, its visibility to the last waypoint of the pruned path (red path) is checked. The blocking voxels (black voxel) are pushed and appended as new waypoints (orange voxel). Sub-figure (a) shows the way to prune when it is not visible, and sub-figure (b) shows the way to prune when it is visible.

2.2.2. Scene Perception

The guiding path generated above is not only adopted to guide KPS to generate the initial path but is also used to guide the selection of the optimization mode according to the environmental information around the path. Therefore, after obtaining the path, as shown in Figure 3, we use it to find the narrow space by sensing the surrounding environment that the path passes through according to the maintained occupancy grid map. At first, the algorithm discretizes the path $P_{new}$ to $P_d$ according to the resolution. Then, it judges whether a point $p_i$ in $P_d$ is in the narrow space by calculating whether there are obstacles simultaneously in the distance $r$ between the two ends of the direction orthogonal to the
2.2.2. Scene Perception

The guiding path generated above is safe, but it is not suitable as the initial path because it is a geometric path without considering the dynamic feasibility. Therefore, in order to find a high-quality initial path, the kinodynamic path searching (KPS) method [39] is adopted. KPS is a method originated from the hybrid-state A* search [49] first proposed for the autonomous vehicle, which can find a safe and kinodynamically feasible trajectory that is minimal with respect to time duration and control cost in a voxel grid map. The searching loop of this method is similar to Algorithm 1; the differences are as follows: (1) the path generated by this method is not a simple geometric route, but a trajectory conforming to the dynamic feasibility of the UAV; (2) this method does not expand by directly searching adjacent nodes like A*, but through motion primitives generated by control space sampling; (3) it is different between Algorithm 1 and this method to determine whether a node can be expanded. This method not only needs to judge whether the sampling route is safe but also needs to determine whether the quadrotor dynamics are feasible; (4) this method uses the input of acceleration and time to calculate the extended energy consumption.

However, as the KPS depends on the discrete control space, this method loses some spatial information. In order to solve the problem, as shown in Figure 4, we propose a guided kinodynamic path searching method (GKPS) according to the guiding path, which can generate a safe, dynamically feasible and purposeful path that is minimal with respect to time duration and control cost in a voxel grid map. We will introduce GKPS through the following four parts: primitives generation, the actual cost, adaptive heuristic function, and direct expansion strategy. Primitives generation is used to show how to extend the node. The actual cost is used to introduce the calculated method of the trajectory cost. The adaptive heuristic function is designed to follow the guiding path and speed up the searching process, and the part of the direct expansion strategy is designed to reduce the useless expansion and accurately reach the end position.

![Figure 3](image-url) Using the guiding path (blue path) to perceive the narrow space. The green circle represents the point in spacious space, and the red circle represents the point in narrow space.

2.2.3. Guided Kinodynamic Path Searching

Although the guiding path generated above is safe, it is not suitable as the initial path because it is a geometric path without considering the dynamic feasibility. Therefore, in order to find a high-quality initial path, the kinodynamic path searching (KPS) method [39] is adopted. KPS is a method originated from the hybrid-state A* search [49] first proposed for the autonomous vehicle, which can find a safe and kinodynamically feasible trajectory that is minimal with respect to time duration and control cost in a voxel grid map. The searching loop of this method is similar to Algorithm 1; the differences are as follows: (1) the path generated by this method is not a simple geometric route, but a trajectory conforming to the dynamic feasibility of the UAV; (2) this method does not expand by directly searching adjacent nodes like A*, but through motion primitives generated by control space sampling; (3) it is different between Algorithm 1 and this method to determine whether a node can be expanded. This method not only needs to judge whether the sampling route is safe but also needs to determine whether the quadrotor dynamics are feasible; (4) this method uses the input of acceleration and time to calculate the extended energy consumption.

However, as the KPS depends on the discrete control space, this method loses some spatial information. In order to solve the problem, as shown in Figure 4, we propose a guided kinodynamic path searching method (GKPS) according to the guiding path, which can generate a safe, dynamically feasible and purposeful path that is minimal with respect to time duration and control cost in a voxel grid map. We will introduce GKPS through the following four parts: primitives generation, the actual cost, adaptive heuristic function, and direct expansion strategy. Primitives generation is used to show how to extend the node. The actual cost is used to introduce the calculated method of the trajectory cost. The adaptive heuristic function is designed to follow the guiding path and speed up the searching process, and the part of the direct expansion strategy is designed to reduce the useless expansion and accurately reach the end position.
the motion primitives generated by Equation (3). The green path is the guide path generated by pruning A*. The red curve is the result of the search.

An illustration of the mechanism of the guided kinodynamic path searching (GKPS) method. Blue curves indicate the motion primitives generated by Equation (3). The green path is the guide path generated by pruning A*. The red curve is the result of the search.

Figure 4.

A. Primitives Generation

The differential flatness of the quadrotor UAV system enables us to represent the flight path by three independent 1-D time-parameterized polynomial functions, as shown in Equation (2):

\[
P(t) := \left[p_x(t), p_y(t), p_z(t)\right]^T, \quad p_\mu(t) = \sum_{k=0}^{K} a_k t^k
\]

where \(\mu \in \{x, y, z\}\). From the view of quadrotor systems, it corresponds to a linear time-invariant (LTI) system. Let \(x(t) = [P(t)^T, P(t)^T, \ldots, P^{(n-1)}(t)^T]^T \in \chi \subset \mathbb{R}^{3n}\) be the state vector. Let \(u(t) = p^{(n)}(t) \in \mathcal{U} = [-u_{\text{max}}, u_{\text{max}}]^3 \subset \mathbb{R}^3\) be the control input. The state-space model can be defined as:

\[
\dot{x} = Ax + Bu
\]

\[
A = \begin{bmatrix}
0 & I_3 & 0 & \cdots & 0 \\
0 & 0 & I_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & I_3 \\
0 & \cdots & \cdots & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
I_3
\end{bmatrix}
\]

The complete solution for the state equation is expressed as:

\[
x(t) = e^{At}x(0) + \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau
\]

which gives the trajectory of the quadrotor system whose initial state is \(x(0)\) and control input is \(u(t)\). We selected \(n = 2\) in practice.

In node expansion, we uniformly discretize the control space \([-u_{\text{max}}, u_{\text{max}}]\) of each axis as \([-u_{\text{max}}, -\frac{r-1}{r}u_{\text{max}}, \cdots, 0, \cdots, \frac{r-1}{r}u_{\text{max}}, u_{\text{max}}]\) (\(r\) is a nonzero positive integer, we select \(r = 2\)). According to the current quadrotor state (including position and speed), the end state of flight in duration \(\tau\) can be calculated and regarded as an extended candidate node.

However, not all generated nodes can be extended. We need to check the candidate node in the following aspects: (1) check whether the node is in the maintained local map;
check whether the state speed of the node exceeds the limit; (3) check whether the
node moves far enough from the parent node; (4) discretely sample the extended path of
the node, and judge whether the distance between the sampling point and the obstacle is
greater than the specified threshold one by one. If the candidate node meets all the above
conditions at the same time, it will be included in the extended node; otherwise, it will
be abandoned.

B. Actual Cost
The purpose of GKPS is to generate a safe, dynamically feasible, and low-energy initial
path. The safety and dynamic feasibility have been guaranteed through Part A. To ensure
the trajectory is optimal in time and control cost, this part designs the cost of a trajectory as:

\[ J(T) = \int_0^T \|u(t)\|^2 dt + \rho T \]  

(6)

Under this definition, we can calculate the expansion consumption from the parent
node to the current node. Assuming the current node is \( n_c \), the control input of the
expansion is \( u_c \), and the consumption time is \( t_c \), we can calculate the current expansion
consumption by \( I_c = (\|u_c\|^2 + \rho) t_c \). At the same time, the cumulative consumption from
the start point to the current point can be calculated by:

\[ g_c = g_{\text{parent}} + I_c = \sum_{c=1}^{c} \left(\|u_c\|^2 + \rho\right) t_c \]  

(7)

C. Adaptive Heuristic Function

Normally, the heuristic function is used to speed up the searching process. However,
in order to reduce the impact of spatial information loss on the path quality, we limit the
searching range of the KPS in the vicinity of the guiding path by designing a new heuristic
function that can generate a safe and smooth path under the guidance of the guiding path.

Instead of regarding the minimum energy cost \( J^*(T^*) \) between the current point \( x_c \)
and the target point \( x_g \) as the main part of the heuristic function in [39] where \( J^*(T^*) \)
can be calculated by applying the Pontryagins minimum principle [50], we incorporate
the spatial relationship between the current point and the guiding path into the heuristic
function. As shown in Figure 4, \( P_s \) and \( P_e \) are the current point and endpoint of the guiding
path. \( d_g \) is the shortest distance between the node \( n_c \) and the point \( p_c \) of the guiding path.
\( d_\theta \) is the angle difference between the current velocity direction and the guiding direction.
In order to make the path searching not only efficient but also generate a smooth trajectory
in the vicinity of the guiding path, we designed the heuristic function as:

\[ h_c = \lambda_1 d_e + \lambda_2 d_g + \lambda_3 d_\theta, \ f_c = g_c + h_c \]  

(8)

where \( d_e \) is the distance between \( p_c \) and \( P_e \) in the guiding path, which is used to improve
the efficiency of the search process. \( d_g \) is responsible for constraining the path searching
to search according to the direction of the guiding path. \( d_\theta \) is used to help the method to find
a smoother path.

However, due to the non-uniformity of the obstacles in the environment (there are
spacious areas and narrow areas), it is difficult for a single fixed heuristic function to be
efficient in a cluttered environment. In order to improve the quality of the initial path in
the narrow areas, we adopt adaptive values for \( \lambda_2 \) and \( \lambda_3 \) according to the perception result
\( R_p \) of the guiding path. When the guiding path perceives that it needs to pass through the
narrow space, it will send out the signal that the path is not safe, and then enhance the
guiding constraint when searching the path in this area by improving the \( \lambda_2 \) and \( \lambda_3 \), which
makes the search path easier to pass through the narrow space. This design makes the path
search results smooth in the spacious space and improves the quality of the path in the
narrow space.
D. Direct Expansion Strategy

GKPS is a method based on discretized control space. Although we add a guiding path to guide, it is still impossible to accurately reach the end position. In addition, when the target point appears in the radar range, if the current node is very close to the target point or the surrounding environment is relatively empty, according to the conventional searching method, it will waste a lot of time for useless expansion and unnecessary replanning. To solve the problem, [39] induced an analytic expansion scheme and triggered the expansion when the current position and the target position are less than the threshold. However, the effectiveness of the method depends on the selection of threshold, which is not stable. For this, we designed the direct expansion strategy based on the guiding path to improve the efficiency of GKPS, which can make the route reach the destination quickly and accurately.

As shown in Figure 5, GKPS selects different execution processes according to the guiding path. When the guiding path reaches the local boundary, GKPS executes the normal process introduced above (black line). However, when the guiding path reaches the goal, the direct expansion strategy (red line) is triggered, which mainly includes the following steps:

1. Judge whether the guiding path reaches the endpoint. If it reaches the endpoint, start the expansion strategy and carry out the next step (red line). Otherwise, carry out the normal GKPS process (black line);
2. Analyze the guiding path. If the number of remaining nodes $N$ of the guiding path is not more than three, then it is considered that the road environment is relatively spacious, and directly carries out step 4. Otherwise, carry out the next step;
3. Carry out the normal GKPS, but after each node expansion, execute step 2;
4. Direct expansion process, which generates an accurate path from the current node $x_c$ to target point $x_g$ by using the same approach in [39]. If the route is safe and reliable, stop the path searching and enter the path optimization part, otherwise continue to step 3.

![Figure 5](image)

**Figure 5.** The detailed process of GKPS, when the guiding path reaches the goal, the direct expansion strategy (red arrow) is executed. Otherwise, GKPS executes the normal process (black arrow).

2.3. Adaptive Trajectory Optimization

Although Section 2.2 generates a trajectory that is safe and dynamically feasible, it is not optimal in theory as it depends on the discretized control inputs, causing the loss of spatial information and rough path. In addition, the path is very close to the obstacle as it does not consider the distance information in the free space. Therefore, we need to optimize the trajectory generated by GKPS in the aspects of smoothness and safety. In this part, we use B-spline to optimize the trajectory in terms of smoothness, safety, and dynamic feasibility. Besides, according to the perception of the guiding path to the narrow space, an adaptive optimization method for complex environments is proposed. We design two different cost functions in the method for spacious and narrow areas, respectively. According to the perception results of the guiding path, the method chooses a better optimization mode and produces a smooth, safe, and dynamically feasible path in a short time. We will introduce our adaptive trajectory optimization method by the following two
especially the optimization quality in narrow space, we design two optimization modes

2.3.2. Adaptive Cost Function

Figure 6. A trajectory (blue line) is represented by a B-spline (k = 4), bounded by the corresponding convex hull of the control points (example convex hulls and segments are shown in gray and red). An illustration of ensuring a convex hull of the B-spline is collision-free.

2.3.1. Uniform B-Splines

The value of a B-spline of degree $k - 1$ can be evaluated using the following equation:

$$
p(t) = \sum_{i=0}^{n} m_i B_{i,k}(t) \tag{9}
$$

where $m_i \in \mathbb{R}^3$ are control points at times $t_i, \ i \in [0, \ldots, n]$ and $B_{i,k}(t)$ is the basic function that can be calculated by the De Boor-Cox recursive formula. For a uniform B-spline, there is a fixed time interval $\Delta t$ between their control points, which simplifies the computation of the basis functions. In the case of uniform B-splines of degree $k - 1$, at time $t \in [t_i, t_{i+1}]$, the position depends only on $k$ consecutive control points, namely $[m_i, m_{i+1}, \ldots, m_{i+k-1}]$. We transform time to uniform representations $s(t) = (t - t_i) / \Delta t$. Following the matrix representation of the De Boor-Cox equation, the value of the function can be evaluated as follows:

$$
p(s(t)) = \begin{pmatrix}
    1 \\
    s(t) \\
    s^2(t) \\
    \vdots \\
    s^3(t)
\end{pmatrix}^T M_k
\begin{pmatrix}
    m_i \\
    m_{i+1} \\
    m_{i+2} \\
    \vdots \\
    m_{i+k-1}
\end{pmatrix} \tag{10}
$$

where $M_k$ is a constant matrix determined by $k - 1$. In our implementation, $k$ is set as 4. The evaluation of the derivatives can be obtained by differentiating the above equation.

As shown in Figure 6, with the help of the convex hull characteristics of the B-spline, we can optimize the trajectory to meet the requirements of safety and dynamic feasibility. The dynamic feasibility can be ensured by constraining all the velocity and acceleration control points to satisfy

$$
V_i \in [-v_{max}, v_{max}]^3 (i \in \{0, 1, \ldots, n - 1\}) \quad \text{and} \quad A_i \in [-a_{max}, a_{max}]^3 (i \in \{0, 1, \ldots, n - 2\}),
$$

in which $V_i = (m_{i+1} - m_i) / \Delta t$ and $A_i = (V_{i+1} - V_i) / \Delta t$. The safety can be satisfied by ensuring $d_Q > 0$, $d_Q$ is the distance between the obstacles and any point $Q$ in the convex hull. Through the derivation of the geometric relationship, we can ensure the safety of the trajectory by simply satisfying $d_c > 0$, $r_{j+1} < d_c / 3$ (j $\in \{1, 2, 3\}$).
2.3.2. Adaptive Cost Function

The purpose of the optimization part is to improve the smoothness and clearance of the path by using a cost function to make a trade-off between safety, smoothness, and dynamic feasibility. However, there are both spacious and narrow spaces in the actual flight environment, so it is difficult for a fixed cost function to maintain an efficient optimization performance throughout the whole flight. To solve this problem and improve the stability of the optimization module, we propose an adaptive optimization function according to the perception results of the guiding path. We define the overall function as:

$$f_{\text{total}} = \lambda_1 f_s + \lambda_2 f_c + \lambda_3 (f_v + f_a) + \lambda_4 f_g$$

(11)

where $f_s$ is the smoothness cost, $f_c$ is the collision cost, and they are defined as [39]:

$$f_s = \sum_{i=1}^{n-1} \| m_{i+2} - 3m_{i+1} + 3m_i - m_{i-1} \|^2$$

(12)

$$f_c = \sum_{i=k-1}^{n-k+1} F_c(d(m_i))$$

$$F_c(d(m_i)) = \begin{cases} (d(m_i) - d_{\text{thr}})^2 & d(m_i) \leq d_{\text{thr}} \\ 0 & d(m_i) > d_{\text{thr}} \end{cases}$$

(13)

where $f_s$ is defined by using a jerk-penalized elastic band cost function, $d(m_i)$ is the distance between $m_i$ and the closest obstacle, $d_{\text{thr}}$ is the expected path clearance. $f_v$ and $f_a$ are the dynamic feasibility cost, and its formulations are similar to Equation (13). $f_g$ is the distance cost between B-spline optimization path and guiding path, which is defined as:

$$f_g = \begin{cases} \sum_{i=k-1}^{n-k+1} \| m_i - P_i \| & R_p = \text{true} \\ 0 & R_p = \text{false} \end{cases}$$

(14)

where $R_p$ is the perception result of the guiding path, $m_i$ is the control point of B-spline, $P_i$ is the associated point with $m_i$ on the guiding path, which is uniformly sampled along the guiding path. Because the B-spline curve is covered by the convex hull of control points, we simply define $f_g$ by the Euclidean distance between $m_i$ and $P_i$.

As shown in Figure 7, in order to improve the stability of optimization function, especially the optimization quality in narrow space, we design two optimization modes according to the perception results of the guiding path to the surrounding environment, which are the normal optimization mode (NO) and path-guided optimization mode (PGO). NO is used for path optimization in spacious space ($R_p$ is false), which optimizes the trajectory by trading off the smoothness, dynamic feasibility, and safety of the path. In this optimization mode, it can be seen from Equation (14) that $f_g = 0$, so the overall function $f_{\text{total}}$ is changed as follows:

$$f_{\text{total}} = \lambda_1 f_s + \lambda_2 f_c + \lambda_3 (f_v + f_a)$$

(15)

When we find a narrow space and the position of the narrow space is very close to the current position ($R_p$ is true), we trigger the PGO, which uses Equation (11) as the overall function that regards the sum of the squared Euclidean distance between $p_i$ and $P_i$ as part of the cost function to attract the optimized route to the guiding path for path safety.

In addition, it should be noted that in order to make the generated flight trajectory safer, we take the distance between the trajectory and the obstacles into account in Equation (11). Although this can make the overall trajectory away from the obstacles, it also lengthens the trajectory. Therefore, the quadrotor has to fly a longer distance within the same time, which unavoidably causes over aggressive motion if the original motion is already near to the physical limits. For this, we use the time adjustment method [39] to optimize the time allocation, which makes the trajectory feasible by detecting and appropriately extending the flight time of the path overstepping the physical limits.
Figure 7. Trajectories are optimized by different optimization modes according to the different environments. The guiding path is the path generated in Section 2.2.1 and the initial path is generated by GKPS in Section 2.2.3.

3. Experimental Results

3.1. Experimental Details

To validate the effectiveness of the proposed real-time path planning method, as shown in Figure 8, the comparisons were done on a $40 \times 40 \times 5$ m map randomly deployed with five different obstacle densities and the maximum velocity and acceleration limits were set as 3 m/s and 2 m/s$^2$, respectively, where we tested our method with several state-of-the-art methods—FASTER [27], RET [39], and PGO [40]. FASTER is one of the hard-constrained methods, which obtains high-speed trajectories by optimizing the trajectory in both free-known space and unknown spaces, and the safety is guaranteed by having a feasible, safe back-up trajectory in the free-known space. RET introduced a path searching method based on constraints of dynamic feasibility, which can provide a more reasonable initial path. In addition, it deeply explores the convex hull characteristics of the B-spline and applies them to path optimization and time allocation. PGO uses a topological path searching algorithm to obtain a set of typical paths in the environment. The path in the set is used to guide the path for preliminary optimization, and then re-optimizes through the optimization method of RET to obtain the final flight path. To a certain extent, this method solves the problem of local optimization failure and improves the success rate of planning. In addition, both our method and RET adopt the grid map in path searching, so we also compare the effectiveness of the two methods in four different grid resolutions. For a fair comparison, we use the open-source implementation of FASTER, RET, and PGO; their default parameter settings are adopted in this paper.

Our method is mainly for the unknown environment, so we need to constantly do replanning within the limited sensing according to certain rules to adapt to changes in the environment. In this paper, the replanning rules are designed as follows: (1) the distance between trajectory and obstacle is less than 0.1 m; (2) the flight distance of the UAV is more than 2 m. When either of the above two conditions are met, a replanning is carried out according to the latest environmental information.

We present tests in simulation and use a simulating tool containing the quadrotor dynamics model, random map generator, and local sensing filter. All simulations run on an
Intel Core i9-8950HK CPU and GeForce P2000 GPU. The trajectory optimization is solved by a general non-linear optimization solver Nlopt.

3.2. Benchmark Comparisons
3.2.1. Efficiency Analysis under Different Obstacle Densities

Obstacle density is a key parameter to simulate the complexity of the real scene. The larger the obstacle density, the more complex the environment, and the higher the requirements for the performance of the planning algorithms. Under different obstacle densities, we compared our method with FASTER, RET, and PGO. As shown in Figure 8, under the same experimental conditions and environment, we tested the three methods under five obstacle densities. Ten maps were randomly generated for each obstacle density, and five experiments were carried out for each map. The experiment results such as average flight distance, flight time, energy consumption, success rate, computation time of each replanning, and total replan time and number in each flight were recorded.

As is shown in Figure 9 and Table 1, it can be seen that our method outperforms others in the aspects of energy consumption and success rate. In flight time and flight distance, we are second only to FASTER. In the computation of each replanning, we are second only to RET. Although FASTER is better than our method in flight time and flight distance, the efficiency of FASTER is much lower than our method in the aspects of energy consumption, total replan number, total replan time, and the computation time of each replanning. Furthermore, although RET takes the least time for each replanning, it does not perform well in other aspects, especially with the increase of obstacle density, which decreases its success rate rapidly. Besides, PGO solves the local minima issue by using the guiding path, which improves the replanning success rate, but it costs more time to do a replanning, and its flight distance is much higher than other methods. Compared to
them, the proposed method can steadily and rapidly generate a high-quality trajectory in different obstacle densities with the help of the guiding path.

As shown in Figure 10, we also compared and analyzed the distribution of the experimental results of flight time, flight distance, and energy consumption. Special attention should be paid to that due to the situation of flight failure, so in order to show the results, when a method fails under a certain obstacle density, we regard the average of the experimental results of the method in the density as the experimental results. It can be seen from the experimental distribution results that compared with the other three methods, the experimental results of our method in each aspect under different obstacle densities are more concentrated, and the results do not fluctuate greatly due to the change of environment, so the stability of this method is higher. In addition, although the average values of the experimental results of RET in each aspect are higher than our method and FASTER, it can be seen that the lower limit distribution of the experimental results of RET is lower than other methods when the obstacle density is low. This phenomenon shows that the efficiency of RET is better than our method in some experimental environments, and it can achieve a shorter flight time.

Figure 9. Results of the comparisons between the proposed method and FASTER, RET, PGO in different obstacle densities.
Table 1. The comparisons of three planning methods in Replan.

| Density (obs./m²) | Method     | The Total Replan Time (s) | Number of Replan | The Time of Each Replan (s) |
|------------------|------------|---------------------------|------------------|----------------------------|
| 0.2              | Proposed   | 0.0617                    | 18.7             | 0.0033                     |
|                  | Faster     | 12.199                    | 309.7            | 0.0394                     |
|                  | RET        | 0.0622                    | 31.56            | 0.0019                     |
|                  | PGO        | 0.2371                    | 42.2             | 0.0056                     |
| 0.25             | Proposed   | 0.0893                    | 19.72            | 0.0045                     |
|                  | Faster     | 12.496                    | 303.8            | 0.0411                     |
|                  | RET        | 0.0938                    | 36.59            | 0.0025                     |
|                  | PGO        | 0.3796                    | 55.55            | 0.0068                     |
| 0.3              | Proposed   | 0.1074                    | 20.88            | 0.0051                     |
|                  | Faster     | 12.899                    | 298.3            | 0.0432                     |
|                  | RET        | 0.1339                    | 41.55            | 0.0032                     |
|                  | PGO        | 0.5089                    | 66.1             | 0.0076                     |
| 0.35             | Proposed   | 0.1238                    | 21.3             | 0.0058                     |
|                  | Faster     | 13.777                    | 283.7            | 0.0486                     |
|                  | RET        | 0.186                     | 49.23            | 0.0037                     |
|                  | PGO        | 0.4809                    | 61.76            | 0.0077                     |
| 0.4              | Proposed   | 0.3369                    | 24.81            | 0.0136                     |
|                  | Faster     | 13.795                    | 284.4            | 0.0485                     |
|                  | RET        | 0.2655                    | 53.54            | 0.0049                     |
|                  | PGO        | 0.5888                    | 72.37            | 0.0081                     |

Figure 10. The distribution comparisons of the experimental results between the proposed method, FASTER, RET, and PGO in different obstacle densities.
3.2.2. Efficiency Analysis under Different Resolution

The resolution of voxel grids is a critical factor for the performance of the proposed method and RET due to the two methods both adopting the occupancy grid map in path searching. Therefore, we tested the effectiveness of the two methods in different grid resolutions. As shown in Figure 11, under the premise of obstacle density of 0.2 obs./m², we compared the above two methods in flight time, flight distance, flight cost, replanning time, flight success rate, and other parameters in four different resolutions. Ten maps were randomly generated under each resolution; five experiments were carried out for each map.

Figure 11. Samples of the maps and trajectories generated by the proposed method (green) and RET (red) in different resolutions.

As shown in Table 2, the efficiency of the proposed method and RET are both affected by a decrease in grid resolution. The indexes including average flight time, average flight distance, average flight energy cost, and average planning cost all increase significantly, and the flight success rate decreases sharply. Besides, it can be seen from the result that although the efficiency of the proposed method also gradually decreases, its performance is better than RET except for the single replanning time. Moreover, as shown in Figure 12, we also compared the experimental result distribution of two methods, and the results are similar to those under different obstacle densities. The experimental results of the proposed method are more aggregated in flight time, flight distance, and flight energy cost,
indicating that the planning efficiency of this method is also efficient and more stable than RET in different resolutions.

### Table 2. The comparisons of two planning method.

| Resolution (m) | Method   | Flight Time (s) | Flight Distance (m) | Energy \((\text{m}^2/\text{s}^5)\) | Replan Time (s) | Replan Num. | One Replan (s) | Success Rate (%) |
|---------------|----------|-----------------|---------------------|-----------------------------------|----------------|-------------|----------------|-----------------|
| 0.1           | Proposed | 17.0596         | 37.0308             | 33.0855                           | 0.0617         | 18.7        | 0.0033         | 100             |
|               | RET      | 17.3451         | 38.8361             | 42.5453                           | 0.0622         | 31.56       | 0.0019         | 96              |
| 0.2           | Proposed | 18.3292         | 38.6211             | 41.6248                           | 0.0954         | 20.08       | 0.0048         | 100             |
|               | RET      | 20.3822         | 42.0943             | 59.0091                           | 0.1669         | 38.76       | 0.0043         | 88              |
| 0.3           | Proposed | 21.6148         | 42.5376             | 54.4597                           | 0.1211         | 27.86       | 0.0043         | 100             |
|               | RET      | 22.1387         | 45.8588             | 73.3257                           | 0.1852         | 63.6        | 0.0029         | 78              |
| 0.4           | Proposed | 24.3744         | 45.8032             | 68.1081                           | 0.1478         | 30.8        | 0.0048         | 100             |
|               | RET      | 31.7207         | 56.7661             | 106.724                           | 0.3858         | 98.91       | 0.0039         | 36              |

![Figure 12. Results distribution of the comparisons between the proposed method and RET in different resolutions.](image)

**a)** Avg. flight time (s)  
**b)** Avg. flight distance (m)  
**c)** Avg. energy \((\text{m}^2/\text{s}^5)\)

#### 3.2.3. Comparison of Performance before and after Optimization

The proposed method is mainly divided into two parts: path searching and path optimization. The purpose of the path searching is to generate a high-quality initial path that meets the dynamic constraints, and path optimization is used to improve the safety and smoothness of the initial path. In order to verify the necessity of the optimization
part and its impact on the quality of path generation, we compared and analyzed the path generation results of the proposed method and the method that only uses the path searching part (no-opt). The experimental results are shown in Table 3 and Figure 13.

Table 3. The comparisons of the proposed method and no-opt.

| Density (obs./m²) | Method  | Flight Time (s) | Flight Distance (m) | Energy (m²/s⁵) | One Replan Time (s) |
|-------------------|---------|-----------------|---------------------|---------------|-------------------|
| 0.2               | Proposed | 17.0596         | 37.0308             | 33.0855       | 0.0033            |
|                   | no-opt  | 16.5556         | 38.078              | 84.2309       | 0.002             |
| 0.3               | Proposed | 19.7166         | 39.7636             | 51.1069       | 0.0051            |
|                   | no-opt  | 19.625          | 41.5584             | 116.6151      | 0.0023            |

As shown in Table 3, we compared the proposed method and the no-opt method in two different obstacle densities. The experimental results show that the two methods have little difference in average flight time and average flight distance, but there are obvious differences in the average flight energy cost and replanning time. No-opt takes less time than the proposed method to do a replanning. However, although the replanning time of the proposed method is slightly higher, it can still meet the real-time requirements. Besides, due to the optimization part, the energy cost of the proposed method is greatly reduced. As shown in Figure 13, the path generated by no-opt is close to the obstacles and not smooth, but due to the refining of the optimization part in the proposed method, the smoothness and safety of the flight path generated by the proposed method is greatly improved, which improves the flight stability and reduces the pressure of the flight control.

4. Discussion

In this paper, a real-time path planning method based on geometric path guiding (RETRBG) is proposed, which can provide a stable and efficient planning service for UAV autonomous fast flight in an unknown environment. Based on the work published by [39], this paper improves the quality of the flight trajectory by modifying path searching and path optimization. In path searching, firstly, this paper adopts the occupancy grid map to maintain the scene information obtained by sensors during the flight of UAV. Based on the occupancy grid map, a collision-free geometric path in the local range is generated according to an improved A* and path pruning method. Secondly, we use the guiding path to perceive the surrounding environment to obtain information on a narrow space; thirdly,
an initial path is generated by guided kinodynamic path searching (GKPS). Our method in
path searching can not only retain the advantages of kinodynamic path searching (KPS) but
also improves the safety of the initial path and offsets the space information loss caused
by sampling control space due to the help of the occupancy grid map and the guiding
path. In path optimization, this paper proposes an adaptive optimization function with
two optimization modes. According to the perception result of the guiding path towards
the narrow space, the optimization function is automatically selected. If it does not pass
through a narrow space, we optimize the path by using the NO optimization, which
trades between safety, smoothness, and dynamic feasibility. If the guiding path shows
that the UAV will pass through a narrow space, the PGO mode will be selected, where
the distance between the trajectory and the guide path is added as a parameter to the cost
function, which improves the safety of the trajectory by guiding the optimization direction
to generate a smooth trajectory in the vicinity of the guiding path. Therefore, our method
can not only avoid the local minimum problem that the optimization function may suffer
but also improves the optimization quality and success rate in the narrow space by using
the adaptive cost function guided by the geometric guiding path.

In order to verify the effectiveness of the proposed method, we made a series of
comparative experiments. At first, we compared the proposed method with several state-
of-the-art methods, namely FASTER, RET, and PGO under five different obstacle densities.
The experimental results show that: (1) RET takes the shortest time to do a replanning,
and its performance is better when the obstacle density is low. However, due to the
fixed optimization function and the trade-off between smoothness, safety, and dynamic
feasibility in it, when the path is generated in a narrow space, the safety of the trajectory is
easily weakened, which may cause the optimized path to be close to the obstacle or even
pass through the obstacle; the method regards the area not perceived as a collision-free
area, and it only maintains the local map perceived by the field of view, so it is easy to
fall into a dead end. The above two reasons are easy to make the planning efficiency and
success rate decrease, and the number of replannings gradually increase. The distribution
of the experimental results proves the analysis; with the increase of the obstacle density, it
can be seen that its performance is unstable, and the quality of the flight trajectory and the
success rate gradually decrease. (2) Due to the use of the guiding path, PGO avoids the
local minimum problem that other gradient-based methods may suffer, which improves
the success rate and the quality of the flight trajectory. However, it still suffers the problem
of poor planning quality in narrow areas, and it takes the most time among the three
methods to execute a replanning due to the process of the generation and selection of
multiple paths. The experimental results also prove this, compared with RET, PGO obtains
a high quality and success rate. (3) FASTER obtains high-speed trajectory by optimizing
the trajectory in both the free-known and unknown spaces. It also adopts a mixed integer
quadratic program (MIQP) formulation to obtain a more reasonable time allocation of
the trajectories. However, it costs much more time than other methods due to the MIQP
formulation, and the path generated by this method may be very close to the obstacle
due to the hard-constrained optimization. (4) Compared to them, the proposed method
performs well in all aspects including average flight time, flight distance, energy cost, and
planning success rate under different obstacle densities and grid resolutions. In the energy
consumption and success rate, the proposed method outperforms others. In the flight time
and distance, the proposed method is second only to FASTER. Meanwhile, according to
the distribution of experimental results in different random maps under the same obstacle
density, it can be seen that compared with the other methods, the experimental results of
our method in different maps are more concentrated, which shows that the performance of
the proposed method is more stable in different environments. The results can be explained
by the following: At first, the proposed method uses the occupancy grid map to maintain
the obstacle information perceived by the sensors in the flight process and to generate the
geometric guiding path, which can effectively avoid the planning failure caused by the
dead-end of the flight. During the generation of the guiding path, we take the motion state
into account, which avoids the sharp turn phenomenon caused by the deviation between the guiding direction and the moving direction. Then, aiming to improve the safety and reduce the influence of control state sampling in the KPS, we use the guiding path to guide the searching process. Finally, the proposed method uses the guiding path to perceive the surrounding environment and selects the suitable optimization mode according to the perception results, which significantly improve the quality of the trajectory and the ability to pass through the narrow space.

As shown in Figure 14, the flight trajectories generated by the four methods in different obstacle densities also support the above analysis. It can be seen that compared with RET and PGO, the actual flight trajectories of our method are more reasonable. FASTER obtains a high-speed trajectory due to the optimization in both the free-known and unknown spaces, but the path is very close to the obstacle in some places. RET produces a high-quality path in most areas, but it is easily affected by some local environments due to the reason stated above, which leads to the quality degradation of the overall flight trajectory. Additionally, due to the pursuit of smoothness, the flight distance of PGO is significantly larger than the other methods. In addition, due to both the proposed method and the RET depending on the grid map, we also compared the performance of the two methods under four different grid resolutions. The experimental results are similar to the results of different obstacle densities, which shows that our method performs well not only in different obstacle densities but in different grid resolutions.

![Figure 14. Trajectories generated by the proposed method (green), FASTER (pink), RET (red), and PGO (blue) in different obstacle densities.](image)

However, although the proposed method has made some improvements in path searching and path optimization, there are still many problems that need to be improved. First of all, although the proposed method improves the quality of the initial path by GKPS that uses the KPS to generate the initial path under the guidance of the guiding path, the path search process will cost more time and the existence of guidance may lead to a
relatively slow flight speed. Secondly, the proposed method adopts the time adjustment method proposed by RET. Although the time adjustment method can optimize the part that does not meet the dynamic feasibility, it does not speed up the part with a smaller speed. Moreover, the proposed method depends on the quality of the guide path, but the guide path does not take the factors of dynamic feasibility into account, so if there is an unreasonable guiding path, the quality of the flight trajectory will be poor.

5. Conclusions

In this paper, a robust and efficient trajectory replanning method based on the guiding path (RETRBG) for unknown environments is proposed. The method is mainly improved in two modules: path searching and path optimization. In the path searching module, a safe geometric guiding path is generated firstly in the occupancy grid map by using the improved A* and path pruning method to perceive the surrounding environment. Furthermore, a guided kinodynamic path searching (GKPS) is proposed that can generate an initial path that meets the safety and dynamic feasibility under the help of the guiding path. In the part of path optimization, an adaptive optimization function with two modes is devised. According to the perception result of the guiding path towards the narrow space, the function adaptively selects the optimization mode to optimize the trajectory. We compared the effectiveness of our method with FASTER, RET, and PGO under different obstacle densities, and compared the effectiveness of our method with RET under different grid resolutions. The experimental results show that the proposed method performs well both in the experiments of different obstacle densities and different grid resolutions. Although the replanning time is slightly higher, the performance of our method is more efficient and more stable in different cluttered environments. We compared and analyzed the path generated by the proposed method and no-opt in different environments; the results verify the necessity of optimization and its impact on the quality of path generation.

We also look forward to the next work. First of all, the proposed method depends on the quality of the guiding path, so we will try to figure out how to design a better heuristic function that takes more dynamic feasibility into account to improve the quality of the guiding path in the future. Secondly, although we carried out an extensive effectiveness evaluation of our proposed method, the experiments were only carried out in simulation, so we will make a series of real-world experiments in the next work. Moreover, we will extend our method to adapt to the dynamic environment in the future.
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