LONG-TIME BEHAVIOR OF A NONLOCAL CAHN-HILLIARD EQUATION WITH REACTION
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Abstract. In this paper we study the long-time behavior of a nonlocal Cahn-Hilliard system with singular potential, degenerate mobility, and a reaction term. In particular, we prove the existence of a global attractor with finite fractal dimension, the existence of an exponential attractor, and convergence to equilibria for two physically relevant classes of reaction terms.

1. Introduction. In this paper we aim to study the long-time behavior of a nonlocal Cahn-Hilliard system with singular potential, degenerate mobility, and a reaction term given by

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nabla \cdot (\mu(u)\nabla v) &= g(u) \text{ in } Q, & (1a) \\
v &= f'(u) + w \text{ in } Q, & (1b) \\
w(x,t) &= \int_{\Omega} K(|x-y|)(1-2u(y,t))dy \text{ for } (x,t) \in Q, & (1c) \\
n \cdot \mu \nabla v &= 0 \text{ on } \Gamma, & (1d) \\
u(x,0) &= u_0(x), \quad x \in \Omega, & (1e) \\
f(u) &= u \log u + (1-u) \log(1-u), & (1f) \\
\mu(u) &= \frac{1}{f''(u)} = u(1-u). & (1g)
\end{align*}
\]

where the spatial domain \( \Omega \subset \mathbb{R}^d, \quad d \leq 3, \) is assumed to be bounded and with Lipschitz boundary \( \partial \Omega, \quad Q = \Omega \times (0, +\infty), \quad \Gamma = \partial \Omega \times (0, +\infty) \) and \( n \) denotes the outward normal unit vector on \( \partial \Omega. \)
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The Cahn-Hilliard equation [6, 7] arises in the context of phase transitions. These are defined as the changes of a system from one regime or state to another exhibiting very different properties. Two types of models have been traditionally adopted in the literature to describe their occurrence: sharp-interface and phase-field models. The first ones describe the interface between two components in a mixture (e.g., liquid/solid or two chemical species) as a \((d - 1)\)-dimensional hypersurface.

In phase-field models the sharp interface is replaced by a thin transition region in which a mixture of the two components is present. The main unknown is here represented by a real valued function \(u\) which describes the local concentration of one of the two components. In contrast with sharp-interface models, \(u\) is allowed to vary continuously in the interval between the pure concentration values (say 0 and 1). This approach allows us to avoid enforcing complicated boundary conditions across the interface as well as being concerned with regularity issues.

The Cahn-Hilliard equation has been originally introduced as a phase-field model to study the phenomena of spinodal decomposition (loss of mixture homogeneity and formation at a fine scale of pure phase regions) and coarsening (aggregation of pure phase regions into larger domains) in a binary alloy. The original model is a gradient-flow (in the \(H^{-1}\) metric) of the free energy functional given by [7]

\[
E_{CH}(u) = \int_{\Omega} \frac{\tau^2}{2} |\nabla u|^2 + F(u),
\]

where \(\tau\) is a small positive parameter related to the transition region thickness and \(F\) is a double well potential attaining its two global minima in correspondence of the pure phases (represented here by the values 0 and 1). The related evolution problem is then given by the \(H^{-1}\)-gradient flow associated with the energy functional (2)

\[
\frac{\partial u}{\partial t} + \nabla \cdot J_{CH} = 0,
\]

\[
J_{CH} = -\mu(u) \nabla v_{CH},
\]

\[
v_{CH} = \frac{\delta E_{CH}(u)}{\delta u} = F'(u) - \tau^2 \Delta u,
\]

where the function \(\mu(u)\) is known as mobility.

Though quite successful and largely studied, the Cahn-Hilliard model cannot be rigorously derived as a macroscopic limit of microscopic models of interacting particles. Considering the hydrodynamic limit of such a microscopic model, Giacomin and Lebowitz [25] derived a nonlocal energy functional of the form

\[
E(u) = \int_{\Omega} \int_{\Omega} \tilde{K}(x - y)(u(x) - u(y))^2 dx dy + \eta \int_{\Omega} F(u(x)) dx,
\]

where \(\tilde{K}\) is a positive and symmetric convolution kernel and \(\eta\) is a positive parameter. The associated evolution problem is a nonlocal variant of the Cahn-Hilliard system

\[
\frac{\partial u}{\partial t} + \nabla \cdot J = 0,
\]

\[
J = -\mu(u) \nabla v,
\]

\[
v = \frac{\delta E(u)}{\delta u} = \eta F'(u) + \tilde{k}(x)u - \tilde{K} * u,
\]

where \(\tilde{k}(x) := \int_{\Omega} \tilde{K}(x - y) dy\). We note that (under suitable choices of \(F, \eta, \) and \(\tilde{K}\)) the system can be rewritten in the form
\[ \frac{\partial u}{\partial t} - \nabla \cdot (\mu \nabla v) = 0, \quad (4a) \]
\[ v = f'(u) + w, \quad (4b) \]
\[ w(x,t) = \int_{\Omega} K(x-y)(1-2u(y,t))dy. \quad (4c) \]

Here $K$ is again a symmetric positive convolution kernel and the potential $f$ is convex.

Local and nonlocal systems (along with several variants) have been widely studied in the last years from different perspectives, e.g., well posedness [4, 14, 20, 12, 32], qualitative properties [31, 10], numerical aspects [24, 26], applications [5, 3, 27], long-time behavior [30, 1, 21, 33, 11], and asymptotics [2, 34, 23, 29, 28], just to mention a few. At first glance, the local and nonlocal equations seem to differ considerably: the first one is a fourth-order PDE, while the nonlocal one is an integro-differential parabolic equation. Nevertheless, many fundamental features are shared by the two systems, such as the gradient flow structure, the lack of comparison principles, and the separation of the solution from the pure phases [31, 10]. Moreover, formal computations show that, with suitably choices of convolution kernels, the nonlocal energy functional $E$ converges to the local one $E_{CH}$ [1]. In addition, the two energy functionals admit the same $\Gamma$-limit for vanishing interface thickness [34, 2] (see also [28, 23] for the sharp interface limit of the local Cahn-Hilliard equation).

Including a reaction term can be crucially significant in applications; some examples are image processing [5, 8], chemistry [3, 33], and biological models [27, 11, 16]. We note that its introduction in the equations sensibly influences their properties. It is well known that solutions of the Cahn-Hilliard system without reaction (i.e. $g = 0$) entail conservation of the total mass ($\frac{d}{dt} \int_{\Omega} u = 0$) and separate uniformly from the pure phases, i.e., $k \leq u(t) \leq 1-k$ for all $t \geq t_0$ for some positive $k = k(t_0)$ independent of $t$. These properties are no longer satisfied in the case $g \neq 0$, as a trivial consequence of the relation $\frac{d}{dt} \int_{\Omega} u = \int_{\Omega} g(u)$. Moreover, the system with reaction loses its gradient-flow structure, or, in other words, does not admit (to the best of the authors’ knowledge) a Lyapunov functional. Finally, uniqueness of stationary solutions is lost. Consequently, the study of the asymptotic behavior of solutions to (1) seems to be of particular interest.

Although the non-local Cahn-Hilliard equation is often simplified in the literature by considering a regular (polynomial) potential and a nondegenerate (i.e. bounded away from zero) mobility, here, as in [32, 22], we consider a singular (logarithmic) potential and a degenerate mobility. This setting is indeed more physically feasible relevant for it allows us to prove that the solution $u$ remains bounded between the pure phases 0 and 1, i.e. $0 \leq u(t) \leq 1$ for all $t \geq 0$. Due to the lack of a comparison principle for both local and nonlocal Cahn-Hilliard equations, this property cannot be proved (and in general does not hold true) in the case of regular potential and nondegenerate mobility.

As a consequence of (1g), system (1a)-(1b) can be rewritten as a nonlocal perturbation of a parabolic equation

\[ \begin{align*}
\frac{\partial u}{\partial t} - \nabla \cdot (\mu \nabla v) &= 0, \\
v &= f'(u) + w, \\
w(x,t) &= \int_{\Omega} K(x-y)(1-2u(y,t))dy.
\end{align*} \]

The local term $\tau |\nabla u|^2$ can be obtained as the formal limit of the corresponding nonlocal term with kernel $K(x,y) = m^{d+2} J(|m(x-y)|^2)$ as $m \to \infty$, where $J$ is a nonnegative function with compact support.
\[
\frac{\partial u}{\partial t} - \Delta u - \nabla \cdot (\mu \nabla w) = g(u). \tag{1a*}
\]
 Existence, uniqueness, regularity, and separation from pure phases have been already proved in [32]. Here, we address questions concerning the asymptotic behavior of solutions. In particular, we first prove the existence of the global attractor with finite fractal dimension. Let us recall that the global attractor \( A \) describes the asymptotic dynamics of the system. In simple words, every trajectory will be eventually close to the set \( A \). Knowing that \( A \) has finite dimension is thus relevant as it implies that a finite number of variables can describe the long-time dynamics of the system with good approximation. This is fundamental, e.g., in numerical analysis.

Secondly, we show the existence of an exponential attractor \( A' \). Even though uniqueness and invariance properties cannot be proved in this case, we gain an important information about convergence, which was lacking for the global attractor. Finally, we prove existence of equilibria, i.e., weak solutions to the equation

\[-\nabla \cdot (\mu \nabla v) = g(u), \quad 0 \leq u \leq 1.\]

Most importantly, we get convergence results to steady states for specific classes of reaction terms \( g \). In the literature there exist several results about convergence to equilibria for the reaction-free Cahn-Hilliard equation. Most of these results (cf. [1] for the local case and [30, 31] for the nonlocal case) make use of the gradient-flow structure of the equation. More precisely, the existence of a Lyapunov functional is crucial to prove convergence to equilibria, for instance by using a technique based on the Lojasiewicz-Simon theorem [17]. In our case, however, the existence of a Lyapunov-type functional is unknown. Therefore, traditionally used techniques cannot be applied in our setting. We obtain convergence results for reaction terms \( g \) with a definite sign (namely, \( g \geq 0 \) or \( g \leq 0 \)) or strictly monotone decreasing. In the first case, we observe that the total mass is monotone as a function of time. Combined with the boundedness of \( u \), this proves the convergence of the solution to one of the pure phases. In the second case we exploit a linearization technique around the equilibrium point. We emphasize that these choices include a wide spectrum of reaction terms particularly relevant in applications.

**Plan of the paper.** The paper is structured as follows. In Section 2 we present the assumptions, revise some preliminary results, and state the main theorems. Section 3 is devoted to a detailed proof of the existence and finite fractal dimension of the global attractor. Existence of an exponential attractor is illustrated in Section 4. Finally, existence and convergence to steady states are explored in Section 5, where the two different reaction-term scenarios are analyzed separately.

2. Assumptions and main results.

2.1. **Assumptions.** We assume that the given functions \( K \), \( u_0 \) and \( g \) fulfill the following conditions:

\( \text{(K):} \) The convolution kernel \( K : \mathbb{R}^d \to \mathbb{R} \) satisfies

\[ K(x) = K(-x) \text{ for a.a. } x \in \mathbb{R}^d, \]

\[ \sup_{x \in \Omega} \int_{\Omega} |K(x - y)| \, dy < +\infty, \tag{K1} \]

\[ \forall p \in [1, +\infty] \ \exists r_p > 0 \text{ such that } \|K * \rho\|_{W^{1,p}(\Omega)} \leq r_p \|\rho\|_{L^p(\Omega)} \ \forall \rho \in L^p(\Omega), \tag{K2} \]

\[ \exists C > 0 \text{ such that } \|K * \rho\|_{H^1(\Omega)} \leq C \|\rho\|_{H^1(\Omega)} \ \forall \rho \in H^1(\Omega); \tag{K3} \]

\[ \exists C > 0 \text{ such that } \|K * \rho\|_{H^2(\Omega)} \leq C \|\rho\|_{H^1(\Omega)} \ \forall \rho \in H^2(\Omega). \tag{K4} \]
(U0): The initial datum $u_0 \in L^\infty(\Omega)$ is such that

$$0 \leq u_0(x) \leq 1 \quad \text{for a.a. } x \in \Omega,$$

(U01)

$$0 < \bar{u}_0 < 1,$$

(U02)

where we use the notation $\bar{z} = \frac{1}{|\Omega|} \int_\Omega z$.

(G): The reaction term $g : (x, s) \in \Omega \times [0, 1] \mapsto g(x, s) \in \mathbb{R}$ is such that

$$g$$

is measurable in $x$ and uniformly $C^{1,1}$ in $s$,

$$g(x, 0) \geq 0 \geq g(x, 1) \quad \text{for a.a. } x \in \Omega.$$  

(G1)

(G2)

Finally, we recall that $f(u) = u \log u + (1 - u) \log(1 - u)$ and $\mu(u) = u(1 - u)$. In particular, $\mu(u) = 1/f''(u)$.

Examples of convolution kernels $K$ satisfying conditions (K) are given by

- Gaussian kernels: $K(|x|) = C \exp(- |x|^2 / \lambda)$,

- Mollifiers: $K(x) = \begin{cases} C \exp(-h^2 |x|^2) / \lambda & \text{if } |x| < h, \\ 0 & \text{if } |x| \geq h, \end{cases}$

- Newton potentials: $K(|x|) = k_d |x|^{2-d}$ for $d > 2$, $K(|x|) = -k_2 \ln |x|$ for $d = 2$,

where $h, \lambda, k_d > 0$.

Hypotheses (G) cover a wide range of reaction terms occurring in applications; some relevant examples are given by

$$g(x, u) = \alpha(x)u(1 - u),$$

(5)

$$g(x, u) = -\sigma(x)u,$$

(6)

$$g(x, u) = \beta(x)(h(x) - u),$$

(7)

where $\alpha, \beta, h, \sigma \in L^\infty(\Omega)$ are positive functions and $h \leq 1$ a.e. in $\Omega$. The function defined by (5) is a space-dependent logistic map largely employed in population dynamics (cf. [27]). Equation (1) with (6), i.e. the so-called Cahn-Hilliard-Oono equation, was introduced in the context of diblock copolymers [3, 33]. Finally, if $\beta$ is the nonnegative function $\beta(x) = \lambda_0\chi_{D}(x)$, equation (1) together with (7) is known as the Cahn-Hilliard-Bertozzi equation and is used in image inpainting, where $D \subset \Omega$ is the inpainting region [5, 9, 8].

2.2. Preliminaries. In our work we deal with weak solutions to equation (1). This notion is made precise by the following definition:

**Definition 2.1.** Let assumptions (K), (U0), (G) be satisfied. $u$ is a weak solution to (1a)-(1e) on $[0, +\infty)$ if

$$u \in L^2_{\text{loc}}(0, +\infty; H^1(\Omega)) \cap H^1_{\text{loc}}(0, +\infty; (H^1(\Omega))^*)$$

(8)

$$0 \leq u \leq 1 \text{ a.e. in } Q,$$

(9)

$$w = K * (1 - 2u) \text{ a.e in } Q,$$

(10)

$$w \in C \left([0, +\infty); W^{1,\infty}(\Omega)\right)$$

(11)

$$u(0) = u_0 \text{ a.e. in } \Omega,$$

(12)

and the following equality is satisfied a.e. in $(0, +\infty)$ and for every $\psi \in H^1(\Omega)$

$$\langle \dot{u}, \psi \rangle_{H^1(\Omega)} + (\mu(u)\nabla w, \nabla \psi)_{L^2(\Omega)} + (\nabla u, \nabla \psi)_{L^2(\Omega)} = (g(u), \psi)_{L^2(\Omega)}.$$
Several important properties of the solutions such as existence, uniqueness, continuous dependence on the initial datum, and separation from pure phases have been proved in [32]:

**Theorem 2.2** (Existence, uniqueness and separation properties, [32]). Let assumptions (K), (U0), (G) be satisfied. Then:

(i) There exists a unique weak solution \( u \) to (1);

(ii) If \( u_1, u_2 \) are two solutions of (1) corresponding to initial data \( u_{01}, u_{02} \) respectively, the continuous dependence estimate

\[
\|u_1 - u_2\|_{L^\infty(0,T;L^2(\Omega))} \leq e^{Ct}\|u_{01} - u_{02}\|_{L^2(\Omega)}
\]

holds true for some constant \( C = C(K,\Omega) > 0 \);

(iii) For every \( 0 < t_0 < T, \) \( u \in L^\infty(t_0,T;H^2(\Omega)) \);

(iv) For every \( 0 < t_0 < T, \) there exist \( k_1 = k_1(\bar{u}_0, t_0, T) > 0 \) and \( k_2 = k_2(\bar{u}_0, t_0, T) > 0 \) such that

\[
k_1 \leq u(x,t) \leq 1 - k_2 \quad \text{for a.a. } x \in \Omega \text{ and } t_0 \leq t \leq T;
\]

(v) If \( g \geq 0 \) a.e. in \( \Omega \times [0,1] \), \( k_1 \) is independent of \( T \). Similarly, if \( g \leq 0 \) a.e. in \( \Omega \times [0,1] \), \( k_2 \) is independent of \( T \).

Theorem 2.2 allows us to define a dynamical system \((X,S(t))\), where the state space

\[
X = \{ u \in L^2(\Omega) : 0 \leq u \leq 1 \text{ a.e. in } \Omega \}
\]

is equipped with the \( L^2(\Omega) \)-topology and \( S(t) \) is the (strongly continuous) solution operator associated with (1) at time \( t \), i.e., \( S(t)u_0 = u(t) \), where \( u \) is the solution to (1).

2.3. **Main results.** Our first result shows the existence of the global attractor for problem (1). The notion of global attractor (see Def. 10.4, [36]) is one of the most discussed and widely used tools to investigate the long-time behavior of an evolution equation. The global attractor \( A \) is the maximal compact totally-invariant subset of \( X \), i.e., such that

\[
S(t)A = A \quad \text{for all } t \geq 0,
\]

or equivalently the minimal set attracting all bounded sets \( B \), i.e. such that

\[
\text{dist}_H(S(t)B, A) \to 0 \quad \text{as } t \to \infty. \tag{13}
\]

Here, \( \text{dist}_H \) is the so-called Hausdorff semidistance defined by

\[
\text{dist}_H(B, C) = \sup_{b \in B} \inf_{c \in C} \|b - c\|_{L^2(\Omega)},
\]

for all \( B \) and \( C \) nonempty subsets of \( X \). As a consequence of (13), one can say that the long-time dynamics of the system is well described by the dynamics close to the attractor. Although the existence of the global attractor is already a valuable information, often the set \( A \) is not explicitly described and (though compact) might be large and difficult to characterize. This motivates us in proving that the global attractor has finite fractal dimension.

The notion of fractal dimension is a generalization of the standard notion of Hausdorff dimension. Following (Def. 13.1, [36]) we define
Definition 2.3 (Fractal dimension). If \( \bar{Y} \) is compact in a Hilbert space \( B \), the *fractal dimension* of \( Y \) with respect to the topology of \( B \) is defined as

\[
d_{\text{frac}}^B(Y) = \limsup_{\varepsilon \to 0} \frac{\log N(Y, \varepsilon)}{\log(1/\varepsilon)},
\]

(14)

where \( N(Y, \varepsilon) \) denotes the minimum number of \( B \)-balls of radius \( \varepsilon \) needed to cover \( Y \).

The theorem hence reads as follows:

**Theorem 2.4 (Global Attractor).** Let assumptions (K), (U0), (G) be satisfied. Then, the global attractor for the dynamical system \((X, S(t))\)

(i) exists and is connected;

(ii) has finite fractal dimension.

We prove Theorem 2.4 in Section 3.

The results concerning the global attractor, however, do not give us any indication about the rate of convergence of the solutions. Hence we investigate the existence of a finite-dimensional exponential attractor \( A' \) for system (1) with respect to the \( L^2(\Omega) \) metric.

**Definition 2.5.** A compact set \( A' \) is called *exponential attractor* with respect to the \( L^2(\Omega) \) metric if there exist some positive constants \( c, C > 0 \) independent of \( t \) and \( u_0 \) such that

\[
d_{L^2(\Omega)}(S(t)u_0, A) = \sup_{a \in A} \|S(t)u_0 - a\|_{L^2(\Omega)} \leq Ce^{-tc} \quad \text{for all } u_0 \in X \text{ and } t \geq 0.
\]

Our main result concerning exponential convergence is then summarized in the following theorem:

**Theorem 2.6 (Exponential attractor).** Let assumptions (K), (U0), (G) be satisfied. Then, there exists an exponential attractor with respect to the \( L^2(\Omega) \)-metric for the dynamical system \((X, S(t))\).

We remark that analogous results have been already proved in the reaction-free case in [22] (see also [18, 19] for a system coupled with Navier-Stokes equations). Theorems 2.4 and 2.6 can be interpreted as an extension of these results in several directions. First, we allow for a nontrivial reaction term. Secondly, the dynamical system considered in [22] has as a state space the set of functions \( 0 \leq u \leq 1 \) whose spatial average \( \bar{u} \) is bounded away from the pure phases 0 and 1 by an arbitrarily small but fixed constant. The reason for this restriction is that uniform (in time) separation from pure phases ensures better estimates, in particular \( L^\infty \) estimates on the chemical potential, that are used to prove the exponential convergence to the attractor. Moreover, the finite dimension of the attractor is proved in [22] with respect to a metric weaker than the \( L^2 \) metric. The restriction on \( \bar{u} \) is of course unnatural in the case \( g \neq 0 \) for the quantity \( \bar{u} \) is no longer preserved in time. This forced us to find a different way to derive estimates. By applying a generalization of the Gronwall Lemma (see Lemma 5.2 in the Appendix) we can bound \( \nabla u \) in \( L^\infty(t_0, \infty, L^2(\Omega)) \) (cf. estimate (22)). This strong estimate provides sufficient regularity to obtain the stronger statement of Theorem 2.4.

We now focus our attention on the steady states of system (1). These correspond to solutions of the equation

\[
- \nabla \cdot (\mu \nabla v) = g(u).
\]

(15)
In the reaction-free case (i.e., \( g = 0 \)), the uniform-in-time separation properties proved in [31] allow us to explicitly obtain equilibrium triples \((u^*, v^*, w^*)\), where
\[
\begin{align*}
    u^* &= \frac{1}{1 + \exp(w^* - v^*)}, \\
    v^* &= \text{const}, \\
    w^* &= K^* (1 - 2u^*).
\end{align*}
\]

On the other hand, in the case \( g \neq 0 \) the separation properties are not uniform in time as already observed in [32]. In particular, the chemical potential \( V \) is not well defined. This suggests to rewrite equation (15) as
\[
\begin{align*}
    -\Delta u - \nabla \cdot (\mu \nabla w) &= g(u) \quad \text{in } \Omega, \quad (16a) \\
    n \cdot (\mu \nabla w + \nabla u) &= 0 \quad \text{on } \partial\Omega, \quad (16b) \\
    w &= K^* (1 - 2u) \quad \text{in } \Omega. \quad (16c)
\end{align*}
\]

More precisely, we give the following definition.

**Definition 2.7.** Let \((K), (U0), (G)\) be satisfied. Then, \(u\) is called equilibrium point for (1) or weak solution to (16) if
\[
\begin{align*}
    u &\in H^1(\Omega), \\
    0 &\leq u \leq 1 \text{ a.e. in } \Omega, \text{ and it satisfies}
\end{align*}
\]
\[
(\nabla u + \mu \nabla w, \nabla \psi)_{L^2(\Omega)} = (g(u), \psi)_{L^2(\Omega)} \quad \forall \psi \in H^1(\Omega), \quad (17)
\]
where \(w\) satisfies (16c) pointwise a.e. in \(\Omega\).

Differently from the reaction-free case (i.e., \( g = 0 \)), existence of stationary solutions for (1) is not trivial and has to be proved directly. Moreover, uniqueness is false in the general case (see Remark 3). We recall that, as we do not know any Lyapunov functional for system (1), convergence to equilibria is hard to obtain. However, restricting the class of reaction terms \(g\) we can prove convergence to equilibria. More precisely, we consider functions \(g\) which either have a sign (see Case 1 in Theorem 2.8) or are monotone decreasing (see Case 2).

Our result reads as follows.

**Theorem 2.8 (Equilibria).** Let assumptions \((K), (U0), (G)\) hold. Then, we have the following:

**Existence:** There exists at least one equilibrium point \(u \in H^1(\Omega)\) such that \(0 \leq u \leq 1\) a.e. in \(\Omega\), i.e., a solution of (17).

**Convergence - Case 1:** If in addition \(g\) is such that
\[
g(x,s) \geq 0 \quad \text{for a.a. } x \in \Omega \text{ and } \forall s \in [0,1], \quad (A1)
\]
\[
\forall \kappa > 0 \exists m_\kappa > 0 \text{ s.t. } g(x,s) \geq -m_\kappa (s - 1) \quad \forall s \in [\kappa,1], \quad \text{for a.a. } x \in \Omega, \quad (A2)
\]
then, \(u(t) \to 1\) exponentially fast in \(L^2(\Omega)\) for every \(u_0 \in X\) if the measure of the set \(\{ x \in X \text{ s.t. } g(x,0) > 0 \}\) is positive and for every \(u_0 \neq 0\) if \(g(\cdot,0) \equiv 0\).

Similarly, if \(g\) is such that
\[
g(x,s) \leq 0 \quad \text{for a.a. } x \in \Omega \text{ and } \forall s \in [0,1], \quad (B1)
\]
\[
\forall \kappa > 0 \exists m_\kappa > 0 \text{ s.t. } g(x,s) \leq -m_\kappa s \quad \forall s \in [0,1 - \kappa], \quad \text{for a.a. } x \in \Omega, \quad (B2)
\]
then \(u(t) \to 0\) exponentially fast in \(L^2(\Omega)\) for every \(u_0 \in X\) if the measure of the set \(\{ x \in X \text{ s.t. } g(x,1) < 0 \}\) is positive and for every \(u_0 \neq 1\) if \(g(\cdot,1) \equiv 0\).
**Convergence - Case 2:** If in addition $g$ is uniformly differentiable in the second variable and
\[
\partial_s g(x,s) \leq -\lambda < 0 \text{ for a sufficiently large } \lambda = \lambda(\Omega, K) \text{ for a.a. } (x,s) \in \Omega \times [0,1],
\]
then there exists a unique equilibrium $u^*$ and $u(t) \to u^*$ exponentially fast in $L^2(\Omega)$ for $t \to +\infty$.

Many physically relevant reaction terms [27, 3] are included in these scenarios, such as the ones illustrated in (5)-(6).

**Corollary 1** (Cahn-Hilliard with logistic reaction term). Let $g$ be as in (5) with $\alpha(x) \geq \alpha_0 > 0$ a.e. in $\Omega$. Then, the solution $u$ to (1) converges to 1 exponentially fast in $L^2(\Omega)$ for every initial datum $u_0$ not identically 0. Moreover, $u = 0$ is an equilibrium point.

**Corollary 2** (Cahn-Hilliard-Oono). Let $g$ be as in (6) with $\sigma(x) \geq \sigma_0 > 0$ a.e. in $\Omega$. Then, the solution $u$ converges to 0 exponentially fast in $L^2(\Omega)$.

**Corollary 3.** Let $g$ be as in (7) with $\beta(x) \geq \beta_0 > 0$ a.e. in $\Omega$ for $\beta_0 = \beta_0(\Omega, K)$ sufficiently large. Then, the solution $u$ converges to the unique stationary point $u^*$ exponentially fast in $L^2(\Omega)$.

**Remark 1.** We note that the case covered by Corollary 3 does not correspond to the Cahn-Hilliard-Bertozzi equation [5, 9, 8], since the fidelity term does not satisfy the assumption $\beta(x) \geq \beta_0 > 0$ a.e. in $\Omega$.

3. **The global attractor: Proof of Theorem 2.4.**

3.1. **Part (i): Existence.** The existence of the global attractor is based on proving that $S(t)$ is dissipative and possesses a compact absorbing set (cf. Theorem 10.5 in [36]). The first property holds since $X$ is $\|\cdot\|_{L^2(\Omega)}$-bounded. In order to show the existence of a compact absorbing set, we simply derive uniform $L^2$-estimates on the gradient of $\nabla u$. To this aim, we start by testing equation (1a) with $u$ and estimate, by using boundedness of $u$ and $g$ and assumption (1g) on $\mu$,
\[
\frac{d}{dt} \frac{1}{2} \|u\|^2_{L^2(\Omega)} + \|\nabla u\|^2_{L^2(\Omega)} + (\mu \nabla w, \nabla u)_{L^2(\Omega)} \leq \int_{\Omega} g(u)u \leq C.
\]
Thus, integrating over $[t, t+1]$ and using $0 \leq u \leq 1$, we get
\[
\int_t^{t+1} \left( \|\nabla u\|^2_{L^2(\Omega)} + (\mu \nabla w, \nabla u)_{L^2(\Omega)} \right) \leq C + \frac{1}{2} \|u(t)\|^2_{L^2(\Omega)} \leq C + \frac{1}{2} |\Omega|.
\]
Hence
\[
\sup_{t \in [0, +\infty)} \int_t^{t+1} \left( \|\nabla u\|^2_{L^2(\Omega)} + (\mu \nabla w, \nabla u)_{L^2(\Omega)} \right) < C_1
\]
where $C$ does not depend on $u_0$.

Testing now equation (1a) with $\dot{u}$ we get
\[
\|\dot{u}\|^2_{L^2(\Omega)} + \frac{d}{dt} \frac{1}{2} \|\nabla u\|^2_{L^2(\Omega)} + (\mu \nabla w, \nabla \dot{u})_{L^2(\Omega)} = \int_{\Omega} g(u) \dot{u}.
\]
Note that $(\mu \nabla w, \nabla \dot{u})_{L^2(\Omega)} = -\int_{\Omega} \frac{d}{dt} (\mu \nabla w) \nabla u + \frac{d}{dt} \int_{\Omega} \mu \nabla w \nabla u$. Using properties of $u$, $\mu$ and $K$, we estimate
\[
\left| \int_{\Omega} \frac{d}{dt} (\mu \nabla w) \nabla u \right| \leq C \|\dot{u}\|_{L^2(\Omega)} \|\nabla u\|_{L^2(\Omega)} \leq C \|\nabla u\|^2_{L^2(\Omega)} + \frac{1}{2} \|\dot{u}\|^2_{L^2(\Omega)}.
\]
where we used the fact that
\[
\left\| \frac{d}{dt} (\mu \nabla w) \right\|_{L^2(\Omega)} \leq \left\| \mu \nabla w \right\|_{L^2(\Omega)} + \left\| \frac{d}{dt} (\nabla w) \right\|_{L^2(\Omega)} \\
\leq \left\| \nabla w \right\|_{L^\infty(\Omega)} \left\| \hat{u} \right\|_{L^2(\Omega)} + \frac{1}{4} \left\| \frac{d}{dt} (\nabla w) \right\|_{L^2(\Omega)} \\
\leq \left\| \nabla (K \ast (1 - 2u)) \right\|_{L^\infty(\Omega)} \left\| \hat{u} \right\|_{L^2(\Omega)} + \frac{1}{4} \left\| \nabla (K \ast \frac{d}{dt} (1 - 2u)) \right\|_{L^2(\Omega)} \\
\leq C \left\| \hat{u} \right\|_{L^2(\Omega)}.
\]
By substituting into (19) and using Young’s inequality, we get
\[
\frac{1}{2} \| \hat{u} \|^2_{L^2(\Omega)} + \frac{d}{dt} \left( \frac{1}{2} \| \nabla u \|^2_{L^2(\Omega)} + \int_\Omega \mu \nabla w \cdot \nabla u \right) \leq \int_\Omega g(u) \hat{u} + C \| \nabla u \|^2_{L^2(\Omega)} \\
\leq C + C \| \nabla u \|^2_{L^2(\Omega)} + \frac{1}{4} \| \hat{u} \|^2_{L^2(\Omega)}.
\]
Note that, thanks to (1g), (K3), using Hörder and Young’s inequalities,
\[
\| \nabla u \|^2_{L^2(\Omega)} = \| \nabla u \|^2_{L^2(\Omega)} + 2 \int_\Omega \mu \nabla w \cdot \nabla u - 2 \int_\Omega \mu \nabla w \cdot \nabla u \\
\leq \| \nabla u \|^2_{L^2(\Omega)} + 2 \int_\Omega \mu \nabla w \cdot \nabla u + \frac{1}{2} \| \nabla u \|^2_{L^2(\Omega)} + C.
\]
Thus,
\[
\frac{1}{2} \| \nabla u \|^2_{L^2(\Omega)} \leq \| \nabla u \|^2_{L^2(\Omega)} + 2 \int_\Omega \mu \nabla w \cdot \nabla u + C.
\]
By substituting into (20), we finally have
\[
\frac{d}{dt} \left( \frac{1}{2} \| \nabla u \|^2_{L^2(\Omega)} + \int_\Omega \mu \nabla w \cdot \nabla u \right) \leq C_2 \left( \frac{1}{2} \| \nabla u \|^2_{L^2(\Omega)} + \int_\Omega \mu \nabla w \cdot \nabla u \right) + C_3.
\]
Applying the Uniform Gronwall Lemma (Lemma 5.2, see Appendix) with
\[
\eta(t) = \frac{1}{2} \| \nabla u(t) \|^2_{L^2(\Omega)} + \int_\Omega \mu \nabla w \cdot \nabla u,
\]
or = 1, t_0 = 0, φ(t) = a_1 = C_2, ψ(t) = a_2 = C_3 and a_3 = C_1 we get
\[
\frac{1}{2} \| \nabla u(t) \|^2_{L^2(\Omega)} + \int_\Omega \mu(t) \nabla w(t) \cdot \nabla u(t) \leq C \quad \forall t \geq 1.
\]
This yields, as a consequence of (21), the following relevant estimate
\[
\| \nabla u(t) \|^2_{L^2(\Omega)} \leq C_4 \quad \forall t \geq 1,
\]
where C_3 does not depend on u_0. This proves that B_1 = \{ v \in H^1(\Omega) \subset X : \| \nabla v \|^2_{L^2(\Omega)} \leq C_3 \} is an absorbing set for (X, S(t)) which is also compact in L^2(Ω). By virtue of Theorem 10.5 of [36], there exists the global attractor A for (X, S(t)).

3.2. Part (ii): Finite fractal dimension. In this section, we show that d_{frac}(A) is finite. To this aim we adopt a standard strategy presented e.g. in [36]. The underlying heuristic idea is the following. Consider an arbitrary infinitesimal n-dimensional set V, (e.g. a cube) and follow its evolution under the action of the semigroup S(t). Suppose that for all V the n-dimensional volume vanishes for large times, i.e.,
\[
\text{Vol}_n(S(t)V) \to 0 \quad \text{as } t \to \infty.
\]
Since the global attractor \( \mathcal{A} \) is the union of all the \( \omega \)-limit sets, this means that \( \mathcal{A} \) contains no \( n \)-dimensional subsets. Thus \( d_{\text{Haus}}(\mathcal{A}) \leq n \).

In order to do this in a rigorous way we first need a technical condition ensuring us that the flow is smooth enough to linearize the equation around a trajectory:

**Lemma 3.1** (Uniform differentiability). \( S(t) \) is uniformly differentiable, i.e., for all \( u_0 \in \mathcal{A} \) there exists a linear operator \( \Lambda(t, u_0) : L^2(\Omega) \rightarrow L^2(\Omega) \) such that for all \( t \geq 0 \),

\[
\sup_{v_0 : 0 < \|v_0 - v_0\|_{L^2(\Omega)} \leq \varepsilon} \frac{\|S(t)v_0 - S(t)u_0 - \Lambda(t, u_0)(v_0 - u_0)\|_{L^2(\Omega)}}{\|u_0 - v_0\|_{L^2(\Omega)}} \rightarrow 0 \quad \text{as } \varepsilon \rightarrow 0,
\]

and

\[
\sup_{u_0 \in \mathcal{A}} \|\Lambda(t, u_0)\|_{L^2(\Omega) \rightarrow L^2(\Omega)} < \infty \quad \text{for all } t \geq 0.
\]

Moreover, \( \Lambda(t, u_0) \) is compact.

**Proof.** Let \( v(t) = S(t)v_0, u(t) = S(t)u_0 \) and \( U(t) = \Lambda(t, u_0)(v_0 - u_0) \) where \( \Lambda(t, u_0) \) is the solution operator associated to the linearized equation

\[
\dot{U} - \Delta U - \nabla \cdot (\mu(u)\nabla w(U) + \mu(u)\nabla \hat{w}(U)) - g'(u)U = 0 \quad \text{in } \Omega \times (0, \infty), \quad (25)
\]

\[
(\nabla U + \mu'(u)\nabla w(u)U + \mu(u)\nabla \hat{w}(U)) \cdot n = 0 \quad \text{on } \partial\Omega \times (0, \infty), \quad (26)
\]

where \( \hat{w}(U) = K * (-2U) \). We can prove that for all \( u_0, v_0 \in \mathcal{A} \), there exists a unique solution \( U \) to the linearized equation (25)-(26) such that \( U(0) = v_0 - u_0 \) with the following regularity

\[
U \in H^1(0, T; (H^1(\Omega))^*) \cap L^2(0, T; H^1(\Omega)) \quad \text{for all } T > 0.
\]

Moreover, for all \( t > 0 \) there exists a constant \( c := c(t) \) independent on \( u_0 \) and \( v_0 \) such that

\[
\|\nabla U\|_{L^2(\Omega)} \leq c. \quad (27)
\]

Aiming at clarity, we postpone the proof of these results to the Appendix (Lemma 5.4).

Taking the difference between equations (1a) for \( v \), (1a) for \( u \) and (25) and testing with \( v - u - U \), we get

\[
0 = \frac{1}{2} \frac{d}{dt} \|v - u - U\|_{L^2(\Omega)}^2 + \|\nabla (v - u - U)\|_{L^2(\Omega)}^2
\]

\[
+ \int_{\Omega} (\mu(v)\nabla w(v) - \mu(u)\nabla w(u) - \mu'(u)\nabla w(u)U - \mu(u)\nabla \hat{w}(U)) \nabla (v - u - U)
\]

\[
+ \int_{\Omega} (g(v) - g(u) - g'(u)U)(v - u - U).
\]

Note that

\[
\int_{\Omega} (g(v) - g(u) - g'(u)U)(v - u - U)
\]

\[
\leq \int_{\Omega} g'(u)(v - u - U)^2 + \int_{\Omega} \frac{1}{2} \sup_{s \in [0, t]} |g''(s)||v - u|^2 |v - u - U|
\]

\[
\leq C \|v - u - U\|_{L^2(\Omega)}^2 + C \left( \int_{\Omega} |v - u|^4 + \int_{\Omega} |v - u - U|^2 \right)
\]

\[
\leq C \|v - u - U\|_{L^2(\Omega)}^2 + C \|v - u\|_{L^4(\Omega)}^4.
\]
By adding and subtracting first $\mu(u)\nabla w(v)$ and then $\mu'(u)(v-u)\nabla w(u)$ we also have
\[
\int_{\Omega} (\mu(v)\nabla w(v) - \mu(u)\nabla w(u) - \mu'(u)\nabla w(u)U - \mu(u)\nabla \bar{w}(U)) \nabla (v-u-U) \\
= \int_{\Omega} ((\mu(v) - \mu(u)) \nabla w(v) - \mu(u)(\nabla w(u) - \nabla w(v)) - \mu'(u)\nabla w(u)U \\
- \mu(u)\nabla \bar{w}(U)) \nabla (v-u-U) \\
= \int_{\Omega} \mu'(u)(v-u-U)\nabla w(u)\nabla (v-u-U) + \int_{\Omega} \mu'(u)(v-u)\nabla \bar{w}(v-u)\nabla (v-u-U) \\
+ \int_{\Omega} \mu(u)\nabla \bar{w}(v-u-U)\nabla (v-u-U) \\
+ \int_{\Omega} \frac{1}{2} \sup_{s \in [0,1]} |\mu'(s)|(u-v)^2\nabla w(v)\nabla (v-u-U).
\]

We estimate
\[
\int_{\Omega} (\mu'(u)(v-u-U)\nabla w(u)\nabla (v-u-U) \\
\leq \sup_{s \in [0,1]} |\mu'(s)| r_{\infty} \|u\|_{L^\infty(\Omega)} \|v-u-U\|_{L^2(\Omega)} \|\nabla(v-u-U)\|_{L^2(\Omega)} \\
\leq \frac{1}{2} \|\nabla(v-u-U)\|^2_{L^2(\Omega)} + C \|v-u-U\|^2_{L^2(\Omega)},
\]

Using assumption (K3)
\[
\int_{\Omega} (\mu'(u)(v-u)\nabla \bar{w}(v-u)\nabla (v-u-U) \\
\leq C \sup_{s \in [0,1]} |\mu'(s)|^2 \int_{\Omega} |v-u|^2 |\nabla \bar{w}(v-u)|^2 + \frac{1}{4} \|\nabla(v-u-U)\|^2_{L^2(\Omega)} \\
\leq C \left( \int_{\Omega} |v-u|^4 \right)^{1/2} \left( \int_{\Omega} |\nabla \bar{w}(v-u)|^4 \right)^{1/2} + \frac{1}{4} \|\nabla(v-u-U)\|^2_{L^2(\Omega)} \\
\leq Cr_4^2 \int_{\Omega} |v-u|^4 + \frac{1}{4} \|\nabla(v-u-U)\|^2_{L^2(\Omega)},
\]

\[
\int_{\Omega} \mu(u)\nabla \bar{w}(v-u-U)\nabla (v-u-U) \\
\leq \sup_{s \in [0,1]} \mu(s)r_2 \|v-u-U\|_{L^2(\Omega)} \|\nabla(v-u-U)\|_{L^2(\Omega)} \\
\leq C \|v-u-U\|^2_{L^2(\Omega)} + \frac{1}{8} \|\nabla(v-u-U)\|^2_{L^2(\Omega)},
\]

\[
\int_{\Omega} \frac{\mu''(c)}{2} (u-v)^2 \nabla w(v)\nabla (v-u-U) \\
\leq \|\nabla w(v)\|_{L^\infty(\Omega)} \int_{\Omega} |u-v|^2 |\nabla (v-u-U)| \\
\leq C \int_{\Omega} |u-v|^4 + \frac{1}{16} \|\nabla(v-u-U)\|^2_{L^2(\Omega)}.
\]

Combining the above estimates we get
\[
\frac{d}{dt} \|v-u-U\|^2_{L^2(\Omega)} + \frac{1}{2} \|\nabla(v-u-U)\|^2_{L^2(\Omega)} \\
\leq C \|v-u\|^4_{L^2(\Omega)} + C \|v-u-U\|^2_{L^2(\Omega)},
\]

(28)
We now recall that \( u_0 \) and \( v_0 \) belong to the global attractor \( \mathcal{A} \). Fix \( t > t_0 > 0 \). Since \( \mathcal{A} \) is invariant, \( u, v \in \mathcal{A} \) and for every \( t_0 \in (0, t+1) \), \( u \) is bounded in \( L^\infty((t_0, t+1), H^2(\Omega)) \) (cf. (iii), Thm. 2). Using the Gagliardo-Nirenberg interpolation inequality \([35]\), we have that
\[
\|u - v\|_{L^4(\Omega)} \leq C \|u - v\|_{H^2(\Omega)}^{\alpha} \|u - v\|_{L^2(\Omega)}^{1 - \alpha},
\]
where \( \alpha = d/8 \). Therefore, as a consequence of the continuous dependence from initial data, we have
\[
\|u(t) - v(t)\|_{L^4(\Omega)} \leq C(t_0, t+1) \|u(t) - v(t)\|_{L^2(\Omega)}^\alpha \leq C(t_0, t+1)C^t \|u_0 - v_0\|_{L^2(\Omega)}^{\frac{8-d}{2}}.
\]
Substituting into inequality \((28)\) we get
\[
\frac{d}{dt}\|v - u - U\|_{L^2(\Omega)}^2 \leq C(t_0, t+1) \|u_0 - v_0\|_{L^2(\Omega)}^2 + C \|v - u - U\|_{L^2(\Omega)}^2
\]
and hence, applying the Gronwall lemma and recalling that \( v_0 - u_0 - U(0) = 0 \)
\[
\|v - u - U\|_{L^2(\Omega)} \leq C(t_0, t+1) \|u_0 - v_0\|_{L^2(\Omega)}^{\frac{8-d}{2}}.
\]
As a consequence, for every \( t > 0 \) fixed we have
\[
\sup_{v_0 : 0 < \|u_0 - v_0\|_{L^2(\Omega)} \leq \varepsilon} \frac{\|S(t)v_0 - S(t)u_0 - \Lambda(t, u_0)(v_0 - u_0)\|_{L^2(\Omega)}}{\|u_0 - v_0\|_{L^2(\Omega)}} = \sup_{v_0 : 0 < \|u_0 - v_0\|_{L^2(\Omega)} \leq \varepsilon} \frac{\|v(t) - u(t) - U(t)\|_{L^2(\Omega)}}{\|u_0 - v_0\|_{L^2(\Omega)}} \leq C(t) \|u_0 - v_0\|_{L^2(\Omega)}^{\frac{8-d}{4}} \leq C(t) \varepsilon^{\frac{4-d}{4}}.
\]
As long as \( d < 4 \), the right hand side of \((29)\) goes to zero as \( \varepsilon \to 0 \). This proves \((23)\).
The last step of our proof, i.e., the boundedness and compactness of \( \Lambda(u_0, t) \) for any fixed \( t \), follows from estimate \((27)\).
\[
\square
\]
As already mentioned, in order to prove that \( d_{\text{frac}}(\mathcal{A}) \) is finite we are interested in keeping track of the evolution of the volume of an infinitesimal cube. More precisely, we focus our attention on the following quantity:
\[
\mathcal{T}R_{\lambda}(A) = \sup_{u_0 \in A} \sup_{P^{(n)}(0)} \left\langle \text{Tr}(L(t; u_0)P^{(n)}(t)) \right\rangle,
\]
where \( \left\langle \cdot \right\rangle \) denotes \( \limsup_{t \to \infty} \frac{1}{t} \int_0^t \langle h(s) \rangle ds \). Here \( L(t, u_0) : L^2(\Omega) \to (L^2(\Omega))^* = L^2(\Omega) \) (whose domain is \( H^1(\Omega) \)) is the linearized evolution operator at time \( t \) associated with the initial condition \( u_0 \in A \) given by
\[
(L(t, u_0)\phi, \psi)_{L^2(\Omega)} = -\int_{\Omega} \nabla \phi \nabla \psi + (\mu'(u) \nabla u(u) \phi + \mu(u) \nabla \tilde{w}(\phi)) \nabla \psi - g'(u) \phi \psi,
\]
where \( u(t) = S(t)u_0 \) and \( P^{(n)} : L^2(\Omega) \to L^2(\Omega) \) is a rank \( n \) projection operator onto the subspace of \( L^2(\Omega) \).
We now take advantage of the following result proved in \([36]\):

**Theorem 3.2** ([36, Thm.13.16]). Suppose that \( S(t) \) is uniformly differentiable on \( \mathcal{A} \) and that there exists a \( t_0 \) such that \( \Lambda(t, u_0) \) is compact for all \( t \geq t_0 \). If \( \mathcal{T}R_{\lambda}(A) < 0 \) then \( d_{\text{frac}}(\mathcal{A}) \leq n \).
We prove that in our case $\mathcal{T}R_n(A) < 0$ for $n$ big enough. To this aim, we start by fixing orthonormal vectors $\phi_j$, $j = 1, \ldots, n$, and defining $P^{(n)} : L^2(\Omega) \to \text{span} \{\{\phi_j\}\}$ as the standard orthonormal projection. We then compute for every $\delta > 0$ and some $C_\delta > 0$

$$\langle \text{Tr}(L(t, u_0)P^{(n)}) \rangle = -\langle \text{Tr}(-\Delta P^{(n)}) \rangle + \sum_{j=1}^{n} \int_{\Omega} \phi_j^2 g'(u)$$

$$- \sum_{j=1}^{n} \int_{\Omega} (\mu'(u)\nabla w(u)\phi_j + \mu(u)\nabla \tilde{w}(\phi_j)) \nabla \phi_j$$

$$\leq - \langle \int_{\Omega} |\nabla \phi_j|^2 \rangle + \|g'(u)\|_{L^\infty(0, \infty; L^\infty(\Omega))} \left( \sum_{j=1}^{n} \left( C\delta \int_{\Omega} \phi_j^2 + \delta \int_{\Omega} |\nabla \phi_j|^2 \right) \right)$$

$$+ \|\mu'(u)\nabla w(u)\|_{L^\infty(0, \infty; L^\infty(\Omega))} \left( \sum_{j=1}^{n} \left( C\delta \int_{\Omega} \|\nabla \tilde{w}(\phi_j)\|^2 + \delta \int_{\Omega} |\nabla \phi_j|^2 \right) \right)$$

$$\leq - \langle \int_{\Omega} |\nabla \phi_j|^2 \rangle + C\delta \left( \sum_{j=1}^{n} \int_{\Omega} \phi_j^2 \right) + C\delta \left( \sum_{j=1}^{n} \int_{\Omega} |\nabla \phi_j|^2 \right).$$

Note that the constant $C_\delta$ depends on $u$ and $u_0$ only through their $L^\infty$-norm. Recalling that for all $u_0 \in A$, $0 \leq u, u_0 \leq 1$ one can assume without loss of generality (by possibly choosing a larger constant $C$) that $C_\delta$ is independent on $u$ and $u_0$. Choosing $\delta$ sufficiently small, and recalling that $\int_{\Omega} \phi_j^2 = 1$ we have

$$\langle \text{Tr}(L(t, u_0)P^{(n)}) \rangle \leq -\frac{1}{2} \left( \int_{\Omega} |\nabla \phi_j|^2 \right) + Cn$$

$$= -\frac{1}{2} \langle \text{Tr}(-\Delta P^{(n)}) \rangle + Cn.$$

Applying [36, Lemma 13.17], we get

$$\langle \text{Tr}(L(t, u_0)P^{(n)}) \rangle \leq -\frac{1}{2} \langle \text{Tr}(-\Delta P^{(n)}) \rangle + Cn \leq -\frac{1}{2} Cn^{\frac{d+2}{d}} + Cn.$$

Thus, there exists $N \in \mathbb{N}$ such that $\langle \text{Tr}(L(t, u_0)P^{(n)}) \rangle$ is negative for all $n \geq N$. Moreover $N$ is independent of the choice of the vectors $\phi_j$ and of the initial condition $u_0 \in A$. By virtue of Thm. 3.2 and Lemma 3.1 (see Appendix), we conclude that the fractal dimension of $A$ is smaller than $N$, hence finite.

4. Exponential attractor: Proof of Theorem 2.6. We now prove the existence of a finite-dimensional exponential attractor $A'$. The idea we follow is presented in [13] to show an analogous result in the case $g = 0$. To this aim, we first need to prove the following:

**Lemma 4.1.** Let $u_{01}, u_{02} \in X$ and let $u_1, u_2$ be the solutions of (1) corresponding to the initial conditions $u_1(0) = u_{01}, u_2(0) = u_{02}$. Then, there exists $C$ independent
of \( t \) such that
\[
\|u_1(t) - u_2(t)\|_{L^2(\Omega)} \leq C e^{-t} \|u_{01} - u_{02}\|_{L^2(\Omega)} + C \|u_1 - u_2\|_{L^2(0,t;L^2(\Omega))},
\]
\[
\|u_1 - u_2\|_{H^1(0,t;H^1_0(\Omega)) \cap L^2(0,t;H^1(\Omega))} \leq C \|u_{01} - u_{02}\|_{L^2(\Omega)}.
\]

**Proof.** Equation (31) comes from the following. Taking the difference of the equation (1a) for \( u_1 \) and \( u_2 \) and testing it with \( u_1 - u_2 \) one can easily obtain (see [32, Sec. 3.1] for details)
\[
\frac{d}{dt} \|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\nabla u_1(t) - \nabla u_2(t)\|_{L^2(\Omega)}^2 \leq C \|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2.
\]
In particular,
\[
\frac{d}{dt} \|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2 + \|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2 \leq (C + 1) \|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2
\]
which yields, thanks to the Gronwall Lemma,
\[
\|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2 \leq e^{-t} \|u_{01,0} - u_{02,0}\|_{L^2(\Omega)}^2 + (C + 1) \int_0^t \|u_1 - u_2\|_{L^2(\Omega)}^2,
\]
that is equivalent to (31). In order to derive (32), we first recall that [32, Sec. 3.1]
\[
\|u_1(t) - u_2(t)\|_{L^2(\Omega)}^2 + \int_0^t \|\nabla u_1 - \nabla u_2\|_{L^2(\Omega)}^2 \leq C e^{Ct} \|u_{01,0} - u_{02,0}\|_{L^2(\Omega)}^2.
\]
Moreover, by testing the difference of equation (1a) for \( u_1 \) and \( u_2 \) with a test function \( \psi \in H^1(0,T;H^1(\Omega)) \), and using the Lipschitz property of \( g \) and \( \mu \) and the linearity of the convolution, we get:
\[
(\partial_t u_1 - \partial_t u_2, \psi)_{H^1(\Omega)}
\]
\[
= (\nabla (u_1 - u_2) + \mu(u_1) \nabla w(u_1) - \mu(u_2) \nabla w(u_2), \nabla \psi)_{L^2(\Omega)} + (g(u_1) - g(u_2), \psi)_{L^2(\Omega)}
\]
\[
\leq C \|u_1 - u_2\|_{H^1(\Omega)} \|\psi\|_{H^1(\Omega)}.
\]
Then, using this result together with equation (34) we finally obtain
\[
\|\partial_t u_1 - \partial_t u_2\|_{L^2(0,t;H^1(\Omega))^*} + \int_0^t \|u_1 - u_2\|_{H^1(\Omega)}^2 \leq C e^{Ct} \|u_{01,0} - u_{02,0}\|_{L^2(\Omega)}^2.
\]
\[\square\]

Now we can proceed with proving Theorem 2.6. We choose \( T > 0 \) such that \( \gamma := C e^{-T} < \frac{1}{2} \) and define
\[
\mathcal{H}_1 := H^1(0,t;H^1_0(\Omega)) \cap L^2(0,t;H^1(\Omega)),
\]
\[
\mathcal{H} := L^2(0,t;L^2(\Omega)),
\]
\[
\mathcal{T} : u_0 \in \mathcal{X} \mapsto u \in \mathcal{H},
\]
where \( u \) solves (1) with \( u(0) = u_0 \). Note that equations (31) and (32) can be rewritten as
\[
\|S(T)u_{01} - S(T)u_{02}\|_{L^2(\Omega)} \leq \gamma \|u_{01} - u_{02}\|_{L^2(\Omega)} + \tilde{C} \|\mathcal{T}u_{01} - \mathcal{T}u_{02}\|_{\mathcal{H}},
\]
\[
\|\mathcal{T}u_{01} - \mathcal{T}u_{02}\|_{\mathcal{H}_1} \leq C e^{CT} \|u_{01} - u_{02}\|_{L^2(\Omega)},
\]
for some \( \tilde{C} \) independent of \( T \).

We now build a discrete exponential attractor for the (discrete) system \((X,S(T))\).
Define \( X_0 = \{0\} \). By definition of \( X \) we have that \( X \subseteq \mathcal{B}_R^{L^2(\Omega)}(0) \), where \( R = |\Omega| \)
and $B_R^{L^2(\Omega)}(0)$ denotes the $L^2(\Omega)$-ball of radius $R$ centered in 0. As a consequence of (38) we have

$$T(X) \subseteq B_H^{\mathcal{C}}(T(0)).$$

(39)

Fix now $\theta > 0$ such that $2(\gamma + \theta) < 1$. Since $\mathcal{H}_1$ is compactly embedded in $\mathcal{H}$, there exists a finite number $n_1$ of $\mathcal{H}$-balls of radius $R_\mathcal{H}^{\frac{\theta}{C}}$ that cover $T(X)$, i.e.,

$\exists X_1 = \{x_1, \ldots, x_{n_1}\} \subseteq X^{n_1}$ such that

$$T(X) \subseteq \bigcup_{x \in X_1} B_{\mathcal{H}}(T(x)).$$

(40)

Without loss of generality we assume that $n_1$ is the minimum number for which (40) holds. Note that, as a consequence of (38), $n_1$ can be estimated by the minimum number of $\mathcal{H}$-balls of radius $R_\mathcal{H}^{\frac{\theta}{C}}$ necessary to cover $B_{\mathcal{H}}^{\mathcal{H}_1}(R_{\mathcal{C}}e^{\mathcal{C}T})(0)$. Thus, $n_1 \leq N(\theta, T)$, where $N(\theta, T)$ depends on $\theta, T, \mathcal{C}$ but not on $R$.

We now observe that the family of $L^2(\Omega)$-balls with radius $2(\gamma + \theta)R$ and centers $S(T)x_i \in X_1$ covers $S(T)X$. Indeed, let $x \in S(T)X$. Then, there exists $u_0 \in X$ such that $T(u_0) = x$. Thanks to (37), we estimate

$$\|S(T)u_0 - S(T)x_i\|_{L^2(\Omega)} \leq \gamma \|u_0 - x_i\|_{L^2(\Omega)} + \tilde{C}\|u_0 - T x_i\|_{\mathcal{H}} \leq 2(\gamma + \theta)R.$$

Here we used that (recalling (40))

$$\tilde{C}T(u_0) \in \bigcup_{x \in X_1} B_{\mathcal{H}}^{\mathcal{H}_1}(T(x)) \subseteq \bigcup_{x \in X_1} B_{\mathcal{H}}^{\mathcal{H}_1}(x).$$

Hence,

$$S(T)X \subseteq \bigcup_{x \in X_1} B_2^{2(\gamma + \theta)R}(x).$$

Applying the same procedure to each ball in the covering $\{B_2^{2(\gamma + \theta)R}(x) : x \in X_1\}$ we can find a new covering of $S(T)X$ with at most $N^2(\theta, T) L^2(\Omega)$-balls of radius $(2(\gamma + \theta))^2R$, i.e., there exists $X_2$, $\#X_2 \leq N^2(\theta, T)$, such that

$$S(2T)X = S(T)^2X \subseteq \bigcup_{x \in X_2} B_2^{2(\gamma + \theta)R}(x).$$

Iterating this argument for all $K \in \mathbb{N}$ we can show that there exists a set $X_K \in X$ such that $\#X_K \leq N^K(\theta, T)$ and

$$S(KT)X = S(T)^KX \subseteq \bigcup_{x \in X_K} B_2^{2(\gamma + \theta)K R}(x).$$

In particular,

$$d_{L^2(\Omega)}(S(T)^KX, X_K) \leq R(2(\gamma + \theta))^K.$$

The set $A_d = \bigcup_{K = 1}^{+\infty} X_K$ is then an exponential attractor for the discrete system $(S(T), X)$.

Moreover, $A_d$ has finite fractal dimension. Indeed, fix $\varepsilon > 0$ and let $N_\varepsilon$ be the minimum number of $L^2(\Omega)$-balls of radius $\varepsilon$ needed to cover $A_d$. Let $K \in \mathbb{N}$ be the integer part of $\log_2(2(\gamma + \theta)) = \frac{\log \varepsilon}{\log(2(\gamma + \theta))}$, i.e., $(2(\gamma + \theta))^{K+1} < \varepsilon \leq (2(\gamma + \theta))^K$. Thus, $N_\varepsilon \leq N_\varepsilon(2(\gamma + \theta)) \leq (N(\theta, T))^{K+1}$. Consequently

$$\limsup_{\varepsilon \to 0} \frac{\log N_\varepsilon}{\log \frac{1}{\varepsilon}} \leq (K + 1) \frac{\log N(\theta, T)}{\log 2(\gamma + \theta)} = -\frac{\log N(\theta, T)}{\log 2(\gamma + \theta)} < +\infty. \quad (41)$$

As a consequence of Definition 2.3, $d_{\text{frac}} A_d$ is finite.
Thus, there exists a discrete exponential attractor \( \mathcal{A}_d \), i.e.,
\[
\|d_{L^2(\Omega)}((S(T))^n u_0, \mathcal{A}_d) = d_{L^2(\Omega)}(S(nT)u_0, \mathcal{A}_d) \leq C e^{-nc}
\]
for some positive constant \( C \). We now construct the exponential attractor for the semigroup \( S(t) \). To this aim, we define
\[
\mathcal{A}' = U_{t \in [0,T]} S(t) \mathcal{A}_d.
\]
For all \( t > 0 \) we can find \( n \) such that \( t = nT + \hat{t} \) where \( 0 \leq \hat{t} < T \). For all \( \varepsilon > 0 \) we can find \( a_{n,u_0,\varepsilon} \in \mathcal{A}_d \) such that
\[
\|S(nT)u_0 - a_{n,u_0,\varepsilon}\|_{L^2(\Omega)} \leq (C + \varepsilon) e^{-nc}.
\]
By virtue of estimate (34), we have that
\[
\|S(t)u_0 - S(\hat{t})a_{n,u_0,\varepsilon}\|_{L^2(\Omega)} \leq C e^{C \hat{t}} \|S(nT)u_0 - a_{n,u_0,\varepsilon}\|_{L^2(\Omega)} \leq C e^{CT} (C + \varepsilon) e^{-nc}.
\]
Since \( T \) is fixed, by suitably renaming the constants we have
\[
\|S(t)u_0 - S(\hat{t})a_{n,u_0,\varepsilon}\|_{L^2(\Omega)} \leq (C + \varepsilon) e^{-ct}.
\]
Since, by construction \( S(\hat{t})a_{n,u_0,\varepsilon} \in \mathcal{A}' \), by the arbitrariness of \( \varepsilon \) we conclude that \( \mathcal{A}' \) is an exponential attractor for \( S(t) \).

**Remark 2.** The finite fractal dimension of the global attractor proved in Section 3.2 can also be derived as a direct consequence of the existence of an exponential attractor, which has finite fractal dimension and contains the global attractor by definition. The argument used in Section 3.2, however, allowed us to obtain a different upper bound on the fractal dimension of the global attractor (cf. Thm. 3.2) with respect to the upper bound found for the exponential attractor in (41).

5. Equilibria: Proof of Theorem 2.8.

5.1. Existence. Since we are looking for solutions \( 0 \leq u \leq 1 \), we can assume without loss of generality (and using hypothesis (G))
\[
\mu(s) = 0 \quad \forall s \notin [0,1] \quad (42)
\]
\[
g(s) = g(0) \geq 0 \quad \text{for} \ s < 0 \quad \text{and} \quad g(s) = g(1) \leq 0 \quad \text{for} \ s > 1 \quad \text{a.e. in} \ \Omega. \quad (43)
\]
The proof is based on a regularization procedure and a fixed point argument. We first consider the regularization problem parametrized by small \( \varepsilon > 0 \):
\[
-\Delta u - \nabla \cdot (\mu \nabla w) + \varepsilon u = g(u), \quad (44a)
\]
\[
n \cdot (\mu \nabla w + \nabla u) = 0, \quad (44b)
\]
\[
w = K * (1 - 2u). \quad (44c)
\]
We define then the mapping \( \Gamma : z \in L^2(\Omega) \rightarrow u \in L^2(\Omega) \) where \( u \) is weak solution to
\[
-\Delta u + \varepsilon u = \nabla \cdot (\mu(z) \nabla (K * (1 - 2z))) + g(z). \quad (45)
\]
The hypotheses on \( \mu, g \) and \( K \) ensure that the right hand side of (45) is in \( (H^1(\Omega))^\star \) and \( \Gamma \) is well defined thanks to the Lax-Milgram theorem. In order to prove the existence of a fixed point, we apply Schaefer’s fixed point Theorem (Thm. 5.1, see Appendix). The continuity of \( \Gamma \) is again guaranteed by the assumptions on \( K \) and the fact that \( \mu \) and \( g \) are Lipschitz and bounded. Compactness of \( \Gamma \) can be proved by
testing (45) with \( u \) and using \( \|(\mu(z)\nabla(K * (1 - 2z))) + g(z)\|_{L^2(\Omega)} \leq C\|z\|_{L^2(\Omega)} + C \) to obtain the estimate
\[
\|u\|_{H^1(\Omega)} \leq C\|z\|_{L^2(\Omega)} + C\varepsilon.
\]

In order to apply Schaefer’s fixed point theorem, we are now only left with proving that the set \( \{ u \in L^2(\Omega) : u = \alpha \Gamma(u) \text{ for some } \alpha \in [0, 1]\} \) is bounded. This is equivalent to showing that the set
\[
A := \{ u \in L^2(\Omega) : u/\alpha = \Gamma(u) \text{ for some } \alpha \in (0, 1]\}
\]
is bounded. To this end, let \( u \in A \). Then, there exists \( \alpha \in (0, 1] \) such that
\[
-\Delta u/\alpha + \varepsilon u/\alpha = \nabla \cdot (\mu(u) \nabla (K * (1 - 2u))) + g(u). \tag{46}
\]
By testing the equation with \( \alpha(u - 1)^+ \) and using assumptions (42)-(43), we get
\[
\int_{u \geq 1} |\nabla u|^2 + \varepsilon \int_{u \geq 1} (u^2 - u) = -\alpha \int_{u \geq 1} \mu \nabla w \nabla u + \alpha \int_{u \geq 1} g(u)(u - 1) \leq 0.
\]
This yields \( u \leq 1 \) a.e. in \( \Omega \) for every \( u \in A \). Similarly, it can be shown that \( u \geq 0 \) a.e. in \( \Omega \) for every \( u \in A \). This implies that \( A \) is bounded in \( L^2(\Omega) \) for every \( \varepsilon \) fixed. Thus, the mapping \( \Gamma \) has a fixed point \( u \) which solves (44) and such that \( 0 \leq u \leq 1 \) a.e. in \( \Omega \).

Our final step is the passage to the limit \( \varepsilon \to 0 \). Let \( u_{\varepsilon} \) be a solution of the regularized problem (44); hence, \( 0 \leq u_{\varepsilon} \leq 1 \). Test (44a) with \( u_{\varepsilon} \), and estimate
\[
\int_{\Omega} |\nabla u_{\varepsilon}|^2 + \varepsilon |u_{\varepsilon}|^2 = \int_{\Omega} \mu(u_{\varepsilon}) \nabla w_{\varepsilon} \nabla u_{\varepsilon} + \int_{\Omega} g(u_{\varepsilon}) u_{\varepsilon} \\
\leq C + C\|\nabla u_{\varepsilon}\|_{L^2(\Omega)}.
\]
This implies \( \|\nabla u_{\varepsilon}\|_{L^2(\Omega)} \leq C \). Thanks to \( 0 \leq u_{\varepsilon} \leq 1 \), we get \( \|u_{\varepsilon}\|_{H^1(\Omega)} \leq C \), where \( C \) is independent of \( \varepsilon \). Consequently, for a not relabeled subsequence we get
\[
u_{\varepsilon} \to u \text{ weakly in } H^1(\Omega),
\]
\[
u_{\varepsilon} \to u \text{ strongly in } L^2(\Omega) \text{ and pointwise a.e. in } \Omega.
\]
Moreover, using the continuity and boundedness of \( \mu \) and \( g \) we have
\[
\mu(u_{\varepsilon}) \to \mu(u) \text{ strongly in } L^2(\Omega),
\]
\[
g(u_{\varepsilon}) \to g(u) \text{ strongly in } L^2(\Omega).
\]
Finally, thanks to the continuity of the convolution and assumption (K3),
\[
w_{\varepsilon} = K * (1 - 2u_{\varepsilon}) \to w = K * (1 - 2u) \text{ strongly in } H^1(\Omega),
\]
\[
\mu(u_{\varepsilon}) \nabla w_{\varepsilon} \to \mu(u) \nabla w \text{ weakly in } H^1(\Omega).
\]
This allows us to pass to the limit in the weak formulation of (44) and prove that \( u \) solves (16) as well as \( 0 \leq u \leq 1 \).

**Remark 3.** Uniqueness of equilibrium points is not guaranteed. As an example, consider a function \( g \) such that \( g(0) = g\left(\frac{1}{2}\right) = g(1) = 0 \). The constant functions \( u^*(x) = 0, u^*(x) = \frac{1}{2} \) and \( u^*(x) = 1 \) are then all possible solutions of (16).
5.2. **Convergence to equilibria.** As stated in the introduction, many known results about convergence to equilibria for the reaction-free Cahn-Hilliard equation rely on the existence of a Lyapunov functional [1, 30, 31]. The presence of a reaction term, however, does not allow us to apply the same techniques. Therefore, we adopt two different strategies to obtain the convergence to equilibria in the following cases:

1. \( g \) has sign, i.e. \( g \geq 0 \), or \( g \leq 0 \) (more precisely, case 1 of Theorem 2.8)
2. \( g \) is monotone decreasing and \( g' \leq -\lambda \) for a sufficiently large positive constant \( \lambda \) (case 2 of Theorem 2.8).

In the first case, we observe that the total mass is monotone as a function of time. Combined with the boundedness of \( u \), this proves the convergence of the solution to one of the pure phases. In the second case we exploit a linearization technique around the equilibrium point.

We emphasize that these conditions include a wide spectrum of reaction terms notably relevant in applications, such as (5)-(6). In particular we prove convergence to equilibria for the Cahn-Hilliard-Oono [3] equation and for the Cahn-Hilliard equation with the reaction term (7), as well as for a Cahn-Hilliard equation coupled with a logistic-type reaction term [27].

### 5.2.1. Case 1.

We outline the details for the convergence to \( u = 1 \). A similar approach can be applied to show the second part of the theorem (i.e., the convergence to \( u = 0 \)). Hypothesis (A1) and Theorem 2.2 guarantee that \( u \) separates from 0 uniformly in time, namely \( \forall T_0 \exists k_1(\bar{u}_0, T_0) > 0 \) such that \( u(t) \geq k_1 \) for all \( t \geq T_0 \) a.e. in \( \Omega \). \(^2\) Using hypothesis (A2) with \( k_1 = \kappa \) and defining \( r_\kappa(s) := -m_\kappa(s - 1) \), we have that \( g(x, s) \geq r_\kappa(s) \forall s \in [\kappa, 1] \).

Testing equation (1a) with \( \frac{1}{|\Omega|} \int_\Omega g(x, u) \geq \frac{1}{|\Omega|} \int_\Omega r_\kappa(u) = r_\kappa(\bar{u}) \).

Recalling \( r_\kappa(s) = -m_\kappa(s - 1) \), we can rewrite the last inequality as \( \frac{d}{dt} (\bar{u} - 1) \geq -m_\kappa(\bar{u} - 1) \). Since \( 0 \leq u \leq 1 \) (cf. Theorem 2.2), we have then \( 0 \geq \bar{u}(t) - 1 \geq (\bar{u}_0 - 1) \exp(-m_\kappa t) \). Hence, \( \bar{u}(t) \to 1 \). Finally, applying Lemma 5.3 to \( U = 1 - u \) we get \( u(t) \to 1 \) in \( L^2(\Omega) \).

This proves \( u(t) \to 1 \) exponentially fast in \( L^2(\Omega) \) for every \( u_0 \in \Omega \) if the measure of the set \( \{ x \in \Omega \text{ s.t. } g(x, 0) > 0 \} \) is positive and for every \( u_0 \neq 0 \) if \( g(\cdot, 0) = 0 \). We recall that, if \( g(0) = 0, u = 0 \) is an equilibrium point.

The previous result can be applied to show the convergence to equilibria for the Cahn-Hilliard equation with logistic reaction term (5) (cf. Corollary (1)).

### 5.2.2. Case 2.

Let \( u \) be a solution to (1a) and \( u^* \) be an equilibrium point. Taking the difference between equations (1a) and (16a) and testing it with \( U = u - u^* \) gives

\[
\frac{d}{dt} \frac{1}{2} \|U\|_{L^2(\Omega)}^2 + \|\nabla U\|_{L^2(\Omega)}^2 + \int_{\Omega} (\mu \nabla w - \mu^* \nabla w^*) \nabla U = \int_{\Omega} (g(u) - g(u^*)) U, \tag{47}
\]

\(^2\) Note that \( k_1 \) is strictly positive for every \( u_0 \) if \( g(x, 0) > 0 \) on a set of positive measure, and for every \( u_0 \neq 0 \) (a.e. in \( \Omega \)) if \( g(x, 0) = 0 \) a.e. in \( \Omega \).
where \( \mu^* = \mu(u^*) \) and \( w^* = K \ast (1 - 2u^*) \). Thanks to (K3), we estimate
\[
\int \Omega (\mu \nabla w - \mu^* \nabla w^*) \nabla U = \int \Omega (\mu \nabla (w - w^*)) \nabla U + \int \Omega (\mu - \mu^*) \nabla w^* \nabla U \\
\leq \frac{1}{4} r_2 \| U \|_{L^2(\Omega)} \| \nabla U \|_{L^2(\Omega)} + \int \Omega (1 - u - u^*) \nabla w^* \nabla U \\
\leq \left( \frac{r_2}{4} + r_\infty \right) \| U \|_{L^2(\Omega)} \| \nabla U \|_{L^2(\Omega)} \\
\leq \frac{1}{2} \| \nabla U \|_{L^2(\Omega)}^2 + \frac{1}{2} \left( \frac{r_2}{4} + r_\infty \right)^2 \| U \|_{L^2(\Omega)}^2.
\]
Here we used the fact that \( \sup_{s \in [0, 1]} \mu(s) \leq \frac{1}{4} \). By assumption (18) we have
\[
\int \Omega (g(u) - g(u^*)) U \leq -\lambda \| U \|_{L^2(\Omega)}^2.
\]
Thus, by substituting into (47), we get
\[
\frac{d}{dt} \frac{1}{2} \| U \|_{L^2(\Omega)}^2 + \frac{1}{2} \| \nabla U \|_{L^2(\Omega)}^2 \leq (C_1 - \lambda) \| U \|_{L^2(\Omega)}^2,
\]
where \( c_1 = \frac{1}{2} \left( \frac{r_2}{4} + r_\infty \right)^2 \). By applying the Gronwall Lemma one gets
\[
\| U(t) \|_{L^2(\Omega)}^2 \leq e^{2(C_1 - \lambda)t} \| u_0 - u^* \|_{L^2(\Omega)}^2.
\]
Thus, for \( \lambda > C_1 \) we have \( U(t) \to 0 \) in \( L^2(\Omega) \). This implies \( u(t) \to u^* \) in \( L^2(\Omega) \).

This result can be applied to show the convergence to equilibria for the Cahn-Hilliard-Oono [3] equation and for the Cahn-Hilliard equation with reaction term \( g \) as in (7).

Appendix. In the following we include some auxiliary results we use throughout our proofs.

Theorem 5.1 (Schaefer [15, Thm.4, Sec.9.2]). Let \( X \) be Banach and let \( \Gamma : X \to X \) be continuous, compact, and such that the set \( \{ x \in X : x = \alpha \Gamma(x) \text{ for some } \alpha \in [0, 1] \} \) is bounded. Then, \( \Gamma \) has a fixed point.
The existence of solutions can be obtained by using a Galerkin approximation. Proof. Moreover, for all \( t > t_0 \) where \( \tilde{U} \) (Uniform Gronwall Lemma, [36, Ex.11.2])

Lemma 5.2 \([\bar{\Omega}, \Omega]\) we have that

\[
\|u(t)\|_{L^2(\Omega)} \leq 2|\Omega|\bar{u}(t) \to 0.
\]

This concludes the proof of the lemma.

Proof. Let \( u, v \in \mathcal{A} \). There exists a unique solution \( U \) to the equation

\[
\dot{U} - \Delta U - \nabla \cdot (\mu'(u)\nabla w(u)U + \mu(u)\nabla \bar{w}(U)) - g'(u)U = 0 \text{ in } \Omega \times (0, \infty),
\]

\[
(\nabla U + \mu'(u)\nabla w(u)U + \mu(u)\nabla \bar{w}(U)) \cdot n = 0 \text{ on } \partial\Omega \times (0, \infty),
\]

\[
U(0) = v_0 - u_0,
\]

where \( \bar{w}(U) = K \ast (-2U) \) with the following regularity:

\[
U \in H^1(0, T; (H^1(\Omega))^*) \cap L^2(0, T; H^1(\Omega)) \text{ for all } T > 0.
\]

Moreover, for all \( t > 0 \) there exists a constant \( c := c(t) \) independent of \( u_0 \) and \( v_0 \) such that

\[
\|\nabla U\|_{L^2(\Omega)} \leq c.
\]

Proof. The existence of solutions can be obtained by using a Galerkin approximation scheme and by virtue of the following estimate obtained by testing the equation with \( U \):

\[
\frac{1}{2} \frac{d}{dt} \|U\|_{L^2(\Omega)}^2 + \|\nabla U\|_{L^2(\Omega)}^2 \leq \int_\Omega (\mu'(u)\nabla w(u)U + \mu(u)\nabla \bar{w}(U)) \nabla U + g'(u)U^2 \leq C \int_\Omega |U| |\nabla U| + |\nabla \bar{w}(U)||\nabla U| + |U|^2 \leq C \|U\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\nabla U\|_{L^2(\Omega)}^2.
\]
Here we used boundedness of $\mu$, $\mu'$, $g'$, and assumption (K3). From estimate (53) it follows, thanks to the Gronwall lemma,
\[ \|U\|^2_{L^2(\Omega)} \leq \|U(0)\|^2_{L^2(\Omega)} + Ce^{Ct}, \]
\[ \int_0^t \|\nabla U\|^2_{L^2(\Omega)} \leq Cte^{Ct}, \]
and, by comparison in the equation (48), $\dot{U} \in L^2(0, T; (H^1(\Omega))^*)$.

Uniqueness is a consequence of estimate (54) and of the linearity of the equation. We now prove (52). Fix $t > 0$ and integrate (53) between 0 and $t$, getting
\[ \frac{1}{2} \int_0^t \|\nabla U\|^2_{L^2(\Omega)} \leq C \int_0^t \|U\|^2_{L^2(\Omega)} + \|U(0)\|^2_{L^2(\Omega)} . \]

We now test equation (48) with $(-\Delta U)$. Using boundedness of $u$, $\mu$, $\mu'$, $\mu''$, assumption (K3) and (K4), the continuous embedding of $H^1(\Omega)$ into $L^4(\Omega)$ (that holds true for $d \leq 3$), and the fact that $u_0 \in A$ implies $u \in L^\infty(0, t; H^2(\Omega))$ for all $t > 0$ (cf. [32]), we obtain
\[ \frac{1}{2} \frac{d}{dt} \|\nabla U\|_{L^2(\Omega)}^2 + \|\Delta U\|_{L^2(\Omega)}^2 \leq \int_\Omega \nabla (\mu'(u)\nabla w(u)U + \mu(u)\nabla \tilde{w}(U)) (-\Delta U) + g'(u)U(-\Delta U) \]
\[ \leq \frac{1}{2} \|\Delta U\|_{L^2(\Omega)}^2 + C \|U\|^2_{L^2(\Omega)} + C \|\nabla (\mu'(u)\nabla w(u)U + \mu(u)\nabla \tilde{w}(U))\|_{L^2(\Omega)}^2 \]
\[ \leq \frac{1}{2} \|\Delta U\|_{L^2(\Omega)}^2 + C \|U\|^2_{L^2(\Omega)} + C \|\nabla U\|_{L^2(\Omega)}^2 . \]

In particular, we have estimated
\[ \|\nabla (\mu'(u)\nabla w(u)U + \mu(u)\nabla \tilde{w}(U))\|_{L^2(\Omega)} \]
\[ \leq \|\mu''(u)\nabla w(u)U\nabla u\|_{L^2(\Omega)} + \|\mu'(u)\Delta w(u)U\|_{L^2(\Omega)} \]
\[ + \|\mu'(u)\nabla w(u)\nabla U\|_{L^2(\Omega)} + \|\mu'(u)\nabla u\nabla \tilde{w}(U)\|_{L^2(\Omega)} \]
\[ + \|\mu(u)\Delta \tilde{w}(U)\|_{L^2(\Omega)} , \]
\[ \|\mu'(u)\nabla w(u)U\nabla u\|_{L^2(\Omega)} \leq \|\mu''(u)\nabla w(u)\|_{L^\infty(\Omega)} \|U\|_{L^1(\Omega)} \|\nabla u\|_{L^4(\Omega)} \]
\[ \leq C \|U\|_{H^1(\Omega)} \|\nabla u\|_{H^1(\Omega)} \leq C \|U\|_{H^1(\Omega)} , \]
\[ \|\mu'(u)\Delta w(u)U\|_{L^2(\Omega)} \leq \|\mu'(u)\|_{L^\infty(\Omega)} \|\Delta w(u)\|_{L^2(\Omega)} \|U\|_{L^2(\Omega)} \leq C \|U\|_{H^1(\Omega)} , \]
\[ \|\mu'(u)\nabla w(u)\nabla U\|_{L^2(\Omega)} \leq \|\mu'(u)\|_{L^\infty(\Omega)} \|\nabla w(u)\|_{L^2(\Omega)} \|\nabla U\|_{L^2(\Omega)} \leq C \|U\|_{H^1(\Omega)} , \]
\[ \|\mu'(u)\nabla u\nabla \tilde{w}(U)\|_{L^2(\Omega)} \leq \|\mu'(u)\|_{L^\infty(\Omega)} \|\nabla u\|_{L^4(\Omega)} \|\nabla \tilde{w}(U)\|_{L^4(\Omega)} \]
\[ \leq C \|U\|_{H^1(\Omega)} \leq C \|U\|_{H^1(\Omega)} , \]
\[ \|\mu(u)\Delta \tilde{w}(U)\|_{L^2(\Omega)} \leq \|\mu(u)\|_{L^\infty(\Omega)} \|\Delta \tilde{w}(U)\|_{L^2(\Omega)} \leq C \|U\|_{H^1(\Omega)} . \]

Note that the above estimates are just formal, however they can be justified rigorously by mean of an approximation procedure.
Integrating (57) between $s$ and $t$ for some $0 < s < t$, we get
\[
\|\nabla U(t)\|_{L^2(\Omega)}^2 \leq \|\nabla U(s)\|_{L^2(\Omega)}^2 + C \int_s^t \|U\|_{L^2(\Omega)}^2 + C \int_s^t \|\nabla U\|_{L^2(\Omega)}^2
\]
\[
\leq \|\nabla U(s)\|_{L^2(\Omega)}^2 + C \int_0^t \|U\|_{L^2(\Omega)}^2 + C \int_0^t \|\nabla U\|_{L^2(\Omega)}^2
\]
Integrating now between 0 and $t$ with respect to $s$, and using (56), we obtain
\[
t \|\nabla U(t)\|_{L^2(\Omega)}^2 \leq (1 + Ct) \int_0^t \|\nabla U\|_{L^2(\Omega)}^2 + Ct \int_0^t \|U\|_{L^2(\Omega)}^2
\]
\[
\leq (1 + Ct)C \int_0^t \|U\|_{L^2(\Omega)}^2 + \|U(0)\|_{L^2(\Omega)}^2.
\]
The right hand side is bounded for every $t > 0$ fixed. This concludes the proof of the lemma.
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