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Abstract
Semi-supervised node classification in graphs is a fundamental problem in graph mining, and the recently proposed graph neural networks (GNNs) have achieved unparalleled results on this task. Due to their massive success, GNNs have attracted a lot of attention, and many novel architectures have been put forward. In this paper we show that existing evaluation strategies for GNN models have serious shortcomings. We show that using the same train/validation/test splits of the same datasets, as well as making significant changes to the training procedure (e.g. early stopping criteria) precludes a fair comparison of different architectures. We perform a thorough empirical evaluation of four prominent GNN models and show that considering different splits of the data leads to dramatically different rankings of models. Even more importantly, our findings suggest that simpler GNN architectures are able to outperform the more sophisticated ones if the hyperparameters and the training procedure are tuned fairly for all models.

1 Introduction
Semi-supervised node classification in graphs is a classic problem in graph mining with applications ranging from e-commerce to computational biology. The recently proposed graph neural network architectures have achieved unprecedented results on this task and significantly advanced the state of the art. Despite their massive success, we cannot accurately judge the progress being made due to certain problematic aspects of the empirical evaluation procedures. We can partially attribute this to the practice of replicating the experimental settings from earlier works, since they are perceived as standard. First, a number of proposed models have all been tested exclusively on the same train/validation/test splits of the same three datasets (CORA, CiteSeer and PubMed) from Yang et al. [2016]. Such experimental setup favors the model that overfits the most and defeats the main purpose of using a train/validation/test split — finding the model with the best generalization properties [Friedman et al., 2001]. Second, when evaluating performance of a new model, people often use a training procedure that is rather different from the one used for the baselines. This makes it difficult to identify whether the improved performance comes from (a) a superior architecture of the new model, or (b) a better-tuned training procedure and/or hyperparameter configuration that unfairly benefits the new model [Lipton and Steinhardt, 2018].

In this paper we address these issues and perform a thorough experimental evaluation of four prominent GNN architectures on the transductive semi-supervised node classification task. We implement the four models – GCN [Kipf and Welling, 2017], MoNet [Monti et al., 2017], GraphSage [Hamilton et al., 2017] and GAT [Velickovic et al., 2018] – within the same framework. In our evaluation we focus on two aspects: We use a standardized training and hyperparameter selection procedure for all models. In such a setting, the differences in performance can with high certainty be attributed to the differences in model architectures, not other factors. Second, we perform experiments
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on four well-known citation network datasets, as well as introduce four new datasets for the node classification problem. For each dataset we use 100 random train/validation/test splits and perform 20 random initializations for each split. This setup allows us to more accurately assess the generalization performance of different models, and does not just select the model that overfits one fixed test set.

Before we continue, we would like to make a disclaimer, that we do not believe that accuracy on benchmark datasets is the only important characteristic of a machine learning algorithm. Developing and generalizing the theory for existing methods, establishing connections to (and adapting ideas from) other fields are important research directions that move the field forward. However, thorough empirical evaluation is crucial for understanding the strengths and limitations of different models.

2 Models

We consider the problem of semi-supervised transductive node classification in a graph, as defined in Yang et al. [2016]. In this paper we compare the four following popular graph neural network architectures. **Graph Convolutional Network (GCN)** [Kipf and Welling, 2017] is one of the earlier models that works by performing a linear approximation to spectral graph convolutions. **Mixture Model Network (MoNet)** [Monti et al., 2017] generalizes the GCN architecture and allows to learn adaptive convolution filters. The authors of **Graph Attention Network (GAT)** [Velickovic et al., 2018] propose an attention mechanism that allows to weigh nodes in the neighborhood differently during the aggregation step. Lastly, **GraphSAGE** [Hamilton et al., 2017] focuses on inductive node classification, but can also be applied for transductive setting. We consider 3 variants of the GraphSAGE model from the original paper, denoted as GS-mean, GS-meanpool and GS-maxpool.

The original papers and reference implementations of all above-mentioned models consider different training procedures including different early stopping strategies, learning rate decay, full-batch vs. mini-batch training (a more detailed description is provided in Appendix A). Such diverse experimental setups makes it hard to empirically identify the driver behind the improved performance [Lipton and Steinhardt, 2018]. Thus, in our experiments we use a standardized training and hyperparameter tuning procedure for all models (more details in Sec. 3) to perform a more fair comparison.

In addition, we consider four baseline models. **Logistic Regression (LogReg)** and **Multilayer Perceptron (MLP)** are attribute-based models that do not consider the graph structure. **Label Propagation (LabelProp)** and **Normalized Laplacian Label Propagation (LabelProp NL)** [Chapelle et al., 2009], on the other hand, only consider the graph structure and ignore the node attributes.

3 Evaluation

Datasets For our experiments, we used the four well-known citation network datasets: PubMed [Namata et al., 2012], CiteSeer and CORA from Sen et al. [2008], as well as the extended version of CORA from Bojchevski and Günnemann [2018], denoted as CORA-Full. We also introduce four new datasets for the node classification task: Coauthor CS, Coauthor Physics, Amazon Computers and Amazon Photo. Descriptions of these new datasets, as well as statistics for all datasets can be found in Appendix B. For all datasets, we treat the graphs as undirected and only consider the largest connected component.

Setup We keep the model architectures as they are in the original papers / reference implementations. This includes the type and sequence of layers, choice of activation functions, placement of dropout, and choices as to where to apply $L_2$ regularization. We also fixed the number of attention heads for GAT to 8 and the number of Gaussian kernels for MoNet to 2, as proposed in the respective papers. All the models have 2 layers (input features $\rightarrow$ hidden layer $\rightarrow$ output layer).

For a more balanced comparison, however, we use the same training procedure for all the models. That is, we used the same optimizer (Adam [Kingma and Ba, 2015] with default parameters), same initialization (weights initialized according to Glorot and Bengio [2010], biases initialized with zeros), no learning rate decay, same maximum number of training epochs, early stopping criterion, patience and validation frequency (display step) for all models (Appendix C). We optimize all model parameters (attention weights for GAT, kernel parameters for MoNet, weight matrices for all models) simultaneously. In all cases we use full-batch training (using all nodes in the training set every epoch).
Among the GNN approaches, there is no clear winner that dominates across all the datasets. In (averaged over 100 train/validation/test splits and 20 random initializations for each). The chosen
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variance of the results for each model. A more accurate picture is given by the box plots in Figure 1.

for every model. We performed

an extensive grid search for learning rate, size of the hidden layer, strength of the $L_2$ regularization, and dropout probability (Appendix C). We restricted the random search space to ensure that every

model has at most the same given number of trainable parameters. For every model, we picked the

random weight initializations each for all models and all datasets.

Lastly, we used the exact same strategy for hyperparameter selection for every model. We performed

an extensive grid search for learning rate, size of the hidden layer, strength of the $L_2$ regularization, and dropout probability (Appendix C). We restricted the random search space to ensure that every

model has at most the same given number of trainable parameters. For every model, we picked the

hyperparameter configuration that achieved the best average accuracy on Cora and CiteSeer datasets

(averaged over 100 train/validation/test splits and 20 random initializations for each). The chosen

best-performing configurations were used for all subsequent experiments and are listed in Table 1. In all cases, we use 20 labeled nodes per class as the training set, 30 nodes per class as the validation set, and the rest as the test set.

Results Table 1 shows mean accuracies (and their standard deviations) of all models for all 8 datasets averaged over 100 splits and 20 random initializations for each split. There are a few observations to be made. First, the GNN-based approaches (GCN, MoNet, GAT, GraphSAGE) significantly outperform all the baselines (MLP, LogReg, LabelProp, LabelProp NL) across all the datasets. This matches our intuition and confirms the superiority of GNN-based approaches that combine both the structural and attribute information compared to methods considering only the attributes or only the structure.

Among the GNN approaches, there is no clear winner that dominates across all the datasets. In fact, for 5 out of 8 datasets, scores of the 2nd and 3rd best approaches are less than 1% away from the average score of the best-performing method. If we were interested in comparing one model versus the rest, we could perform pairwise t-tests, as done in Klicpera et al. [2018]. Since we are interested in comparing all the models to each other, we consider the relative accuracy of each model instead. For this, we take the best accuracy score for each split of each dataset (already averaged

Standard deviations are not the best representation of the variance of the accuracy scores, since the scores

are not normally distributed. We still include the standard deviations to give the reader a rough idea of the variance of the results for each model. A more accurate picture is given by the box plots in Figure 1.
We have performed an empirical evaluation of four state-of-the-art GNN architectures on the node classification task. We introduced four new attributed graph datasets, as well as open-sourced a framework that enables a fair and reproducible comparison of different GNN models. Our results highlight the fragility of experimental setups that consider only a single train/validation/test split of the data. We also find that, surprisingly, a simple GCN model can outperform the more sophisticated GNN architectures if the same hyperparameter selection and training procedures are used, and the results are averaged over multiple data splits. We hope that these results will encourage future works to use more robust evaluation procedures.

4 Conclusion

We have performed an empirical evaluation of four state-of-the-art GNN architectures on the node classification task. We introduced four new attributed graph datasets, as well as open-sourced a framework that enables a fair and reproducible comparison of different GNN models. Our results highlight the fragility of experimental setups that consider only a single train/validation/test split of the data. We also find that, surprisingly, a simple GCN model can outperform the more sophisticated GNN architectures if the same hyperparameter selection and training procedures are used, and the results are averaged over multiple data splits. We hope that these results will encourage future works to use more robust evaluation procedures.
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A Differences in training procedures for GNN models

GCN

- Early stopping: stop optimization if the validation loss is larger than the mean of validation losses of the last 10 epochs.
- Full-batch training.
- Maximum number of epochs: 200.
- Train set: 20 per class; validation set: 500 nodes; test set: 1000 (as in the Planetoid split).

MoNet

- No early stopping.
- Full-batch training.
- Maximum number of epochs: 3000 for CORA, 1000 for PubMed.
- Train set: 20 per class; validation set: 500 nodes; test set: 1000 (as in the Planetoid split).
- Alternating optimization of weight matrices and kernel parameters.
- Learning rate decay at predefined iterations (only for CORA).

GAT

- Early stopping: stop optimization if neither the validation loss nor the validation accuracy improve for 100 epochs.
- Full-batch training.
- Maximum number of epochs: 100000.
- Train set: 20 per class; validation set: 500 nodes; test set: 1000 (as in the Planetoid split).

GraphSAGE

- No early stopping.
- Mini-batch training with batch size of 512.
- Maximum number of epochs (each epoch consists of multiple mini-batches): 10.
B Datasets description and statistics

Amazon Computers and Amazon Photo are segments of the Amazon co-purchase graph \cite{McAuley2015}, where nodes represent goods, edges indicate that two goods are frequently bought together, node features are bag-of-words encoded product reviews, and class labels are given by the product category.

Coauthor CS and Coauthor Physics are co-authorship graphs based on the Microsoft Academic Graph from the KDD Cup 2016 challenge\footnote{https://kddcup2016.azurewebsites.net/}. Here, nodes are authors, that are connected by an edge if they co-authored a paper; node features represent paper keywords for each author’s papers, and class labels indicate most active fields of study for each author.

| Classes          | Features | Nodes     | Edges    | Label rate | Edge density |
|------------------|----------|-----------|----------|------------|--------------|
| CORA             | 7        | 1,433     | 2,485    | 7,554      | 0.0563       | 0.0024       |
| CiteSeer         | 6        | 3,703     | 2,110    | 5,778      | 0.0569       | 0.0026       |
| PubMed           | 3        | 500       | 19,717   | 64,041     | 0.0030       | 0.0003       |
| CORA-Full        | 67       | 8,710     | 18,703   | 81,124     | 0.0716       | 0.0005       |
| Coauthor CS      | 15       | 6,805     | 18,333   | 100,227    | 0.0164       | 0.0006       |
| Coauthor Physics | 5        | 8,415     | 34,493   | 282,455    | 0.0029       | 0.0005       |
| Amazon Computers | 10       | 767       | 13,381   | 259,159    | 0.0149       | 0.0029       |
| Amazon Photo     | 8        | 745       | 7,487    | 126,530    | 0.0214       | 0.0045       |

Table 3: Dataset statistics after standardizing the graphs, adding self-loops and removing classes with too few instances from CORA_full. \textbf{Label rate} is the fraction of nodes in the training set. Since we use 20 training instances per class this can be computed as \((\#\text{classes} \cdot 20) / \#\text{nodes}\). The \textbf{edge density} describes the fraction of all possible edges that is present in the graph and can be computed as \#\text{edges} / \left(\frac{1}{2} \cdot \#\text{nodes}^2\right).
C Hyperparameter configurations and Early Stopping

Grid search was performed over the following search space:

- Hidden size: [8, 16, 32, 64]
- Learning rate: [0.001, 0.003, 0.005, 0.008, 0.01]
- Dropout probability: [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8]
- Attention coefficients dropout probability (only for GAT): [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8]
- $L_2$ regularization strength: [1e-4, 5e-4, 1e-3, 5e-3, 1e-2, 5e-2, 1e-1]

We train for a maximum of 100k epochs. However, the actual training time is considerably shorter since we use strict early stopping. Specifically, with our unified early stopping criterion training stops if the total validation loss (loss on the data plus regularization loss) does not improve for 50 epochs. Once training has stopped, we reset the state of the weights to the step with the lowest validation loss.

| Model       | Effective hidden size | Learning rate | Dropout | $L_2$ reg. strength | Trainable weights |
|-------------|-----------------------|---------------|---------|--------------------|------------------|
| GCN         | 64                    | 0.01          | 0.8     | 0.001              | 92K              |
| GAT         | 64                    | 0.01          | 0.6/0.3 | 0.01               | 92K              |
| MoNet       | 64                    | 0.003         | 0.7     | 0.05               | 92K              |
| GS-mean     | 32                    | 0.001         | 0.4     | 0.1                | 92K              |
| GS-maxpool  | 32/32                 | 0.001         | 0.3     | 0.005              | 94K              |
| GS-meanpool | 32/8                  | 0.001         | 0.2     | 0.01               | 58K              |
| MLP         | 64                    | 0.005         | 0.8     | 0.01               | 92K              |
| LogReg      | –                     | 0.1           | –       | 0.0005             | 10K              |

Table 4: Best performing hyperparameter configurations for each model chosen by grid search. GAT has two dropout probabilities (dropout on features / dropout on attention coefficients). All GraphSAGE models have additional weights for the skip connections (which effectively doubles the hidden size). GS-meanpool/GS-maxpool have two hidden sizes (hidden layer size / size of intermediary feature transformation). GAT uses a multi-head architecture with 8 heads and MoNet uses 2 heads, so the hidden state is split over 8 and 2 heads respectively.
D Performance of different models across datasets

(a) CORA

(b) CiteSeer

(c) PubMed

(d) CORA-Full
Figure 1: Boxplots of the test set accuracy of all models on all datasets over 100 random train/validation/test splits with 20 random weight initializations each. Note that a boxplot displays the median of the data as well as the 50% quantiles. Note further that outliers are excluded in these plots since some models have outliers very far from the median which would shrink the resolution of the plots. For a plot including the outliers refer to Figure 2.
Figure 2: Boxplot showing outliers for the Amazon Photo dataset.