Abstract—We introduce a model-based iterative method to obtain shear modulus images of tissue using magnetic resonance elastography. The method jointly finds the displacement field that best fits multifrequency tissue displacement data and the corresponding shear modulus. The displacement satisfies a viscoelastic wave equation constraint, discretized using the finite element method. Sparsifying regularization terms in both shear modulus and the displacement are used in the cost function minimized for the best fit. The formulated problem is bi-convex. Its solution can be obtained iteratively by using the alternating direction method of multipliers. Sparsifying regularizations and the wave equation constraint filter out sensor noise and compressional waves. Our method does not require bandpass filtering as a preprocessing step and converges fast irrespective of the initialization. We evaluate our new method in multiple in silico and phantom experiments, with comparisons with existing methods, and we show improvements in contrast to noise and signal to noise ratios. Results from an in vivo liver imaging study show elastograms of mean elasticity comparable to other values reported in the literature.
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I. INTRODUCTION

ELASTOGRAPHY is a non-invasive approach to image the tissue’s mechanical properties, such as elasticity and viscosity [1], which can provide valuable information on structural change caused by different diseases [2]–[4]. Elastography reconstruction (ER) involves solving a non-linear ill-posed inverse problem to retrieve the tissue elasticity from displacement captured by magnetic resonance imaging (MRI) or ultrasound (US) [5]. In order to increase the numerical stability of elasticity reconstruction, the tissue is often considered to be locally homogeneous and incompressible, with tissue waves assumed to be purely in shear [6]. These assumptions give rise to an independent Helmholtz equation for each component of the displacement, leading to fast and straightforward reconstruction methods such as Direct Inversion [7], local frequency estimation (LFE) [8], and tomoelastography (k-MDEV) [9]. The local homogeneity assumption is not met in most tissues. Therefore, when a homogeneous model is used in the ER, significant boundary artifacts and amplification of measurement noise may appear, reducing the reconstructed elasticity map’s resolution and quality [10].

Moreover, ER is an ill-posed inverse problem. As a result, removing noise effects requires careful filter design as a preprocessing stage [11]. Most approaches utilize tissue displacement bandpass filtering as a preprocessing stage to constrain the resultant elasticity to a known range [6]. However, designing a bandpass filter for a narrow range of elasticity without losing relevant information can be difficult. As a result, bandpass filtering either smoothes out the tissue boundaries or amplifies the boundary artifacts. Moreover, the effectiveness of bandpass filtering in removing the compressional waves is still under question for heterogeneous media. Therefore, numerical derivative methods such as curl-based filtering of the displacements are a requirement for extracting the shear waveform [12]. However, numerical derivative methods tend to amplify the measurement noise in the displacement pattern. Alternatively, the weighted average of elasticity maps from multifrequency and multi-component displacement are used in techniques such as multifrequency dual elasticity viscosity reconstruction [6] and tomoelastography [9]. These methods use empirically weighted averaging to reduce the frequency-dependent sparse noise and the measurement noise. These methods have shown improved fidelity for simulated and real-tissue data compared to reconstruction from a single displacement field [9].

An alternative way to circumvent the denoising stage is to use a iterative model fitting approach to fit the displacement to the underlying elastic wave equation [13]. In contrast to direct inversion, the displacement is calculated using the wave equation, and iteratively the shear modulus that minimizes the distance between the measured displacement and simulated displacement is generated. As a result, iterative methods are more robust to data quality and do not require preprocessing, such as bandpass filtering. However, as the iterative model fitting for ER is a non-convex optimization algorithm, global convergence is not guaranteed, and the reconstruction results strongly depend on the initialization [14]. Most of the iterative reconstruction methods in elastography solve the required nonlinear problem by utilizing a Newton-like approach [15]. In the absence of surface force measurements, the gradient calcula-
tions of the iterative methods are sensitive to the conditioning of the displacement fitting, requiring high mesh density to converge [10]. The use of multi-initialization, along with multifrequency modeling can provide more robust reconstruction at the expense of higher computational cost [14].

Our recent preliminary work has reformulated the 2D iterative ER method as a convex optimization problem with a bi-affine equality constraint, which was solved using the alternative directional method of multipliers (ADMM) [16]. Termmed as Elasticity Reconstruction using Bi-convex ADMM (ERBA), this method allowed the recovery of both the elasticity and displacement fields using a series of direct solutions of the displacement fitting and elasticity inversion, where both problems are well-conditioned. The results have shown better reconstruction quality with robustness to initialization. Additionally, the use of the wave equation as an equality constraint proved to provide better results for stiff inclusions than using the wave constraint as a penalty as in [17]. However, as a two-dimensional method, ERBA requires the plane stress assumption for an accurate estimation of shear modulus. Studies of the waveguide effect have shown that 3D inversion and curl-filtering are required for accurate estimation of elasticity in heterogeneous materials [12]. Moreover, frequency-dependent sparse noise associated with displacement nodes generates artifacts in the image reconstruction, which are hard to eliminate with single frequency displacement fields [6].

A. Paper Contribution

This paper reports two elasticity reconstruction methods termed Elasticity Reconstruction with dual Sparsity by ADMM (ERSA) and Multifrequency Elasticity Reconstruction with dual Sparsity by ADMM (MERSA). Unlike ERBA, ERSA and MERSA uses a 3D viscoelastic wave constraint, and is formulated using a mixed finite element model (FEM) that takes the hydrostatic pressure as an additional unknown variable [5], [18]. In addition, MERSA uses a 3D multifrequency viscoelastic wave constraint to fit multi-frequency displacements with a single elasticity map. This model does not require the local homogeneity assumption and does not neglect the compressional waves. As a result, the mixed-FEM can provide greater accuracy and resolution [19]. This paper also presents a mixed-FEM system for multifrequency displacement data. While multifrequency iterative ER [14] and 3D iterative ER [15] have been proposed in previous literature, MERSA incorporates multifrequency and works with 3D displacements. As a result, MERSA does not require plane stress or plane strain assumptions and can additionally provide high quality ER while eliminating frequency-dependent sparse noise.

Previous multifrequency iterative ER methods have shown a strong dependency on the initialization due to the convergence being only local [14]. To improve convergence, we incorporate in MERSA sparsity priors on both displacement and elasticity. Particularly, we propose a k-space sparsity prior that filters out the high frequency dense sensor noise. Moreover, we apply an isotropic total variation (TV) prior on the elasticity to retain sharp edges. Although sparsity of measurements has been previously shown to provide better performance for low dose computed tomography reconstruction [20], such approaches have not been investigated in ER previously.

We also incorporate a sub-zone based method similar to [13], [15] to reduce computational complexity. Unlike previous methods, we apply the global regularization prior on the elasticity map, which significantly reduces the block artifacts and requires less overlap of the sub-zones. Finally, the use of bi-convex ADMM in MERSA with consensus optimization over the elasticity map allows closed-loop well-conditioned inversion of displacement and elasticity for each sub-zone separately. Using sub-zones reduces the computational burden in the 3D FEM matrix formulation and inversion. The variable splitting method associated with ADMM allows easy implementation of the sparsity regularization on displacement. Besides, the consensus ADMM formulation ensures retaining the separability over the sub-zones while imposing a 3D total variation prior on the global elasticity map.

We evaluate the performance of MERSA in comparison with well-established ER methods in numerical simulations, phantom studies, and in an in vivo liver study to demonstrate the goal of achieving high resolution and accuracy with robustness to measurement data quality.

B. Paper Organization

The rest of the paper is organized as follows: The new MERSA method is presented in Section II. We detail the experimental setups, datasets, evaluation metrics, and the other methods used for comparison in Section III. The results are described in Section IV and a detailed discussion of the results is presented in Section V.

II. METHODS

In this section, we first introduce the conventional FEM elasticity reconstruction using the direct method and the iterative method. Then, we present our proposed methods for single frequency (ERSA) and multi frequency (MERSA), and the optimization model that is used for reconstruction.

A. FEM Formulation for Elastic Waves in Tissue

Consider a linear, isotropic, incompressible, elastic medium subjected to a time harmonic excitation with a driving frequency $\omega$. If $\mathbf{u} : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{C}^3$, $(x, \omega) \to \mathbf{u}(x, \omega)$ is the discrete displacement field in the Fourier domain, we can discretize the elastic wave equation using the Finite Element Method (FEM) as follows [10]:

$$[\mathbf{K}_\mu(\mu) - \omega^2 \mathbf{M}(\rho)] \mathbf{u} + \mathbf{K}_p p = 0, \quad (1)$$

where the first term $\mathbf{K}_\mu$ is the stiffness matrix, which is a function of the shear modulus $\mu$. The second term $\mathbf{M}$ is the mass matrix, which is a function of the density of the material $(\rho)$. The third term is associated with the pressure variable defined by $p = \lambda (\nabla \cdot \mathbf{u})$. Here, $\lambda$ is the Lamé’s first parameter, and $\nabla$ is the gradient operator. The model in Eq. [1] is called the “mixed-FEM” [5], [18]. In this model, the complex shear modulus captures both the storage shear modulus, and the loss shear modulus as the real and imaginary parts of $\mu = \mu_r + i\mu_i$. The complex shear modulus $\mu$ can be reconstructed using either direct inversion or iterative methods from the mixed-FEM model.
1) Mixed-FEM Direct Inversion of Shear Modulus: Reconstructing the shear modulus using the direct inversion method involves reorganizing the terms in equation [1] to obtain linearized equations for \( \mu \) and \( p \) given by [5], [18]:

\[
K_u (u) \mu + K_p p = f (u) \tag{2}
\]

where \( K_u \) is the resultant coefficient matrix after reorganizing the first term in equation [1] with respect to \( \mu \), with \( K_u (u) \mu = K_\mu (\mu) u \) and \( f (u) = \omega^2 M u \). Direct inversion methods use the measured displacement directly in the wave constraint model to reconstruct the elasticity. Therefore, any inconsistency with the wave constraint model and the real displacement can cause artifacts in the reconstructed elastogram. Direct inversion methods usually involve a displacement preprocessing stage such as bandpass filtering to remove measurement noise and compressional waves from the measured displacement pattern. Moreover, regularization techniques such as sparsity regularization [5] are necessary for stable inversion.

2) Mixed-FEM Iterative Methods: In iterative methods for elasticity reconstruction [13], [15], [17], the ER problem is formulated as a constrained optimization problem that finds the shear modulus distribution \( \mu \) and pressure variable \( p \) that minimize the distance between the measured displacement \( v \) and the calculated displacement phasor \( u \) from [1]:

\[
\begin{align*}
& \min_{\mu \in \mathbb{C}^N} \min_{p \in \mathbb{C}^N} \begin{cases} \\
\frac{1}{2} \| u (\mu, p) - v \|^2 + \mathcal{R} (\mu) \quad \text{in } \Omega \end{cases} \\
& \mathcal{K}_\mu (\mu) - \omega^2 M u + K_p p = 0
\end{align*} \tag{3}
\]

where \( \mathcal{R} (\mu) \) represents a regularization function to apply \textit{a priori} knowledge on \( \mu \). Iterative methods are more robust to low displacement quality as the noisy measured displacement is fitted to the given wave equation constraint. Thus we expect an iterative method to more effectively remove noise in the displacement pattern while reconstructing the elastogram. However, the wave constraint model constitutes a bi-linear constraint optimization in terms of \( \mu \) and \( u \), and therefore does not guarantee global convergence. Most methods solve the optimization using a quasi-Newton or a conjugate gradient method. This requires calculating the Jacobian of the cost function given in [3] with respect to the shear modulus \( \mu \), which does not have a closed-form solution. Numerical differentiation to find the Jacobian would require solving the forward problem \( N \) times for each iteration. Alternatively, the Jacobian can be determined using only two solutions of the forward problem for each iteration using the adjoint method [15]. In our preliminary work presented as ERBA [16], we have introduced bi-convex ADMM as an alternative optimization technique to gradient descent. In the case of the 2D scalar wave equation, ERBA resulted in less dependency on the initialization and more robustness to noise. However, ERBA did not consider the hydrostatic pressure. In the following, we extend ERBA to the 3D mixed-FEM formulation.

B. ERSA: Elasticity Reconstruction using Structured Sparsity and ADMM

We adopt the following dual-domain sparse reconstruction model as our framework for elastography reconstruction:

\[
\begin{align*}
& \min_{\mu \in \mathbb{C}^N} \min_{u \in \mathbb{C}^N} \min_{p \in \mathbb{C}^N} \left\{ \frac{1}{2} \| u - v \|^2 + \mathcal{R}_\mu (\mu) + \mathcal{R}_u (u) + \mathcal{R}_p (p) \right\} \\
& \text{subject to } \mathcal{K}_\mu (\mu) - \omega^2 M u + K_p p = 0 \quad \text{in } \Omega \tag{4}
\end{align*}
\]

We termed this formulation as \textbf{E}lasticity \textbf{R}econstruction \textbf{U}sing \textbf{S}tructured \textbf{Sparsity} and \textbf{A}DMM (ERSA). In the above equation, the first quadratic error term penalizes the difference between the measured displacement \( v \) and calculated displacement \( u \). The second, third, and fourth terms are the regularization functions for elasticity \( \mathcal{R}_\mu (\mu) \), displacement \( \mathcal{R}_u (u) \), and hydrostatic pressure \( \mathcal{R}_p (p) \) respectively. For elasticity, we use an isotropic TV regularizer, which assumes tissue elasticity to be piece-wise smooth. The TV regularizer also contains a box-constraint prior to restrict the elasticity values to a specific range.

The displacement phasor noise can be modeled accurately by a combination of high spatial frequency dense noise and low spatial frequency dense noise [11]. Therefore we use a k-space sparsity prior to remove the dense noise from the spatial frequency domain. The k-space sparsity prior, the wave constraint fitting, and the box-constraint prior on the elasticity values mimic the effect of bandpass filtering to remove high frequency noise and low frequency compressional waves. The use of box constraints in elasticity estimation further filters out the long wavelength components of compression waves from the measured displacement. Here, we have used an orthogonal 3D-FFT transform to take the displacement to k-space, where we used a sparsifying \( L^1 \) norm:

\[
\begin{align*}
& \mathcal{R}_\mu (\mu) = \gamma_\mu \| \mu \|_{TV} \tag{5a} \\
& \mathcal{R}_u (u) = \gamma_u \| u \|_1 = \gamma_u \| \text{FFT}(u) \|_1 \tag{5b}, \\
& \mathcal{R}_p (p) = \frac{\gamma_p}{2} \| \nabla p \|_2^2 \tag{5c}
\end{align*}
\]

where \( \| . \|_{TV} \) represents the isotropic discretized TV-norm [21], \( \hat{u} \) is the corresponding k-space transform of \( u \), and \( \gamma_\mu \) and \( \gamma_u \) are regularization weights. We used the \( L^2 \) norm of the hydrostatic pressure gradient to regularize the hydrostatic pressure \( p \). The difference between ERSA and [14] is the use of an exact constraint on the wave equation for simultaneous reconstruction of \( u \) and \( \mu \) with dual sparsity, and the bi-convex structure to employ ADMM. Next, we describe the extension of ERSA for multifrequency displacement.

C. MERSA: Multifrequency ERSA

In harmonic elastography, regions of zero displacement amplitude cause most inversion methods to fail and are difficult to predict as they depend on poorly defined boundary conditions. As a result, most direct inversion methods utilize multifrequency excitation to generate robust elasticity reconstruction [6], [9]. In our model, we use a multifrequency joint reconstruction to find \( (\mu^*, U^*, P^*) \) that solve the analog of
Eq. 1 for $J$ frequencies:

$$\min_{\mu \in \mathbb{C}^N} \left\{ \frac{\mu}{2} \|U - V\|^2 + R_\mu (\mu) + R_U (U) + R_P (P) \right\} \quad \text{subject to} \quad \left[ \mathbb{K}_\mu (\mu) - M \right] U + \mathbb{K}_P P = 0 \quad \text{in} \ \Omega \right\} \quad (6)$$

where $U, V, P, K, M, K_P, R_U$ and $R_P$ are now representing multi-frequency displacements. Their definitions are given in the appendix.

**D. Optimization Using Sub-zone-based Inversion**

For ease of computation, we reformulate (6) to incorporate the overlapping sub-zones [13] with a global regularization prior on the elasticity map [22]. We define $\nu_i, Q_i,$ and $W_i$ to be the restrictions of $\mu, P,$ and $U$ to local sub-zone $i$. The sub-zone problem solves for $(\mu^*, W^*, Q^*)$ by minimizing:

$$\min_{\mu \in \mathbb{C}^N} \left\{ \gamma_\mu \|\mu\|_T \right\} \right\} \quad (7)$$

Here, $S_i$ is a $3MJ \times 3NJ$ matrix and $T_i$ is an $M \times N$ matrix that selects the multifrequency displacements, and the elasticity values for the $i^{th}$ sub-zone, respectively, and $N_w$ is the number of sub-zones. The cost function is minimizing the sum of the cost functions for all the sub-zones. Each sub-zone follows a wave-constraint model in their respective domain, while the TV regularization prior works on the global elasticity map $\mu$ to reduce the blocking artifact (Fig. 1). We have used regularized consensus ADMM [22]. The augmented Lagrangian function can be written as shown in (8), where $\alpha_c, \alpha_\mu,$ and $\alpha_P$ are the penalty parameters and $\lambda_{c,i}, \lambda_{\mu,i},$ and $\lambda_{W,i}$ are the Lagrange multipliers for the respective equality constraint for the $i^{th}$ sub-zone. The consensus ADMM decomposed (8) into five sub-problems, which are alternatively solved at each iteration. These sub-problems are described in detail in the appendix. In summary, in each iteration we first obtain an estimate of the local elasticity for each sub-zone using the current estimate of displacement. Then, we combine all the local elasticity using the TV prior to obtain the global elasticity. Next, for each sub-zone, new estimates of the local displacement is obtained by fitting the wave equation with the current estimate of shear modulus. The current estimate of the displacement then denoised using the k-space sparsity. Lastly, dual variables are updated to accumulate the errors in all three equality constraints given in Eq. 7.

**Algorithm 1 MERSA**

**Input:** Measured displacement $V$

**Output:** $U, P, \mu$

1: Divide the displacement volume into overlapping sub-zones and construct the corresponding mapping matrix $S_{1,...,S_{Nw}},$ and $T_{1,...,T_{Nw}}$

2: For all sub-zones: initialize all Lagrange multipliers as the all-zero vector, $W_i = S_i V,$ and $k = 1$

3: repeat

4: for all sub-zones $i$

5: construct the matrices $K_{U_i}$ and $K_{P_i}$

6: update $\nu_i$ and $Q_i$ with direct inversion using [14]

7: construct the matrices $K_{\mu,i}$ and $M_i$

8: update $W_i$ with forward solution using [16]

9: update $W_i$ with soft-thresholding [17]

10: end for

11: update $\mu$ with TV denoising using [15]

12: for all sub-zones $i$

13: update $\lambda_{c,i}, \lambda_{\mu,i}, \lambda_{W,i}, \lambda_{\nu,i}$ with [18]

14: end for

15: $k = k + 1$

16: until $\|\mu^k - \mu^{k-1}\|_T \leq Tol_\mu$ or $k \geq MaxIter$

17: return $\mu, U, P$

Even though the wave constraint FEM model is bi-convex, global convergence is not guaranteed [14], [15]. However, there is evidence that ADMM provides a faster convergence [16], [22]. In the preliminary version of this work, we have shown empirically for 2D FEM models that ADMM provides better convergence performance than the gradient-based iterative methods [16].

**III. Method Evaluation**

Below first we describe the in silico, phantom and in vivo liver dataset used for the validation of the proposed methods. Then, we present the implementation details for ERSA and MERSA followed by the details of the state-of-the art methods used for comparison and the evaluation metrics.

**A. Dataset**

1) **Numerical Simulations:** Elastic wave simulations using the viscoelastic wave equation given in (1) were carried out for three models, as shown in Fig. 2. Here we reuse two models from a previous work, which have been investigated to compare different direct inversion methods [19]. We use the full harmonic option in ANSYS 2020 R2. All models are discretized using 10-node tetrahedral elements (solid187)
with an element size of 0.5 mm. All three phantoms have a background elasticity of 10 kPa, Poisson’s ratio of 0.495, and a density of 1000 kgm$^{-3}$, and are subjected to harmonic frequencies between 10 Hz and 400 Hz. Their properties are listed in the caption of Fig. 2. For the last model, viscosity is incorporated in the wave equation using complex shear moduli. This model has three cylindrical inclusions of 4 mm radius with elasticity values of 5 kPa, 20 kPa, and 30 kPa. The loss ratio of different regions is chosen to achieve a uniform loss modulus of 0.6 kPa.

2) Phantom Experiments: The method was tested on two sets of phantoms. A cohort of liver mimicking elasticity phantoms (Model 039, CIRS Inc., Norfolk, USA) and a quality assurance phantom (Model 049, CIRS Inc., Norfolk, USA) with four different spherical inclusions. The phantoms’ characteristics are described in the results section. The CIRS 039 model was imaged at a voxel size of 1.705 mm $\times$ 1.705 mm at four frequencies of 50, 55, 60 and 65 Hz with a gradient echo MRE sequence [23]. The slice thickness was 5 mm and the number of slices is 16. Compared to the CIRS039 phantoms, the CIRS 049 phantom has a higher elasticity. As a result, we have used a higher vibration frequency of 210 Hz and 250 Hz with a spin-echo MRE sequence ([16]) at a voxel size of 1.38 mm $\times$ 1.38 mm and at a slice thickness of 1.5 mm. The mechanical motion was captured at 8 states for the CIRS049 and 4 states for the CIRS039 phantom. All experiments were performed on a Philips Achieva 3T system (Philips Inc., Netherlands).

A CIRS-provided certificate was used as a gold standard for the CIRS049 phantom. For the CIRS039 phantoms, we report both the manufacturer’s range (this has been revised by CIRS since the purchase of the phantom), and measured reference elasticity values using a Verasonics Vantage$^\text{TM}$ scanner following the QIBA protocol [24]. We did not use the QIBA protocol on the CIRS049 phantom due to the presence of heterogeneity.

3) In vivo Experiment: After ethics approval from the University of British Columbia Clinical Research Ethics Board, the proposed method was tested in liver MRE in five healthy volunteers who have provided informed consent. All the scanning was performed using the Philips Elition 3T X scanner. A breath-hold MRE sequence was used to image the displacements at four vibration frequencies 50, 55, 60, and 65 Hz. A four point unbalanced encoding strategy that imaged the displacement in three orthogonal directions: slice, measurement and phase, and a reference scan with disabled motion encoding gradient was used for capturing the three-directional MRE. The reconstruction voxel size for the displacement was 1.7 mm $\times$ 1.7 mm with a slice thickness of 5 mm. Each frequency and direction of the displacement consisted of eight slices and four dynamics. Note that only one displacement direction and frequency was captured per breath-hold. Each breath-hold was less than 18 seconds. No registration was applied between the displacements from different frequencies and directions. A T2W sequence was used with the same field of view as the MRE to generate the anatomical reference of the liver. In addition, 2D MRE with the Resoundant system was also performed with the following settings: resolution: 1.17 mm $\times$ 1.17 mm; slice thickness: 10 mm; slice gap: 1 mm; vibration frequency: 60 Hz. The reconstructed elastogram and associated confidence map for Resoundant was obtained from the scanner.

B. Implementation Details for ERSA and MERSA

The displacement fields captured for both phantom and in vivo data are first transformed to displacement phasors by taking the Fourier transform in time and taking the fundamental frequency component. The displacement phasors are sequentially phase unwrapped and interpolated to an isotropic grid. For all cases, we interpolate the slices in the in-plane resolution. A three-dimensional plane fitting method was used to calculate the numerical derivative with a span of 3 pixels for finding the displacement gradient for elasticity inversion in both MERSA and Mixed-FEM.

All the regularization parameters were optimized empirically from a single numerical phantom dataset. For this reason, we have used the heterogeneous numerical phantom with the 5 mm spherical inclusion as shown in Fig. 2. The simulated
displacement from the phantom is contaminated with Gaussian noise to achieve a SNR of 25 dB. The regularization parameters were optimized to achieve the lowest error. For all the other experiments, the same set of parameter values was used without fine tuning. Sub-zones of 21 mm × 21 mm × 21 mm were used with a stride of 17 mm in each dimension. The initial guess for the shear modulus \( \mu \) was 3 kPa+0i kPa for all the experiments, while the measured displacement is taken as the initial guess for the fitted displacement (i.e., \( W_0 = S_i V \)). We use an FEM system with an eight-node quadratic shape function for displacement and constant shape functions for hydrostatic pressure and shear modulus.

The regularization parameters, along with their normalizing factors, are listed in Table I. The regularization parameter \( \alpha _\mu \) was selected to obtain an estimated condition number for the inversion \( (\alpha _\mu K_u [K_u + \alpha I]) \) equal to \( 2^{12} \). In this case, to calculate \( K_u \), the measured displacement \( V \) is used. Similarly, the value of \( \rho \) is selected to obtain an estimated condition number for the inversion \( (\alpha _c [K - M]^T [K - M] + \rho I)] \) equal to \( 2^4 \). In this regard, we use the shear modulus \( \mu ^1 \), which is the estimate after the first global elasticity update.

Instead of using an absolute value for the regularization parameter for priors \( (\gamma _\mu , \gamma _c) \), we selected relative values with respect to the maximum value of the projection in the respective sparsity transform [22].

### C. Performance Comparison with Other Methods

To evaluate the performance of the proposed method, we compare the results with direct inversion methods such as sparsity regularized based mixed FEM (Mixed-FEM) [5], local frequency estimation (LFE) [8], and tomoelastography (kMDEV) [9]. For Mixed-FEM, we utilize the implementation detailed in [10], which uses the sparsity regularization for better conditioning of (2). The sparsity regularization is achieved by applying a truncated Discrete Cosine Transform as a pre-multiplier to the unknown parameter. In turn, this reduces the rank of the inverse problem and provides robustness to noise. Since Mixed-FEM is a single frequency implementation, for the multifrequency results shown for CIRS049 and \textit{in vivo} liver volunteer data, we take the average of the single frequency implementation.

In addition to Mixed-FEM, we also use two well-known reconstruction algorithms: local frequency estimation (LFE) [8] and kMDEV [9]. LFE assumes the measured displacement to be due to a shear wave and uses spatial filter banks to estimate the local wavelength from the measured displacement [8]. This work used the LFE implementation given in [19], [25]. We used a fourth order Butterworth bandpass filtering with a range from 1 kPa-40 kPa for synthetic phantoms, CIRS039 phantoms, and \textit{in vivo} liver data. For the CIRS049 phantom, the bandpass filtering range was changed to 1 kPa-70 kPa. kMDEV is a 2D method that decomposes the measured displacement into plane waves moving in different directions and estimates the local wavelength from each direction with the finite difference method [9]. We have used the implementation available online at BIOQIC [26]. The default settings were used for CIRS039 phantoms and the \textit{in vivo} liver data. We have changed the smoothing strength to 0.1 mm from 2.75 mm for the CIRS049 phantom with feedback from BIOQIC. For the numerical phantoms, the smoothing strength of 0.7 mm is used, which corresponds to the best performance in terms of RMSE for the single inclusion numerical phantom with an inclusion radius of 5 mm. Since kMDEV produces shear speed \( c \) and attenuation \( a \), the complex shear modulus is calculated by:

\[
\mu = \frac{\rho}{\left( \frac{1}{c^2} - i \frac{1}{2 \pi a} \right)^2}. \tag{9}
\]

However, as the attenuation \( a \) is affected more by noise than \( c \), we used the simplified \( 3 \rho c^2 \) for the storage modulus. Both LFE and kMDEV support multi-direction and multifrequency reconstruction using weighted averaging of the single frequency reconstruction.

We evaluate the usefulness of using the multifrequency reconstruction method by comparing the performance of MERSA with multifrequency displacement and single frequency displacement. For ERSA, we have used the same regularization parameter as given in Table I.

For the CIRS039 phantom and \textit{in vivo} liver study, we compare the results with elasticity measured by the Resoundant system. However, the vibration frequency of 60Hz was not sufficiently high for the CIRS049 phantom and these results are not reported.

### D. Evaluation Metrics

We evaluated the reconstructed elasticity using the Root-mean-squared-error (RMSE) defined by:

\[
RMSE = \sqrt{\frac{1}{m} \left\| \frac{\mu_{rec} - \mu_{GT}}{\mu_{GT}} \right\|}_1 \tag{10}
\]

where \( \mu_{rec} \) and \( \mu_{GT} \) are the reconstructed elasticity and the ground truth elasticity respectively. In case we are showing the results for elasticity and viscosity separately, we use RMSE\(_E\) and RMSE\(_V\) to show the error for elasticity and viscosity respectively.

For elasticity we have also used the contrast-to-noise ratio (CNR), which is a measure of the sharpness of reconstruction.
between two different homogeneous regions denoted as background and inclusion. For example, if the mean and standard deviation of elasticity for background and inclusion are $\mu_{bkg}$, $\mu_{inc}$, $\sigma_{bkg}$ and $\sigma_{inc}$ respectively, then the CNR is given by:

$$CNR = \frac{2 (\mu_{inc} - \mu_{bkg})^2}{\sigma_{bkg}^2 + \sigma_{inc}^2}$$  \hspace{1cm} (11)

For elasticity reconstruction of the CIRS phantom, we have measured the two-way interclass correlation (ICC) with the reported elasticity values [27], [28].

IV. RESULTS

This section describes various experiments conducted to quantitatively and qualitatively evaluate the performance of MERSA. Implementation settings are summarized in III-B. To avoid duplication, specific experimental details are provided only in the figure captions.

A. Effect of Mesh Size to Wavelength Ratio on the Accuracy of Elasticity Reconstruction

The homogeneous numerical phantom’s elasticity was reconstructed for both noiseless and noisy displacements using ERSA, MERSA, LFE, and Mixed-FEM. The results of the RMSE with voxel ratio to wavelength ($r_m$) are shown in Fig. 3. ERSA, LFE, and MERSA are less affected by $r_m$ compared to mixed-FEM. ERSA performs better than MERSA at $r_m \geq 0.13$.

B. Detectability of Inclusions

The reconstruction results for inclusions of radii from 1 mm to 7 mm are given in Fig. 4. The effect of discretization is more prominent for the single frequency Mixed-FEM implementation. ERSA is less affected by discretization and provide lower intra-region variance; MERSA produce the best CNR, as shown in the CNR comparison plot in Fig. 5.

C. Viscoelastic Reconstruction

The reconstruction quality comparison on the multi-inclusion phantom with homogeneous viscosity for LFE, Mixed-FEM, ERSA, and MERSA is shown in Fig. 6 and the
TABLE II: Comparison of RMSE for loss (RMSE_L) and storage (RMSE_S) moduli and CNR for the Multi-Inclusion Numerical Phantom. MF represents multifrequency implementation using 100 Hz, 200 Hz and 300 Hz frequencies. The best results are shown in bold.

| Method  | Frequency | RMSE_L | RMSE_S | CNR_L | CNR_S |
|---------|-----------|--------|--------|-------|-------|
| Mixed-FEM | 100       | 0.34   | 1.63   | 32.8  | 32.8  | 35.6  |
|         | 200       | 0.38   | 1.78   | 19.4  | 25.3  | 31.2  |
|         | 300       | 0.51   | 2.71   | 0.0   | 9.1   | 22.1  |
| LFE     | MF        | 0.34   | -      | 10.3  | 2.5   | 6.3   |
| kMDEV   | MF        | 0.38   | 7.1    | 1.3   | 1.7   | 2.5   |
| ERSA    | 100       | 0.25   | 1.64   | 33.6  | 10.0  | 13.7  |
|         | 200       | 0.24   | 1.37   | 36.1  | 23.2  | 21.9  |
|         | 300       | 0.19   | 1.53   | 32.2  | 44.8  | 47.5  |
| Median  | 0.20      | 0.95   | 53.9   | 27.9  | 43.4  |
| MERSA   | MF        | 0.15   | 0.86   | 81.9  | 54.2  | 57.5  |

TABLE III: Reconstructed elasticity for the CIRS 039 Homogeneous phantoms by various methods, expressed in kPa with mean ± standard deviation format. The last column shows the ICC value.

| Phantom | CIRS | Phantom 1 | Phantom 2 | Phantom 3 | Phantom 4 | ICC  |
|---------|------|-----------|-----------|-----------|-----------|------|
| QIBA    | 2.5 ± 0.2 | 6.3 ± 0.5 | 15.9 ± 0.4 | 33.3 ± 1.7 | 0.93      |
| Mixed-FEM | 2.5 ± 0.1 | 6.5 ± 0.3 | 15.4 ± 0.2 | 17.8 ± 3.7 | 0.59      |
| LFE     | 2.5 ± 0.0 | 6.3 ± 0.2 | 14.3 ± 1.2 | 25.5 ± 3.0 | 0.86      |
| kMDEV   | 2.5 ± 0.1 | 7.0 ± 1.9 | 16.9 ± 5.2 | 22.3 ± 10.2 | 0.70      |
| Resoundant | 2.7 ± 0.1 | 7.2 ± 0.3 | 18.1 ± 1.3 | 32.3 ± 3.7 | 0.91      |
| ERSA 50 | 2.4 ± 0.1 | 6.6 ± 0.1 | 15.0 ± 0.6 | 15.0 ± 3.8 | 0.49      |
| ERSA 55 | 2.4 ± 0.0 | 6.8 ± 0.4 | 15.5 ± 1.5 | 24.0 ± 2.2 | 0.76      |
| ERSA 60 | 2.5 ± 0.1 | 6.5 ± 0.2 | 12.2 ± 1.5 | 14.5 ± 8.2 | 0.44      |
| ERSA 65 | 2.7 ± 0.1 | 7.0 ± 0.2 | 16.5 ± 0.8 | 24.4 ± 6.0 | 0.77      |
| MERSA   | 2.5 ± 0.0 | 6.7 ± 0.4 | 15.2 ± 0.7 | 28.4 ± 2.4 | 0.86      |

The mean and standard deviation of a region of interest defined by a 20 mm radius circle was calculated for Mixed-FEM, LFE, kMDEV, Resoundant and MERSA. The results are shown in Table III. MERSA gives elasticity values close to the elasticity measured by QIBA for the first three phantoms. However, the elasticity is underestimated by around 15% for the stiffest phantom because of the low r_w values, which resulted in an around 5% lower ICC value compared to Resoundant. Compared to QIBA, we see Resoundant consistently overestimates the elasticity value for all the phantoms except the stiffest phantom.

D. Tissue Mimicking Phantoms

The mean and standard deviation of a region of interest defined by a 20 mm radius circle was calculated for Mixed-FEM, LFE, kMDEV, Resoundant and MERSA. The results are shown in Table III. MERSA gives elasticity values close to the elasticity measured by QIBA for the first three phantoms. However, the elasticity is underestimated by around 15% for the stiffest phantom because of the low r_w values, which resulted in an around 5% lower ICC value compared to Resoundant. Compared to QIBA, we see Resoundant consistently overestimates the elasticity value for all the phantoms except the stiffest phantom.

Fig. 9 shows the mid-slice of the reconstructed elasticity for the CIRS 049 phantom obtained with LFE, kMDEV, Mixed-FEM and MERSA. Qualitatively, MERSA resulted in well-defined inclusion boundaries with high contrast to the background, while there was some smoothing effect in LFE and Mixed-FEM. For quantitative evaluation, we have plotted the mid-line cutting through the inclusion in Fig. 7 which shows MERSA, ERSA, and Mixed-FEM to most closely follow the reference pattern. Table IV confirms that MERSA provides the best CNR and ICC values.

E. In vivo Liver Elastography

Fig. 8 shows the elasticity map reconstructed by different algorithms for a healthy volunteer. The leftmost image in the top row is the corresponding T2W image to give an anatomical reference. Also, we show the displacement phasor at 60Hz for all three directions in the top row. We compared the results with LFE [8], kMDEV [9], and Mixed-FEM [5]. It can be seen that the Mixed-FEM and MERSA provide similar results. We can also see from the results from ERSA, MERSA and Mixed-FEM, that the storage modulus and loss modulus estimates are very low at spatial locations where the wave amplitude is small inside the liver.

We compared the mean elasticity of the liver in five volunteers in Fig. 9. The region of interest is manually selected from the mid-slice, where displacement amplitude is sufficiently high. All the methods follow a similar trend with subjects. However, there seems to be an underestimation of the mean storage modulus of Mixed-FEM and MERSA compared to LFE and kMDEV.

V. DISCUSSION AND CONCLUSION

Compared to finite difference based methods [6], FEM based methods only require first order differentiation of noisy measurements [5]. Furthermore, most of the finite difference-based methods require the local homogeneity assumption. Methods such as the heterogeneous multifrequency direct inversion (HMDI) do not require the local homogeneity assumption and have provided better CNR [29]. FEM based methods also do not require local homogeneity assumption [5]. Furthermore, FEM based methods such as the Mixed-FEM method take the hydrostatic pressure as an unknown [5], [18], and thereby do not require removing the divergence of displacement using noise amplifying methods such as curl filtering or high pass filtering. However, as Mixed-FEM methods have more unknowns than finite difference based methods, they require regularization. For example, Mixed-FEM with sparsity regularization can reduce the number of unknowns and improve the reconstruction quality compared to curl-based finite difference methods and curl-based finite element methods [19]. However, as noted in previous studies, the results of Mixed-FEM direct inversion methods depend on the displacement quality and mesh density [17]. This is also evident in the Mixed-FEM results for the homogeneous phantom given in Fig. 3. A significant increase in RMSE with noisy measurements is observed as r_w value decreases. Fig 4 and Fig. 6 show a similar trend for detecting stiff inclusions, where noise causes underestimation of the inclusion elasticity.

Iterative methods can potentially provide more robustness to measurement quality, as the measurement is fitted with a model, which offers displacement noise filtering. However,
TABLE IV: Comparison of reconstructed mean elasticity, standard deviation, CNR, and interclass correlation (ICC) with reported elasticity for different reconstruction algorithm for CIRS049 Phantom. The best result for CNR values and ICC are marked with bold. All the elasticity values are shown in kPa.

| Methods     | Regions | Background | Inclusion 1 | Inclusion 2 | Inclusion 3 | Inclusion 4 | ICC  |
|-------------|---------|------------|-------------|-------------|-------------|-------------|------|
|             |         | Mean       | Mean        | CNR         | Mean        | Mean        | Mean  | 
| Reported expected range | 17.5 ± 22 | 5.5 ± 7 | - | 10 − 12.5 | - | 32 − 41 | - | - |
| LFE [8]     |         | 16.9 ± 0.7 | 8.6 ± 0.4 | 213         | 9.1 ± 0.4   | 166         | 22.8 ± 0.7 | 64.5 | 34.4 ± 0.8 | 489 | 0.6484 |
| Mixed-FEM [10] | 18.3 ± 0.8 | 6.2 ± 1.0 | 162 | 8.6 ± 0.4 | 320 | 27.5 ± 0.9 | 107 | 48.9 ± 2.2 | 301 | 0.8796 |
| kMDEV [9]   |         | 18.5 ± 4.2 | 5.4 ± 0.4 | 18.6 | 7.5 ± 0.4 | 9.86 | 23.5 ± 2.1 | 2.5 | 26.6 ± 2.8 | 5.5 | 0.5383 |
| ERSA 210    |         | 18.6 ± 0.5 | 8.2 ± 1.4 | 95 | 9.1 ± 1.0 | 129 | 28.1 ± 1.0 | 127 | 50.7 ± 1.7 | 612 | 0.8836 |
| ERSA 250    |         | 16.8 ± 0.6 | 6.4 ± 2.4 | 35 | 6.3 ± 1.1 | 131 | 26.5 ± 1.0 | 131 | 48.0 ± 2.2 | 355 | 0.8796 |
| MERSA       |         | 18.3 ± 0.4 | 7.5 ± 0.7 | 316 | 9.1 ± 0.3 | 394 | 27.2 ± 0.7 | 208 | 51.3 ± 1.6 | 724 | 0.8906 |

Fig. 6: Comparison of reconstructed storage and loss moduli for the multi-inclusion numerical phantom, computed using noiseless displacement (top three rows) and noisy displacements (bottom three rows). The first and last row of each grouping show the loss modulus and storage modulus, respectively. The middle rows shows the loss modulus variation along the mid-horizontal line.

Moreover, the use of multifrequency displacement measurements allowed MERSA to remove noise through averaging. ERSA is more susceptible to noise and discretization error, while MERSA can leverage complementary information to improve the reconstruction quality [6], [9], [17]. However, the presence of local minima can increase in the solution space for multifrequency iterative methods, resulting in a stronger dependence on initialization [17]. In MERSA, we have not observed a similar dependency with initialization. This is most likely due to the bi-convex nature of our formulation [16], but is also helped by using the k-space prior that further constrains the solution space.

Results from the multi-inclusion phantom show that LFE provided a consistent result with noise; however, underestimation of the stiffer regions was observed. The effect of the noise was most prominent in Mixed-FEM. Again, MERSA provided a smoother result by constraining the displacement solution space to be sparse in k-space, filtering the measurement noise. Thereby, MERSA provided the best delineation of the inclusion as evident from the line-profile in Fig. 6.

an iterative method based on the Mixed-FEM model suffers from higher instability than direct inversion methods [10], [17]. In our preliminary work [16], bi-convex ADMM has shown improved stability, convergence, and robustness for an iterative method with 2D shear wave equation model [16]. In ERSA and MERSA, we utilize a similar framework for a 3D wave constraint model with Mixed-FEM formulation, and note similar performance for numerical experiments for both single frequency and multi-frequency implementation. In contrast to the Mixed-FEM iterative model shown in [10], our method improves the reconstruction quality significantly both in terms of accuracy (Fig. 3) and contrast (Fig. 5). Furthermore, both ERSA and MERSA use wave-constraint, total variation denoising, and k-space sparsity filtering to filter out the noise from the measured displacements and elastogram reconstruction. The k-space sparsity prior works as an adaptive bandpass filter, reducing the measurement noise, which is generally dense and small in the k-space of the displacement [11]. The wave equation constraint removes the noise component using displacement fitting. The box constraint on the shear modulus forces the fitted displacement to be constrained to a frequency band corresponding to the box constraint. Therefore, it reduces the effect of high frequency sensor noise and low frequency bulk motions. As a result, both ERSA and MERSA can achieve much higher CNR than Mixed-FEM and LFE for stiff inclusions, as shown in Fig. 4 and Fig. 6.
Both Mixed-FEM and MERSA find the complex stiffness modulus, where the imaginary part represents the loss modulus, and the real part represents the storage modulus. For the multi-inclusion numerical phantom with loss modulus, we see from Fig. 4 and Table III that the Mixed-FEM method results in higher RMSE for the loss modulus than storage modulus even in the noiseless case. The difference in scaling between the real and imaginary part of the shear modulus might cause higher RMSE in the loss modulus. Fig. 4 shows a significant artifact in the stiffest phantom for the 300 Hz implementation of ERSA and mixed-FEM. However, using multifrequency displacement data, MERSA provided the lowest RMSE.

In our simulations and experiments, we focused on elastography reconstruction as a biomarker from both quantitative and qualitative perspectives. We experimented with elasticity values and inclusion sizes commonly occurring in human tissue with frequencies and vibration amplitude comparable to clinical settings. The numerical and experimental results show that MERSA can separate both soft and hard inclusions with lowest RMSE and highest CNR. Tumors are often harder than the surrounding tissue [4], while degenerative diseases such as Alzheimer [30] and dementia [31] can cause tissue to become softer. Moreover, anatomical details were retained with better accuracy in MERSA. Anatomical details such as edges and boundaries are represented with high frequency sparse signals in the displacement pattern, often filtered out by the bandpass filtering. MERSA utilizes the elasticity estimate and wave constraint model to filter the Gaussian noise and compressional wave from the displacement pattern. The k-space sparsity prior diminishes dense noise without compromising anatomical details, increasing the image quality and thus the clinical value of quantitative elastography.

The result of the CIRS 049 phantom showed that qualitatively MERSA could delineate all the inclusions. However, the reconstructed values are underestimated with respect to the values reported by the manufacturer. MERSA showed similar reconstruction values as the other methods. We hypothesise that some underestimations may be due to the quasi-static nature of the compression test used for measuring the elasticity by CIRS and the dynamic nature in MRE, as CIRS uses a quasi-static compression test. In contrast, we have measured the elasticity from steady state harmonic waves at 210 and 250 Hz. However, considering a complex shear modulus that would account for an attenuation/viscosity component has led to negligible values for the imaginary part of the shear modulus [32]; further modelling is the subject of current research. According to CIRS, a similar bias is also present between the CIRS reported values and transient elastography measurements for shear wave elasticity imaging (Table III-Adjusted expected range). It is also possible that the effect of the heterogeneous boundary and the refraction of the shear waves may cause a further discrepancy between the reported value and the measured value for the inclusions.

In the in vivo liver elastography, we see that LFE and kMDEV overestimate the elasticity compared to MERSA. One of the reasons can be bandpass filtering in LFE and the Gaussian smoothing filter in kMDEV. Particularly for LFE, we see the overestimation of the inclusion and background elasticity in Fig. 5. We can see a similar bias between kMDEV and MERSA for the CIRS039 phantom in Table III, where values from MERSA are closer to the values obtained by the QIBA protocol. Four out of the five volunteers we imaged had a mean elasticity from MERSA in the range of normal (≤ 6 kPa) [33].

In terms of computational complexity, MERSA has lower computational complexity per iteration 

\[
\left( (N_w P + 1) \left( O \left( N^2 \right) + O \left( N^2 \right) \right) \right)
\] 

than the conventional sub-zone based gradient descent method 

\[
2 (N_w P) \left( O \left( N^2 \right) + O \left( N^2 \right) \right)
\] 

[15]. Here, we have assumed only the complexity for local displacement update and local elasticity update, as these steps dominated the computation. Moreover, similar to ERBA [16], MERSA can converge much faster to a good solution than other iterative methods and thus requires fewer iterations because of the use of bi-convex ADMM. Also, the sub-zone based iterative method requires higher overlapping between the sub-zones to reduce the blocking artifact. Using the global prior on elasticity in MERSA reduced the blocking artifacts and thus reduced the need for overlap. As a result, it is a faster iterative method, which could be made much faster using parallel computation by exploiting the distributed nature of ADMM algorithms [22].

There are several limitations of the presented tests. First, the number of volunteers was limited and was constrained to healthy livers. In future experiments, we will incorporate
patients with different Fibrosis stages and liver diseases to validate the performance of the proposed method. Second, the effect of the regularization parameter and the region of interest was not assessed in this paper. In a clinical setting, the difficulty in selecting a regularization parameter may undermine image quality improvement. Therefore, incorporating an automated tuning mechanism for the regularization parameters and devising quality maps based on the reconstruction error may improve this work’s clinical value. Third, we have not considered the effect of the poroelasticity of the vessels on elasticity measurement. We will address this issue by introducing a more accurate FEM model in our framework in future studies. Fourth, the penetration of the vibration waves in the liver is limited. As a result, Mixed-FEM, ERSA, and MERSA produced valid elastograms only for a small region in the liver. This limitation is common to most methods. Addressing it may involve improvements to reconstruction methods, but also the use of multiple tissue exciters [34]. We see that reconstructed elastogram from LFE and kMDEV provide more anatomical details than Mixed-FEM, ERSA, and MERSA. The use of directional filtering in LFE and kMDEV can provide attenuation compensation in the middle part of the liver, resulting in a wider coverage. However, the phase discontinuity in the organ boundaries can cause regions with artificial low stiffness. Furthermore, as the directional filtering can cause significant noise amplification, the results from
LFE and kMDEV strongly depend on the smoothing filter. Nevertheless, the mixed-FEM based method are limited in providing attenuation compensation in the low displacement amplitude region and, therefore provide limited coverage of the liver. Fifth, the voxel size is not isotropic due to constraint brought up by breath-hold time. However, simulations with anisotropic voxelsize \((1.5 \, \text{mm} \times 1.5 \, \text{mm} \times 4.5 \, \text{mm})\) with the viscoelastic phantom have shown that the mean value of elasticity results change by less than 5% relative to the isotropic case \((1.5 \, \text{mm} \times 1.5 \, \text{mm} \times 1.5 \, \text{mm})\). Lastly, no registration was applied between the scans from the different breath-holds in the liver experiment, which may cause errors in the elastograms. Using the associated magnitude image to register each scan can be a feasible way to apply registration. However, our initial effort in deforming the displacement pattern introduced more artifacts due to distortion of the wave pattern. In the future, we will address the problem of registration by incorporating the registration as a prior for the reconstructed elastogram.

In this work, we have presented the MERSA elasticity inversion algorithm based on the solution of a bi-convex wave constraint using ADMM and dual sparsity in displacement and stiffness. To reduce the computational complexity, we have introduced a sub-zone based method with a global sparsity prior on the elasticity. MERSA has shown excellent reconstruction performance in both numerical and phantom studies, with high accuracy and contrast. The experimental results showed it can provide highly detailed elasticity maps while keeping excellent correlation with the other algorithms. Although this work was based on an incompressible mixed FEM model, it can be extended to other FEM models such as poroelastic or compressible viscoelastic models. MERSA extends the iterative elasticity reconstruction and holds promise to provide high-quality fine resolution tissue elasticity and viscosity maps.

**APPENDIX**

**MULTIFREQUENCY EXTENSION**

In the Eqn. \(\text{U, V, P, } K, M, P, R_U, \text{ and } R_P\) are defined as:

\[
\begin{align*}
U &= \begin{bmatrix} u_i^1 & \ldots & u_i^n \end{bmatrix}^T; V &= \begin{bmatrix} v_i^1 & \ldots & v_i^n \end{bmatrix}^T \\
R_U(U) &= \left\| \delta U \right\|_1 = \left\| \begin{bmatrix} u_i^1 & \ldots & u_i^n \end{bmatrix}^T \right\|_1, \\
P &= \begin{bmatrix} p_i^1 & \ldots & p_i^n \end{bmatrix}^T; R_P(P) &= \frac{\gamma_P}{2} \left\| \nabla P \right\|_2^2 \\
K(\mu) &= \mathbb{I}_{J \times J} \otimes K(\mu); K_p = \mathbb{I}_{J \times J} \otimes K_p \\
M &= \text{diag}(\begin{bmatrix} \omega_1^2 & \ldots & \omega_J^2 \end{bmatrix}) \otimes M
\end{align*}
\]

where \(\mathbb{I}_{J \times J}\) is the \(J \times J\) identity matrix and \(\otimes\) is the Kronecker product. We can also express the multifrequency equality constraint in linearized form for \(\mu\) by reorganizing in the following way:

\[
K_u \mu + K_p P = \begin{bmatrix} K_u(u_1) \\ \vdots \\ K_u(u_J) \end{bmatrix} \mu + K_p P = \begin{bmatrix} f(u_1) \\ \vdots \\ f(u_J) \end{bmatrix} = F
\]

**OPTIMIZATION USING BI-CONVEX ADMM**

The ADMM sub-problems are described next. We represent the estimate at ADMM iteration \(k\) by a superscript.

\(\nu_i\) Update: Local Elasticity Inversion with Hydrostatic Pressure

With all other parameters fixed, \(\text{Eqn.}\) is separable for \(\nu_i\) and \(Q_i\). Here, both \(\nu_i\) and \(Q_i\) are complex variables. Therefore, at ADMM iteration \(k\), we can find the local estimate of elasticity \(\nu_i^{k+1}\) and \(Q_i^{k+1}\) for the \(i^{th}\) sub-zone by solving:

\[
\begin{align*}
\min_{\nu_i \in \mathbb{C}^M \nabla} & \left\{ \frac{\alpha_c}{2} \left\| K_u^i(W_i^k) \nu_i + K_p Q_i - \mathbb{F}(W_i^k) + \lambda_c^k \right\|^2_2 + \alpha_p \left\| \nu_i - T_i \mu^k + \lambda_p^k \right\|^2_2 + \frac{\gamma_p}{2} \left\| \nabla Q_i \right\|^2_2 \right\} \\
\end{align*}
\]

Here, we utilized the bi-convex nature of the wave constraint through \(\text{Eqn.}\). This sub-problem is essentially an FEM based direct inversion of the local elasticity update from the current estimate of \(W_i^k\). The global estimate \(\mu\) works as a reference elasticity for regularization, similarly to \([5, 18]\).

\(\mu\) Update: Global Elasticity Update Step

The second sub-problem in the ADMM loop is to find the global elasticity update \(\mu\) from the current estimate of local elasticity updates while minimizing the TV prior. For this, we first calculated the global average \(\bar{\nu}\) and \(\bar{\lambda}_\mu\) over all the local estimates \(\nu_i\) and the Lagrange multipliers \(\lambda_{\mu,i}\), respectively \([22]\). Then, to find \(\mu^{k+1}\) we solve:

\[
\min_{\mu \in \mathbb{C}^N} \frac{\alpha_\mu}{2} \left\| \mu - \bar{\nu}^{k+1} - \bar{\lambda}_{\mu}^k \right\|^2_2 + \gamma_\mu \left\| \mu \right\|^2_{TV}
\]

which is a TV denoising problem with noisy image \(\bar{\nu}^{k+1} + \bar{\lambda}_{\mu}^k\), which we solve using the algorithm from \([21]\), where we have also incorporated a box constraint as a prior. As \(\mu\) is a complex quantity, we apply TV denoising separately on the real and imaginary parts of the \(\mu\).
\( W_i \) Update: Local Displacement Fitting

Similarly to the \( v_i \) update, \( W_i \) is separable in (8), allowing us to obtain the local displacement \( W_i \) by solving:

\[
\min_{W_i \in \mathbb{C}^{N \times P}} \left\{ \frac{\alpha_k}{2} \left\| \mathbf{K}_\mu \left( \mathbf{u}^{k+1} \right) - W_i - \mathbf{K}_\mu \mathbf{Q}_{i}^{k+1} + \mathbf{X}_i \mathbf{K}^{k+1} \right\|^2 + \frac{\beta}{2} \left\| W_i - S_i V \right\|^2 + \frac{\alpha_W}{2} \left\| \text{FFT}(W_i) - W_i^{k+1} + \lambda^{k+1}_W \right\|^2 \right\}
\]

This is similar to the least square solution of the forward problem with displacement boundary conditions, and is solved separately for each frequency exploiting its diagonal structure to significantly reduce its computational complexity.

\( \hat{W}_i \) Update: Displacement Regularization

The fourth sub-problem involves soft-thresholding [22] of the \( \text{FFT}(W_i^{k+1}) + \lambda^{k+1}_W \), to find \( \hat{W}_i^{k+1} \):

\[
\min_{W_i} \frac{\alpha_X}{2} \left\| \text{FFT}(W_i^{k+1}) - W_i + \lambda^{k}_W \right\|^2 + \gamma_u \left\| W_i \right\|_1
\]

Dual Updates:

In the last step, the scaled dual variable are updated based on the error on the current estimates [22]:

\[
\lambda^{k+1}_c = \lambda^k_c + \left( [\mathbf{K}_\mu(\mathbf{u}^{k+1}) - \mathbf{M}] W_i^{k+1} + \mathbf{K}_\mu \mathbf{Q}_{i}^{k+1} \right)
\]

\[
\lambda^{k+1}_W = \lambda^{k+1}_W + \left( \text{FFT}(W_i^{k+1}) - W_i^{k+1} \right)
\]

\[
\lambda^{k+1}_\mu = \lambda^{k+1}_\mu + (z^{k+1} - T_i H^{k+1})
\]

The Lagrange multiplier accumulates the error in the wave constraint as well as the mismatch between the global elasticity estimate and local estimate. Therefore, with each iteration, the local estimate converges to a better fitting wave with higher conformity to the global elasticity distribution \( \mu \).
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