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Abstract
Opinion summarization from online product reviews is a challenging task, which involves identifying opinions related to various aspects of the product being reviewed. While previous works require additional human effort to identify relevant aspects, we instead apply domain knowledge from external sources to automatically achieve the same goal. This work proposes AspMEM, a generative method that contains an array of memory cells to store aspect-related knowledge. This explicit memory can help obtain a better opinion representation and infer the aspect information more precisely. We evaluate this method on both aspect identification and opinion summarization tasks. Our experiments show that AspMEM outperforms the state-of-the-art methods even though, unlike the baselines, it does not rely on human supervision which is carefully handcrafted for the given tasks.

1 Introduction
Opinion summarization aims to generate a concise and digestible summary of user opinions, like those from the internet sources, such as blogs, social media, e-commerce websites, etc. It is especially helpful when the large and growing number of such opinions becomes overwhelming for users to read and process (Kim et al. 2011; Ding and Jiang 2015). In this work, we focus on extractive opinion summarization from online product reviews. The goal of this task is to take a collection of reviews of the target product (e.g., a television) as input and selects a subset of review excerpts as a summary. The last two boxes of Figure 1 show an example of user reviews of a television and a corresponding extractive summary.

This example illustrates that opinion summarization differs from the more general task of multi-document summarization (Lin and Hovy 2002) in two major ways. First, while general summarization aims to retain the most important content, opinion summarization needs to cover a range of popular opinions and reflect their diversity (Di Fabbrizio, Stent, and Gaizauskas 2014). Second, opinion summary was more centered on the various aspects (i.e., components, attributes, or properties) of the target product, and their corresponding sentiment polarities (Liu 2015). For example,

Figure 1: An example of the extractive summary from multiple reviews. A review may express opinions about multiple aspects of the target product. These are shown in the figure as highlighted texts in different colors.

Feature descriptions:

- **ENHANCED QUALITY**: With the X1 Extreme Processor enjoy controlled contrast & wide range of brightness.
- **BEYOND HIGH DEFINITION**: 4K HDTV picture offers stunning clarity & high dynamic range color & detail.
- **PREMIUM DISPLAY**: Enjoy vibrant colors with TRILUMINOS & clear on-screen action with X-Motion Clarity.
- **VOICE COMPATIBILITY**: 55in tv is compatible with Amazon Alexa & Google Home to change channels & more.

Summary:

**Review 1**: Set up was extremely easy and the remote is simple to use. Simply plug it in and tune to a channel. It gets 4 stars because I don’t think it’s worth the price.

**Review 2**: The color and definition are excellent. We wanted a small TV for our kitchen counter...and it fit the bill, it seemed.

**Review 3**: I have owned this TV for 10 months and am looking to replace it. The sound is TERRIBLE. The picture quality is also very rapidly decreasing.

Review n:...
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aspect-related segments of reviews (e.g., those highlighted in Figure 1) with both high precision and recall (He et al. 2017). A better solution is to utilize knowledge sourced from existing external information about the target product i.e., the information beyond the customers’ reviews. For example, on Amazon’s product webpage, we can obtain not only customer reviews but also product-related information, such as the overall description, the feature descriptions (The top of Figure 1 gives an example), and attributes tables. These external information sources widely exist on e-commerce websites and are easily accessible. More importantly, they are closely related to the aspects of products and therefore are great resources to facilitate the aspect identification task. Automatically learning aspects from such external sources can reduce the risk that human-assigned aspects may be biased, unrepresentative, or not have the desired granularity. Meanwhile, it makes the model easy to adapt to different product categories. Here we use the feature descriptions of products as the information source, and leave other sources for future work.

In this work, we propose a generative approach that relies on the aspect-aware memory (AspMEM) to better leverage this knowledge during aspect identification and opinion summarization. AspMEM, which is inspired by Memory Networks (Weston, Chopra, and Bordes 2014), is an array of memory cells to store aspect-related knowledge obtained from external information. These memory cells cooperate with the model throughout learning, and judge the relevance of review sentences to the product aspects. Then the relevance is combined with the sentiment strength to determine the salience of an opinion. Finally, we extract a subset of salient opinions to create the final summary. By formalizing the subset selection process as an Integer Linear Programming (ILP) problem, the resulting summary maximizes the collective salience scores of the selected sentences while minimizing information redundancy.

We demonstrate the benefits of our model on two tasks: aspect identification and opinion summarization, by comparing with previous state-of-the-art methods. On the first task, we show that even without any parameters to tune, our model still outperforms previously reported results, and can be further enhanced by introducing extra trainable parameters. For the summarization task, our method exceeds baselines on a variety of evaluation measures.

Our main contributions are three-fold:

- We address the task of opinion summarization without using any task-specific human supervision, by incorporating domain knowledge from external information.
- We propose a generative approach to better leverage such knowledge.
- We experimentally demonstrate the effectiveness of the proposed model on both aspect identification and summarization tasks.

2 Related Work

This work spans two lines of research: aspect identification of review text, and review summarization, which are discussed next.

2.1 Aspect identification

Customers give their aspect-related opinions by either explicitly mentioning the aspects (e.g., high price) or using implicit expressions (e.g., expensive), which makes aspect identification a challenging task. Supervised methods use sequence labeling models or text classifiers to identify the aspects (Liu, Joty, and Meng 2015). Rule-based methods rely on frequent noun phrases and syntactic patterns (Hu and Liu 2004; Raju, Pingali, and Varma 2009). Most unsupervised methods are based on LDA and its variants, and interpret the latent topics in reviews as aspects (Mei et al. 2007; Wang, Chen, and Liu 2016). However, LDA does not perform well in finding coherent topics from short reviews. Also, while topics and aspects may overlap, there is no guarantee that these two are the same.

To address the first problem, He et al. (2017) propose ABAE, an unsupervised neural architecture, to enhance the topic coherence by leveraging pre-trained word embeddings. They learn the embedding for each aspect from the word embedding space through a reconstruction loss. For the second problem, Angelidis and Lapata (2018) propose MATE, which determines the aspect embeddings in ABAE using embeddings of a few aspect-related seed-words. These seed-words are extracted from a small dataset (about 1K sentences) with human-annotated aspect labels. We borrow their idea of using aspect embeddings and seed-words. The difference is that we collect the seed-words from external information automatically. Also, while both of their models are discriminative, we propose a generative model to better leverage the seed-words.

2.2 Opinion summarization

Most methods in multi-documents summarization are extractive in nature, i.e., rank and select a subset of salient segments (i.e., words, phrases, sentences, etc.) from reviews to form a concise summary (Kim et al. 2011). The ranking of each unit relies on a score to evaluate its salience, and the selection is conducted greedily (Wan, Yang, and Xiao 2007) or globally (McDonald 2007; Nishikawa et al. 2010; Cao et al. 2015). For example, Yu et al. (2016) score phrases based on their representativeness, Ganesan, Zhai, and Viegas (2012) rank phrases based on their representativeness and readability and then create the summary via depth-first search. Angelidis and Lapata (2018) combine aspect and sentiment to identify salient opinions, which is also adopted in our work. The difference is that we use a more precise and flexible method to calculate the aspect-relevance of reviews. Meanwhile, rather than selecting the review segments greedily which can yield sub-optimal solutions, we use ILP to find its optimal subset.

To the best of our knowledge, the only work that uses external information to enhance summarization is by Narayan et al. (2017), who use title and image captions to assist supervised news summarization. Another direction focuses on abstractive methods to generate new sentences from the source text (Ganesan, Zhai, and Han 2010; Chu and Liu 2019; Bražinskas, Lapata, and Titov 2019).
3 Problem Formulation

Extractive opinion summarization aims to select a subset of important opinions from the entire opinion set. For product reviews, the opinion set is a collection of review segments of a certain product. Formally, we use \( \mathcal{P}_c \) to denote all the products belonging to the \( i \)-th category \( c \) (e.g., televisions or bags) in the corpus. Given a target product \( p \in \mathcal{P}_c \), the corpus contains \( m \) reviews \( \mathcal{R}_p = \bigcup_{j=1}^m \mathcal{R}_p^{(j)} \) of this product, while each review \( \mathcal{R}_p^{(j)} \) contains \( n \) segments \( \{s_1, s_2, \ldots, s_n\} \). We also collect the feature description \( \mathcal{F}_p \) of the product as external information, which contains \( \ell \) feature items \( \{f_1, f_2, \ldots, f_\ell\} \). The summarization model aims to select a subset of important opinions \( \mathcal{O}_p \subseteq \mathcal{R}_p \) that summarize reviews of the product \( p \).

As previously mentioned, one challenge during summarization is to identify aspect-related opinions. In Sec. 4, we show how the proposed Aspect-aware memory (AspMEM) can tackle this problem, and how to incorporate domain knowledge to enhance model performance. The ranking and selection of the review segments are described in Sec. 5.

4 Aspect Identification

4.1 AspMEM: Aspect-aware memory

This section describes the proposed AspMEM model to identify the aspect-related review segments. AspMEM contains an array of memory cells \( \hat{A} = \{a_1, a_2, \ldots, a_k\} \) to store aspect-related information. Each cell \( a_i \) relates to one specific aspect, and has a low-dimensional embedding \( a_i \in \mathbb{R}^d \) in the semantic space, where \( d \) is the dimension of the embedding. Each word \( v_i \) in a review segment \( s = \{v_1, v_2, \ldots, v_p\} \) also has an embedding \( v_i \in \mathbb{R}^d \) in the same semantic space.

Similar to topic models, we assume the review segment \( s \) is generated from these aspect (topic) memories. However, the LDA-based topic models parameterize the generation probability at word-level, which is too flexible to model short segments in reviews (Yan et al. 2013). We instead regard the review segment as a whole from a single aspect during generation, but allow every word to have a different contribution to the segment representation.

Given a review segment \( s \), the probability that this segment is generated by the \( i \)-th aspect \( a_i \) is proportional to the cosine similarity of their vector representations:

\[
P(s|a_i) \propto \exp(\cos(s, a_i)),
\]

where \( s \) is the embedding of the segment \( s \), and is defined as the weighted average over embeddings of the words in \( s \):

\[
s = \sum_i z_i v_i.
\]

\( z_i \) is the attention weight of the word \( v_i \) and is proportional to \( v_i \)'s generation probability. That is, we focus more on those words which are more likely to be generated by the aspect memories. To compute these weights, we define the probability of \( v_i \) being generated from \( a_j \) in a similar way:

\[
P(v_i|a_j) \propto \exp(\cos(v_i, a_j)),
\]

\[
P(v_i) = \sum_j P(v_i|a_j)P(a_j),
\]

\[
z_i = \frac{P(v_i)}{\sum_j P(v_j)}.
\]

Without any prior domain knowledge of the aspects, the latent embeddings \( a_i \) and the prior probabilities of aspects \( P(a_j) \) are parameters (denoted by \( \theta \)) and can be estimated by minimizing the negative log-likelihood of the corpus \( X \) (i.e., all the review segments belonging to the same product category):

\[
J(\theta) = -\sum_{s \in X} \log P(s; \theta) + \lambda \|\hat{A}\hat{A}^T - I\|_2.
\]

The estimation of the likelihood part \( P(s; \theta) \) is similar to Eq. 4. The second term is a regularization term, where \( \hat{A} \in \mathbb{R}^{k \times d} \) is the aspect embedding matrix with \( \ell \) row normalization, and \( I \) is the identity matrix. It encourages the learned aspects to be diverse, i.e., the aspect embeddings are encouraged to be orthogonal to each other. \( \lambda \) is the hyperparameter of the regularization.

Once we obtain all the parameters, we can calculate the probability of the review segment \( s \) belonging to the aspect \( a_i \) as

\[
P(a_i|s) \propto P(s|a_i)P(a_i),
\]

and then select the aspect with the highest posterior probability as the identified aspect.

4.2 Incorporating Domain knowledge

The aspect embeddings estimated merely from the data have several shortcomings. First, the model may learn some topics that are irrelevant to the aspects of products, such as sentiments and user profiles. Second, it is difficult to control the granularity of the learned aspects, which may lead to too coarse- or fine-grained aspects.

To address these problems, a simple yet effective method is to use domain knowledge about products. Specifically, rather than estimating \( a_i \) according to Eq. 6, one could collect several aspect-related seed-words, (e.g., picture, color, resolution, and bright for the display aspect), and average the embeddings of these seed-words to produce \( a_i \). Previous works have shown the benefit of such knowledge (Fast, Chen, and Bernstein 2017; Angelidis and Lapata 2018), but they have to encode this knowledge manually or from the human-annotated data, which makes these methods less easy to adapt across product categories.

As we mentioned in Sec. 1, feature descriptions of products can be a valuable external resource for seed-words mining. Here we describe our unsupervised method of collecting the seed-words from it. To increase the size of this resource, we assume all products in the same category have shared aspects, and collect seed-words from the category level. For each product category \( c_i \), we collect the feature items \( \mathcal{F}^{c_i} \) from all products of the same category as the document, i.e., \( \mathcal{F}^{c_i} = \bigcup_{p \in \mathcal{P}_{c_i}} \mathcal{F}_p \), and then apply TF-IDF to
extract seed-words from it. For TF-IDF to work, we need the seed-words to have high term frequency and the general words have high document frequency. We therefore aggregate all the items in $F_{c_i}$ as one single document, and regard the remaining items belonging to other categories as individual documents to build the corpus. For example, assume we have six product categories, while each category contains ten products, and each product has ten feature descriptions. We therefore have 600 feature descriptions in total. To extract the seed-words of one category (e.g., the TV), we concatenate the 100 TV-related descriptions as one single document, while regarding the other 500 descriptions as individual documents. We then calculate the TF-IDF of each word based on these 501 documents. Finally, we select the top $K$ words with the highest TF-IDF value as seed-words of the product category $c_i$.

## 5 Summary Generation

In summary generation stage, we first evaluate the salience of each opinion segment, and then select a subset of opinions which form the final summary.

### 5.1 Salience of the opinion

Following Angelidis and Lapata (2018), we evaluate the salience of a review segment $s$ from two perspectives: the relevance to aspects, and the sentiment strength.

**Relevance** depicts how relevant a segment is to the various aspects of the product. Since one segment may relate to more than one aspect (e.g., *The color is excellent but the sound is terrible*), we calculate relevance at the word level rather than the segment level. Recall that the relevance of a word to an aspect memory is proportional to the cosine similarity between their embeddings. We assign each word its word embedding of the aspect memory is proportional to the cosine similarity with any aspects is less than $\delta$. $I(\cdot)$ is the step function. Compared with the relevance measure adopted by Angelidis and Lapata (2018), which uses the probability difference between the most probable aspect and the general one, our score takes a soft assignment between words and aspects, and thus allows the segment to relate to more than one aspect. Also, by regarding each seed-word as a fine-grained aspect, it does not require the seed-words to be clustered into aspects.

**Sentiment** reflects customers preferences regarding products and their aspects, which is helpful in decision making.

Since sentiment analysis is not the major contribution of this work, we directly apply the CoreNLP (Socher et al. 2013) and a sentiment lexicon 2 to get the sentiment distribution of the reviews. The sentiment distribution is then mapped onto $[0, 1]$ range as the sentiment score $S_{sent}$: Sentences with stronger sentiment polarities will have higher values.

Finally, we evaluate the salience of one opinion segment by multiplying the two scores:

$$S_{sal}(s) = S_{rel}(s) \times S_{sent}(s).$$

### 5.2 Opinion selection

An ideal summary would contain as many high-salience opinions as possible. However, care should be taken to avoid redundant information. Also, there has to be a limit on the length of the summary (i.e. no longer than $L$ words). These goals can be formalized as an ILP problem. We introduce an indicator variable $\alpha_i \in \{0, 1\}$ to indicate whether to include the $i$-th segment $s_i$ in the final summary, and then find the optimal $\alpha$ of the following objective:

$$\alpha = \arg \max_{\alpha} \sum_i S_{sal}(s_i)\alpha_i - \sum_{i,j} \beta_{ij}$$

s.t. $\alpha_i, \beta_{ij} \in \{0, 1\}$ \quad $\forall i, j$ (11)

$\beta_{ij} \geq \alpha_i + \alpha_j - 1$ \quad $\forall i, j$ (12)

$\beta_{ij} \leq \frac{1}{2} (\alpha_i + \alpha_j)$ \quad $\forall i, j$ (13)

$\sum_i \alpha_i l_i \leq L$ \quad $\forall i$ (14)

where $sim_{ij}$ is the similarity between $s_i$ and $s_j$, $\beta_{ij}$ is an auxiliary binary variable that will be 1 iff both $\alpha_i$ and $\alpha_j$ equal to 1, and this is guaranteed by Eq. 12 - 13. Eq. 14 is used to restrict the length of the summary, where $l_i$ is the length of $s_i$. We solve the ILP with Gurobi 3.

### 6 Experiments

#### 6.1 Dataset

We utilize OPOSUM, a review summarization dataset provided by Angelidis and Lapata (2018) to test the efficiency of the proposed method. This dataset contains about 350K reviews from the amazon review dataset (He and McAuley 2016) under six product categories: Laptop bags, Bluetooth headsets, Boots, Keyboards, Televisions, and Vacuums. Each review sentence is split into segments using a rhetorical structure theory (RST) parser (Feng and Hirst 2012) to reduce the granularity of opinions. The annotated corpus includes ten products from each category, and ten reviews from each product. They annotate each review segment with more aspects, including a GENERAL aspect if it does not discuss any specific one. The annotated dataset is split into

---

1We also tried other algorithms, but the differences were not significant.

2https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html#lexicon

3http://www.gurobi.com/
two equal parts for validation and test. Based on the validation data, they extract 30 seed-words for each aspect and produce the corresponding aspect embedding as a weighted average of seed-words embeddings.

**Final summary.** For each product, the annotators create a summary by selecting a subset of salient opinions from the review segments and limiting its length to 100 words. Each product has three referenced summaries created by different annotators, which are used only for evaluation.

Their dataset does not contain any external information. We therefore randomly collect the feature descriptions from about 100 products for each category. Table 1 gives a statistics about this data.  

| Category  | #prod | #feature | #token | vocab |
|-----------|-------|----------|--------|-------|
| Bags      | 254   | 5.1      | 9.2    | 1491  |
| Headsets  | 88    | 4.9      | 9.5    | 796   |
| Boots     | 106   | 6.0      | 5.0    | 472   |
| Keyb/s    | 142   | 4.8      | 10.5   | 1328  |
| TVs       | 169   | 5.0      | 9.8    | 905   |
| Vaccums   | 122   | 5.0      | 10.3   | 878   |

Table 1: The statistics of the external data from six categories. The four columns are: the number of products, the average number of features per product, the average number of tokens per feature, and the entire vocabulary size.

6.2 Experiments on aspect identification

We first investigate the model’s ability to identify aspects, which aims to label each review segment with one of the nine aspects (eight specific aspects and one G\_ENERAL aspect) as labeled in the dataset. The method is described in Sec. 4. However, instead of using the seed-words obtained from external information (Sec. 4.2), we still use those provided with the dataset to enable fair comparison with prior works. Our external seed-words will be used in the summarization experiments (Sec. 6.3).

**Setup** For the eight specific aspects, we assign their corresponding memory cells $a_i$ with the average embedding of the 30 seed-words provided by OPOSUM. For the general aspect, although OPOSUM also provides 30 corresponding seed-words, we handle it differently for the following reasons. First, while the knowledge of specific aspects can be encoded as a few seed-words, it is hard to represent the G\_ENERAL aspect in the same way. A better method is to allow the model to find its intrinsic patterns by relaxing the corresponding G\_ENERAL embedding as trainable parameters. Also, since the number of the G\_ENERAL reviews is approximately ten times more than the specific aspect on average, it is reasonable to assign more memory cells for the G\_ENERAL aspects. Therefore, besides the fixed G\_ENERAL embedding provided by MATE, we have another enhanced model with five extra memory cells to encode the G\_ENERAL aspect. These extra memory cells are initialized randomly and trained to minimize the log-likelihood in Eq. 6.

We use 200-dimensional word embeddings which are pre-trained on the training set via word2vec (Mikolov et al. 2013). These embeddings are fixed during training. For simplicity, the prior distribution of aspects is set as uniform. We train the model with batch size of 300, and optimize the objective using Adam (Kingma and Ba 2014) with a fixed learning rate of 0.001 and an early stopping on the development set. The $\lambda$ is set as 100. Notice that the model without the extra aspect memories does not have any trainable parameters and therefore can directly be applied for prediction using Eq. 7.

We compare the proposed method with ABAE and MATE, two state-of-the-art neural methods mentioned in Sec. 2, as well as a distillation approach (Karamanolakis, Hsu, and Gravano 2019) that uses the pre-trained BERT (Devlin et al. 2019) as the student model. To ensure a fair comparison, all models utilize the same seed-words. The performance is evaluated through multi-label $F_1$ score.

**Results** Table 2 shows the average $F_1$ scores for the four models on the six categories. MATE performs better than ABAE by introducing the human-provided seed-words, which demonstrates the effectiveness of domain knowledge. However, MATE applies the same neural architecture as ABAE, which may not be the best fit to fully leverage the power of the introduced knowledge. Our generative model instead directly cooperates with the aspect memory, not only during the prediction stage but also during the segment encoding. Without any trainable parameters, our method outperforms ABAE and MATE on all the categories and achieves a 5.1% increase on average. It indicates that ASPMem can get a better aspect-aware segment representation for aspect identification. The extra latent aspect embeddings of the G\_ENERAL aspect (ASPMem w/ extra memory) help the model better fit the intrinsic structure of the data, which further improves the performance by 6.0%. When comparing with BERT, our model still has better performance on three categories and achieves the same average $F_1$ score. Note that while BERT is a pre-trained model with 110M parameters, our model only has 1K parameters.

**Discussion** To further demonstrate the contribution of the extra memories, Figure 2 provides the confusion matrices of the results with and without them. The comparison shows that extra memories improve the true-positive rate of the G\_ENERAL aspect from 0.44 to 0.60, while only slightly hurting those of other aspects. Table 3 shows the automatically learned G\_ENERAL aspects by listing their nearest words in the embedding space. Compared with the single G\_ENERAL aspect provided by MATE, our model successfully identifies the more varied G\_ENERAL aspects from the reviews, such as the N\_OUN, V\_ERB, A\_DJECTIVE, N\_UMBER, and P\_ROBLEM.

6.3 Experiments on Summarization

In this experiment, we investigate the utility of ASPMem for summarization, using the seed-words from external sources and the selection procedure described in Sec. 5. We refer to our method as ASPMemSum.

**Setup** With the method described in Sec. 4.2, we select top 100 seed-words according to their TF-IDF values, and use their word embeddings as the 100 aspect memories. The
Table 2: Evaluation of the aspect identification task via multi-class $F_1$ measure. Our method outperforms MATE on all the categories and achieves a 5.1% increase on average. The extra latent aspect embeddings for the GENERAL aspects further boost the performance by 6.0%.

| Model                                      | Bags | Headsets | Boots | Keyb/s | TVs | Vacuums | Average |
|--------------------------------------------|------|----------|-------|--------|-----|---------|---------|
| ABAE (He et al. 2017)                      | 41.6 | 48.5     | 41.0  | 41.3   | 45.7| 40.6    | 43.2    |
| MATE (Angelidis and Lapata 2018)           | 48.6 | 54.5     | 46.4  | 45.3   | 51.8| 47.7    | 49.1    |
| BERT (Karamanolakis, Hsu, and Gravano 2019) | 61.4 | 66.5     | 52.0  | 57.5   | 63.0| 60.4    | 60.2    |
| A$\text{SpMem}$ w/ extra memory            | 52.4 | 58.1     | 54.5  | 51.4   | 53.9| 54.6    | 54.2    |

Table 3: The extra GENERAL aspects learned from the data, and the one provided by MATE. Numbers are delexicalized with their shape.

| Aspect       | Seed-words                |
|--------------|---------------------------|
| noun         | tv television set hdtv item tvs product         |
| adj          | good great better awesome superb                   |
| verb         | figure afford get see find hear watch          |
| number       | dd dddd d ddd                        |
| problem      | issue problem occur encounter flaw             |
| MATE         | buy purchase money sale deal week            |

Effectiveness of opinion selection During the opinion selection, we conduct an ablation study to investigate the contribution of the two salience scores: $\hat{S}_{rel}(s)$ for the relevance and $\hat{S}_{senti}(s)$ for the sentiment. As shown in Table 4, removing the relevance score drops R1 and R2 by 5.1 and 5.2, respectively. Similarly, without sentiment, R1 and R2 drop by 6.1 and 7.5. It demonstrates that both these scores are necessary to capture the salience of an opinion segment.

Finally, we back off our opinion selection procedure to the greedy method to have a fairer comparison with the baseline. As shown in Table 4 (w/o ILP), under the same greedy strategy, our method still outperforms the baselines, but using ILP can further improve the results.
Effectiveness of seed-words During the summarization, we extract the seed-words $V_1$ from external information, whereas those used in MATE (denote by $V_2$) are extracted from customer reviews with the help of aspect labels. Figure 3 provide the distribution of two seed-sets in word embedding space. We analyzed the difference between the two seed-sets, and find that about 81% of words in one seed-set do not appear in the other seed-set. Even the remaining 19% shared seed-words have different weights. Another observation is that the seed-words from feature descriptions tend to be nouns, while those from review texts contain more adjectives. It can also be reflected in Figure 3, where the words from two seed-sets are separated into two parts. It reflects the fact that the content in feature descriptions is more objective than that in customer reviews, making it a better source to analyze the aspect relevancy than the reviews themselves.

We then replace our seed-words with those used in MATE to delineate the contributions of the model from that of the seed-set. When using the same seed-words, our model achieves 45.6 and 24.5 for ROUGE-1 and ROUGE-2, which are still better than the results of MATE. This indicates that the model itself also contributes to the performance gain.

Finally, we analyze the effect of two seeds-related hyper-parameters on ROUGE metrics: the size of the seed-set, and the similarity threshold $\delta$ of seed-words (see $g(\cdot)$ in Eq. 8).

We vary the size of the seed-set from 10 to 200, and $\delta$ from 0.1 to 0.5. The results are shown in Figure 4. When there are only a few seed-words, the model performance rapidly increases with the growth of the seed-set size. For larger seed-sets (more than 100 words), the number of noisy words increases and this slightly hurts the performance. Meanwhile, we find that our model is also robust to the choice of $\delta$, especially for small values (less than 0.3).

Qualitative analysis Table 5 shows summaries of the same product generated by MATE, our method (ASP MEMSUM), and one of the human annotators. Similar to humans, MATE and ASP MEMSUM are also able to select aspect-related opinions. The difference is that ASP MEMSUM learns these aspects without any human effort.

7 Conclusion

In this work, we propose a generative approach to create summaries from online product reviews without specific human annotation. At the model level, we introduce the aspect-aware memory to fully leverage the domain knowledge. It also reduces the parameters and computation cost of the model. At the data level, we collect the domain knowledge from external information rather than through human effort, which makes the proposed method easier to adapt to other product categories. By comparing with the state-of-the-art models on both aspect identification and opinion summarization tasks, we experimentally demonstrate the effectiveness of our approach. Future works can design better measures for opinion selection, and incorporate abstractive methods to enhance readability of the generated summaries.
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