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Abstract

An image-based deep learning framework is developed in this paper to predict damage and failure in microstructure-dependent composite materials. The work is motivated by the complexity and computational cost of high-fidelity simulations of such materials. The proposed deep learning framework predicts the post-failure full-field stress distribution and crack pattern in two-dimensional representations of the composites based on the geometry of microstructures. The material of interest is selected to be a high-performance unidirectional carbon fiber-reinforced polymer composite. The deep learning framework contains two stacked fully-convolutional networks, namely, Generator 1 and Generator 2, trained sequentially. First, Generator 1 learns to translate the microstructural geometry to the full-field post-failure stress distribution. Then, Generator 2 learns to translate the output of Generator 1 to the failure pattern. A physics-informed loss function is also designed and incorporated to further improve the performance of the proposed framework and facilitate the validation process. In order to provide a sufficiently large data set for training and validating the deep learning framework, 4500 microstructural representations are synthetically generated and simulated in an efficient finite element framework. It is shown that the proposed deep learning approach can effectively predict the composites’ post-failure full-field stress.
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distribution and failure pattern, two of the most complex phenomena to simulate in computational solid mechanics.
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1. Introduction

The mechanical behavior of composite materials depends on the geometry of their microstructures. Hence, accurate analysis of the overall mechanical behavior, specifically when nonlinearity and damage are present, requires numerical simulation on the microstructure level. In the simulations, a representative volume element (RVE) of the microstructure is studied, typically in a static displacement-controlled scheme.

Finite element (FE) analysis is widely being used for conducting such simulations. FE simulations, however, have a number of shortcomings:

1. A robust FE simulation requires that accurate constitutive equations to be considered for different RVE constituents. The constitutive equations to model damage and failure of the materials are complex and their implementation is not straightforward.

2. The complex geometry of heterogeneous materials microstructure necessitates the application of a fine mesh, involving many finite elements, to the numerical model. Hence, several degrees of freedom are present, demanding large amounts of memory.

3. In FE simulations of damage and failure, loading has to be applied in several increments. For each increment, a system of equations has to be solved iteratively to calculate the nodal displacements based on the internal force vector and stiffness matrix. Each iteration contains two nested loops, one over all the elements and another over the integration points to calculate and assemble the global stiffness matrix and internal force vector. This procedure renders the FE simulations time-consuming and highly computationally expensive.
4. Simulating damage propagation and failure of materials is followed by numerical instabilities, resulting in several time-step refinements by the solver. Hence, several additional loading increments are required for the completion of the simulations, imposing additional computational cost.

Hence, FE simulations are complex, time-consuming, and demand significant computational power. As a result, there has been an increasing interest in using deep learning approaches as surrogates for the expensive FE simulations in the past few years. While there have been major advances in the application of deep learning to computational fluid mechanics (e.g., [1, 2, 3, 4]), its application to the computational solid mechanics area is still at an early stage of research.

In computational solid mechanics, deep learning techniques have been mainly employed to predict different global mechanical attributes of heterogeneous materials based on the microstructural geometry, e.g., homogenized elastic properties [5, 6, 7, 8] and inelastic material response [9, 10, 11]. These attributes are presented by a few scalars, describing the macroscopic response of a heterogeneous material under certain loading scenarios.

A few researchers used deep learning to predict full-field microscopic attributes of materials with simple geometries. Donegan et al. [12] used convolutional neural networks to identify the locations of thermally-induced stress hot spots in particulate composites based on an image of the microstructure. Fend and Prabhakar [13] proposed a difference-based neural network framework to predict the elastic stress distribution around a single fiber, affected by the presence of four uniformly distributed fibers and the boundaries. A few research works recently utilized physics-informed deep learning approaches to predict stress distribution and displacement field [14, 15, 16] in solid mechanics problems. Learning in an unsupervised fashion is an important advantage of the physics-based models. However, the implementation of these methods is complex as they rely on designing an appropriate objective function based on the constitutive equations and mechanical laws, governing that specific problem. As a result, the application
of deep learning to predict the full-field stress distribution in heterogeneous materials with complex microstructures in the presence of damage has not been attempted.

Besides, the application of deep learning approaches to predict failure pattern of materials and structures under mechanical loading is quite scarce in the literature, while the majority of research efforts have been allocated to the detection and classification of failure and damage (e.g., [17] [18] [19] [20] [21]). Hunter et al. [22] used artificial neural networks with a simple architecture to predict crack pattern in brittle concrete wall specimens, subjected to tension. The macrostructure of the specimens contained 20 pre-existing cracks with the same length and random orientations and locations. Their proposed model was trained based on a number of predefined geometrical features as the significant predictors of the crack path. Schwarzer et al. [23] used convolutional and recurrent neural networks to predict the evolution of the crack pattern in concrete wall specimens with pre-existing cracks, similar to those from Hunter et al.’s study [22]. Pierson et al. [24] proposed a convolutional neural networks framework to predict the roughness of crack surface in a polycrystalline alloy based on the microstructure. The method, however, requires the prior knowledge of the crack location and can only predict the crack surface topography. As a result, the existing research works on failure pattern prediction problems studied only simple scenarios. The prediction of failure pattern in heterogeneous materials with complex microstructures using deep learning was not studied before.

In summary, utilizing deep learning techniques to predict full-field stress distribution in the presence of damage as well as failure pattern for heterogeneous materials with complex microstructures were not attempted before. Hence, this work proposes an end-to-end deep learning framework to predict post-failure stress distribution and failure pattern within two-dimensional (2-D) representations of microstructure-dependent composites. The predictions are based on an image of the microstructure as the input, making the framework convenient to use.
2. Overview of the Proposed Deep Learning Framework

The material of interest in this work was chosen to be high-performance unidirectional carbon fiber-reinforced polymer (CFRP) composites. Several RVEs of this composites were generated randomly, as shown in Figure 1a, based on a developed algorithm described in Section 4. The mechanical responses of these RVEs were first simulated using a developed FE framework to produce the images of the crack pattern based on an image of the microstructure. RVEs were then subjected to transverse tension, as illustrated in Figure 1a. A typical stress-strain response of such an RVE under the applied strain is presented in 1b. The developed deep learning framework in this work first translates the microstructural geometry to the von Mises stress contours at the early stage of damage initiation (ESoDI) when the load carrying capacity is decreased by 5%, as shown in Figure 1b. At that stage, the stress re-distribution pattern makes the crack path apparent, as depicted in Figure 1c. Then, the network translates the stress contours at ESoDI to the crack pattern. In order to achieve the highest possible accuracy, a physics-informed attention objective function was designed to guide the training. For the accuracy evaluation purpose, another attention loss function was designed and utilized. This attention loss provides a more reliable estimation of when the training should be stopped before the network overfits to the training data set. In the final stage, the true accuracy of the optimized deep learning framework is evaluated based on a validation data set, through expert supervision; the predicted crack patterns are visually inspected and the number of good, partly good, and poor predictions are counted. It is also shown that the a direct translation from microstructural geometry to crack pattern, without the presence of stress at ESoDI as the intermediate prediction, results in a poor performance.

In the following section, we briefly explain the properties of the composite of interest as well as the FE simulation framework which was used to obtain the training data. Then, a detailed explanation on a proposed algorithm used to generate several realistic RVEs are presented.
3. High-Fidelity Simulation

The overall behavior of high-performance CFRP composites is highly impacted by the formation of transverse micro-cracks where the applied load is perpendicular to the fiber direction. The micro-cracks result from the failure of matrix and fiber/matrix interface, forming around 5% and 95% of the crack path, respectively [25, 26, 27]. The crack pattern greatly depends on the microstructural geometry [28]. The microstructural geometry is characterized by high volume fraction of randomly distributed aligned and continuous fibers (i.e., typically greater than 55% of the composite volume) within an epoxy matrix. The distribution of fibers is deemed to be a significant predictor of the crack pattern and can significantly impact the robustness of a numerical micro-model [28, 29]. Hence, a random fiber generator algorithm was developed to generate several realistic representative volume elements (RVEs) for the CFRP composites microstructure. In the RVEs, the material properties of the constituents were kept constant while the fibers’ distribution varied. The RVEs were then simulated using an FE framework to predict their crack patterns. The FE framework was designed to be fast and efficient for particulate composites simulations and provided the opportunity of simulating the many generated RVEs in the shortest possible amount of time. The FE simulation
framework is explained in detail in Appendix A.

4. Representative Volume Elements

The fibers’ distribution in high-performance CFRP composites is compact, characterized by the adjacent fibers being close and sometimes even touch one another. The matrix cracking portion of a transverse crack occurs typically in the small spaces between the adjacent fibers, signifying the importance of the distribution of fibers’ nearest neighbor distances (NNDs). Taking this distribution into account, a random fiber generator algorithm was developed to generate the microstructural representations of the CFRP composites. The algorithm generates 2-D representations of the microstructures based on a given fiber volume fraction and a target distribution for the fibers’ NNDs. In this paper, the target distribution is calculated based on an experimental image of the microstructure, captured in Prof. Sottos lab at the University of Illinois at Urbana–Champaign [27]. The algorithm proposed here is based on iteratively applying random perturbation to randomly selected fibers, an idea initially proposed by Zacek [30]. However, in the algorithm proposed here, the fibers are able to significantly dislocate, the accuracy is higher, and the rate of convergence is faster.

In this algorithm, the fibers are initially orderly arranged in a staggered pattern within a specified domain. Then, a fiber is randomly selected and randomly perturbed within a specified range. If the fiber does not intersect with other fibers, the perturbation is accepted. This process is repeated several times until the number of accepted perturbations exceeds 20 times the number of fibers within the RVE. At this stage, the initially uniformly distributed fibers inside the RVE are perfectly shuffled. Then, a second round of random fiber selection and perturbation is applied. This time, however, an additional condition is imposed to the acceptance criterion for the perturbation; aside from the intersection condition, the perturbation is also required to improve the distribution of the fibers NND to be accepted. The similarity between the distributions is checked using the Kullback–Leibler (KL) divergence measure. The second round of perturbation is repeated until the resulting distribution for the fibers NND matches
The described algorithm was used to generate 4500 square RVEs with dimensions $54 \mu m \times 54 \mu m$. The RVEs contained 46 fibers with a diameter of $7 \mu m$ and a volume fraction of 57.5%. The initial regular distribution of fibers at the start of algorithm is shown in Figure 3a. After the application of the algorithm, the distribution of fibers NND is improved as the number of accepted perturbation increases, as shown in Figure 3b. An example of a generated RVE and the similarity of its fibers’ NND distribution with the target distribution are illustrated in Figure 3c and Figure 3d, respectively. The generated RVEs were then simulated using the developed FE framework under transverse tension.
Figure 3: Illustration of the procedure for generating an RVE: (a) initial orderly arranged fibers placement, (b) decrease of KL divergence for the generated and target fibers’ NND distributions with the increase of the number of accepted perturbations, (c) the final generated RVE, and (d) the comparison between the fibers’ NND distribution of the final generated RVE and the target distribution based on their cumulative density functions (CDFs).
5. Deep Learning Framework

The results of the 4500 FE simulated RVEs were used as a data set to train a deep learning framework to generate the crack pattern based on an image of the microstructure. As described earlier, the framework also generates the matrix von Mises stress distribution at ESoDI as an intermediate prediction. It is reminded that ESoDI is defined as the post-failure state where the load carrying capacity is decreased by 5%, computed based on the RVE stress-strain response as shown in Figure 1b. The intermediate prediction is necessary for the framework to achieve a high accuracy in the ultimate crack pattern prediction. Hence, the network is trained based on the triple images of microstructure (Image 1), von Mises stress at ESoDI (Image 2), and crack pattern (Image 3) as illustrated in Figure 4.

There are three reasons behind using the image format instead of the real-valued field outputs (e.g., the actual von Mises stress values):

1. The input to the network has to be in the form of regularly dispersed 2-D grids, represented by a 2-D tensor, so that the convolutional operation can be utilized. The field outputs of the FE simulations, however, correspond to the nodal values of the FE mesh, the locations of which are not regularly distributed in the space. The complexity of geometry prevents applying an FE mesh with a perfectly uniform distribution of nodes. For more information on the FE mesh, the reader is referred to Appendix A.

2. Converting the irregularly distributed nodal field values of the FE mesh into uniformly distributed grids requires complex polynomial fitting techniques. Loss of information, especially in the zones with high-stress gradients (i.e., located between the neighbouring fibers), is inevitable, inducing some degrees of inaccuracy. It was observed that the resulting inaccuracy was less significant when the contour plot of a continuous field output was saved in the image format.

3. The process of getting field output contour images from the commercial FE simulation programs is quick and straightforward.
Figure 4: The triple images required for the training of the proposed deep learning framework predict the crack pattern image based on an image of the microstructure.

5.1. Data Pre-processing

The utilized FE simulation framework stores the results in the VTK format, which contains both the geometry of the FE mesh and the simulation results as the nodal values. The VTK results were plotted using ParaView, an open-source multi-platform application for scientific visualization. The material tag, von Mises stress, and displacement contours were used to plot the microstructural geometry (Image 1), matrix von Mises stress distribution at ESoDI (Image 2), and crack pattern (Image 3), respectively, in the format of high-quality JPEG images.

The microstructures’ images were saved such that the matrix and fibers were differentiated through a specified distinct coloration of white and black. In the images of crack patterns, the fibers are colored blue, while the right and left sides of the cracks were colored white and black, respectively. The dimensions of the images were then reduced to 256×256 pixels. The specified dimensions are consistent with the mesh size used in the FE simulation framework and provide enough accuracy for presenting the simulation results.

The images were then split into mutually exclusive training and validation data sets, containing 4000 and 500 triple image samples, respectively. As a data augmentation technique, the number of samples in the training data set was doubled by flipping all the triple images vertically. Aside from increasing the size of the training data set at no cost, this data augmentation also encourages the networks to become robust to
symmetry and learn features from the overall geometrical pattern in addition to the morphology of local features.

5.2. Networks Architecture

The developed deep learning framework includes two stacked generator networks that are sequentially trained in a supervised fashion:

1. Generator 1 translates the image of microstructure to the image of the matrix von Mises stress distribution at ESoDI.
2. Generator 2 translates the image of the von Mises stress contours at ESoDI to the crack pattern image. This generator is trained using the outputs of Generator 1 as the input.

The described sequential training of Generator 1 and Generator 2 is schematically illustrated in Figure 5.

A modified U-Net architecture was used for both Generator 1 and Generator 2. U-Net is a fully convolutional neural network autoencoder that was first proposed by Ronneberger et al. [31] in 2015. This architecture is proven to be optimal for image translation applications [32, 33, 34, 35]. The network is composed of two branches of convolutional layers, namely Encoder and Decoder, as illustrated in Figure 6. Encoder transforms a high-dimensional $256 \times 256 \times 3$ pixel-image into a lower-dimensional $1 \times$
1 × 512 vector of features that best describes the input image. This lower-dimensional vector is called Code and contains encrypted information and features of the input image that are the significant predictors of the output image. The Decoder network is responsible for translating the encrypted information of the Code vector into the desired output image.

Each block of Encoder contains a convolutional layer with a kernel size of 4 and a stride of 2. The convolutional layer is then followed by a batch normalization (except for the first block), the output of which is passed through the Leaky ReLU activation function. The blocks output dimensions, including the number of applied convolutional filters as the third dimension, are shown in Figure 6.

Each block of Decoder contains a transpose convolutional layer, with the same properties and number of filters as the convolutional layer of the corresponding block in Encoder. Batch normalization followed by a ReLU activation are then applied. A dropout of 0.5 is also considered for the first three blocks of Decoder to further boost the robustness of the predictions. The final layer of the U-Net architecture is a transpose convolutional operation with a Tanh activation that is responsible to transform the $128 \times 128 \times 64$ output of the previous block into a $256 \times 256 \times 3$ image, the final output of the network.

In the original U-Net architecture, there are skip connections between all the blocks of Encoder and the corresponding block of Decoder to facilitate learning and the generation of complex/realistic images. In this work, however, the skip connections are applied only to the first three inner blocks of Encoder and Decoder to prevent overfitting.

5.3. Networks Training Objective Functions

For Generator 2, mean absolute error (MAE) loss, $L_{MAE}$, is considered as the objective function. The MAE is a typical and simple loss function used in image-to-image translation problems. The simple MAE loss can provide high accuracy for Generator 2 since predicting the crack pattern based on the von Mises stress at ESoDI is a simple task.
Generator 1, on the other hand, carries the heaviest burden in the process of crack pattern prediction. Generator 1 has to learn several complicated and non-obvious local and global patterns in the microstructural geometry, figure out which patterns are the significant predictors of crack pattern, and translate the patterns to the complex and nontrivial von Mises stress distribution at ESoDI. Hence, for Generator 1, two different objective functions are considered, and their performances are compared. The considered objective functions were:

1. MAE loss, which is evaluated using the predicted and target images.
2. Attention loss, which is a modified MAE that magnifies the absolute error for the pixels that are more important in determining the crack pattern.

As it was described in Section 2, the stress distribution at ESoDI facilitates the identification of the crack path, as illustrated in Figure 7a and Figure 7b. Comparing these two figures demonstrates that the pixel values, corresponding to large magnitudes of stress are the significant predictors of crack pattern. These high-stress pixels have grayscale values between 20 and 100 and can alone determine the crack pattern, as
depicted in Figure 7c. In this paper, the grayscale value of a pixel is calculated by averaging the pixel’s red, green, and blue (RGB) channels’ values.

Therefore, the attention loss is designed to penalize MAE by increasing the contribution of the absolute errors, corresponding to the zones with high-stress concentration. More specifically, the attention loss is a weighted MAE where weights greater than 1 are considered for the pixels, representing large values of von Mises stress when the mean is calculated. This modification to the MAE loss increases the gradient of loss for high-stress pixels and encourages the network to pay more attention to the specific areas of the image that determine the crack pattern. The other areas of the ESoDI stress images, comprising the majority of the pixels, are not significant predictors of the crack pattern. Hence, the attention loss prevents the majority of the network’s intelligence and effort to be spent in the accurate prediction of less important areas.

To design the attention training loss to function as described above, the following Gaussian function is used to calculate a weight, \( W_{tr} \), based on a given grayscale pixel value, \( g \):

\[
W_{tr}(g) = \alpha e^{-\frac{(g-\beta)^2}{2\gamma^2}} + 1
\]  

where \( g \) is the pixel’s grayscale value, \( \alpha + 1 \) and \( \beta \) specify the ordinate and abscissa of the function’s turning point, respectively, whereas \( \gamma \) controls the sharpness of the turning point. The constant \( \beta \) was set equal to the pixel value for the largest magnitude of stress, whereas \( \gamma \) was selected such that the range of interest for the pixel values (i.e., from 20 to 100) are lied underneath the nonlinear portion of the function to be assigned weights greater than 1. \( \alpha \) controls the significance of the pixel values that correspond to large stress magnitudes and is a tunable hyper parameter of the network. The calibrated values for the parameters of the weight function presented by Equation 1 are \( \alpha = 50, \beta = 60, \text{ and } \gamma = 0.1 \), resulting in a weight function as illustrated in Figure 7d.

Subsequently, the attention training objective function is calculated as

\[
L_{att}^{tr} = \text{Mean} \left( W_{tr}(Y) \circ |\hat{Y} - Y| \right)
\]

where \( Y \) and \( \hat{Y} \) are the target and generated images, respectively, and the symbol \( \circ \) is
Figure 7: (a), (b) An illustration of high values of the von Mises stress distribution at ESoDI, being the significant predictors of the crack pattern, and (c) the range of grayscale values, corresponding to the high-stress zones that can determine the crack pattern. (b) and (c) the weight functions incorporated in the attention losses, used for Generator 1’s training and accuracy evaluation, respectively.

5.4. Validation

The accuracy is evaluated based on the validation data set to reflect the true performance of the networks. In the proposed framework, the accuracy needs to be evaluated twice; when Generator 1 is trained, and when Generator 2 is trained using the outputs of pre-trained Generator 1.
5.4.1. **Generator 1 accuracy**

As stated earlier, the accuracy of the deep learning framework in predicting the crack pattern greatly depends on the performance of Generator 1, producing von Mises stress distribution. Generator 1, however, is susceptible to overfitting, and hence, its training must be stopped at an appropriate training epoch to prevent over-training. As a result, an appropriate measure is required for evaluating the true accuracy of Generator 1 after the application of each epoch.

As described earlier in Section 5.3, the accuracy of the deep learning framework depends upon the distribution pattern of only a few pixels in Generator 1 output, representing large values of von Mises stress (Figure 7a and Figure 7b). Therefore, the optimal epoch for Generator 1 cannot be estimated through a pixel-wise comparison (e.g., $L_{MAE}$) between generated and target images. The MAE loss treats all pixels the same way, without any discrimination, allowing for the contribution of non-important regions. Therefore, an attention MAE loss for validation ($L_{val}^{att}$), similar to that used in the training of Generator 1, is proposed. $L_{val}^{att}$ only targets the pixels that correspond to large values of stress through a weight function $W_{val}$ defined as

$$W_{val}(g) = e^{-\frac{(g-\beta)^2}{2\gamma^2}}$$  \hspace{1cm} (3)

$W_{val}$ has a value in the range between 0 and 1, computed based on the importance of a given pixel, as illustrated in Figure 7e. A weighted MAE evaluated using the $W_{val}$ function only includes the contribution of important zones and pixels. The weighted MAE omits the contribution of the portions of the image, which do not contribute to crack pattern identification. The attention loss for validation, $L_{att}^{val}$, can then be calculated using Equation 2 with $W_{tr}$ replaced by $W_{val}$. The evolution of $L_{att}^{val}$ during the training is then used to find the epoch that leads to optimized Generator 1. After the optimized Generator 1 is determined, its outputs are used to train Generator 2.

5.4.2. **Generator 2 accuracy**

It is reminded that the task of Generator 2 is quite simple and this network can easily achieve a high accuracy with the application of only a few epochs. In other
words, if Generator 1 predicts accurate stress distribution at ESoDI, the correctness of the predicted crack pattern by Generator 2 is guaranteed. Generator 2 does not have the overfitting issue and provides consistent predictions based on both validation and training data sets during the training. Hence, its accuracy is evaluated after the application of enough training epochs, when the average MAE loss of the validation data set does not decrease with the application of more epochs.

The true accuracy of Generator 2 (i.e., also represents the accuracy of the proposed deep learning framework) should reflect the correctness of the predicted crack pattern. Therefore, pixel-wise comparison approaches such as MAE can be misleading. The reason is that a wrong predicted crack path can still result in a small $L_{MAE}$, suggesting a high accuracy, while the true accuracy is zero. This point is schematically illustrated in Figure 8. The only accurate way of calculating the true accuracy is through expert supervision, by visual inspect the predicted and target crack patterns using the entire validation data set samples. In the visual inspection, the predictions were separated into three categories of “good” (G), “partly good” (PG), and “bad” (B) predictions, as illustrated in Figure 9. In the PG category, around half-length of the predicted crack
pattern is “good” while the rest is “bad”. Based on the number of samples in each category, $n$, the true accuracy, $A\%$, was calculated by

$$A\% = \frac{n^G + 0.5 \times n^{PG}}{n^G + n^{PG} + n^B} \times 100$$  \hspace{1cm} (4)$$

In the above equation, partial credit is given to the PG predictions through a multiplier of 0.5.

6. Results and Discussion

In this section, the training results and performance of the proposed deep learning framework are discussed. The training of both generators was conducted by using the Adam optimizer with the application of 120 epochs. The training of the networks were conducted on the Cascades cluster at Advanced Research Computing at Virginia Tech, using an NVIDIA V100 GPU. In the following subsections, first, the training of Generator 1 is explained and the results of training with the MAE and attention
losses are compared. Then, the training results of Generator 2 is presented and the ultimate accuracy of the proposed framework for both cases of Generator 1 training scenarios (i.e., trained with the MAE and attention losses), is evaluated. Finally, the framework’s performance is compared versus a simplified model where a single-generator is responsible to directly translate from microstructural geometry to crack pattern.

6.1. Generator 1 Training Result

The first step in the sequential training of the proposed deep learning framework was training Generator 1. It is reminded that Generator 1 is trained using the images of microstructure as input and the corresponding images of von Mises stress distribution at ESoDI as output. Two different objective functions, namely, MAE and attention losses were considered. The accuracy of both cases were evaluated using the attention loss, $L_{\text{val}}^{\text{att}}$, as presented in Section 5.4.1.

For the case of training with the attention objective function, $L_{\text{val}}^{\text{att}}$ was initially small because the objective function prioritized the learning of high-stress regions. Hence, the objective function encouraged many of the predicted pixel values to initially correspond to large magnitudes of stress, as illustrated in Figure 10a.i. On the other hand, $L_{\text{val}}^{\text{att}}$ was initially large for the case of training with the MAE objective function since no learning priority was imposed. In this case, the majority of the predicted pixels initially correspond to intermediate-stress values, as depicted in Figure 10a.ii. Thus, the network gradually learned the target images with no discrimination among various parts.

Figure 10b depicts the evolution of $L_{\text{val}}^{\text{att}}$ with the training epochs, comparing the cases of MAE and attention objective functions. As seen in the figure, $L_{\text{val}}^{\text{att}}$ for the case of the attention objective function is consistently smaller than that for the case of the MAE objective function. Therefore, the proposed attention objective function could effectively improve the prediction accuracy.

Figure 10c illustrates different training stages of Generator 1. As it can be seen, $L_{\text{val}}^{\text{att}}$ initially increases at a high rate for the training epochs between 0 and 21. At this stage, the network tries to learn the generality of the target images with an emphasis
on the high-stress concentration zones. For the training epochs greater than 53, the rate of increase of $L_{val}^{\text{att}}$ with the training epochs becomes slower. At this stage, the network gradually overfits the training data set. Therefore, the optimized Generator 2 corresponds to an epoch in the transition state between the underfitting and overfitting training stages (i.e., between epochs 22 and 52). As seen in Figure 10c, epoch 25, a local minimum in the transition state, is a good estimate for the epoch that optimizes Generator 2.

6.2. Generator 2 Training Result

In the second step, Generator 2 was trained using the outputs of the pre-trained Generator 1 as its input. After the completion of the training epochs, the accuracy of Generator 2 (i.e., the same as the overall accuracy of the deep leaning framework) was evaluated as described in Section 5.4.2. Depending on the objective function utilized in the training of Generator 1, the accuracy of the framework was evaluated to be

1. 85% for the case of the MAE objective function.
2. 90% for the case of the attention objective function.

As a result, the proposed attention objective function could significantly improve the accuracy of the framework. These large values of accuracy demonstrate the efficacy and robustness of the proposed deep leaning framework in crack pattern prediction of CFRP composites based on the microstructural geometry. Figure 11 depicts a few examples of predictions by Generator 1 and Generator 2, demonstrating the high image quality of the predicted attributes.

6.3. Single-generator model for direct microstructure-to-crack pattern translation

In order to highlight the necessity of the intermediate prediction in the proposed framework (i.e, von Mises stress at ESoDI), a single-generator model for a direct translation of microstructure to crack pattern was tested. No intermediate prediction (i.e., von Mises stress distribution at ESoDI) was involved and the generator had to learn the significant predictors of crack pattern directly from the microstructural geometry.
Figure 10: Generator 1 training result: (a) epoch 2 predictions for the cases of $L_{MAE}$ and $L_{att}^{tr}$ objective functions, (i) demonstrating how the attention objective function prioritize learning the high-stress zones by initially considering a large stress for many parts, while (ii) the MAE objective function does not impose any learning priority and initially considers a uniform intermediate-stress for every part, (b) evolution of $L_{val}^{att}$ with training epochs, comparing the cases of training with $L_{MAE}$ and $L_{att}^{tr}$ objective functions, and (c) evolution of $L_{val}^{att}$ with training epochs for the case of $L_{att}^{tr}$ objective function, showing different stages of training as well as the epoch leading to the optimized Generator 1.
Figure 11: Sample von Mises stress at ESoDI (Image 2) and crack pattern (Image 3) predictions by the proposed deep learning framework.
The same network architecture used for Generator 1 and Generator 2 was utilized for the single-generator model. The MAE loss was used as the training objective function. The accuracy of the simplified model, based on the method described in Section 5.4.2, was evaluated to be 56%. This low accuracy indicates the importance of the utilized intermediate prediction to physically guide the training towards the desired output.

7. Conclusion

An end-to-end deep learning framework was developed for full-field damage and failure pattern prediction in microstructure-dependent composite materials. The framework was proposed to address the downsides of the existing FE simulation approaches including complexity in constitutive equations, FE formulations, and meshing algorithms as well as the significant computational resources and run-time that they demand. Hence, being simple to use was an important consideration in designing the proposed deep learning framework. As a result, the framework was developed to work with the images of microstructures and other attributes such as displacement and stress contours that can be easily extracted from any FE simulation framework.

A high-performance CFRP composite was used as the material of interest, and the FE simulation of several randomly generated RVEs provided the required training data set for the deep learning framework. The deep learning framework consists of two networks, namely, Generator 1 and Generator 2. Generator 1 transforms the microstructural geometry into the von Mises stress contours at ESoDI. Generator 2 translates the output of Generator 1 to the crack pattern. The proposed deep learning framework is trained sequentially; first Generator 1 is trained, and then Generator 2 is trained using the pre-trained Generator 1 outputs. In order to boost the performance, an attention objective function was designed for Generator 1 to attract the focus of the network to more important portions of the target images.

The proposed deep learning framework resulted in a high accuracy of 90%, evaluated based on a validation data set. By considering the fact that the materials damage and failure is one of the most complex phenomena to simulate in computational solid
mechanics, the resulting high accuracy of the framework also suggests that the same approach can be effectively used to predict any other attribute at any stage of mechanical loading.
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Appendix A. High-Fidelity Simulation Framework

In order to generating enough training data samples for the deep learning framework, several RVEs needed to be simulated. As a result, an efficient simulation framework, integrating a robust numerical method along with accurate constitutive models for different constituents was required to be used. The framework also needed to be implemented in an efficient way to speed up the computations involved in different stages of the simulation process. Hence, a finite element framework, previously developed by the authors [29], was employed. In the following, a summary of the finite element method and the constitutive equations, implemented within the framework is presented.

Appendix A.1. Finite Element Method

In this work, an IGFEM scheme was employed due to its ability to apply nonconforming mesh to complex geometries with discontinuous gradient field, such as CFRP composites [36, 37]. A nonconforming mesh simplifies meshing the geometry, and most
importantly, decreases the computational burden by enabling the application of a uniform mesh to the geometry. Nonlinear cohesive IGFEM is an extension of IGFEM that allows an element to include a number of arbitrary oriented embedded cohesive interfaces, modeled by CZMs. The portions of an element traversed by interfaces can have different constitutive behaviors. For more details on the formulation and implementation of nonlinear cohesive IGFEM, the reader can refer to [38, 39, 29]. The described method was implemented within an IGFEM solver, developed using the C++ language. The IGFEM framework was designed to be fast by the virtue of object oriented programming, efficient memory management, and utilizing powerful scientific libraries (e.g., MPI, PETSC, GSL, METIS) to run the simulations fully in parallel.

In the framework, three-node triangular plane-strain elements were used that can contain up to two enriched interfaces. A mesh sensitivity analysis determined a uniform mesh size such that 20 elements to be along the diameters of each fiber. A strain of 0.02 was applied to the RVEs right edge incrementally, while the horizontal displacement of the left edge was restrained. This boundary condition subjects the RVE to uniaxial transverse tension while allows for free vertical deformations.

Appendix A.2. Constitutive Equations

Transverse cracks in CFRP composites are the result of fiber/matrix interface debondings, accompanied by matrix cracking in between the adjacent fibers. The crack does not pass through fibers, and fiber breakage rarely occurs [40, 27]. Therefore, in a robust numerical model, accurate nonlinear constitutive behaviors for matrix and fiber/matrix interfaces must be considered while the fibers can be assumed elastic. The constitutive models summarized here were previously implemented and verified by the authors [29].

In this work, the matrix is modeled using an elasto-plastic damage model with a brittle failure. The initiation of plastic deformation is specified by the Tschoegll yield criterion [41] as

$$\phi(\sigma) = 6J_2 + 2I_1(\sigma_y^c - \sigma_y^I) - 2\sigma_y^c\sigma_y^I$$

(A.1)
where \( \sigma \) is the stress tensor, \( I_1 \) and \( J_1 \) are the first and second invariants of the stress and deviatoric stress tensors, respectively, and \( \sigma_y^t \) and \( \sigma_y^c \) are the matrix strengths under uniaxial tension and compression, respectively. The evolution of plastic deformation is modeled by an isotropic hardening law, defined using a non-associated flow rule, based on the von Mises criterion. To provide a smooth elastic-to-plastic transition, a behavior proposed by Ramberg and Osgood [42] was considered in the constitutive model. The behavior is defined as

\[
H = a \left( \frac{\sigma_Y}{\sigma_{\text{von}}} \right)^b
\]

(A.2)

where \( H \) is the slope of the tangent line to the plastic branch, \( a \) and \( b \) are two parameters that control the shape and smoothness of the elastic-to-plastic transition, and \( \sigma_Y \) and \( \sigma_{\text{von}} \) are the von Mises stresses at initiation and during the evolution of plastic deformation, respectively.

The initiation of failure is determined by the Tschoegl yield criterion [41] formulated based on the strain tensor, \( \epsilon \), as

\[
\phi'(\epsilon) = 6J_2' + 2I_1'(\epsilon^c - \epsilon^t) - 2\epsilon^c\epsilon^t
\]

(A.3)

where \( I_1' \) and \( J_2' \) are the first and second invariants of the strain and deviatoric strain tensors, respectively, and \( \epsilon^t \) and \( \epsilon^c \) are the failure strains under uniaxial tension and compression, respectively. After the failure initiates, the evolution of damage is modeled by the Simo and Ju continuum damage constitutive equation [43, 44]. In the constitutive behavior, the damaged stiffness matrix, \( D^d \), is calculated by the penalization of the elasto-plastic stiffness matrix, \( D^{ep} \), via a damage index, \( d \), as \( D^d = (1 - d)D^{ep} \). The damage index \( d \) is calculated and updated via

\[
d = d + \left( \frac{\dot{d}t}{1 + \mu\dot{d}t} \right) (G - Y)
\]

(A.4)

where \( \mu \) is a viscosity parameter, \( \dot{d}t \) is the pseudo-time, \( G \) is the damage parameter, and \( Y \) is the damage threshold. \( G \) and \( Y \) are defined as

\[
G = 1 - \frac{1 - A}{\bar{\tau}} - A \exp(B(\bar{\tau}_0 - \bar{\tau}))
\]

(A.5)
Figure A.1: The bilinear traction-separation constitutive law used for modeling fiber/matrix cohesive interfaces.

\[
Y = \frac{Y + \mu dt G}{1 + \mu dt} \tag{A.6}
\]

where \( A \) and \( B \) are two damage parameter constants, \( \bar{\tau} = \sqrt{2\Xi} \) is a damage parameter calculated based on the strain energy \( \Xi \), and \( \bar{\tau}_0 \) is a constant called the initial damage threshold which is equal to \( \bar{\tau} \) at the start of damage. The damage index \( d \) is updated only when \( G > 0 \), \( Y > 0 \), and \( G - Y > 0 \).

The debonding of fiber matrix interfaces is simulated using a CZM constitutive model proposed by Ortiz and Pandolfi [45]. In the model, the cohesive behavior is defined based on an effective opening displacement, \( \delta = \sqrt{\delta_n^2 + \delta_t^2} \), taking into account the interaction between normal and tangential debonding displacements (i.e., \( \delta_n \) and \( \delta_t \), respectively). The bilinear traction-separation behavior illustrated in Figure A.1 was assumed for the interfaces. The cohesive parameters in the behavior are cohesive strength, \( T_c \), critical opening displacement, \( \delta_c \), and fracture toughness, \( G_c \). CZMs can cause convergence issue in static analyses when modeling brittle debonding failures. The convergence issue is caused by the Newton-Raphson iterations entering an infinite cycle [46]. Therefore, an artificial viscosity proposed by [47] was added in the cohesive law to overcome the difficulty.
Table A.1: Material properties for different constituents of the CFRP composite. $E$, $G$, and $\nu$ are Young’s modulus, the shear modulus, and the Poisson’s ratio, respectively. 1 and 2 represent the out-of-plane and in-plane directions, respectively, and 3 is the direction perpendicular to the 1 and 2 directions.

|                  | Matrix       | Carbon fiber |
|------------------|--------------|--------------|
| Elastic properties | $E (GPa)$    | $E_1 (MPa)$  |
| $\nu$            | 0.39         | 233          |
| Plastic properties | $\sigma^c (MPa)$ | $G_{12} (MPa)$ |
| $\sigma^t (MPa)$ | 62           | 8.96         |
| $H$              | 20000        | $\nu_{12}$  |
| $n$              | 12           | 0.2          |
| Damage properties | $\epsilon^c$ | Fiber/matrix |
| $\epsilon^t$    | 0.35         | cohesive interfaces |
| $A$              | 0.95         | $T_e (MPa)$  |
| $B$              | 2            | $\delta_e (nm)$ |
| $\mu$            | 10           | $G_e (N/m)$  |

The parameters of the aforementioned constitutive models for different components of a typical CFRP composite is presented in Table A.1. For more information regarding the constitutive models’ derivation, implementation, and calibration as well as the verification of the developed IGFEM framework for the transverse failure simulation of CFRP composites, the reader is referred to [29].

The FE simulations of the 4500 generated RVEs were conducted using the Dragon’s Tooth cluster at Advanced Research Computing (ARC) at Virginia Tech. 24 Intel Xeon E5-2680v3 (Haswell) 2.5 GHz processors were requested and the run-time to simulate all the RVEs was 9 days.
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