GAN-Based Image Compression Using Mutual Information for Optimizing Subjective Image Similarity

Shinobu KUDO1,2, Shota ORIHASHI1, Ryuichi TANIDA1, Members, Seishi TAKAMURA1, and Hideaki KIMATA1, Senior Members

Summary
Recently, image compression systems based on convolutional neural networks that use flexible nonlinear analysis and synthesis transformations have been developed to improve the restoration accuracy of decoded images. Although these methods that use objective metric such as peak signal-to-noise ratio and multi-scale structural similarity for optimization achieve high objective results, such metric may not reflect human visual characteristics and thus degrade subjective image quality. A method using a framework called a generative adversarial network (GAN) has been reported as one of the methods aiming to improve the subjective image quality. It optimizes the distribution of restored images to be close to that of natural images; thus it suppresses visual artifacts such as blurring, ringing, and blocking. However, since methods of this type are optimized to focus on whether the restored image is subjectively natural or not, components that are not correlated with the original image are mixed into the restored image during the decoding process. Thus, even though the appearance looks natural, subjective similarity may be degraded. In this paper, we investigated why the conventional GAN-based compression techniques degrade subjective similarity, then tackled this problem by rethinking how to handle image generation in the GAN framework between image sources with different probability distributions. The paper describes a method to maximize mutual information between the coding features and the restored images. Experimental results show that the proposed mutual information amount is clearly correlated with subjective similarity and the method makes it possible to develop image compression systems with high subjective similarity.
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1. Introduction

Recently, image compression techniques have become increasingly important due to the development and popularity of high-definition multimedia content. Conventional image coding systems, e.g., Better Portable Graphics (BPG) [1], WebP [2], and JPEG2000 [3], based on handcraft-designed predictions and transformations have poor performance against complex textures and unexpected signals. Furthermore, since they are designed to faithfully reproduce signals based on peak signal-to-noise ratio (PSNR), one of the objective evaluation indexes, they suffer from visual artifacts such as blurring, ringing, and blocking at low bit rate. Thus, subjective image quality is substantially degraded.

To improve the restoration accuracy, machine learning-based image compression systems using convolutional neural networks (CNNs) have been actively studied during the last few years [4]–[11]. Many of these methods perform end-to-end optimization using flexible nonlinear analysis and synthesis by using CNN-based autoencoders, and it has been reported that they show higher performance than conventional image compression systems. However, a problem still remains in that PSNR based optimization leads to degradation of subjective image quality at low bit rates such as 0.1 bits per pixel (bpp). To address this problem, a method using a framework called a generative adversarial network (GAN) [12] has been reported as one of the methods aiming to improve the subjective image quality. It optimizes the distribution of restored images to be close to that of natural images. In [15], the authors achieved higher performance than that for a High Efficiency Video Coding (HEVC)-based image compression system BPG [1] by adopting pyramidal decomposition and multi-scale structural similarity (MS-SSIM) based optimization. In [16], the authors proposed an optimization scheme similar to that proposed by [15], as well as a system in which the decoding area of the autoencoder is specified by the user.

However, since these methods are optimized to focus on whether the restored image is subjectively natural or not, components that are not correlated with the original image are mixed into the restored image during the decoding process. Thus, even though the appearance looks natural, subjective similarity may be degraded. For example, the decoded image may be subjectively seen as a different object from the original image or the impression may be changed. This is not preferable because the original role of the compression system is lost.

To address this problem, we first investigated why this phenomenon occurs. Then, we revealed that the conventional GAN-based methods could not retain the coding features during the decoding process. This means that the mutual information amount between the coding feature and the restored image decreases. From this investigation, this paper proposes image compression method that optimizes coding features obtained from the encoder and explicitly correlates them to the restored images by introducing mutual information maximization as regularization. In experimental section, we evaluate the relationship between the proposed mutual information amount and subjective similarity, indicating that the proposed mutual information amount is clearly correlated with subjective similarity and the method makes it possible to provide image compression system with higher subjective similarity.
Our contributions are twofold: 1) We show that the conventional GAN-based compression techniques cannot retain the coding features during the decoding process, which degrades subjective similarity between original images and restored images. 2) We propose a GAN-based compression system that can retain coding features by maximizing mutual information between coding features and restored images. Experimental results show that the proposed mutual information amount is correlated with subjective similarity and the proposed compression system obtains higher subjective similarity compared with the conventional GAN-based method.

This paper is an extension of previous study [13]. The differences from previous study are as follows: 1) We investigate the correlation between the coding features and its re-encoded features with optimization by the conventional GAN-based method. The results show that there is no correlation between the original image and its restored image in the conventional GAN-based method, and our method can solve this problem. 2) We describe the technical differences between our method and InfoGAN [14]. This makes it clear that the purpose of this paper is different from that of InfoGAN and that the equations have also been modified from InfoGAN. 3) The proposed objective function is described in detail, assuming that the posterior distribution is a Gaussian distribution. 4) Some simulations have been added. One of them is a comparison with non-GAN-based compression method. The results show that the non-GAN-based compression method has lower naturalness and similarity than the GAN-based compression methods. We also calculate PSNR and MS-SSIM metrics for all results and investigate how these metrics are correlated with subjective similarity, showing that these metrics cannot reflect subjective image quality, but the proposed mutual information amount can. The result also indicates that even the non-GAN-based compression method does not maximize the mutual information amount, which suggests that regardless of whether the adversarial error is used or not, components that are not correlated with the original image are mixed during the decoding process. Simulations with other datasets (Imagenet for train/test, ADE20k for train and Kodak for test), show that our method is also effective for natural images.

The rest of this paper is organized as follows. Related work and its problems are explained in Sect. 2. Sect. 3 presents the proposed image compression method. Sect. 4 describes simulations we conducted and the results obtained. Finally, we conclude the paper with a brief summary in Sect. 5.

2. Related Work

Machine learning-based image compression approaches have been studied during the last few years [4]–[11]. Many of these methods use CNN-based autoencoders in which the encoder transforms the input image into a bitstream and the decoder reconstructs the restored image. To improve the coding performance, some techniques were proposed. In [4] and [5], the authors introduced recurrent neural networks (RNNs) for feature extractions. In [6] and [7], the authors studied quantization process to approximate the entropy of the quantized representation and in [8] and [9], the authors directly trained the quantization. In [10], the authors proposed pixel-wise loss weighted by SSIM and spatially adaptive bit allocation algorithm. In [11], the authors developed the context models to directly model the entropy of the latent representation. Although these methods attained high objective results, PSNR or (MS-)SSIM metric for loss function does not reflect human visual characteristics and is not suitable for improving subjective image quality.

2.1 GAN-based Image Compression

The GAN-based image compression method [15], [16] introduces a GAN framework into CNN-based image compression systems. This method can improve the subjective image quality by optimizing the distribution of the restored images to be close to that of natural images. This model consists of the encoder E, the decoder G, and the discriminator D. The encoder maps the input images x to the coding features w( = E(x)), performs quantization Q, then outputs the bitstream z( = Q(w)). The decoder reconstructs the restored images ˆx ( = G(z)) from the bitstream. The discriminator discriminates whether the input is the input image or the restored image. The models are trained by optimizing the following objective function L that can be formulated as a min-max rate-distortion optimization problem as shown in Eq. (1)

\[
\min_{E,G} \max_{D} L = \mathbb{E}[f(D(x))] + \mathbb{E}[g(D(G(z)))] + \lambda_d \mathbb{E}[d(x, G(z))] + \lambda_r r(z),
\]

(1)

where d(x, ˆx) represents reconstruction error between the input image x and its reconstruction ˆx, ˆz, ˆr represents its weighting factor, r(z) denotes the coding bit loss, and \(\lambda_d\) denotes its weighting factor. f and g are scalar functions. One of the choices is f(y) = log(y), g(y) = log(1 − y) called Vanilla GAN [12], which corresponds to the minimization of the KL divergence of x and G(z). Since there is a non-differentiable quantizer Q during the backpropagation process, applying techniques such as approximation with uniform noise [7] or a straight-through estimator [17] enables end-to-end optimization.

The first and second terms in Eq. (1) represent the adversarial error. These factors enable subjectively natural output to be achieved by considering whether the restored image is natural or not.

2.2 Problem with Related Work

In the related work, the adversarial error optimizes the distribution of restored images to be close to that of original images, which improves the subjective image quality. However, there is no guarantee that the similarity between the
original image and its restored image is retained. In other words, components that are not correlated with the original image are mixed into the restored image during the decoding process. This is illustrated by Fig. 1 that is a plot of the coding features \( w \) and its re-encoded features \( w' \) (re-encode the restored image of \( w \)) with optimization by Eq. (1). If the similarity between the original image and its restored image is retained, the plot should show correlation \( w'_i = w_i \), but it is not. This means that the mutual information amount \( I(w; G(z)) \) between the coding feature \( w \) and the restored image \( G(z) \) decreases. As a result, the restored image may look different from the original image, or the impression may be changed even though the appearance is natural. In particular, human eyes are thought to be sensitive to changes in images related to the recognition of human faces and characters and so on. Therefore, for human face input images, even slight changes in facial expressions, eye shapes or hair styles may make a person look different from another person or give a different impression. This is not preferable because the original role of the compression system is lost.

### 3. Proposed Method

#### 3.1 Motivation

In order to solve the problems that occur with conventional methods, it is necessary to make sure that the components uncorrelated with the original image are not mixed into the restored image during the decoding process. Thus, optimization is required such that the coding feature and the restored image are completely correlated. In other words, this is equivalent to maximizing the mutual information amount \( I(w; G(w)) \) between the coding feature \( w \) and the restored image \( G(w) \). The mutual information amount can also be expressed as the difference between the true information source of the coding feature and the one of the restored image.

Although the technique for maximizing mutual information is similar to InfoGAN [14], its purpose is different from that of our work. InfoGAN aims at maximizing mutual information of latent feature distribution in terms of realizing disentangled representation of image features, but our work is intended to maximize mutual information of coding feature distribution in order to realize a coding system that provides high subjective image quality. Therefore, our method modifies the following points to apply the mutual information maximization to the compression task:

1. InfoGAN conditions only some latent features, but our work does all latent (coding) features.
2. InfoGAN does not model auxiliary distribution that makes problem solvable by using a technique known as variational information maximization, but our work explicitly models it as the encoder to solve the compression task and evaluates how closely the distributions match.

In this paper, we show how we focused on the mutual information amount between the coding features and the restored images and how we proposed to introduce its maximization into the objective function as regularization. In the proposed method, since the decoded image is explicitly correlated with the coding features, random decode processing is suppressed, the change of the appearance impression can be reduced, while the restored image is subjectively natural. Therefore, it is expected to make it possible to develop compression systems that are suitable for compression tasks.

#### 3.2 Image Compression Using Mutual Information Maximizing Regularization

The objective function \( L \) of the proposed method is shown in Eq. (2):

\[
\min_{E,G} \max_D \left[ \mathbb{E}[f(D(x))] + \mathbb{E}[g(D(G(z)))] + \lambda_r \mathbb{E}[d(x, G(z))] + \lambda_f r(z) - \lambda I(w; G(w)) \right]
\]

where \( I(w; G(w)) \) represents the mutual information amount between the coding features and the restored images and \( \lambda \) represents its weighting factor.

Since it is difficult to analytically solve \( I(w; G(w)) \) by using the posterior distribution \( P(w|G(w)) \), we introduced an auxiliary distribution \( F \) and expressed it by a variational lower bound \( L(F, G) \) using a technique known as variational information maximization [14] as shown in Eq. (3).

\[
I(w; G(w)) = H(w) - H(w|G(w)) = H(w) + \mathbb{E}_{\tilde{x} \sim G(w)} \mathbb{E}_{w \sim P(w)} \log P(w|\tilde{x}) \\
= H(w) + \mathbb{E}_{\tilde{x} \sim G(w)} \mathbb{E}_{w \sim P(w|\tilde{x})} \log P(w|\tilde{x}) + D_{KL}(P(\tilde{x}|F)|P(\tilde{x}|G)) \\
\geq H(w) + \mathbb{E}_{\tilde{x} \sim G(w)} \mathbb{E}_{w \sim P(w|\tilde{x})} \log F(w|\tilde{x}) \\
= L_f(G, F),
\]

![Fig. 1](image-url)
The posterior distribution $P(w'|\hat{x})$, which is $F(w'|\hat{x})$, must be modeled with the encoder $E$ and we assumed this was a Gaussian distribution $N(\mu, 1)$. We also assumed $P(w) \sim N(0, 1)$, thus $H(w) = \log(\sqrt{2\pi}e)$. $L_f(G, F)$ is described as shown in Eq. (4)

$$
L_f(G, F) = H(w) + \mathbb{E}_{\hat{z} \sim G(w)}[\mathbb{E}_{w' \sim P(w|\hat{z})}[\log F(w'|\hat{z})]]
$$

$$
= \mathbb{E}_{\hat{z} \sim G(w)}[\mathbb{E}_{w' \sim P(w|\hat{z})}[\log \frac{1}{\sqrt{2\pi}} e^{-\frac{(w-w')^2}{2}}]]
+ \log(\sqrt{2\pi}e)
$$

$$
= \mathbb{E}_{\hat{z} \sim G(w)}[\mathbb{E}_{w' \sim P(w|\hat{z})}[-\frac{(w-w')^2}{2} - \log(2\pi)]]
+ \log(\sqrt{2\pi}e)
$$

$$
= -\mathbb{E}_{\hat{z} \sim G(w)}[\mathbb{E}_{w' \sim P(w|\hat{z})}[(w-w')^2 + 0.5].
$$

(4)

This also shows that when the lower bound attains its maximum $L_f(G, F) = 0.5$, the lower bound becomes tight and the maximal mutual information is achieved.

The final proposed objective function is shown in Eq. (5)

$$
\min_{E} \max_{G} \min_{b} L = \mathbb{E}[f(D(x))] + \mathbb{E}[g(D(G(z)))]
+ \lambda_d \mathbb{E}[d(x, G(z))] + \lambda_r r(z)
+ \lambda_f \mathbb{E}_{\hat{z} \sim G}[(w-w')^2].
$$

(5)

4. Experiments

We conducted simulations to verify the efficiency of the proposed method.

4.1 Network Architecture

The network architecture was based on ResNet as shown in Fig. 2. The encoder output size was $N \times N \times C/64$ where the image size is $N \times N$. LeakyReLU ($\alpha = 0.2$) was applied to the output of each layer except for the last layer of each network and the tanh function was applied to the output of the encoder and the decoder. The quantizer $Q$ quantizes each element to 1 bit [-1, 1] and entropy coding was not performed for the data after quantization. Thus, quantized data was directly used as the bitstream. Vanilla GAN [12] was used for $f$ and $g$.

4.2 Experiment Conditions

We compared the method with BPG (version 0.9.7) [11] and the method [7] (optimized by PSNR) and [16]. Since we compared only the effect of the objective function in the experiments, we used conventional methods that had the same network architecture configuration as ours. In more detailed, for the method [7], the network architecture was changed to one in Fig. 2 and quantizer was also changed to binarizer [-1, 1]. That is, this method corresponds to using the reconstruction term in Eq. (1) for loss function (hereafter referred to as “PSNR Train”). For the method [16], the network architecture was changed to one in Fig. 2 and quantized bits to 1. The loss function was the same as original (hereafter referred to as “GAN Train”). For the proposed method, we used the mean square error for $d(x|G(z))$. The other parameters were $C = 8$, $\lambda_d = 10.0$, $\lambda_r = 0$, and $\lambda_f = 10.0$. BPG changes the quantization parameter and chooses the one closest to the coding bits obtained with the others. The other parameters are defaults (cfm4=420, color_space=ycbcr, bit_depth=8, encoder=x265, level=8). We used the human face dataset (CelebA [18]) to perform the simulations under the severe condition where the human eye seems to be especially sensitive to changes. 200,000 training data elements and 25 test data elements were extracted from the dataset and resized to 128 \times 128 pixels. All methods except for BPG used the same optimization settings. Adam [19] was used for the optimization, with the batch size set to 16, the learning rate to 0.0001, and the number of iterations to 200,000. We used $R_1$ regularization [20] and the weighted average [21]. For the non-differentiable quantizer $Q$, we used a straight-through estimator [17].

4.3 Evaluation Method

We conducted subjective evaluation experiments using 10 image experts as subjects. The evaluation method was the Absolute Category Rating (ACR) method and the Degradation Category Rating (DCR) method in which the degree of image quality and the degree of degradation with the reference (original) image for each evaluation image were evaluated by five stage evaluation scores [22]. As an evaluation score for the ACR method, we defined “naturalness” that represents the naturalness of the image when the evaluation image is viewed independently, and for the DCR method, “similarity” that represents the similarity when compared with the reference image.

4.4 Results and Discussions

Figure 3 shows the transition of the lower bound $L_f(G, E)$ for the mutual information amount in “GAN Train” and the proposed method over training iterations. The results confirmed that the lower bound increases more with the proposed method and comes close to the upper limit ($= 0.5$). This means the mutual information can be maximized.

Figure 4 shows the plot of the coding features $w$ and its re-encoded ones $w'$ in our method. This also indicated that the correlation between $w$ and $w'$ is retained.

The subjective image quality evaluation results are shown in Fig. 5. The evaluation scores in the figure show the average scores of all subjects for each of the 25 evaluation images. These results indicate that BPG has a noticeably low degree of naturalness and similarity (1.2 points), indi-
Fig. 2  Network architecture used in the experiments

Fig. 3  Lower bound $L_i$ in “GAN Train” and the proposed method over training iterations

cating there were insufficient coding bits. “PSNR Train” has higher degree of naturalness and similarity than BPG (respectively 3.1 points and 2.7 points), but is not as good as the other methods. This indicates that the method using PSNR metric is not suitable for subjective image quality improvement. Our method and “GAN Train” had almost the same naturalness (respectively 3.6 points and 3.4 points), but the similarity for the former was 0.6 points higher than that for the latter (respectively 3.4 points and 2.8 points). These results made it clear that our method outperforms “GAN Train” reported in providing good restoration image quality so that images close to the original images are obtained.

Figure 6 shows restored images obtained for each of the methods in question in comparison with the ground truth. They show that the BPG images are significantly degraded; this is due to lost high frequency components. It is

Fig. 4  100 randomly sampled coding features $w$ and re-encoded ones $w'$ in the proposed method

Fig. 5  Subjective evaluation results
also found that “PSNR Train” lost high frequency components. In contrast, both “GAN Train” and our method preserved texture and achieved natural restoration. However, our method produced clearly better results for both the eye lines in (a) and (b) and the mouth shape in (c) and (d). We consider that this accounts for the differences in the subjective image quality evaluation results obtained for the two methods.

We evaluate how well each metric correlates with subjective image quality. Figure 7 plots the relationship between subjective image similarity and each metric (respectively (a) PSNR, (b) MS-SSIM and (c) mutual information) for the image results obtained by each method. The averages of the correlation coefficients for each image are (a) 0.108,
Fig. 7  The relationship between subjective image similarity and each metric (respectively (a) PSNR, (b) MS-SSIM and (c) mutual information (Lower bound $L_I$)) for the image results obtained by each method. Each color represents the result for the same image.

(b) $0.162$ and (c) $0.801$, respectively. These results indicate that PSNR and MS-SSIM metric cannot reflect subjective image similarity, on the contrary, the proposed mutual information amount is clearly correlated with it. The reason PSNR and MS-SSIM metric degrades subjective image similarity is considered that these metrics has no spatial phase because it directly minimizes the difference of the signals in spatial domain. On the other hand, since the proposed one minimizes the difference of the coding features obtained by CNN, it is assumed that spatial phase is taken into account in the optimization, which is the reason our method worked well. It is worth noting that even “PSNR Train”, which is optimized only by PSNR, does not maximize the mutual information amount. This suggests that, regardless of whether the adversarial error is used or not, components that are not correlated with the original image are mixed during the decoding process. Thus, the proposed mutual information amount is effective for non-GAN-based methods as well.
4.5 Results for Other Datasets

We also conducted simulations for Cityscapes dataset [23], Imagenet dataset [24] and ADE20k dataset [25] (Kodak [26] was used for test phase), respectively. We made some changes to experiment conditions; the dataset was resized to 256 × 256 pixels, reshape and linear layer on encoder and decoder were removed, Residual Block with 8ch was inserted on encoder, and instance norm was inserted in front of each leaky ReLU layer. We set the number of iterations to 500,000 for Cityscapes dataset and 2,000,000 for Imagenet and ADE20k dataset. The other parameters were same as described in 4.2.

Figure 8, 9 and 10 show restored images obtained for each of the methods. They also show that our method produced higher similarity compared with both “PSNR Train” and “GAN Train”. On the other hand, there were parts that could not be improved even by our method. It was a hotel signboard (green square in Fig. 8 (b)), which was replaced of each leaky ReLU layer. We set the number of iterations to 500,000 for Cityscapes dataset and 2,000,000 for Imagenet and ADE20k dataset. The other parameters were same as described in 4.2.

Figure 9  Restored images produced by different compression systems (Imagenet). L to R: ground truth, BPG [1], “PSNR Train”, “GAN Train”, our method.
by a road sign. This seems that the hotel signboard was not included in training dataset. Therefore, we can see that what cannot be expressed itself cannot be restored even with our method.

5. Conclusion

In this paper, we show that the conventional GAN-based compression techniques cannot retain the coding features during the decoding process, which degrades subjective similarity between original images and restored images. To solve this problem, we propose a GAN-based compression system that can retain coding features by maximizing mutual information between coding features and restored images. Subjective evaluation experiment results show that the proposed compression system obtains higher subjective similarity compared with the conventional GAN-based method.
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