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Abstract

We prove local boundedness of variational solutions to the double phase equation
\[
\partial_t u + P.V. \int_{\mathbb{R}^N} \frac{|u(x,t) - u(y,t)|^{p-2}(u(x,t) - u(y,t))}{|x-y|^{N+ps}} \, dy
\]
\[
+ a(x,y)|u(x,t) - u(y,t)|^{q-2}(u(x,t) - u(y,t)) \frac{1}{|x-y|^{N+qs'}} \, dy = 0,
\]
under the restrictions \(s, s' \in (0, 1), 1 < p \leq q \leq p \frac{2s + N}{N} \) and the non-negative function \((x, y) \mapsto a(x, y)\) is assumed to be measurable and bounded.
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1. Introduction

1.1. The problem

In this article, we are interested to study regularity theory for a double phase nonlocal parabolic equations where the nonlocal operator is modelled on the fractional $p$-Laplacian. In particular, we prove local boundedness for the following double phase equation.

$$\partial_t u + \text{P.V.} \int_{\mathbb{R}^N} \frac{|u(x,t) - u(y,t)|^{p-2}(u(x,t) - u(y,t))}{|x-y|^{N+ps}} + a(x,y) \frac{|u(x,t) - u(y,t)|^{q-2}(u(x,t) - u(y,t))}{|x-y|^{N+qs'}} \, dy = 0. \quad (1.1)$$

However, in order to make sense of a weak solution for the above equation, we require the membership $u \in L^q(0,T;W^{s',q}(\mathbb{R}^N))$. This is not guaranteed by existence theory. A suitable notion to study such evolution problems is that of variational solutions which was introduced by Lichnewsky and Temam in [20] for evolutionary minimal surface equations. This notion was extended to quasilinear parabolic equations with non-standard growth in [1]. In the companion paper [28], the present authors have extended the notion to nonlocal parabolic equations satisfying only a growth condition from below through convex minimization of approximating functionals. In particular, it covers the double phase equation that we study in this paper.

In this paper, we prove local boundedness of variational solutions under the following restrictions on the gap:

$$p \leq q \leq p \frac{2s + N}{N} := p^*.$$

The restriction above is due to the fractional Sobolev embedding. The proof is divided into the super-critical case, viz.,

$$\frac{2N}{2s + N} < p < \infty,$$

and the sub-critical case

$$1 < p \leq \frac{2N}{2s + N},$$

where the latter range requires an additional integrability assumption on the solution.

Since the variational solution $u$ may not belong to $L^q(0,T;W^{s',q}(\mathbb{R}^N))$, it is not clear whether Steklov averages can be used to obtain the Caccioppoli inequality. For this reason, we assume that $\partial_t u \in L^2(\Omega_T)$,
which is guaranteed for time-independent initial-boundary data, as proved in [28].

There are two main novelties to this paper. Firstly, our approach is purely variational. Local boundedness and Hölder regularity for minimizers of functionals satisfying certain growth conditions was proved by Giaquinta and Giusti in [16]. Their method was extended to the nonlocal case by Cozzi in [11]. We prove a Caccioppoli inequality for parabolic minimizers of a fractional evolution equation. Secondly, the variational approach is a natural framework to consider problems with non-standard growth.

1.2. Background

The regularity theory of fractional $p$-Laplace equations and their parabolic counterparts has seen a great surge ever since the De Giorgi-Nash-Moser theory was extended to the nonlocal case in [12] and [11]. Other relevant papers include [2, 3, 4, 19].

The regularity theory of $p, q$ growth problems was started by Marcellini in a series of novel papers [21, 22, 23, 24]. There is a large body of work dealing with problems of $(p, q)$-growth as well as other nonstandard growth problems, for which we point to the surveys in [25, 26]. Local boundedness for minimizers of functionals satisfying a non-standard growth condition was studied in [27, 15, 21]. These results were made sharp in [18]. For parabolic equations, comparable results may be found in [32, 30]. For nonlocal equations of nonstandard growth, we refer to [29, 5, 6, 9, 7, 8, 10].

1.3. Definition

**Definition 1.1.** Let $\Omega$ be an open bounded subset of $\mathbb{R}^N$. Let the function $H$ denote

$$H(x, y, u(x, t) - u(y, t)) = \frac{|u(x, t) - u(y, t)|^p}{|x - y|^{ps}} + a(x, y)|u(x, t) - u(y, t)|^q,$$

where $s, s' \in (0, 1), p, q \in [1, \infty)$, and the measurable bounded function $(x, y) \mapsto a(x, y)$ satisfies $0 \leq a \leq M < \infty$. Let the time-independent Cauchy-Dirichlet data $u_0$ satisfy

$$u_0 \in W^{s,p}(\mathbb{R}^N), u_0|\Omega \in L^2(\Omega)$$

and

$$\int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u_0(x) - u_0(y))}{|x - y|^N} \, dx \, dy < \infty. \quad (1.6)$$

By a variational solution to (1.1) we mean a function $u$ such that

$$u \in L^p(0, T; W^{s,p}(\mathbb{R}^N)) \cap C^0(0, T; L^2(\Omega)) \text{ and } u - u_0 \in L^p(0, T; W^{s,p}_0(\Omega)) \text{ and }$$

$$\int_0^T \int_{\Omega} \partial_\tau v(u - u) \, dx \, dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, v(x, t) - v(y, t)) - H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt$$

$$\geq \frac{1}{2} \|v - u\|_{L^2(\Omega)}^2 - \frac{1}{2} \|v - u\|_{L^2(\Omega)}^2,$$

for all $v \in L^p(0, T; W^{s,p}(\mathbb{R}^N))$ and $\partial_\tau v \in L^2(0, T; \Omega)$ such that $v - u_0 \in L^p(0, T; W^{s,p}_0(\Omega))$. 
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Moreover, in [28], we have shown that variational solutions are parabolic minimizers, which we define below. We shall use the more convenient definition of parabolic minimizers in order to prove local boundedness.

**Definition 1.2.** A measurable function \( u : \mathbb{R}^N \times (0, \infty) \rightarrow \mathbb{R} \) is called a parabolic minimizer for the equation (1.1) if \( u \in L^p(0, T; W^{s,p}(\mathbb{R}^N)) \) and \( u - u_0 \in L^p(0, T; W_0^{s,p}(\Omega)) \), and the following minimality condition holds:

\[
\int_0^T \int_\Omega u \partial_t \phi \, dx \, dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
\leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, (u + \phi)(x, t) - (u + \phi)(y, t))}{|x - y|^N} \, dx \, dy \, dt,
\]

whenever \( \phi \in C^\infty_c(\Omega \times (0, T)) \)

**Remark 1.3.** In our definition of variational solution, both the solution and the comparison map have to match on \( \Omega^c \times (0, T) \) and since we have assumed that the data on \( \Omega^c \) is in \( W^{s,p}(\mathbb{R}^N) \) we may cancel integrals of \( H \) over \( \Omega^c \times \Omega^c \) on both sides to obtain the following equivalent form of the variational inequality:

\[
\int_0^T \int_{C^\Omega} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
\leq \int_0^T \int_{C^\Omega} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
+ \int_0^T \int_\Omega \partial_t v \cdot (v - u) + \frac{1}{2} \|v(\cdot, 0) - u_0(\cdot)\|_{L^2(\Omega)}^2 - \frac{1}{2} \|v(\cdot, T) - u(\cdot, T)\|_{L^2(\Omega)}^2
\]

where \( C^\Omega = (\Omega^c \times \Omega^c)^c \). The same goes for parabolic minimizers.

1.4. Main Results

We prove the following local boundedness result in the super-critical case (1.3).

**Theorem 1.4.** (Local boundedness in the supercritical case)

Let \( u \in L^p(0, T; W^{s,p}(\mathbb{R}^N)) \cap C^0(0, T; L^2(\Omega)) \) be a variational solution to (1.1) in accordance with the definition (1.7) with the initial-boundary data \( u_0 \) satisfying (1.6). Further assume that

\[
u \in L^\infty(0, T; L^p_{sp}(\mathbb{R}^N)) \cap L^\infty(0, T; L^q_{sp}(\mathbb{R}^N)).
\]

The variational solution \( u \) is locally bounded in \( \Omega_T \) provided the restrictions (1.2) and (1.3) holds. In the case \( q < p_* \), we obtain the following estimate for any \( \delta \in (q, p_*) \) and \( \sigma \in [1/2, 1) \),

\[
\text{ess sup}_{Q_{s,R, \sigma,R^p}} \ u \leq \text{Tail}_{p,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) + \text{Tail}_{q,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) \\
+ C2^{\frac{\delta s + 2q - 2}{3(\delta + 1)}}B^{\frac{\delta s}{\delta + s}}_\Omega A^{\frac{\delta s}{\delta(\delta + s)}}_\Omega \left( \int_0^{t_0} \int_{B_{\Omega}(x_0)} u_+^\delta dw \right) \wedge 1,
\]

(1.8)
where \( \kappa = 1 + \frac{2s}{N} \), \( b = \kappa (N + \max\{ps, qs'\} + \delta) \), \( \tau = \min\{\delta - q, \delta - p, \delta - 2\} \) and \( A = 2 + R^{sp-qs'} \),
\[
\tilde{G} = \left[ \frac{1}{\sigma s^{(1-\sigma)N+ps}} + \frac{1}{\sigma q s'^{(1-\sigma)N+qs'}} + \frac{1}{(1-\sigma)^{q'}} \right]^{(1+\frac{\delta}{\tau})}(\frac{\beta}{\tau}),
\]
and \( C \) is a universal constant.

We also prove the following local boundedness result in the sub-critical case (1.4) under an assumption of higher integrability on the solution.

**Theorem 1.5. (Local boundedness in the subcritical case)**

Let \( u \in L^p(0, T; W^{s,p}(\mathbb{R}^N)) \cap C^0(0, T; L^2(\Omega)) \) be a variational solution to (1.1) in accordance with the definition (1.7) with the initial-boundary data \( u_0 \) satisfying (1.6). Assume that one of the two following two hypotheses is true.

**\((H1)\):** \( u \in L^r_{loc}(\Omega_T) \) for some
\[
r > \max \left\{ 2, \frac{N(2-q)}{sq} + \frac{4}{q} \frac{N(2-p)}{sp} \right\}.
\]

**\((H2)\):** There is a sequence \( (u_k)_{k \in \mathbb{N}} \) of bounded variational solutions of (1.1) such that \( u_k \to u \) in \( L^r_{loc}(\Omega_T) \) for some \( r > \max \left\{ 2, \frac{N(2-p)}{sp} \right\} \) and \( u_k \) is uniformly bounded in \( L^\infty(0, T; L^{p-1}_{sp}(\mathbb{R}^N)) \cap L^\infty(0, T; L^{q-1}_{qs'}(\mathbb{R}^N)) \).

This hypothesis holds, for example, if we know a priori that \( u \) is qualitatively bounded.

Further assume that
\[
 u \in L^\infty(0, T; L^{p-1}_{sp}(\mathbb{R}^N)) \cap L^\infty(0, T; L^{q-1}_{qs'}(\mathbb{R}^N)).
\]

The variational solution \( u \) is locally bounded in \( \Omega_T \) in the ranges (1.2) and (1.4). In the case \( q < p_* \), we obtain the following estimate
\[
\text{ess sup}_{Q_{R/2, (R/2)^sp}} u \leq \text{Tail}_{p,s,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) + \text{Tail}_{q,s',\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) \\
+ C \left( \int \int_{Q_{R,R^{sp}}} u^r \, dx \, dt \right)^{\frac{sp}{(r-2)(N+sp) - N(r-p_s)}},
\]
where \( \kappa = 1 + \frac{2s}{N} \), \( b = \kappa (N + \max\{ps, qs'\} + \delta) \), \( \tau = \min\{\delta - q, \delta - p, \delta - 2\} \) and \( A = 2 + R^{sp-qs'} \) and \( C \) is a constant depending on the data.

**1.5. Plan of the paper**

The paper is organized as follows. In Section 2, we state the preliminaries required for later sections, including the notation and embeddings of the functional spaces as well as iteration lemmas. In Section 3, we prove a Caccioppoli inequality for parabolic minimizers of nonlocal parabolic equations. In Section 4,
we prove certain recursive inequalities and the boundedness estimate in the ranges $q < p_*$ and (1.3). Lemma 4.1 does not require the restriction $p > \frac{2N}{2s + N}$ and therefore, it will also be used in the subcritical case. Section 5 is devoted to the qualitative boundedness in the limit case $q = p_*$ for the supercritical case. We finally prove the boundedness estimate for $q < p_*$ as well as the qualitative boundedness in the limit case $q = p_*$ in Section 6 for the range (1.4).

2. Preliminaries

2.1. Notations

We begin by collecting the standard notation that will be used throughout the paper:

- We shall denote $N$ to be the space dimension. We shall denote by $z = (x, t)$ a point in $\mathbb{R}^N \times (0, T)$.
- We shall alternately use $\frac{\partial f}{\partial t}, \partial_t f, f'$ to denote the time derivative of $f$.
- Let $\Omega$ be an open bounded domain in $\mathbb{R}^N$ with boundary $\partial \Omega$ and for $0 < T \leq \infty$, let $\Omega_T := \Omega \times (0, T)$.
- We shall use the notation
  $$B_{\rho}(x_0) = \{ x \in \mathbb{R}^N : |x - x_0| < \rho \},$$
  $$\overline{B}_{\rho}(x_0) = \{ x \in \mathbb{R}^N : |x - x_0| \leq \rho \},$$
  $$I_\theta(t_0) = \{ t \in \mathbb{R} : t_0 - \theta < t < t_0 \},$$
  $$Q_{\rho, \theta}(z_0) = B_{\rho}(x_0) \times I_\theta(t_0)$$
- The maximum of two numbers $a$ and $b$ will be denoted by $a \wedge b := \max(a, b)$.
- Integration with respect to either space or time only will be denoted by a single integral $\int$ whereas integration on $\Omega \times \Omega$ or $\mathbb{R}^N \times \mathbb{R}^N$ will be denoted by a double integral $\iint$.
- The notation $a \lesssim b$ is shorthand for $a \leq C b$ where $C$ is a universal constant which only depends on the dimension $N$, exponents $p, q$, and the numbers $M, s$ and $s'$.
- For a function $u$ defined on the cylinder $Q_{\rho, \theta}(z_0)$ and any level $k \in \mathbb{R}$ we write $w_{\pm} = (u - k)_\pm$
- We denote $A_{\pm}(k) = \{ w_{\pm} > 0 \}$; for any ball $B_r$ and time interval $I$ we write $A_{\pm}(k) \cap (B_r \times I) = A_{\pm}(k, r, I)$. 


2.2. Function spaces

Let $1 < p < \infty$, we denote by $p' = p/(p - 1)$ the conjugate exponent of $p$. Let $\Omega$ be an open subset of $\mathbb{R}^N$. We define the Sobolev-Slobodeckiĭ space, which is the fractional analogue of Sobolev spaces.

$$W^{s,p}(\Omega) = \{ \psi \in L^p(\Omega) : |\psi|^{\frac{1}{p'}}_{W^{s,p}(\Omega)} < \infty \}, s \in (0,1),$$

where the seminorm $[\cdot]_{W^{s,p}(\Omega)}$ is defined by

$$[\psi]_{W^{s,p}(\Omega)} = \left( \iint_{\Omega \times \Omega} |\psi(x) - \psi(y)|^p \frac{dx dy}{|x - y|^{N + ps}} \right)^{\frac{1}{p}}.$$  

The space when endowed with the norm $\| \cdot \|_{W^{s,p}(\Omega)} = \| \cdot \|_{L^p(\Omega)} + [\cdot]_{W^{s,p}(\Omega)}$ becomes a Banach space.

The space $W^{s,p}_0(\Omega)$ is the subspace of $W^{s,p}(\mathbb{R}^N)$ consisting of functions that vanish outside $\Omega$. We will use the notation $W^{s,p}_{(u_0)}(\Omega)$ to denote the space of functions in $W^{s,p}(\mathbb{R}^N)$ such that $u - u_0 \in W^{s,p}_0(\Omega)$.

Let $I$ be an interval and let $V$ be a separable, reflexive Banach space, endowed with a norm $\| \cdot \|_V$. We denote by $V^*$ its topological dual space. Let $v$ be a mapping such that for a.e. $t \in I$, $v(t) \in V$. If the function $t \mapsto \|v(t)\|_V$ is measurable on $I$, then $v$ is said to belong to the Banach space $L^p(I;V)$ if

$$\int_I \|v(t)\|_V^p \, dt < \infty.$$  

It is well known that the dual space $L^p(I;V^*)$ can be characterized as $L^{p'}(I;V^*)$.

Since the boundedness result requires some finiteness condition on the nonlocal tails, we define the tail space as below

$$L^m_\alpha(\mathbb{R}^N) := \left\{ v \in L^m_\text{loc}(\mathbb{R}^N) : \int_{\mathbb{R}^N} \frac{|v(x)|^m}{1 + |x|^{N + \alpha}} \, dx < +\infty \right\}, \quad m > 0, \alpha > 0. \quad (2.1)$$

Then a nonlocal tail is defined by

$$\text{Tail}_{m,s,\infty}(v; x_0, R, I) = \text{Tail}_{\infty}(v; x_0, R, t_0 - \theta, t_0) = \sup_{t \in (t_0 - \theta, t_0)} \left( \int_{\mathbb{R}^N \setminus B_R(x_0)} \frac{|v(x,t)|^{m-1}}{|x-x_0|^{N+sm}} \, dx \right)^{\frac{1}{m-1}}, \quad (2.2)$$

where $(x_0, t_0) \in \mathbb{R}^N \times (0, T)$ and the interval $I = (t_0 - \theta, t_0) \subseteq (0, T)$. From this definition, it follows that $\text{Tail}_{m,s,\infty}(v; x_0, R, I) < \infty$ for $v \in L^\infty(0, T; L^{m-1}_sm(\mathbb{R}^N))$.

2.3. Auxiliary Results

We collect the following standard results which will be used in the course of the paper. We begin with the Sobolev-type inequality [14, Lemma 2.3].

**Theorem 2.1** ([14]). Let $t_2 > t_1 > 0$. Suppose $s \in (0,1)$ and $1 \leq p < \infty$. Then for any $f \in$
\[ \int_{t_1}^{t_2} \int_{B_r} |f(x,t)|^{p(1+\frac{2s}{N})} \, dx \, dt \]
\[ \leq C \left( r^{sp} \int_{t_1}^{t_2} \int_{B_r} \int_{B_r} \frac{|f(x,t) - f(y,t)|^p}{|x-y|^{N+sp}} \, dx \, dy \, dt + \int_{t_1}^{t_2} \int_{B_r} |f(x,t)|^p \, dx \, dt \right) \]
\[ \times \left( \sup_{t_1 < t < t_2} \int_{B_r} |f(x,t)|^2 \, dx \right)^{\frac{sp}{N}}, \quad (2.3) \]

where \( C > 0 \) depends on \( N, s \) and \( p \).

We shall make use of the following well-known iteration lemma whose proof is similar to [17, Lemma 6.1].

**Lemma 2.2.** Let \( Z(t) \) be a bounded non-negative function in the interval \( \rho, R \). Assume that for \( \rho \leq t < s \leq R \) we have

\[ Z(t) \leq [\alpha, \vartheta][A(s-t)^{-\alpha} + B(s-t)^{-\beta} + C(s-t)^{-\gamma} + D(s-t)^{-\delta} + E] + \vartheta Z(s) \]

with \( A, B, C, D, E \geq 0, \alpha, \beta, \gamma, \delta > 0 \) and \( 0 \leq \vartheta < 1 \). Then,

\[ Z(\rho) \leq c(\alpha, \vartheta)[A(R-\rho)^{-\alpha} + B(R-\rho)^{-\beta} + C(R-\rho)^{-\gamma} + D(R-\rho)^{-\delta} + E]. \]

We recall the following well known lemma concerning the geometric convergence of sequence of numbers (see [13, Lemma 4.1 from Section I] for the details):

**Lemma 2.3.** Let \( \{Y_n\}, n = 0, 1, 2, \ldots, \) be a sequence of positive number, satisfying the recursive inequalities

\[ Y_{n+1} \leq Cb^n Y_n^{1+\alpha}, \]

where \( C > 1, b > 1, \) and \( \alpha > 0 \) are given numbers. If

\[ Y_0 \leq C^{-\frac{1}{\alpha}} b^{-\frac{1}{\alpha}}, \]

then \( \{Y_n\} \) converges to zero as \( n \to \infty \).

Finally, we will make use of the following version of an interpolation lemma from [13, p. 13, Lemma 4.3].

**Lemma 2.4.** Let \( \{Y_n\}, n = 0, 1, 2, \ldots, \) be a sequence of equibounded positive numbers, satisfying the recursive inequalities

\[ Y_n \leq C b^n Y_{n+1}^{1-\alpha} + K, \]
where \( C > 1, b > 1, K > 0, \) and \( \alpha \in (0, 1) \) are given numbers. Then
\[
Y_0 \leq \left( \frac{2C}{b^{\frac{1}{\alpha}}} \right)^\frac{1}{\alpha} + 2K.
\]

**Proof.** For \( \varepsilon \in (0, 1) \), we write
\[
Y_n \leq C b^n \varepsilon^{\alpha-1} (\varepsilon Y_{n+1})^{1-\alpha} + K
\]
and apply Young’s inequality with exponents \( \frac{1}{1-\alpha} \) and \( \frac{1}{\alpha} \) to get
\[
Y_n \leq \varepsilon Y_{n+1} + \left( \frac{C}{\varepsilon^{1-\alpha}} \right)^\frac{1}{\alpha} b^n \varepsilon + K.
\]
By iteration, we receive
\[
Y_0 \leq \varepsilon^n Y_n + \left( \frac{C}{\varepsilon^{1-\alpha}} \right)^\frac{1}{\alpha} \sum_{i=0}^{n-1} \left( b^n \varepsilon \right)^i + K \sum_{i=0}^{n-1} \varepsilon^i.
\]
Now, choose \( b^{1/\alpha} \varepsilon = \frac{1}{2} \) and take the limit as \( n \to \infty \) to conclude the result. \( \square \)

3. Caccioppoli inequality

In this section, we will prove a Caccioppoli inequality for parabolic minimizers of (1.1). The notion of parabolic minimizers was defined in Definition 1.2. In the paper [28], we have shown that a variational solution is a parabolic minimizer. Hence, there is no loss of generality to work with parabolic minimizers.

**Lemma 3.1.** Let \( u \in C^0(0, T; L^2(\Omega)) \cap L^p(0, T; W^{s,p}_{(w)}(\Omega)) \) be a variational solution of (1.1), where the initial data satisfies (1.6). Further assume that
\[
u \in L^\infty(0, T; L^{p-1}_s(\mathbb{R}^N)) \cap L^\infty(0, T; L_q^{q-1}(\mathbb{R}^N))
\]
Then for all cylinders \( Q_{R,\theta}(z_0) \subseteq \Omega_T \) and \( k, \tau_1, \tau_2 \) with \( 0 < r \leq \rho_1 < \rho_2 \leq R, t_0 - \theta < t_0 - \tau_2 < t_0 - \tau_1 \leq t_0 - \frac{\theta}{2} \) and \( q \leq \delta \leq p_s \), we have
\[
\sup_{t_0 - \tau_1 < t < t_0} \int_{B_r(x_0)} |w_+(\cdot, t)|^2 \, dx + \int_{t_0 - \tau_1}^{t_0} \int_{B_r(x_0)} \int_{B_r(x_0)} \frac{H(x, y, w_+(x, t) - w_+(y, t))}{|x-y|^N} \, dx \, dy \, dt
\]
\[
\leq C \frac{R^{p(1-s')}}{(R-r)p} \| w_+ \|^{p}_{L^p(Q_{R,\tau_2}(z_0))} + C \frac{R^{q(1-s')}}{(R-r)q} \| w_+ \|^{q}_{L^q(Q_{R,\tau_2}(z_0))}
\]
\[
+ C \frac{R^N}{(R-r)^N + sp} \| w_+ \|^{1}_{L^1(\Omega)} \text{Tail}_{p,\infty}(w_+; x_0, r, I)^{p-1}
\]
\[
+ C \frac{R^N}{(R-r)^N + s'q} \| w_+ \|^{1}_{L^1(\Omega)} \text{Tail}_{q,\infty}(w_+; x_0, r, I)^{q-1}
\]
\[
+ C \int_{t_0 - \tau_2}^{t_0} \int_{B_R(x_0)} w_+^2(x, t) |\partial_t \psi(t)| \, dx \, dt.
\] (3.1)
where \( w_+ = (u - k)_+ \), \( \psi \in C^1(t_0 - \theta, t_0) \) be a test function such that \( \psi = 0 \) on \( (t_0 - \theta, t_0 - \tau_2) \), \( \psi = 1 \) on \( (t_0 - \tau_1, t_0) \) and \( 0 \leq \psi \leq 1 \) and the positive constant \( C = C(N, p, q, M, s, s') \).

**Proof.** Without loss of generality, we assume that \( x_0 = 0 \). For clarity of reading we write,

\[
\frac{dx \, dy}{|x - y|^N} = dm
\]

\[
H(x, y, f(x, t) - f(y, t)) = H(f(x, t) - f(y, t))
\]

and

\[
\eta(t) \, dm \, dt = dm_t
\]

where \( 0 \leq \eta(t) \leq 1 \) is a cutoff function based on the time interval \( I = (t_0 - \theta, t_0) \). In fact, we choose

\[
\eta(t) = \chi_\epsilon(t)\psi^2(t)
\]

where

- \( \psi \in C^1(t_0 - \theta, t_0) \),
- \( \psi = 0 \) on \( (t_0 - \theta, t_0 - \tau_2) \),
- \( \psi = 1 \) on \( (t_0 - \tau_1, t_0) \) and
- \( 0 \leq \psi \leq 1 \)

\[
\chi_\epsilon(t) = \begin{cases} 
1 & \text{in } [t_0 - \theta, \tau] \\
1 - \frac{1}{\epsilon}(t - \tau) & \text{on } (\tau, \tau + \epsilon) \\
0 & \text{otherwise}
\end{cases}
\]

and \( \tau \in (t_0 - \tau_1, t_0) \) is arbitrary.

In the definition of parabolic minimizer **Definition 1.2**, we test with

\[
\phi = -\eta(t)\xi^b(x)w_+
\]

and invoke the convexity of \( H \) in the final variable to compute

\[
H((u + \phi)(x, t) - (u + \phi)(y, t)) =
\]

\[
H((1 - \eta)(u(x, t) - u(y, t)) + \eta(u(x, t) - u(y, t) + \phi^*(x, t) - \phi^*(y, t)))
\]

\[
\leq (1 - \eta)H(u(x, t) - u(y, t)) + \eta H(v(x, t) - v(y, t))
\]
where

\[ \phi^* = -\xi^b(x)w_+ \]

\[ v = u + \phi^* = u - \xi^b(x)w_+, \]

and \(0 \leq \xi(x) \leq 1\) is a smooth test function supported in \(B_{(\rho_1 + \rho_2)/2}\) with \(\xi = 1\) on \(B_{\rho_1}\). Since \(u = v\) outside the ball \(B_{\rho_2}\), we are led to the following inequality

\[ \int_{\text{supp } \phi} u\phi_t \, dz \leq \int \int I_{C_{B_{\rho_2}}} H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \, dm_t \tag{3.2} \]

We begin by estimating the right hand side of (3.2). We split the integral as

\[ \int \int I_{C_{B_{\rho_2}}} = \int \int I_{B_{\rho_2}} + \int \int I_{B_{\rho_2} \times (\mathbb{R}^N \setminus B_{\rho_2})} + \int \int I_{(\mathbb{R}^N \setminus B_{\rho_2}) \times B_{\rho_2}} \]

\[ := A_1 + A_2 + A_3 + A_4, \]

with the obvious meanings for \(A_1, A_2, A_3\) and \(A_4\).

To estimate the local integrals \(A_1\) and \(A_2\) we consider the following cases pointwise for \((x, t)\) and \((y, t)\) in \(C_{B_{\rho_2}} \times I\).

- If \((x, t) \notin A_+(k)\) or \((y, t) \notin A_+(k)\) then
  \[ H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \leq 0 \tag{3.3} \]

- If \((x, t), (y, t) \in A_+(k, \rho_1, I)\) then
  \[ H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) = -H(w_+(x, t) - w_+(y, t)) \tag{3.4} \]

- If \((x, t) \in A_+(k, \rho_1, I)\) and \((y, t) \notin A_+(k)\) then
  \[ H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \leq -\frac{1}{2} H(w_+(x, t) - w_+(y, t)) - \frac{p}{2} w_+(x, t) \frac{w_+^{p-1}(y, t)}{|x - y|^{sp}} \]
  \[ - a(x, y) \frac{q}{2}(y, t) w_+(x, t) \frac{w_+^{q-1}(y, t)}{|x - y|^{sq}} \tag{3.5} \]

- If \((x, t), (y, t) \in A_+(k)\) then
  \[ H(v(x, t) - v(y, t)) \leq H(w_+(x, t) - w_+(y, t)) + b^p \max\{w_+(x, t), w_+(y, t)\}^p \frac{\xi(x) - \xi(y)}{|x - y|^{sp}} \]
  \[ + M b^q \max\{w_+(x, t), w_+(y, t)\}^q \frac{\xi(x) - \xi(y)}{|x - y|^{sq}} \tag{3.6} \]

The estimates in (3.3) and (3.4) follow directly from the definition of \(v\). For the third item we note
that if \((x, t) \in A_+(k, \rho_1, I)\) and \((y, t) \notin A_+(k)\) then
\[
|v(x, t) - v(y, t)| = w_-(y, t)
\]
and
\[
|u(x, t) - u(y, t)| = w_+(x, t) + w_-(y, t).
\]
Invoking the following inequality ([11, Lemma 4.1]) for \(a, b \geq 0\) and any \(r \geq 1\)
\[
a^r - (a + b)^r \leq -\frac{1}{2} b^r - \frac{1}{2} ra^{r-1}b
\]
and recalling that \(w_+(y, t) = 0\) for \((y, t) \notin A_+(k)\) we get (3.5). Finally, let \((x, t), (y, t) \in A_+(k)\). We can assume without loss of generality that \(\xi(x) \geq \xi(y)\) since the estimate is symmetric in \(x\) and \(y\); further, if \(\xi(x) = 0\) then \(\xi(y) = 0\) and the estimate is clearly true, so we can also assume that \(\xi(x) > 0\). In particular, the convexity of \(X \mapsto X^b\) implies that
\[
|\xi^b(x) - \xi^b(y)| \leq b\xi^{b-1}(x)|\xi(x) - \xi(y)|
\]
Next, we note that
\[
|v(x, t) - v(y, t)| = |(1 - \xi^b(x))(w_+(x, t) - w_+(y, t)) + (\xi^b(y) - \xi^b(x))w_+(y, t)|
\]
Since \(H\) is convex in the final variable, we get
\[
H(v(x, t) - v(y, t)) \leq H \left( (1 - \xi^b(x))|w_+(x, t) - w_+(y, t)| + \xi^b(x) \frac{bw_+(y, t)|\xi(y) - \xi(x)|}{\xi(x)} \right)
\leq (1 - \xi^b(x))H \left( |w_+(x, t) - w_+(y, t)| \right) + \xi^b(x)H \left( \frac{bw_+(y, t)|\xi(y) - \xi(x)|}{\xi(x)} \right)
\leq H \left( |w_+(x, t) - w_+(y, t)| \right) + \xi^b(x)H \left( \frac{p^b w^p(y, t)|\xi(x) - \xi(y)|^p}{|x - y|^p} \right)
+ M \xi^q(x) |\xi(y)|^q \frac{|\xi(x) - \xi(y)|^q}{|x - y|^q}
\]
Since the inequality is symmetric in \(x, y\) we get (3.6). It is here that we fix the choice of \(b\) to be \(p + q\).

We now estimate the local integrals \(A_1\) and \(A_2\). For the first local integral \(A_1\), we use (3.3),(3.4) and (3.5) to get
\[
A_1 = \int_I \int_{B^2_{\rho_1}} H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \, dm_t
\]
\[
\leq -\frac{1}{2} \int_I \int_{B^2_{\rho_1}} H(w_+(x, t) - w_+(y, t)) \, dm_t - \frac{p}{2} \int_I \int_{B^2_{\rho_1}} w_+(x, t) \frac{w_+^{p-1}(y, t)}{|x - y|^p} \, dm_t
- a(x, y) \frac{q}{2} \int_I \int_{B^2_{\rho_1}} w_+(x, t) \frac{w_+^{q-1}(y, t)}{|x - y|^q} \, dm_t
\]
For the second local integral $A_2$, we use (3.3), (3.5) and (3.6) to get

$$A_2 = \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \, dm_t$$

$$\leq \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} H(w_+(x, t) - w_+(y, t)) \, dm_t$$

$$+ \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} b^p \max\{w_+(x, t), w_+(y, t)\}^p \frac{|\xi(x) - \xi(y)|^p}{|x-y|^{sp}} \, dm_t$$

$$+ \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} M b^q \max\{w_+(x, t), w_+(y, t)\}^q \frac{|\xi(x) - \xi(y)|^q}{|x-y|^{sq}} \, dm_t$$

$$- \frac{p}{2} \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} w_+(x, t) \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} \frac{w_-(y, t)}{|x-y|^{sp}} \, dm_t$$

$$- \frac{q}{2} \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} w_+(x, t) \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} a(x, y) \frac{w_-(y, t)}{|x-y|^{sq}} \, dm_t.$$

Combining the estimates for $A_1$ and $A_2$, we get

$$A_1 + A_2 = \int_{B_{\rho_2}^2} \int\int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \, dm_t$$

$$\leq -\frac{1}{2} \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} H(w_+(x, t) - w_+(y, t)) \, dm_t$$

$$+ \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} H(w_+(x, t) - w_+(y, t)) \, dm_t$$

$$+ \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} b^p \max\{w_+(x, t), w_+(y, t)\}^p \frac{|\xi(x) - \xi(y)|^p}{|x-y|^{sp}} \, dm_t$$

$$+ \int_{B_{\rho_2}^2 \setminus B_{\rho_1}^2} M b^q \max\{w_+(x, t), w_+(y, t)\}^q \frac{|\xi(x) - \xi(y)|^q}{|x-y|^{sq}} \, dm_t,$$

where we have dropped two negative terms.

Next, we estimate the nonlocal integral $A_3$. We have that

- if $(x, t), (y, t) \notin A_+(k, (\rho_1 + \rho_2)/2, I)$ then
  $$|v(x, t) - v(y, t)| = |u(x, t) - u(y, t)| \tag{3.7}$$

- if $(x, t) \in A_+(k)$ and $y \in A_+(k) \setminus B_{\rho_2}$ then
  $$H(v(x, t) - v(y, t)) - H(u(x, t) - u(y, t)) \leq p w_+(x, t) \frac{w_-(y, t)}{|x-y|^{sp}} + q M w_+(x, t) \frac{w_-(y, t)}{|x-y|^{sq}} \tag{3.8}$$

where we recall that $M \geq a(x, y) \geq 0$. 
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To see that (3.8) holds we write for \( r \in \{p,q\} \) and \( f \in \{1,a(x,y)\} \)
\[
|v(x,t) - v(y,t)|^r f - |u(x,t) - u(y,t)|^r f = |(1 - \xi^b(x))w_+(x,t) - w_+(y,t)|^r f - |w_+(x,t) - w_+(y,t)|^r f
\]
and employ the following inequality ([11, Lemma 4.2])
\[
|\delta a - b|^r - |a - b|^r \leq r b^{r-1} a
\]
which holds whenever \( r \geq 1, a, b \geq 0 \) and \( 0 \leq \delta \leq 1 \). So using (3.3),(3.5),(3.7) and (3.8) we get
\[
A_3 = \iint_{B_{\rho_2} \times (\mathbb{R}^N \setminus B_{\rho_2})} H(v(x,t) - v(y,t)) - H(u(x,t) - u(y,t)) \, dm_t
\]
\[
\leq \iint_{I B_{\rho_2} \setminus B_{\rho_1}} \iint_{\mathbb{R}^N \setminus B_{\rho_2}} p w_+(x,t) \frac{w_+^{p-1}(y,t)}{|x-y|^{sp}} + q M w_+(x,t) \frac{w_+^{q-1}(y,t)}{|x-y|^{sq}} \, dm_t
\]
\[
- \iint_{I B_{\rho_1} \setminus B_{\rho_2}} \iint_{\mathbb{R}^N \setminus B_{\rho_2}} \frac{p}{2} w_+(x,t) \frac{w_+^{p-1}(y,t)}{|x-y|^{sp}} + a(x,y) \frac{q}{2}(y,t) w_+(x,t) \frac{w_+^{q-1}(y,t)}{|x-y|^{sq}} \, dm_t
\]
where we are integrating first in the variable \( y \) and then in the variable \( x \). The estimate for \( A_4 \) is similar.

Combining the estimates for \( A_1, A_2, A_3 \) and \( A_4 \) with (3.2), we get
\[
\int_{\text{supp } \phi} u \omega_t \, dz + \frac{3}{2} \iint_{I B_{\rho_1}^2} H(w_+(x,t) - w_+(y,t)) \, dm_t
\]
\[
\leq \iint_{I B_{\rho_2}^2} H(w_+(x,t) - w_+(y,t)) \, dm_t
\]
\[
+ C \iint_{I B_{\rho_2}^2 \setminus B_{\rho_1}^2} \max\{w_+(x,t), w_+(y,t)\} \frac{|\xi(x) - \xi(y)|^p}{|x-y|^{sp}} \, dm_t
\]
\[
+ MC \iint_{I B_{\rho_2}^2 \setminus B_{\rho_1}^2} \max\{w_+(x,t), w_+(y,t)\} \frac{|\xi(x) - \xi(y)|^q}{|x-y|^{sq}} \, dm_t
\]
\[
+ C \iint_{I B_{\rho_1} \setminus B_{\rho_2} \times \mathbb{R}^N \setminus B_{\rho_2}} w_+(x,t) \frac{w_+^{p-1}(y,t)}{|x-y|^{sp}} \, dm_t
\]
\[
+ MC \iint_{I B_{\rho_1} \setminus B_{\rho_2} \times \mathbb{R}^N \setminus B_{\rho_2}} w_+(x,t) \frac{w_+^{q-1}(y,t)}{|x-y|^{sq}} \, dm_t
\]
(3.9)

where \( C > 0 \) is a constant depending only on \( p,q \). We have once again dropped the negative terms coming from \( A_3 \) and \( A_4 \).
Estimate for $Z_3$ and $Z_4$. If $x \in B_{(\rho_1 + \rho_2)/2}$ and $y \notin B_{\rho_2}$ then
\[ |x-y| \geq |y| - |x| \geq |y| - \frac{\rho_1 + \rho_2}{2\rho_2} |y| \geq \frac{\rho_2 - \rho_1}{2R} |y| \]
and so we may estimate the nonlocal integrals for $g \in \{p, q\}$ and $h \in \{s, s'\}$ as
\[
\int \int I(t) \int \frac{w^{g-1}_+(y,t)}{|x-y|^{gh+N}} dy dx dt
\leq C \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+gh} \int \int I(t) \int \frac{w^{g-1}_+(y,t)}{|y|^{gh+N}} dy dx dt
\leq C \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+gh} \|w_+\|_{L^1(Q_R, R_\tau)}^g \|\xi(x) - \xi(y)\|^g |x-y|^{gh} \quad \text{(3.10)}
\]
Estimate for $Z_1$ and $Z_2$. We also have
\[
\int \int \int I(t) \int \max\{w_+(x,t), w_+(y,t)\}^g \frac{\xi(x) - \xi(y)}{|x-y|^{gh}} dm_t
\leq C \int \int \int \max\{w_+(x,t), w_+(y,t)\}^g \frac{\xi(x) - \xi(y)}{|x-y|^{gh}} dm_t
\leq C \frac{R^{g(1-h)}}{(\rho_2 - \rho_1)^g} \|w_+\|^g_{L^q(Q_R, R_\tau)} \quad \text{(3.11)}
\]
The constants $C$ above now also depend on the dimension.

Substituting (3.10) and (3.11) in (3.9), we get
\[
\int \sup \int u \phi_t dz + \frac{3}{2} \int \int \int H(w_+(x,t) - w_+(y,t)) dm_t \leq \int \int \int H(w_+(x,t) - w_+(y,t)) dm_t
+ C \frac{R^{p(1-s)}}{(\rho_2 - \rho_1)^p} \|w_+\|^p_{L^p(Q_R, R_\tau)} + MC \frac{R^{q(1-s')}}{(\rho_2 - \rho_1)^q} \|w_+\|^q_{L^q(Q_R, R_\tau)}
+ C \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+sp} \|w_+\|_{L^1(Q_R, R_\tau)} \|\xi\|^s_{L^1(Q_R, R_\tau)}
+ MC \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+s'q} \|w_+\|_{L^1(Q_R, R_\tau)} \|\xi\|^s'_{L^1(Q_R, R_\tau)}
\]
where $C = C(p, q, N) > 0$.

We compute the first term on the left hand side of (3.12)
\[
\int \sup \int u \phi_t dz = - \int \int \int \partial_t u \phi dz
\]
\[
= \int \int \int \partial_t u \chi(t) \psi^2(t) \xi^h(x) (u - k)_+ dz
\]
\[
= \int \int \frac{1}{2} \partial_t (w_+)^2 \chi(t) \psi^2(t) \xi^h(x) dz
\]
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\[
\begin{align*}
&= -\frac{1}{2} \int_0^T \int_{\Omega} (w_+)^2 \left( \chi_\epsilon \psi^2 \xi^b + 2 \chi_\epsilon \psi \xi^b \right) \, dz \\
&\xrightarrow{\epsilon \to 0+} \frac{1}{2} \int_\Omega \int_0^T |w_+(\cdot, \tau)|^2 \xi^b \, dT - \frac{1}{2} \int_0^T \chi_{(t_0-\theta, t)} \psi \int_\Omega w_+^2 \partial_t \xi^b \, dz
\end{align*}
\]  
(3.13)

Since \( \tau \in (t_0 - \tau_1, t_0) \) and \( \xi = 1 \) on \( B_{\rho_1} \), we combine (3.13) and (3.12) to get

\[
\int \int_B |w_+(\cdot, t)|^2 \, dx + \frac{3}{2} \int \int_B H(w_+(x, t) - w_+(y, t)) \, dm_t
\]

\[
\leq \int \int_B H(w_+(x, t) - w_+(y, t)) \, dm_t
\]

\[
+ C \frac{R^{p(1-s)}}{(\rho_2 - \rho_1)^p} \|w_+\|_{L^p(Q,R,\tau_2)}^p + MC \frac{R^{q(1-s')}}{(\rho_2 - \rho_1)^q} \|w_+\|_{L^q(Q,R,\tau_2)}^q
\]

\[
+ C \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+sp} \|w_+\|_{L^1(Q,R,\tau_2)} \text{Tail}_{p,\infty}(w_+; 0, r, I)^{p-1} R^{-sp}
\]

\[
+ MC \left( \frac{R}{\rho_2 - \rho_1} \right)^{N+s'q} \|w_+\|_{L^1(Q,R,\tau_2)} \text{Tail}_{q,\infty}(w_+; 0, r, I)^{q-1} R^{-s'q}
\]

\[
+ \int_{t_0 - \tau_2}^{t_0} \int_{B_{\rho_1}} w_+^2(x, t) \partial_t \psi(t) \, dx \, dt
\]  
(3.14)

where, due to the passage of limit \( \epsilon \to 0+ \), \( dm_t \) becomes

\[
dm_t = \psi^2(t) \chi_{(t_0-\theta,t_0)}(t) \, dm.
\]

The convergence on the left hand side is due to Fatou’s lemma and the convergence on the right hand side is due to dominated convergence theorem.

Now Lemma 2.2 implies that we can absorb the first integral on the right hand side of (3.14) into the spacetime integral on the left hand side of (3.14) to get

\[
\sup_{t_0 - \tau_1 < t < t_0} \int_{B_{\rho_1}} |w_+(\cdot, t)|^2 \, dx + \int \int_B H(w_+(x, t) - w_+(y, t)) \, dm_t
\]

\[
\leq \frac{R^{p(1-s)}}{(R - r)^p} \|w_+\|_{L^p(Q,R,\tau_2)}^p + \frac{R^{q(1-s')}}{(R - r)^q} \|w_+\|_{L^q(Q,R,\tau_2)}^q
\]

\[
+ \left( \frac{R}{R - r} \right)^{N+sp} \|w_+\|_{L^1(Q,R,\tau_2)} \text{Tail}_{p,\infty}(w_+; 0, r, I)^{p-1} R^{-sp}
\]

\[
+ \left( \frac{R}{R - r} \right)^{N+s'q} \|w_+\|_{L^1(Q,R,\tau_2)} \text{Tail}_{q,\infty}(w_+; 0, r, I)^{q-1} R^{-s'q}
\]

\[
+ \int_{t_0 - \tau_2}^{t_0} \int_{B_{\rho_1}} w_+^2(x, t) \partial_t \psi(t) \, dx \, dt
\]
Finally, recalling what \( dm_t \) stands for we get

\[
\sup_{t_0 - \tau_1 < t < t_0} \int_{B_r} |w_+(x, t)|^2 \, dx + \int_{t_0 - \tau_1}^{t_0} \int_{B_r} \int_{B_r} \frac{H(x, y, w_+(x, t) - w_+(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
\lesssim \frac{R^p(1-s)}{(R-r)^p} \|w_+\|^p_{L^p(Q_R, \tau_2)} + \frac{R^q(1-s')}{(R-r)^q} \|w_+\|^q_{L^q(Q_R, \tau_2)} \\
+ \left( \frac{R}{R-r} \right)^{N+sp} \|w_+\|_{L^1(Q_R, \tau_2)} \text{Tail}_{p,s,\infty}(w_+; 0, r, I)^{p-1} R^{-sp} \\
+ \left( \frac{R}{R-r} \right)^{N+s'q} \|w_+\|_{L^1(Q_R, \tau_2)} \text{Tail}_{q,s',\infty}(w_+; 0, r, I)^{q-1} R^{-s'q} \\
+ \int_{t_0 - \tau_2}^{t_0} \int_{B_R} w_+^2(x, t) |\partial_t \psi(t)| \, dx \, dt.
\]

The conclusion follows. \( \square \)

**Remark 3.2.** In our proof, we neglected many negative terms on the right hand side. If we were to include these negative terms we would get a tighter energy bound with positive terms of the form

\[
\frac{p}{2} \int_{t_0 - \tau_1}^{t_0} \int_{B_{\rho_1}} w_+(x, t) \int_{B_{\rho_1}} \frac{w_+^{p-1}(y, t)}{|x - y|^{N+sp}} \, dx \, dy \, dt + \frac{q}{2} \int_{t_0 - \tau_1}^{t_0} \int_{B_{\rho_1}} w_+(x, t) \int_{B_{\rho_1}} a(x, y) \frac{w_+^{q-1}(y, t)}{|x - y|^{N+s'q}} \, dx \, dy \, dt
\]

on the left hand side. However, the version we prove is sufficient for our purposes.

**Remark 3.3.** The finiteness of the tail term is an additional assumption that we must make. However, such additional assumptions must be imposed even in the case \( a = 0 \) i.e. parabolic fractional \( p-\)Laplacian as done in \([31]\) and \([14]\), unlike in the elliptic case where finiteness could be guaranteed if the corresponding tail term for the data was finite as done in \([5]\).

4. De Giorgi iteration

In this section, we will prove the boundedness estimate in the case \( q < p_* \).

4.1. Recursive estimates

We begin by proving some recursive estimates which will be used in the proof of the boundedness estimate. We set up the notation as follows. Let \( (x_0, t_0) \in \Omega_T, R > 0, \) and \( Q_{R, \theta} = B_R(x_0) \times (t_0 - \theta, t_0) \), such that \( \overline{B_R(x_0)} \subseteq \Omega \) and \( [t_0 - \theta, t_0] \subseteq (0, T) \). For \( \sigma \in [1/2, 1) \), we define the following sequences

\[
R_j = \sigma R + (1 - \sigma) R 2^{-j} \quad \text{and} \quad \theta_j = \sigma \theta + (1 - \sigma) \theta 2^{-j}, \quad j = 0, 1, \ldots \quad (4.1)
\]
so that $R_0 = R$, $R_\infty = \sigma R$, $\theta_0 = \theta$ and $\theta_\infty = \sigma \theta$. Corresponding to these sequences, we define a sequence of nested cylinders

$$Q_j(z_0) = Q_{R_j,\theta_j}(z_0) = B_j \times I_j = B_{R_j}(x_0) \times [t_0 - \theta_j, t_0]$$

$$Q_0(z_0) = Q_{R,\theta}, Q_\infty = Q_{\sigma R, \sigma \theta}.$$ (4.2)

We also denote $\tilde{R}_j := \frac{R_j + R_{j+1}}{2}$ and $\tilde{\theta}_j := \frac{\theta_j + \theta_{j+1}}{2}$ so that we have the inclusions

$$Q_{j+1} \subset \tilde{Q}_j := Q_{\tilde{R}_j, \tilde{\theta}_j} \subset Q_j.$$

For

$$\tilde{k} \geq \max \left\{ \frac{\text{Tail}_{p,s,\infty}(u_+; x_0, \sigma R, I_0)}{2}, \frac{\text{Tail}_{p,s,\infty}(u_+; x_0, \sigma R, I_0)}{2} \right\}$$ (4.3)

to be chosen later, we define a sequence of increasing levels as

$$k_j = (1 - 2^{-j}) \tilde{k}, \quad \bar{k}_j = \frac{k_j + k_{j+1}}{2}, \quad j = 0, 1, 2, \ldots$$

$$w_j = (u - k_j)_+, \quad \tilde{w}_j = (u - \bar{k}_j)_+, \quad j = 0, 1, 2, \ldots$$ (4.4)

For $j = 0, 1, \ldots$, we choose the cut off functions $\eta_j \in C_0^\infty(I_j)$ satisfying

$$0 \leq \eta_j \leq 1, \quad |\partial \eta_j| \leq C \frac{2^{spj}}{(1 - \sigma)^{spq}} \text{ in } \tilde{I}_j, \quad \eta_j = 1 \text{ in } I_{j+1}.$$ (4.5)

**Lemma 4.1.** Let $p > 1$ and $u$ be a variational solution to (1.1) in the sense of (1.7). Further assume that

$$u \in L^\infty(0, T; L^{p,1}_{sp}(\mathbb{R}^N)) \cap L^\infty(0, T; L^{q-1}_{qs'}(\mathbb{R}^N)).$$

Let $(x_0, t_0) \in \Omega_T$, $R > 0$, and $Q_{R,\theta} = B_R(x_0) \times (t_0 - \theta, t_0)$, such that $\overline{B_R(x_0)} \subseteq \Omega$ and $[t_0 - \theta, t_0] \subseteq (0, T)$. Assume that $\delta > 0$ is a number such that $\delta \geq \max\{p, q, 2\}$. Let $B_j$, $\tilde{B}_j$, $I_j$, $\tilde{I}_j$ be as defined in (4.2) and (4.4). Then we have for all $j \in \mathbb{N}$

$$\sup_{t \in I_{j+1}} \int_{B_{j+1}} |\tilde{w}_j(\cdot, t)|^2 \, dx + \int_{I_{j+1}} \int_{B_{j+1}} \int_{B_{j+1}} H(x, y, \tilde{w}_j(x, t) - \tilde{w}_j(y, t)) \, dx \, dy \, dt$$

$$\leq C \left[ \frac{1}{\sigma^{ps}(1 - \sigma)^{N + ps}} + \frac{1}{\sigma^{qs'}(1 - \sigma)^{N + qs'}} + \frac{1}{(1 - \sigma)^q} \right] \times$$

$$\left[ \frac{2(N + sp + \delta - 1)j}{R^{sp}k^{\delta - p}} + \frac{2(N + qs' + \delta - 1)j}{R^{qs'}k^{\delta - q}} + \frac{2(s + \delta - 2)j}{\theta k^{\delta - 2}} \right] \int_{I_j} \int_{B_j} \tilde{w}_j^\delta \, dx \, dt.$$ (4.6)

**Proof.** Observe that for any $\tau \in [0, q)$, we have

$$(u - k_j)^\tau \geq (u - k_j)^\tau \chi_{\{u \geq \bar{k}_j\}}(x, t)$$

$$\geq (\bar{k}_j - k_j)^\tau (u - k_j)^\tau \chi_{\{u \geq \bar{k}_j\}}(x, t)$$

$$\geq C \bar{k}^{\tau} 2^{-(q - \tau)j} (u - k_j)^\tau \chi_{\{u \geq \bar{k}_j\}}(x, t)$$

$$\geq C \bar{k}^{\tau} 2^{-(q - \tau)j} (u - k_j)^\tau \text{ in } Q_T.$$
Hence, we may write

$$\tilde{w}_j^\gamma(x, t) \leq C \frac{2(q-\gamma)j}{k^q} w_j^q(x, t) \text{ in } Q_T.$$  \hfill (4.8)

Now, in Lemma 3.1, we take \( R = R_j, \quad r = R_{j+1}, \quad \tau_2 = \theta; \) and \( \tau_1 = \theta_{i+1} \) to get the following inequality.

$$\sup_{t \in I_{j+1}} \int_{\mathcal{B}_{j+1}} |\tilde{w}_j(\cdot, t)|^2 \, dx + \int_{I_{j+1}} \int_{\mathcal{B}_{j+1}} \int_{\mathcal{B}_{j+1}} H(x, y, \tilde{w}_j(x, t) - \tilde{w}_j(y, t)) \, dx \, dy \, dt$$

$$\leq C \frac{R_j^{(1-s)p}}{(R_j - R_{j+1})^p} \int_{I_{j}} |\tilde{w}_j(x, t)|^p \, dx \, dt$$

$$+ C \frac{R_j^{(1-s)q}}{(R_j - R_{j+1})^q} \int_{I_{j}} |\tilde{w}_j(x, t)|^q \, dx \, dt$$

$$+ C \frac{R_j^N}{(R_j - R_{j+1})^{N+sp}} (\text{Tail}_{p, s, \infty}(u_+; x_0, R/2, I_0))^{p-1} \int_{I_{j}} \tilde{w}_j(x, t) \, dx \, dt$$

$$+ C \frac{R_j^N}{(R_j - R_{j+1})^{N+sp'}} (\text{Tail}_{q, s', \infty}(u_+; x_0, R/2, I_0))^{q-1} \int_{I_{j}} \tilde{w}_j(x, t) \, dx \, dt$$

$$+ C \int_{I_{j}} \int_{\mathcal{B}_j} \tilde{w}_j^2(x, t) |\partial_t \eta(t)| \, dx \, dt. \tag{4.9}$$

Now, we will proceed with estimating each of the terms on the right hand side (subsequently RHS).

**Estimate for I and II.** Since the estimate for I and II is similar, we show for \( l = p \) or \( q \) and respectively \( s_l = s \) or \( s' \) and respectively \( I_l = I \) or II that

$$I_l \leq C \frac{2l(j+1)}{(1-\sigma)^l R^{s_l}} \int_{I_{j}} \tilde{w}_j^l \, dx \, dt \leq C \frac{2\delta(j+1)}{(1-\sigma)^l k^{\delta-l} R^{s_l}} \int_{I_{j}} \tilde{w}_j^\delta \, dx \, dt,$$  \hfill (4.10)

where, in the first inequality, we have used (4.1); and, in the last inequality, we have used (4.8).

**Estimate for III and IV.** Once again, since the estimate for III and IV is similar, we will provide calculations for \( l = p \) or \( q \) and respectively \( s_l = s \) or \( s' \) and respectively \( A = III \) or IV.

Notice that

$$\int_{I_j} \int_{\mathcal{B}_j} |\tilde{w}_j(x, t)| \, dx \, dt \leq C \frac{2(\delta-1)j}{k^{\delta-1}} \int_{I_j} \int_{\mathcal{B}_j} |\tilde{w}_j(x, t)|^\delta \, dx \, dt.$$  \hfill (4.11)

Using (4.11), (4.3), and (4.1) to estimate \( A \), we obtain
\begin{equation}
A \leq C \frac{2^{(N+ls_i+\delta-1)j}}{\sigma^{ls_i}(1-\sigma)^{N+ls_i} R_k \delta^{-l}} \int_{I_j} \int_{B_j} |\tilde{w}_j(x,t)|^\delta \, dx \, dt. \tag{4.12}
\end{equation}

**Estimate for** $V$.

\begin{equation}
V \leq C \frac{2^{sp_j}}{(1-\sigma)^{sp_\theta}} \int_{I_j} \int_{B_j} \tilde{w}_j^2 \, dx \, dt \leq C \frac{2^{(sp+\delta-2)j}}{(1-\sigma)^{sp_\theta} \delta^{-2}} \int_{I_j} \int_{B_j} \tilde{w}_j^\delta \, dx \, dt, \tag{4.13}
\end{equation}

where, in the first inequality, we have used (4.5); and, in the last inequality, we have used (4.8).

Combining the estimates (4.10), (4.12), and (4.13), we obtain

\begin{equation}
\sup_{t \in I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} |\tilde{w}_j(\cdot,t)|^2 \, dx + \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} H(x,y,\tilde{w}_j(x,t) - \tilde{w}_j(y,t)) \frac{1}{|x-y|^N} \, dx \, dy \, dx \, dy \\
\leq C \left[ \frac{1}{\sigma^{ps}(1-\sigma)^{N+ps}} + \frac{1}{\sigma^{qs^\prime}(1-\sigma)^{N+qs^\prime}} + \frac{1}{(1-\sigma)^q} \right] \times
\left[ \frac{2^{(N+sp+\delta-1)j}}{R^{sp_\delta - p}} + \frac{2^{(N+qs^\prime+\delta-1)j}}{R^{qs_\delta - q}} + \frac{2^{(sp+\delta-2)j}}{\theta k \delta^{-2}} \right] \int_{I_j} \int_{B_j} \tilde{w}_j^\delta \, dx \, dt \tag{4.14}
\end{equation}

which is (4.6).

**Lemma 4.2.** Let $p > \frac{2s}{N + 2s}$ and $u$ be a variational solution to (1.1). Further assume that

$$u \in L^\infty(0,T;L^{p-1}_p(\mathbb{R}^N)) \cap L^\infty(0,T;L^{q-1}_{qs^\prime}(\mathbb{R}^N)).$$

Let $(x_0,t_0) \in \Omega_T$, $R > 0$, and $Q_{R,\theta} = B_R(x_0) \times (t_0 - \theta, t_0)$, such that $B_R(x_0) \subseteq \Omega$ and $[t_0 - \theta, t_0] \subseteq (0,T)$. Assume that $\delta > 0$ is a number such that $\max\{p,2\} \leq \delta < p \frac{N + 2s}{N}$. Let $B_j, \tilde{B}_j, I_j, \tilde{I}_j$ be as defined in (4.2) and (4.4). Then we have for all $j \in \mathbb{N}$

\begin{equation}
\frac{1}{R^{sp}} \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \frac{w_{j+1}^\delta(x,t)}{dx} \, dx \, dt \leq C \frac{2^{b_j}}{\tilde{B}} \left( \frac{A_k}{R^{sp}} \int_{I_j B_j} \int_{I_j B_j} \frac{w_j^\delta}{dx} \, dx \, dt \right)^{1 + \frac{\delta}{N}} \tag{4.15}
\end{equation}

where

$$A_k := \frac{1}{k^{\delta-p}} + \frac{R^{sp-qs^\prime}}{k^{\delta-q}} + \frac{R^{sp}}{\theta k^{\delta-2}}, \quad b = \left( 1 + \frac{sp}{N} \right) \left( N + \max\{ps,qs^\prime\} + \delta \right), \quad \text{and},$$

\begin{equation}
\tilde{B} = \left[ \frac{1}{\sigma^{ps}(1-\sigma)^{N+ps}} + \frac{1}{\sigma^{qs^\prime}(1-\sigma)^{N+qs^\prime}} + \frac{1}{(1-\sigma)^q} \right]^{\left( 1 + \frac{sp}{N} \right)} \left( \frac{1}{p^{qs^\prime}} \right). \tag{4.16}
\end{equation}

**Proof.** Let $\kappa = 1 + \frac{2s}{N}$. Since $\delta < pk$, we have by Hölder inequality that

$$\int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} w_{j+1}^\delta(x,t) \, dx \, dt \leq \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \tilde{v}_j^\delta(x,t) \, dx \, dt$$
\[
\left(\int \int_{I_{j+1}B_{j+1}} \frac{\tilde{u}_{j}^{\delta}(x,t)}{\chi_{\{u_{j} \geq k_{j}\}}(x,t)} \, dx \, dt \right)^{\frac{4}{p_{C}}} \left(\int \int_{I_{j+1}B_{j+1}} \chi_{\{u_{j} \geq k_{j}\}}(x,t) \, dx \, dt \right)^{\frac{1-\frac{4}{p_{C}}}{4}}. \tag{4.18}
\]

Observe that by (4.8), we have
\[
(ii) \leq C^2 R^{sp} \left( \int \int_{I_{j+1}B_{j+1}} \int \int |\tilde{u}_{j}(x,t) - \tilde{u}_{j}(y,t)|^p \, dx \, dy \, dt + \frac{1}{R^{sp}} \int \int |\tilde{u}_{j}(x,t)|^p \, dx \, dt \right) \times \left( \sup_{t \in I_{j+1}} \int_{B_{j+1}} |\tilde{u}_{j}(x,t)|^2 \, dx \right)^{\frac{2p}{N}} \leq C R^{sp} \left[ \frac{2(N+sp+\delta-1)j}{R^{sp}k^{\delta-p}} + \frac{2(N+qs'+\delta-1)j}{R^{sp}k^{\delta-q}} + \frac{2(\delta-1)j}{\theta k^{\delta-2}} \right]^{1+\frac{2p}{N}} \left( B \int \int_{l_j B_j} w_{j}^\delta \, dx \, dt \right)^{1+\frac{2p}{N}} = C R^{sp} \left[ \frac{2(N+sp+\delta-1)j}{k^{\delta-p}} + \frac{2(N+qs'+\delta-1)j}{R^{sp}k^{\delta-q}} + \frac{2(\delta-1)j R^{sp}}{\theta k^{\delta-2}} \right]^{1+\frac{2p}{N}} \left( \frac{B}{R^{sp}} \int \int_{l_j B_j} w_{j}^\delta \, dx \, dt \right)^{1+\frac{2p}{N}}, \tag{4.21}
\]
where
\[
\mathcal{A}_k := \frac{1}{k^{\delta-p}} + \frac{R^{sp-qs'}}{k^{\delta-q}} + \frac{R^{sp}}{\theta k^{\delta-2}}, \quad b = \left(1 + \frac{sp}{N}\right) (N + \max\{ps, qs'\} + \delta), \quad \text{and} \quad \mathcal{B} := \left[ \frac{1}{\sigma^{ps}(1-\sigma)^{N+ps}} + \frac{1}{\sigma^{qs'}(1-\sigma)^{N+qs'}} + \frac{1}{(1-\sigma)^{q}} \right].
\]

Substituting (4.19) and (4.21) in (4.18), we are given
\[
\frac{1}{R^{sp}} \int \int_{I_{j+1}B_{j+1}} w_{j+1}(x,t) \, dx \, dt \leq C^2 b R^{sp} \left( \mathcal{A}_k \int \int_{l_j B_j} w_{j}^\delta \, dx \, dt \right)^{1+\frac{2p}{N}},
\]
which is (4.15) for \( \mathcal{B} = \left[ \frac{1}{\sigma^{ps}(1-\sigma)^{N+ps}} + \frac{1}{\sigma^{qs'}(1-\sigma)^{N+qs'}} + \frac{1}{(1-\sigma)^{q}} \right]^{(1+\frac{2p}{N})} \left( \frac{\delta}{p_{C}} \right). \]
4.2. Boundedness estimate

Proof. (Proof of Theorem 1.4) Let us set

$$Y_j := \frac{1}{R_j \mathcal{B}} \int_{I_j} \int_{B_j} w^\delta \, dx \, dt. \quad (4.22)$$

Then (4.15) becomes

$$Y_{j+1} \leq C 2^{2j} \mathcal{B} (A_k Y_j)^{1 + \frac{s\delta}{N\kappa}}. \quad (4.23)$$

Further taking \( \tilde{k} > 1 \) and \( \tau := \min\{\delta - q, \delta - p, \delta - 2\} \), we get that

$$A_k \leq \frac{A}{k^\tau} \text{ where } A := 1 + R^{q - q'} + \frac{R^{sp}}{\theta}. \nonumber$$

Hence (4.23) becomes

$$Y_{j+1} \leq C 2^{2j} \mathcal{B} \left( \frac{A}{k^\tau} Y_j \right)^{1 + \frac{s\delta}{N\kappa}}. \quad (4.24)$$

Choose \( \theta = R^{sp} \). Let \( \tilde{k} \) be chosen so that

$$\tilde{k} \geq \max \left\{ \text{Tail}_{p,s,\infty}(u_+; x_0, R/2, I_0), \text{Tail}_{q,s',\infty}(u_+; x_0, R/2, I_0), \right\}$$

$$\times \frac{b N^{2s}}{t^{(N\kappa + 2s)}} \mathcal{B} \frac{N_k}{t^{(N\kappa + 2s)}} A^{\frac{1}{2}} \left( \frac{t_0}{t_0 - R^{sp} B_R(x_0)} \right) \left( \int_{t_0}^{t_1} \int_{t_0 - R^{sp} B_R(x_0)} u^\delta \, dx \, dt \right)^{\frac{s\delta}{t^{(N\kappa + 2s)}}} \wedge 1, \nonumber$$

where the constant \( C \) depends on \( N, s, p, \delta, s', q \). This choice guarantees by Lemma 2.3 that

$$\text{ess sup} \left| u \right| \leq \text{Tail}_{p,s,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) + \text{Tail}_{q,s',\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0)$$

$$+ C 2^{\frac{sN_k^2}{t^{(N\kappa + 2s)}}} \mathcal{B} \frac{N_k}{t^{(N\kappa + 2s)}} A^{\frac{1}{2}} \left( \frac{t_0}{t_0 - R^{sp} B_R(x_0)} \right) \left( \int_{t_0}^{t_1} \int_{t_0 - R^{sp} B_R(x_0)} u^\delta \, dx \, dt \right)^{\frac{s\delta}{t^{(N\kappa + 2s)}}} \wedge 1, \nonumber$$

which is (1.8). \[ \square \]

5. Limit case

In this section, we consider the limit case \( q = p_* \) in order to complete the proof of Theorem 1.4. We only indicate the modifications required. In this case, we choose the sequence \( k_j \) as

$$k_j := \tilde{k} \left( 1 - \frac{1}{2^j + 1} \right), \quad \text{and } Y_j := \frac{1}{R_j \mathcal{B}} \int_{I_j} \int_{B_j} w^\delta \, dx \, dt. \quad (5.1)$$

while keeping the rest of the sequences \( R_j, \theta_j \) the same as before. By the same calculations as before, we will find that the iterative inequality (4.24) becomes
\[ Y_{j+1} \leq C2^{bj_\tilde{k}}(AY_j)^{1+\frac{N}{N-\alpha}} \],

and hence the dependence on \( \tilde{k} \) is only in \( Y_j \).

In order to apply Lemma 2.3, we need \( Y_0 \) to be sufficiently small, however since we have redefined the sequence \( k_j \), we have

\[ Y_0 = \int_{t_0-R^p}^{t_0} \int_{B_R(x_0)} \left( u - \frac{\tilde{k}}{2} \right)^q \ dx \ dt \]

which can be made as small as we like provided \( \tilde{k} \) is big enough. Hence, we get boundedness of \( u \) in this case, but without an explicit bound. This completes the proof of Theorem 1.4.

6. Subcritical Case

The proof of Theorem 1.5 will be completed in four steps. If (H1) holds, then we begin by proving qualitative boundedness using the higher integrability of \( u \). Then, we prove an improved estimate by exploiting the local boundedness of \( u \), subsequently, we perform a third iteration to get an estimate only in terms of the \( L^r \) norm of \( u \). In the fourth step, we deal with the limiting case \( q = p_\ast \). If (H2) holds, then we do not need to perform Step 1, we can directly go to steps 2, 3, and 4.

**Proof of Theorem 1.5.** Step 1. Assume that (H1) holds. In this step, we will prove the qualitative fact that \( u \) is locally bounded. We will assume that \( q < p_\ast \). The limiting case is dealt with in Step 4. Notice that \( p_\ast = p \frac{2s + N}{N} \leq 2 \). As before, let \((x_0, t_0) \in \Omega_T, R > 0, \) and \( Q_{R, \theta} = B_R(x_0) \times (t_0 - \theta, t_0) \), such that \( \overline{B_R(x_0)} \subseteq \Omega \) and \([t_0 - \theta, t_0] \subseteq (0, T) \). Define the quantities \( R_j, \theta_j, \tilde{R}_j, \tilde{\theta}_j, \tilde{k}_j, w_j \) and the cylinders \( Q_j, \tilde{Q}_j \) as before, as in (4.1), (4.2), (4.3), (4.4). In this step, we will choose \( \theta = R^p \) and \( \sigma = 1/2 \). Let \( \alpha \in (0, 1) \) be such that \( 1 = 2\alpha q + 2(1 - \alpha) r \).

Define

\[ Y_j := \int_{I_j} \int_{B_j} w_j^2 \ dx \ dt \]

and

\[ M := \left( \int \int_{I_j} |u|^r \ dx \ dt \right)^{\frac{2}{r}} \]

Then,

\[ Y_{j+1} \leq Y^{1+\frac{N}{N-\alpha}} \]

Define

\[ Y_j := \int_{I_j} \int_{B_j} w_j^2 \ dx \ dt \text{ and } M := \left( \int \int_{I_j} |u|^r \ dx \ dt \right)^{\frac{2}{r}} \]

Then,

\[ Y_{j+1} \leq Y^{1+\frac{N}{N-\alpha}} \]

and

\[ Y_j := \int_{I_j} \int_{B_j} w_j^2 \ dx \ dt \]

Then,

\[ Y_{j+1} \leq \left( \int \int_{I_j} \tilde{w}_j^2 \ dx \ dt \right)^{\frac{2}{r}} \left( \int \int_{I_j} \tilde{w}_j^r \ dx \ dt \right)^{\frac{2(1-\alpha)}{r}} \]
\[ M \left( \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \tilde{w}_j^q \, dx \, dt \right)^{\frac{aq}{q}} \]

\[ \leq M \left\{ \left( \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \tilde{w}_{j_k}^{p_k} (x, t) \, dx \, dt \right)^{\frac{q}{p_m}} \left( \int_{I_{j+1} B_{j+1}} \int_{I_{j+1} B_{j+1}} \chi_{\{u \geq \tilde{k}_j \}} (x, t) \, dx \, dt \right)^{1 - \frac{q}{p_m}} \right\}^{\frac{2a}{q}} \]  

(6.1)

By a calculation exactly similar to the one performed to obtain (4.21), we obtain

\[ (i) \leq C 2^{\tilde{b} j} \left( B \int_{I_{j} B_{j}} \int_{I_{j} B_{j}} w_j^2 \, dx \, dt \right)^{1 + \frac{2a}{q}} \]

(6.2)

where \( B := 2 + R^{s'p - qs'} \) and \( \tilde{b} := \kappa (N + \max\{sp, qs'\} + 2) \). On the other hand, by (4.8), we have

\[ (ii) \leq C \frac{2^{2j}}{k^2} \int_{I_{j} B_{j}} \int_{I_{j} B_{j}} w_j^2 (x, t) \, dx \, dt. \]

(6.3)

Substituting (6.2) and (6.3) in (6.1), we obtain

\[ Y_{j+1} \leq M \left\{ (C 2^{\tilde{b} j} B Y_j)^{(1 + \frac{2a}{q})} \right\} \leq \frac{CM 2^{\tilde{b} j}}{k^2 (\frac{2a}{q})} Y_j^{(1 + \frac{2a}{q})} \]

In order to apply Lemma 2.2, we need \( \gamma := \left( 1 + \frac{sq}{\kappa N} \right) \left( \frac{2a}{q} \right) - 1 > 0 \) which is justified when (1.9) of (H1) holds. Therefore, taking \( \tilde{k} \) large enough, we obtain boundedness of \( u \). However, the quantitative bound obtained in this manner is not optimal in the exponents. Therefore, in subsequent steps, we will do further iterations. When the hypothesis (H2) holds, we do not require this step.

**Step 2.** This step is common to both (H1) and (H2). However, the value of the exponent \( r \) is to be understood contextually. Moreover, for (H2), we simply write \( u \) instead of \( u_k \).

Now, for any \( \sigma \in [1/2, 1) \) and for any number \( \rho \) satisfying \( \sigma R \leq \sigma \rho < \rho \leq R \), we define the following sequences

\[ \rho_j = \sigma \rho + (1 - \sigma) \rho 2^{-j}, \quad j = 0, 1, \ldots \]

(6.4)

so that \( \rho_0 = \rho, \, \rho_\infty = \sigma \rho \). Corresponding to these sequences, we define a sequence of nested cylinders

\[ Q_j(z_0) = B_j \times I_j = B_{\rho_j} (x_0) \times [t_0 - \rho_j^{sp}, t_0] \]

(6.5)

We also denote \( \tilde{\rho}_j := \frac{\rho_j + \rho_{j+1}}{2} \) so that we have the inclusions

\[ Q_{j+1} \subset \tilde{Q}_j := B_{\tilde{\rho}_j} (x_0) \times [t_0 - \tilde{\rho}_j^{sp}, \rho_0] \subset Q_j. \]
For
\[
\tilde{k} \geq \max \left\{ \frac{\text{Tail}_{p,s,\infty}(u_+; x_0, \sigma \rho, t_0 - \rho^{sp}, t_0)}{2}, \frac{\text{Tail}_{q,s',\infty}(u_+; x_0, \sigma \rho, t_0 - \rho^{sp}, t_0)}{2} \right\}
\]
(6.6)
to be chosen later, we define a sequence of increasing levels as
\[
k_j = (1 - 2^{-j})\tilde{k}, \quad \tilde{k}_j = \frac{k_j + k_{j+1}}{2}, \quad j = 0, 1, 2, \ldots
\]
\[
w_j = (u - k_j)_+, \quad \tilde{w}_j = (u - \tilde{k}_j)_+, \quad j = 0, 1, 2, \ldots
\]
(6.7)
Define \( Z_j := \int_{I_j} \int_{B_j} w_j^r \, dx \, dt \). Then, by a calculation similar to the one performed to obtain (4.21), we get
\[
Z_{j+1} \leq \int_{I_{j+1}} \int_{B_{j+1}} \tilde{w}_j^r \, dx \, dt
\]
\[
\leq ||u||_{L^\infty(Q_{p,\rho^{sp}}(z_0))} \int_{I_{j+1}} \int_{B_{j+1}} \tilde{w}_j^{sp} \, dx \, dt
\]
\[
\leq C2^{b'} ||u||^{r-p_s}_{L^\infty(Q_{p,\rho^{sp}}(z_0))} \left( \frac{A}{k^r Z_j} \right)^{1+\frac{sp}{N}},
\]
where
\[
A := \left( 2 + R^{sp-qs'} \right) \left[ \frac{1}{\sigma^{ps}(1 - \sigma)^{N+ps}} + \frac{1}{\sigma^{qs}(1 - \sigma)^{N+qs'}} + \frac{1}{(1 - \sigma)^q} \right],
\]
\[
b' = \left( 1 + \frac{sp}{N} \right) \left( N + \max\{ps, qs'\} + r \right), \quad \text{and,}
\]
\[
\tau = \min\{r - p, r - q, r - 2\}.
\]
By an application of Lemma 2.2, we get
\[
\text{ess sup}_{Q_{\rho,\rho^{sp}}} u \leq \frac{\text{Tail}_{p,s,\infty}(u_+; x_0, \sigma \rho, t_0 - \rho^{sp}, t_0)}{2} + \frac{\text{Tail}_{q,s',\infty}(u_+; x_0, \sigma \rho, t_0 - \rho^{sp}, t_0)}{2}
\]
\[
+ C'^N \frac{b'^N}{(r-2)(N+sp)^N} A^{\frac{sp}{(r-2)(N+sp)}} \left( \int_{Q_{p,\rho^{sp}}} u^r \, dx \, dt \right)^{\frac{N(r-\rho_s)}{(r-2)(N+sp)}}
\]
\[
\leq \frac{\text{Tail}_{p,s,\infty}(u_+; x_0; R/2, t_0 - R^{sp}, t_0)}{2} + \frac{\text{Tail}_{q,s',\infty}(u_+; x_0; R/2, t_0 - R^{sp}, t_0)}{2}
\]
\[
+ C'^N \frac{b'^N}{(r-2)(N+sp)^N} A^{\frac{sp}{(r-2)(N+sp)}} \left( \int_{Q_{p,\rho^{sp}}} u^r \, dx \, dt \right)^{\frac{N(r-\rho_s)}{(r-2)(N+sp)}},
\]
(6.8)
Step 3.

It remains to push the \( L^\infty \) norm to the left in the estimate above. Once more, the numbers \( \rho \) and \( R \) is arbitrary such that \( Q_{\rho,\rho^{sp}}(z_0) \subset Q_{R,R^{sp}}(z_0) \subseteq \Omega_T \).

Therefore, we can write (6.8) for a sequence \( \rho_n = R/2 + \sum_{i=0}^{n} 2^{-i-2} R \) with \( M_n := ||u||_{L^\infty(Q_{\rho_n,\rho^{sp}}(z_0))} \).
To conclude the result, we shall apply Lemma 2.4 with
\[ K = \frac{\text{Tail}_{p,s,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0)}{2} + \frac{\text{Tail}_{q,s',\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0)}{2}, \]
\[ C = C' 2^{\frac{q'}{(r-2)(N+sp)}} \left( \int \int_{Q_R,R^{sp}} u^r \, dx \, dt \right)^{\frac{sp}{(r-2)(N+sp)}}, \]
\[ 1 - \alpha = \frac{N(r - p_*)}{(r - 2)(N + ps)}, \]
\[ b = 2^{\frac{sp(N + ps + q' + q)}{(r-2)N}}, \]
and use the fact that
\[ r > \frac{N(2 - p)}{p} \]
is equivalent to
\[ \frac{N(r - p_*)}{(r - 2)(N + ps)} < 1. \]

We have also used the fact that
\[ \sigma = \frac{\rho_n}{\rho_{n+1}} = 1 - \frac{1}{2^{n+2} + 2^{n+1} - 1}, \]
so that
\[ \frac{1}{1 - \sigma} = 2^{n+1} + 2^{n+2} - 1 < 2^{n+3}. \]
As a result, we obtain the inequality
\[ \text{ess sup}_{Q_{R/2,(R/2)^{sp}}} u \leq \text{Tail}_{p,s,\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) + \text{Tail}_{q,s',\infty}(u_+; x_0, R/2, t_0 - R^{sp}, t_0) \]
\[ + C \left( \int \int_{Q_R,R^{sp}} u^r \, dx \, dt \right)^{\frac{sp}{(r-2)(N+sp) - N(r-p_*)}}, \]
where the constant \( C \) depends on \( N, s, s', p, q, r, M \). This completes the proof of the boundedness estimate when \( q < p_* \).

**Step 4.** We omit the proof in the limit case of \( q = p_* \) since it is the same as in Section 5.

**Acknowledgments**

The authors would like to thank Karthik Adimurthi for introducing us to this subject and for illuminating discussions. The authors were supported by the Department of Atomic Energy, Government of India, under project no. 12-R&D-TFR-5.01-0520.
References

[1] Verena Bögelein, Frank Duzaar, and Paolo Marcellini. Existence of evolutionary vari-ational solutions via the calculus of variations. Journal of Differential Equations, 256 (12):3912–3942, June 2014. ISSN 0022-0396. doi:10.1016/j.jde.2014.03.005. URL https://www.sciencedirect.com/science/article/pii/S0022039614001144. 2

[2] Lorenzo Brasco and Erik Lindgren. Higher sobolev regularity for the fractional p-laplace equation in the superquadratic case. Advances in Mathematics, 304:300–354, 2017. ISSN 0001-8708. doi:10.1016/j.aim.2016.03.039. URL https://mathscinet.ams.org/mathscinet-getitem?mr=3558212. 3

[3] Lorenzo Brasco, Erik Lindgren, and Armin Schikorra. Higher Hölder regularity for the fractional p-Laplacian in the superquadratic case. Advances in Mathematics, 338: 782–846, November 2018. ISSN 0001-8708. doi:10.1016/j.aim.2018.09.009. URL https://www.sciencedirect.com/science/article/pii/S0001870818303402. 3

[4] Lorenzo Brasco, Erik Lindgren, and Martin Strömqvist. Continuity of solutions to a nonlin-ear fractional diffusion equation. Journal of Evolution Equations, June 2021. ISSN 1424-3202. doi:10.1007/s00028-021-00721-2. URL https://doi.org/10.1007/s00028-021-00721-2. 3

[5] Sun-Sig Byun, Jihoon Ok, and Kyeong Song. Hölder regularity for weak solutions to nonlocal double phase problems. arXiv:2108.09623 [math], August 2021. URL http://arxiv.org/abs/2108.09623. 3, 17

[6] Jamil Chaker. Regularity of solutions to anisotropic nonlocal equations. Mathematische Zeitschrift, 296(3):1135–1155, December 2020. ISSN 1432-1823. doi:10.1007/s00209-020-02459-y. URL https://doi.org/10.1007/s00209-020-02459-y. 3

[7] Jamil Chaker and Moritz Kassmann. Nonlocal operators with singular anisotropic kernels. Communications in Partial Differential Equations, 45(1):1–31, January 2020. ISSN 0360-5302. doi:10.1080/03605302.2019.1651335. URL https://doi.org/10.1080/03605302.2019.1651335. 3

[8] Jamil Chaker and Minhyun Kim. Local regularity for nonlocal equations with variable exponents. arXiv:2107.06043 [math], July 2021. URL http://arxiv.org/abs/2107.06043. 3
[9] Jamil Chaker and Minhyun Kim. Regularity estimates for fractional orthotropic \( p \)-laplacians of mixed order. *arXiv:2104.07507 [math]*, April 2021. URL [http://arxiv.org/abs/2104.07507](http://arxiv.org/abs/2104.07507).

[10] Jamil Chaker, Minhyun Kim, and Marvin Weidner. Regularity for nonlocal problems with non-standard growth. *arXiv:2111.09182 [math]*, November 2021. URL [http://arxiv.org/abs/2111.09182](http://arxiv.org/abs/2111.09182).

[11] Matteo Cozzi. Regularity results and Harnack inequalities for minimizers and solutions of nonlocal problems: A unified approach via fractional De Giorgi classes. *Journal of Functional Analysis*, 272(11):4762–4837, June 2017. ISSN 0022-1236. doi:10.1016/j.jfa.2017.02.016. URL [https://www.sciencedirect.com/science/article/pii/S0022123617300770](https://www.sciencedirect.com/science/article/pii/S0022123617300770).

[12] Agnese Di Castro, Tuomo Kuusi, and Giampiero Palatucci. Local behavior of fractional \( p \)-minimizers. *Annales de l’Institut Henri Poincaré C, Analyse non linéaire*, 33(5):1279–1299, September 2016. ISSN 0294-1449. doi:10.1016/j.anihpc.2015.04.003. URL [https://www.sciencedirect.com/science/article/pii/S0294144915000451](https://www.sciencedirect.com/science/article/pii/S0294144915000451).

[13] Emmanuele DiBenedetto. *Degenerate Parabolic Equations*. Universitext. Springer-Verlag, New York, 1993. ISBN 0-387-94020-0. doi:10.1007/978-1-4612-0895-2. URL [https://doi.org/10.1007/978-1-4612-0895-2](https://doi.org/10.1007/978-1-4612-0895-2).

[14] Mengyao Ding, Chao Zhang, and Shulin Zhou. Local boundedness and Hölder continuity for the parabolic fractional \( p \)-Laplace equations. *Calculus of Variations and Partial Differential Equations*, 60(1):38, January 2021. ISSN 1432-0835. doi:10.1007/s00526-020-01870-x. URL [https://doi.org/10.1007/s00526-020-01870-x](https://doi.org/10.1007/s00526-020-01870-x).

[15] Nicola Fusco and Carlo Sbordone. Local boundedness of minimizers in a limit case. *Manuscripta Mathematica*, 69(1):19–25, 1990. ISSN 0025-2611. doi:10.1007/BF02567909. URL [10.1007/BF02567909](https://10.1007/BF02567909).

[16] Mariano Giaquinta and Enrico Giusti. On the regularity of the minima of variational integrals. *Acta Mathematica*, 148(none):31–46, January 1982. ISSN 0001-5962, 1871-2509. doi:10.1007/BF02392725. URL [https://projecteuclid.org/journals/acta-mathematica/volume-148/issue-none/On-the-regularity-of](https://projecteuclid.org/journals/acta-mathematica/volume-148/issue-none/On-the-regularity-of).
[17] Enrico Giusti. Direct Methods in the Calculus of Variations. World Scientific Publishing Co., Inc., River Edge, NJ, 2003. ISBN 978-981-238-043-2. doi:10.1142/9789812795557. URL https://mathscinet.ams.org/mathscinet-getitem?mr=1962933. 8

[18] Jonas Hirsch and Mathias Schäffner. Growth conditions and regularity, an optimal local boundedness result. Communications in Contemporary Mathematics, page 2050029, June 2020. doi:10.1142/s0219199720500297. URL https://doi.org/10.1142/s0219199720500297. 3

[19] Tuomo Kuusi, Giuseppe Mingione, and Yannick Sire. A fractional Gehring lemma, with applications to nonlocal equations. Rendiconti Lincei - Matematica e Applicazioni, 25(4):345–358, November 2014. ISSN 1120-6330. doi:10.4171/RLM/683. URL https://www.ems-ph.org/journals/show_abstract.php?issn=1120-6330&vol=25&iss=4&rank=1. 3

[20] A Lichnewsky and R Temam. Pseudosolutions of the time-dependent minimal surface problem. Journal of Differential Equations, 30(3):340–364, December 1978. ISSN 0022-0396. doi:10.1016/0022-0396(78)90005-0. URL https://www.sciencedirect.com/science/article/pii/0022039678900050. 2

[21] Paolo Marcellini. Regularity of minimizers of integrals of the calculus of variations with nonstandard growth conditions. Archive for Rational Mechanics and Analysis, 105(3):267–284, 1989. ISSN 0003-9527. doi:10.1007/BF00251503. URL 10.1007/BF00251503. 3

[22] Paolo Marcellini. Regularity and existence of solutions of elliptic equations with p,q-growth conditions. Journal of Differential Equations, 90(1):1–30, 1991. ISSN 0022-0396. doi:10.1016/0022-0396(91)90158-6. URL 10.1016/0022-0396(91)90158-6. 3

[23] Paolo Marcellini. Regularity for Elliptic Equations with General Growth Conditions. Journal of Differential Equations, 105(2):296–333, October 1993. ISSN 0022-0396. doi:10.1006/jdeq.1993.1091. URL 10.1006/jdeq.1993.1091. 3

[24] Paolo Marcellini. Regularity for some scalar variational problems under general growth conditions. Journal of Optimization Theory and Applications, 90(1):161–181, July 1996. ISSN 1573-2878. doi:10.1007/BF02192251. URL 10.1007/BF02192251. 3
[25] Paolo Marcellini. Regularity under general and $p, q-$ growth conditions. *Discrete & Continuous Dynamical Systems - S*, 13(7):2009, 2020. doi:10.3934/dcdss.2020155. URL 10.3934/dcdss.2020155.

[26] Giuseppe Mingione and Vicenţiu Rădulescu. Recent developments in problems with non-standard growth and nonuniform ellipticity. *Journal of Mathematical Analysis and Applications*, page 125197, March 2021. ISSN 0022-247X. doi:10.1016/j.jmaa.2021.125197. URL https://www.sciencedirect.com/science/article/pii/S0022247X21002766.

[27] Gioconda Moscariello and Luciana Nania. Hölder continuity of minimizers of functionals with non-standard growth conditions. *Ricerche di Matematica*, 40(2):259–273 (1992), 1991. ISSN 0035-5038. URL https://mathscinet.ams.org/mathscinet-getitem?mr=1194158.

[28] Harsh Prasad and Vivek Tewary. Existence of variational solutions to nonlocal evolution equations via convex minimization. *arXiv:2112.00402 [math]*, December 2021. URL http://arxiv.org/abs/2112.00402.

[29] James M. Scott and Tadele Mengesha. Self-improving Inequalities for bounded weak solutions to nonlocal double phase equations. *arXiv:2011.11466 [math]*, November 2020. URL http://arxiv.org/abs/2011.11466.

[30] Thomas Singer. Local boundedness of variational solutions to evolutionary problems with non-standard growth. *NoDEA. Nonlinear Differential Equations and Applications*, 23(2):Art. 19, 23, 2016. ISSN 1021-9722. doi:10.1007/s00030-016-0370-5. URL 10.1007/s00030-016-0370-5.

[31] Martin Strömqvist. Local boundedness of solutions to non-local parabolic equations modeled on the fractional p-Laplacian. *Journal of Differential Equations*, 266(12):7948–7979, June 2019. ISSN 0022-0396. doi:10.1016/j.jde.2018.12.021. URL https://www.sciencedirect.com/science/article/pii/S0022039618307095.

[32] Minqi Yu and Xiting Lian. Boundedness of solutions of parabolic equations with anisotropic growth conditions. *Canadian Journal of Mathematics. Journal Canadien de Mathématiques*, 49(4):798–809, 1997. ISSN 0008-414X. doi:10.4153/CJM-1997-040-2. URL 10.4153/CJM-1997-040-2.