Learning to Route in Mobile Wireless Networks

Victoria Manfredi
vumanfredi@wesleyan.edu
Wesleyan University
Middletown, CT, USA

Alicia P. Wolfe
pwolfe@wesleyan.edu
Wesleyan University
Middletown, Connecticut, USA

Xiaolan Zhang
xzhang@fordham.edu
Fordham University
Bronx, NY, USA

Bing Wang
bing@uconn.edu
University of Connecticut
Storrs, CT, USA

ABSTRACT
Designing effective routing strategies for mobile wireless networks is challenging due to the need to seamlessly adapt routing behavior to spatially diverse and temporally changing network conditions. In this work, we use deep reinforcement learning (DeepRL) to learn a scalable and generalizable single-copy routing strategy for such networks. We make the following contributions: i) we design a reward function that enables the DeepRL agent to explicitly trade-off competing network goals, such as minimizing delay vs. the number of transmissions per packet; ii) we propose a novel set of relational neighborhood, path, and context features to characterize mobile wireless networks and model device mobility independently of a specific network topology; and iii) we use a flexible training approach that allows us to combine data from all packets and devices into a single offline centralized training set to train a single DeepRL agent. To evaluate generalizeability and scalability, we train our DeepRL agent on one mobile network scenario and then test it on other mobile scenarios, varying the number of devices and transmission ranges. Our results show our learned single-copy routing strategy outperforms all other strategies in terms of delay except for the optimal strategy, even on scenarios on which the DeepRL agent was not trained.
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• Networks → Routing protocols; Network protocol design; Mobile ad hoc networks; • Computing methodologies → Sequential decision making; Neural networks.
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1 INTRODUCTION
Routing in mobile wireless networks is a fundamental problem that has applications in many real-world networks, such as robot or drone networks [22, 38], mobile Internet of Things (IoT) [6], and sensor networks [21]. Designing effective routing strategies for these networks is challenging, however, due to the need to seamlessly adapt routing behavior to spatially diverse and temporally changing network conditions. While many mobile routing strategies have been proposed, these strategies are typically hand-crafted for specific types of mobile networks. For instance, DSR [20], AODV [34], OLSR [13] and DSDV [35] have been developed for ad hoc networks, while epidemic flooding [47] and other more resource-efficient routing schemes like Seek-and-Focus [41, 42] have been developed for delay tolerant networks.

An alternative to using hand-crafted routing strategies for mobile networks is to use Reinforcement Learning (RL) [44] to learn an adaptive routing strategy. RL focuses on the design of intelligent agents: an RL agent interacts with its environment to learn a policy, i.e., which actions to take in different environmental states. Importantly, the same RL agent can be run independently in multiple network locations, but will still react appropriately to the local device state in each location by using the parts of the RL agent policy relevant for that state. Because changes in state lead to changes in RL agent behavior, a single policy can be applied to a state space that includes, for instance, both well-connected and poorly connected parts of a network. By using function approximation like deep neural networks (DNNs) [7] as in deep reinforcement learning (DeepRL) to approximate the policy, the RL agent can learn to generalize from its training experience to unseen network conditions and scale its learned policy to larger networks.

Recent works on designing DeepRL based routing strategies for wireless networks can be divided into two categories: those that consider network topologies with limited link dynamics [11, 14, 30, 31, 43, 48–52], and the many fewer works that consider networks with mobile devices [23, 27]. Those works that do consider device mobility, however, have limitations: for instance, focusing on establishing network connectivity [27] or considering smaller networks with very few flows [23]. Our goal in this work is to use DeepRL to learn a single-copy routing strategy for mobile wireless networks.
that is able to both scale to larger networks, and generalize to different levels of network connectivity. To achieve this goal, we focus on addressing three key challenges to learning how to route in mobile wireless networks. i) How to balance complex performance trade-offs? ii) How to handle the diversity of mobile scenarios that should be included during training? iii) How to design features to effectively model the dynamics of mobile wireless networks? In this work, we address these challenges, making the following contributions.

i) Designing RL reward. In §3.3.3, we show how the reward function used by the DeepRL agent during training can be designed to trade-off competing network performance goals, such as minimizing delay vs. the number of transmissions per packet delivered.

ii) Flexible training. In §3.3.5, we propose the use of relational features, which are independent of a specific network topology, to combine data over time from all packets and devices into a single offline centralized training set to train a single DeepRL agent. The learned strategy is then able to be used independently by individual devices during testing.

iii) Characterizing device mobility. In §4, we develop a novel set of relational features to characterize mobile wireless networks. Our neighborhood features capture network dynamics over time and ensure that the number of features does not change as a function of neighbors. Our path features estimate properties of time-varying paths between one device and another. Our context features give additional context to the other features.

iv) A generalizeable DeepRL agent. In §5, we train our DeepRL agent on one mobile network scenario with 25 devices and a transmission range of 50m and then test it on a number of other mobile scenarios, varying the number of devices from 25 to 100 and the transmission range from 30m to 80m. The DeepRL agent outperforms all other strategies including seek-and-focus routing [41] except for the optimal strategy, even on scenarios on which the DeepRL agent was not trained.

The rest of this paper is organized as follows. In §2, we overview related work. In §3, we describe how we formulate a DeepRL agent for routing. In §4, we overview the features used by the agent. In §5, we present simulation results. Finally, in §6, we summarize our main results and provide directions for future research.

2 RELATED WORK

In this section, we overview related work in two areas: DeepRL-based routing strategies and modeling of network dynamics.

2.1 DeepRL for Routing

Centralized RL-based approaches to routing [43, 48], in which one RL agent makes decisions for all devices using one DNN, are less practical for mobile networks than distributed approaches, in which each RL agent makes decisions independently using its own DNN, due to communication costs and the risk of out-of-date information when gathering global network information in real-time. Indeed, early works [8, 12, 16, 19, 26, 36] use distributed routing but focus on less scalable and less generalizable table-lookup based approaches instead of using DNNs.

Recent works on DNN-based routing can be divided into strategies that consider network topologies with limited link dynamics [11, 14, 30, 31, 43, 48–52], and the many fewer strategies that consider networks with mobile devices [23, 27]. Those approaches that do consider device mobility have limitations: for instance, [27] focuses on choosing which relay to activate to establish network connectivity, rather than routing, while [23] focuses on scenarios with a few fixed flows and up to 50 devices. Our proposed DeepRL approach to routing focuses specifically on mobile networks and we show our approaches can generalize a strategy learned on a network with 25 devices to networks with 100 devices and varying transmission ranges.

2.2 DNNs to Model Network Dynamics

Many approaches [3, 9, 10, 18] have been proposed to model device mobility, but do not provide a unified way to identify the features necessary to generalize routing to very different kinds of mobility and network connectivity. In contrast, DNNs provide a natural way to unify different approaches to modeling mobility: features that work well for one kind of mobility can easily be included along with features that work well for other kinds of mobility. The DNN representation itself supports generalization to unseen types of device mobility and network scenarios. Through training, a DeepRL agent learns the relationship between mobile network features and how best to route, and encodes that in a policy represented using a DNN.

While previous works [29, 40, 46, 53] have used variations of DNNs to model mobility, they are limited due to the use of global information and do not handle significant link dynamics. While several works [1, 17, 37] leverage the generalization capability of Graph Neural Networks [5, 24, 39] for routing or network optimization they again do not handle link dynamics or device mobility. In comparison, our use of relational features, combined with our neighborhood features, allows us to define features independent of a specific network topology, which is critical for modeling mobility. No prior work on routing that we have seen uses relational features except for [30] which focuses on stationary networks rather than the mobile networks we consider here. The use of a DNN to represent the DeepRL agent’s routing strategy, given our state and action features, additionally lets us take advantage of the generalization capabilities of DNNs.
3 LEARNING-BASED MOBILE ROUTING

In this section, we overview how we design a DeepRL agent that learns how to route in a mobile wireless network.

3.1 Reinforcement Learning Background

Reinforcement Learning (RL) [44] is designed to learn to choose actions to maximize expected future reward. In RL, the environment is modeled using a Markov decision process (MDP). An MDP comprises a set of states ($S$), a per state set of actions ($A(s)$), and a reward function. It also includes a Markovian state transition function, in which the probability of the next state $s' \in S$ depends only on the current state $s \in S$ and action $a \in A(s)$. RL assumes that these state transition probabilities are not known, but that samples of transitions of the form $(s, a, r, s')$ can be generated. From these samples, the algorithm learns a $Q$-value for each $(s, a)$ pair. A $Q$-value estimates the expected future reward for an agent, when starting in state $s$ and taking action $a$. Once learned, the optimal action in state $s$ is the one with the highest $Q$-value. Function approximation can be used to find approximate $Q$-values when the state space is too large for exact computation.

Here, we use DNNs for function approximation.

Routing actions often involve multiple time steps: e.g., after a packet arrives at a new device, it may wait for a neighboring device to come into range. Thus, routing is a natural case for hierarchical RL [4, 15, 45]. Using hierarchical RL with periods of time in which no decisions are made requires less data to be collected, and allows reward signals to be backed up over multiple time steps in a single update. Consequently, Q-learning proceeds more quickly.

3.2 Key Challenges for Mobile Routing

Designing an RL strategy for routing in mobile wireless networks requires addressing two key challenges: i) managing competing network goals; and ii) designing a training approach that works for a dynamically changing topology.

Mobile networks typically have competing performance goals, such as to maximize throughput, minimize delay or power, or treat all traffic flows fairly. The use of RL, however, allows the goals of a routing strategy to be directly specified and rewarded, instead of indirectly specified by dictating routing behavior. In §3.3.3, we show how the reward function used by the DeepRL agent during training can be designed to reflect different preferences for network performance.

In a mobile wireless network, changes in the network topology mean the set of neighbors that a device has is changing. As illustrated in Fig. 1, this means that the set of actions a device has is correspondingly changing, making routing a more difficult problem than in static wireless networks. As illustrated in Fig. 1, at time $t$, $v$ has three neighbors, ${u_1, u_2, u_3}$, while at time $t+1$, $v$ has only a single neighbor, $w_1$. Correspondingly, the possible actions for $v$ at time $t$ (i.e., either transmitting a packet to one neighbor in $\{u_1, u_2, u_3\}$ or keeping the packet) differ significantly from its actions at time $t + 1$ (i.e., either transmitting a packet to $w_1$ or keeping the packet). Our use of relational features allows us to be agnostic to topology changes, enabling us combine data from all packets and devices regardless of connectivity over time into a single offline centralized training set to train a single DeepRL agent, while learning a single strategy that can be used independently by individual devices. In §3.3.5, we overview such flexible learning in more detail.

3.3 Mobile Routing MDP Formulation

In this work, we focus on learning a single-copy routing strategy: that is, we do not allow the DeepRL agent to make multiple copies of a packet to reduce delivery delay. This allows us to make the simplifying assumption that there is no constraint on the number of packets forwarded by a device in a given timestep. As a consequence, we do not have to model fairness between flows and can model each packet as an independent agent with only indirect effects on other packets. While [30] also models each packet as an independent agent, they assume that at each timestep only the packet at the front of the queue can be forwarded, rather than our assumption of all packets.

Like in [50] for stationary devices, however, we make packets, rather than devices, the decision-making agents, to more clearly propagate reward back from a delivered packet to the intermediate devices that forwarded the packet.
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Figure 2: Overview of how we construct the state $f_s$ and action $f_a$ for use by the DeepRL agent to make routing decisions.

We introduce two other rewards, for actions that lead to a packet being dropped, $r_{\text{drop}} = r_{\text{transmit}} / (1 - \gamma)$, or delivered to its destination, $r_{\text{delivery}} = 0$, where $\gamma \in [0, 1]$ is the RL discount factor. The drop reward is defined to be equivalent to receiving a reward of $r_{\text{transmit}}$ for infinite timesteps. All reward settings that we use are summarized in Table 2.

3.3.4 Decision-making. Fig. 2 overviews how packets use the DNN that has been trained to represent the learned DeepRL routing strategy. A packet at a device makes a routing decision by activating the DNN once for each possible action available at the device, passing in features that describe the current state from the packet’s point of view, and the action under consideration. The DNN then returns a Q-value for each state, action pair, and the packet chooses the action with the best Q-value.

3.3.5 A flexible training approach. During online testing, all features are estimated in a distributed way and all decision-making is done independently by each DeepRL agent. But training a DeepRL agent online is problematic, as doing so is subject to communication and computation constraints. The use of relational features (see §4.2) allows us to combine data from all packets and devices over time as the network changes into a single offline centralized training set to train a single DeepRL agent, while learning a single online distributed policy which generalizes to unseen network scenarios and which can be used independently by individual devices. This approach to training is particularly important when working with mobile networks: even a single mobile network scenario includes network connectivity changing over time and space, making it essential to be able to include such diversity during training.

4 MOBILE NETWORK FEATURES

In this section, we first overview the challenges when designing mobile network features, and then describe our features.

4.1 Key Challenges for Mobile Features

Designing good mobile features requires addressing three key challenges: i) generalizing to different network scenarios, ii) characterizing network dynamics, and iii) managing uncertain and out-of-date information.
To support generalizability, the same routing strategy should be able to be used at different devices and in different mobile network scenarios. To do this, we use relational features, described in §4.2, to represent the states and actions used by the DeepRL agent. Relational features, such as delay to destination, model the relationship between network devices, instead of a specific device. No prior work on routing that we have seen uses relational features except [30] which focuses on designing features for stationary networks rather than the mobile networks we consider here. Using relational features, however, requires they be appropriately normalized, so that similar ranges of feature values in one network scenario have meaning in another network scenario. This requires careful design for mobile networks, see §4.4.1.

A mobile network’s topology can change spatially and temporally due to device mobility and wireless interference. Features should model these changes so that the best action can be selected for a given state of the network. In §4.2, we propose path and context features that incorporate historical information about the structure of the network graph. We use neighborhood features to model the spatial changes.

Given bandwidth constraints in mobile networks, frequent exchange of features with devices multiple hops away is not feasible. Instead, exchange of primarily local feature information should occur when devices meet. This can lead to out-of-date information. In §4.4.2, we describe what local and non-local information devices exchange, and how devices keep track of the freshness of state information received from other devices. Through these exchanges, devices can build a more global view of the state of the network. Devices may also have uncertainty in their feature estimates when computing more complex features. In §4.2.3, we use renewal theory [25] to statistically model this uncertainty and obtain improved delay estimates for our path features.

### 4.2 Mobile Features

In this section, we overview the five classes of relational features, packet, device, path, neighborhood, and context, that we propose, specifically tailored to model mobile networks. For each of these classes, we describe the features that are used by a packet $p$ to choose its next hop. We assume that $p$’s destination is device $d$ and that $p$ is currently located at device $v$ which has neighbors $u \in Nbr(v)$.

#### 4.2.1 Packet features, $f_{packet}(p)$

We define packet features to be features that are computed as a function of information found in packet $p$. Our DeepRL agent currently uses only one packet feature: packet $p$’s time-to-live (TTL). Every packet should contain a TTL field that is decremented when a packet is forwarded to another device.

#### 4.2.2 Device features, $f_{device}(v, d)$

We define device features to be features that are computed as a function of device $v$’s information and destination $d$’s device ID. Our DeepRL agent uses the following device features computed at the current timestep $t$: i) device $v$’s queue length, ii) device $v$’s queue length considering only packets for destination $d$, iii) device $v$’s node degree, and iv) device $v$’s node density, computed as the fraction of neighbors that $v$ has out of the $N$ devices in the network. Even when a network has little congestion, queue length information can still be useful when choosing next hops. For instance, next hop devices that do not have any packets in the same flow as $p$ may be preferred to better distribute traffic.

Our DeepRL agent additionally keeps track of two device features, the $x$ and $y$ location coordinates of device $v$, which are only used to compute the Euclidean distance, a path feature described later in this section. While we assume every device knows its own location, locations for other devices are only obtained when two devices meet and exchange features. Consequently, location (and thus distance) features can be out-of-date. See §4.4.2 for more feature exchange details.

#### 4.2.3 Path features, $f_{path}(v, d)$

We define path features to be features that describe the time-varying path from a device $v$ to a destination device $d$. Unlike the other features discussed so far, path features are computed using not just current device information but also historical information. Consequently, these features have some associated uncertainty. Our DeepRL agent uses the following path features.

i) **One-hop delay** from device $v$ to destination $d$, denoted as $D_{v,d}^{(1)}$. This is the expected delay for device $v$ to directly transmit packet $p$ to device $d$, i.e., in one-hop, without using any intermediate device. Consider the contact trace between two devices $v$ and $d$ as illustrated in Fig. 3, where the black bars represent duration of time when the two devices are within transmission range, and the space in between represents the duration of time when the devices are out of transmission range. Let $T_{v,d}$ and $M_{v,d}$ denote the average inter-meeting time and meeting duration between $v$ and $d$, respectively. For a packet arriving at device $v$ at time $t$, the expected delay for transmitting the packet directly from $v$ to $d$ is

$$
D_{v,d}^{(1)} = 1 \times \Pr(v, d \text{ in contact}) + R_{v,d} \times \Pr(v, d \text{ not in contact})
$$

$$
= 1 \times \frac{M_{v,d}}{T_{v,d} + M_{v,d}} + R_{v,d} \times \frac{T_{v,d}}{T_{v,d} + M_{v,d}},
$$

where $R_{v,d}$ is the expected duration from time $t$ to when the two devices meet each other, given that at time $t$ the
two devices are not in range of each other. Following renewal theory [25], we estimate $R_{od}$ as $R_{od} = T_{od}/2 + \sigma_{od}^2/(2T_{od})$, where $\sigma_{od}^2$ is the estimated variance of intermeeting time. We obtain the estimate of $T_{od}$, $\sigma_{od}^2$ and $M_{od}$ over time in an online manner, and then use Eq. (1) to estimate $D_{od}^{(1)}$.

ii) Two-hop delay from device $v$ to destination $d$, denoted as $D_{od}^{(2)}$. This is the minimum delay for $v$ to transmit a packet to $d$ through any intermediate neighbor $u$. $D_{od}^{(2)}$ is the sum of the delay over the two hops, from $v$ to $u$ and then from $u$ to destination $d$.

\[
D_{od}^{(2)} = \min_{u \in \text{nbr}(v)} \left( D_{v,u}^{(1)} + D_{u,d}^{(1)} \right).
\]

While we could additionally have features for three-hop delay and so on, we expect diminishing benefits as we increase the number of hops past two.

iii) Euclidean distance from device $v$ to destination $d$. This is calculated using $v$’s current $x$ and $y$ location coordinates, and device $v$’s recorded (and mostly out-of-date) location coordinates of destination $d$ (see the device features). Estimating the Euclidean distance to $d$ in addition to the one-hop and two-hop delays distinguishes the situation where $d$ is far away from $v$ from the situation where connectivity between $d$ and $v$ is poor.

4.2.4 Neighborhood features, $f_{nbrhood}(v,d)$. We define neighborhood features to be features that are computed over the neighbors $\text{Nbr}(v)$ of a device $v$ at the current timestep $t$. Because neighborhood features describe the region around a device without considering device IDs, they are relational. Our neighborhood features update as the spatial structure of the network updates.

Our DeepRL agent uses the following neighborhood features: for each device and path feature, $f_i \in f_{device}(u,d) \cup f_{path}(v,d)$, we compute the minimum, maximum, and average over device $v$’s current neighborhood, $\text{Nbr}(v)$ (as in [30]). These features compress the information obtained from a variable number of neighbors into a fixed size vector to use as input to the routing DNN in Fig. 2.

4.2.5 Context features, $f_{context}(p,u)$. We define context features to be features that provide context for other features. In this work, our context features form part of the action features, $f_a(\cdot)$. For a packet $p$ at a device $v$ that has a neighbor $u \in \text{Nbr}(v)$ under consideration as a possible next hop, the context features indicate whether $p$ has recently visited $u$. Specifically, we assume that each packet $p$ stores in its packet header the last $N_{\text{history}}$ device IDs that it visited, where $N_{\text{history}}$ is a predetermined constant. Let $H(p,i)$ be the ID of the device that packet $p$ visited $i$ hops ago, for $0 \leq i < N_{\text{history}}$. When $i = 0$, then $H(p,0)$ is the device at which $p$ is currently located. IDs themselves as features would tie our features to specific devices in a specific network. Instead, to make these features relational, we use a sequence of Boolean features, $b_i$, defined as:

\[
b_i = \begin{cases} 1, & \text{if } u = H(p,i), \\ 0, & \text{otherwise.} \end{cases}
\]

The use of packet history as a context feature helps reduce the number of unnecessary packet transmissions made. For instance, even if a possible next hop device $u$ has promising features for reaching the destination, if packet $p$ recently visited $u$, then $u$ may be a less good next hop than it seems based solely on $u$’s other feature values.

4.3 Computing $f_i(\cdot)$ and $f_a(\cdot)$

The feature sets defined in this section are used in both the state and action descriptions. The state features for a packet $p$ with destination $d$ that is currently located at device $v$ are: $f_i(v,p,d) = f_{\text{packet}}(p) \cup f_{\text{voice}}(v,d) \cup f_{\text{path}}(v,d) \cup f_{\text{nbrhood}}(v,d)$. The action description for a candidate next-hop action $u \in \text{Nbr}(v) \cup \{v\}$ reuses many of the same features as the state description, but is defined in terms of a device $u \in \text{Nbr}(v) \cup \{v\}$ rather than just $p$’s current location of $v$, and includes the context features: $f_a(u,p,d) = f_{\text{device}}(u,d) \cup f_{\text{path}}(u,d) \cup f_{\text{nbrhood}}(u,d) \cup f_{\text{context}}(p,u)$.

4.4 Feature Estimation

4.4.1 Feature normalization. Our goal when normalizing features is to re-scale them into the range of approximately 0 to 1. Mobility makes normalization more challenging, however, as the un-normalized ranges of feature values, such as for node degree, may be very different in different networks. To address this, we make the normalization factor a function of network properties when possible, such as the (approximate) number of devices or the (approximate) size of the area in which devices are moving. In this way, the normalization can better adapt to new network environments.

Table 1 summarizes how we normalize the packet, device, and path features. We use the same normalization constants during both training and testing to keep feature values consistent. The neighborhood features do not need normalization as they are a function of other normalized non-neighborhood features; the context features also do not need normalization as they are Boolean valued.

4.4.2 Feature exchange. We assume a device is able to discover when another device enters or leaves its transmission range through the use of “heartbeat” control messages. Suppose there is a packet $p$ with destination $d$ at device $v$, and suppose $v$ has neighbors $u \in \text{Nbr}(v)$. Then $v$ obtains from each neighbor $u$ the following information: i) the features $f_{\text{device}}(u,d) \cup f_{\text{path}}(u,d) \cup f_{\text{nbrhood}}(u,d)$, ii) $u$’s current $x$ and $y$ location coordinates, timestamped with $u$’s current clock, and iii) the $x$ and $y$ location coordinates for every
Table 1: Feature normalization for packet, device, and path features. For each feature $f_i$, normalization is done using the following equation $(f_i + 1)/(D + 1)$, where 1s are added to avoid zero values for features. See Table 2 for values of parameters.

| Feature                  | Denominator, $D$ |
|--------------------------|------------------|
| Packet TTL               | $TTL_{train}$    |
| Queue length             | 30               |
| Per-destination queue length | 30             |
| Node degree              | 10               |
| Node density             | $N$             |
| One-hop delay            | 1000             |
| Two-hop delay            | 1000             |
| $x$-coordinate location  | $d_x$           |
| $y$-coordinate location  | $d_y$           |
| Euclidean distance       | 2                |

Table 2: Simulation parameters

| Symbol     | Meaning                                      | Value       |
|------------|----------------------------------------------|-------------|
| $N_{train}$| # of devices during training                 | 25, 64      |
| $N$        | # of devices during testing                  | 25, 64, 100 |
| $d_x$      | Mobility area $x$-location max               | 500m        |
| $d_y$      | Mobility area $y$-location max               | 500m        |
| $X_{train}$| Training transmission ranges                 | 30m, 50m    |
| $X_{test}$ | Testing transmission ranges                  | 30m to 80m  |
| -          | Device average speed                         | 3 m/s       |
| -          | Device speed delta                           | 2 m/s       |
| $B$        | Maximum queue size                           | 200         |
| $\lambda_F$| Mean flow arrivals                           | .001$N/25$  |
| $\lambda_D$| Mean flow duration                           | 5000        |
| $\lambda_p$| Mean packet arrivals                         | .01         |
| $TTL_{train}$| Initial packet TTL for training             | 300         |
| $TTL_{test}$| Initial packet TTL for testing               | 3000        |
| $\epsilon_{train}$ | RL training exploration rate                  | .1          |
| $\epsilon_{test}$  | RL testing exploration rate                   | 0           |
| $\gamma$     | RL discount rate                             | 0.99        |
| -             | RL # of iterations                           | 100         |
| $r_{delivery}$| RL delivery reward                           | 0           |
| $r_{stay}$    | RL stay reward                               | -1          |
| $r_{transmit}$| RL transmit reward                           | -1, -2, -10|
| $r_{drop}$    | RL drop reward                               | $r_{transmit} / (1 - \gamma)$ |
| $N_{history}$ | Length of device visit history               | 0, 5        |
| $T_{train}$  | # of training timesteps                      | 90,000      |
| $T_{test}$   | # of testing timesteps                       | 100,000     |
| $T_{cooldown}$| # of timesteps with no traffic              | 10,000      |
| $T_{round}$  | # of timesteps per round                     | 1000        |
| -            | DNN training dropout rate                    | 0.2         |

Other device $w$, which $u$ has either recorded directly from $w$ or received indirectly from another device, along with the recording’s timestamp, i.e., the time on $w$’s clock of when the coordinates were recorded. Device $v$ then uses ii) and iii) to update its recording of the $x$ and $y$ location coordinates for every other device, overwriting older recordings with more recent recordings for a device $w$, comparing the timestamps associated with the recordings. Because these timestamp comparisons always compare timestamps received from the same device $w$, no clock synchronization is needed.

Device $v$ now has all of the information that packet $p$ needs to make a decision about which next hop to choose. To obtain $f_u(v, p, d)$ and $f_a(u, p, d)$ from §3.3.4, the DeepRL agent for packet $p$ computes $f_{packet}(p)$, $f_{device}(v, d)$, and $f_{path}(v, d)$ using local information at device $v$; $p$ computes $f_{nbrhood}(v, d)$, $f_{adevice}(u, d)$, $f_{path}(u, d)$, and $f_{nbrhood}(u, d)$ using the features received by $v$ from $u \in Nbr(v)$; finally, $p$ computes $f_{context}(p, u)$ using only $u$’s ID in addition to the information carried in packet $p$’s header fields.

5 SIMULATION RESULTS

In this section, we first overview our simulation setup, and then describe simulation results. Our simulations are done in a custom discrete-time event simulator written in Python.

5.1 Methodology

5.1.1 Device mobility. We use BonnMotion [2] to generate mobility traces for devices moving under the steady-state random waypoint mobility model [28, 32, 33]. BonnMotion generates a mobility trace as a sequence of waypoints for each device. For example, device $v$’s mobility is a sequence of tuples: $(t_0^v, x_0^v, y_0^v)$, $(t_1^v, x_1^v, y_1^v)$, and so on. Because these waypoint tuples occur and are thus recorded at arbitrary points in time, we must convert the tuples to match our simulation timesteps, where each timestep corresponds to one second. To do this, in our simulations, the location of device $v$ at each timestep $t$ is calculated by first finding the time interval $[t_k^v, t_{k+1}^v]$ in which $t$ falls in, and then calculating the location at time $t$ via a linear interpolation of $(x_k^v, y_k^v)$, $v$’s location at $t_k$, and $(x_{k+1}^v, y_{k+1}^v)$, $v$’s location at $t_{k+1}$.

For training, we use mobility traces of $N_{train} = 25$ devices moving in a 500m x 500m area at an average speed of 3 m/s with a speed delta of 2 m/s and transmission ranges of $X_{train} = 30m$ and $X_{train} = 50m$. Although not shown, we also trained on larger, more dense networks, but found the smaller networks provided more diversity in the training data.

For testing, we generate separate mobility traces for $N = 25, 64, 100$ devices using the same size area and range of speeds. In our results, we explore the impact of varying the transmission range, $X_{test}$ from 30m to 80m on testing performance. Fig. 4 shows how varying the number of devices and transmission ranges varies the network connectivity in the testing scenarios: both very poorly connected and very well connected mobile scenarios are used in testing.

5.1.2 Network traffic. We vary the amount of traffic over time by modeling flow and packet arrivals and flow durations. To generate traffic, we model flow arrivals using a Poisson distribution with parameter $\lambda_F = .001N/25$, scaling the number of flows as a function of the number of devices
and Seek-and-Focus strategies from [41] as state-of-the-art strategies that trade-off delay with number of transmissions.

**Optimal routing.** Given complete information about current and future network connectivity, optimal routing calculates the minimal hop paths that achieve the minimal delivery delay for all packets. Instead of formulating an optimization problem to obtain the optimal strategy, we obtain it through epidemic routing. Epidemic routing creates many copies for a packet and distributes them to the network. For those packets that reach the destination with the minimum latency, we further find the packet that reached the destination with the minimum number of hops. This routing strategy thus minimizes delay, while maintaining a good trade-off in terms of resources. It is, however, not practical since it requires knowing the current and future network topology.

**Direct transmission routing.** This strategy forwards a packet one hop only, directly from the source to the destination. This strategy is optimal when the goal is to minimize the number of transmissions per packet.

**Utility-based routing.** This strategy is the utility-based algorithm found in [41]. Each device $v$ maintains for each device $d$ in the network, a timer, denoted as $\tau_{v}(d)$, which is the time elapsed since device $v$ last met device $d$, as illustrated in Fig 3. We implemented the timer transitivity as defined in [41]: when two devices, $u$ and $v$ encounter each other, if $\tau_{u}(d) < \tau_{v}(d) - t(d_{u,v})$, where $t(d_{u,v})$ is the expected time for a device to move a distance of $d_{u,v}$, then $\tau_{v}(d)$ is set to $\tau_{v}(d) = \tau_{u}(d) + t(d_{u,v})$. The insight is that for many mobility models, a smaller timer value on average implies a smaller distance to the device. The timer evaluates the “utility” of a device in delivering a packet to another device.

A device $v$ chooses the next hop for a packet as follows: $v$ first determines which neighboring device, $u$, has the smallest timer to the packet’s destination, $d$. If $\tau_{v}(d) > \tau_{u}(d) + U_{th}$, i.e., the timer of $v$ to destination $d$ is larger than the timer of $u$ to $d$ by more than the utility threshold, $U_{th}$, the packet is forwarded to device $u$; otherwise, the packet is not forwarded. We ran a set of experiments using utility-based routing, varying the parameter $U_{th}$ over $\{5, 10, 20, 30, 40, 50, 60, 100\}$, optimized for $N = 25$ and $X_{test} = 50$, which are the same settings for which the DeepRL agent used in testing was trained on. We use $U_{th} = 10$ in our simulations as this made a good trade-off between delay and number of transmissions.

**Seek-and-focus routing.** In Seek-and-focus routing [41], utility-based routing (focus phase) and random forwarding (seek phase) are combined. If the smallest timer (among all neighboring devices) to the destination is larger than the focus threshold $U_{f}$, the packet is in seek phase, forwarded to random neighbor with probability $prob$. Otherwise, the packet

---

5.1.3 **MAC protocol.** At each timestep, every device in the network is given an opportunity to transmit packets. Because we focus on single copy routing (see §3.3.4), network congestion is less of a concern (and our results in Fig. 7 show the average queue length is always less than five). Due to this lack of congestion combined with the often sparse network connectivity of mobile networks, we assume unlimited link bandwidth and allow each device to transmit an unlimited number of packets per timestep.

5.1.4 **Routing strategies.** In our simulations, we compare the performance of five routing strategies, including a delay minimizing strategy (optimal) and a transmission minimizing strategy (direct transmission) to give bounds on the performance of the DeepRL agent. We also compare with the Utility

---

**Figure 4:** In (a) and (b) we show that the different numbers of devices and transmission ranges we consider in our simulations encompass the continuum from disconnected to well-connected networks. In (c) and (d), we show the inter-meeting time $T_{u,d}$ and meeting duration $M_{u,d}$ of §4.2.3: these metrics are computed online between each possible pair of devices, and so are independent of the number of devices.

$N$ in the network. We model flow durations using an exponential distribution with parameter $\lambda_{D} = 5000$ and packet arrivals on flows using a Poisson distribution with parameter $\lambda_{P} = 0.01$. A simulation starts with $\lambda_{P} \lambda_{D}$ initial flows.

Each device has a packet queue with a maximum length of $B = 200$, beyond which additional packets are dropped. A packet’s TTL field is initialized to $TTL_{test} = 3000$. We use a large TTL to ensure no packet is dropped. To ensure that normalization of the feature TTL values was consistent in both training and testing for the DeepRL agent, we normalize the TTL feature by $TTL_{train} = 300$.

---

In §5.1.3, we describe the MAC protocol. At each timestep, every device in the network is given an opportunity to transmit packets. Because we focus on single copy routing (see §3.3.4), network congestion is less of a concern (and our results in Fig. 7 show the average queue length is always less than five). Due to this lack of congestion combined with the often sparse network connectivity of mobile networks, we assume unlimited link bandwidth and allow each device to transmit an unlimited number of packets per timestep.

In §5.1.4, we compare the performance of five routing strategies, including a delay minimizing strategy (optimal) and a transmission minimizing strategy (direct transmission) to give bounds on the performance of the DeepRL agent. We also compare with the Utility and Seek-and-Focus strategies from [41] as state-of-the-art strategies that trade-off delay with number of transmissions.

**Optimal routing.** Given complete information about current and future network connectivity, optimal routing calculates the minimal hop paths that achieve the minimal delivery delay for all packets. Instead of formulating an optimization problem to obtain the optimal strategy, we obtain it through epidemic routing. Epidemic routing creates many copies for a packet and distributes them to the network. For those packets that reach the destination with the minimum latency, we further find the packet that reached the destination with the minimum number of hops. This routing strategy thus minimizes delay, while maintaining a good trade-off in terms of resources. It is, however, not practical since it requires knowing the current and future network topology.

**Direct transmission routing.** This strategy forwards a packet one hop only, directly from the source to the destination. This strategy is optimal when the goal is to minimize the number of transmissions per packet.

**Utility-based routing.** This strategy is the utility-based algorithm found in [41]. Each device $v$ maintains for each device $d$ in the network, a timer, denoted as $\tau_{v}(d)$, which is the time elapsed since device $v$ last met device $d$, as illustrated in Fig 3. We implemented the timer transitivity as defined in [41]: when two devices, $u$ and $v$ encounter each other, if $\tau_{u}(d) < \tau_{v}(d) - t(d_{u,v})$, where $t(d_{u,v})$ is the expected time for a device to move a distance of $d_{u,v}$, then $\tau_{v}(d)$ is set to $\tau_{v}(d) = \tau_{u}(d) + t(d_{u,v})$. The insight is that for many mobility models, a smaller timer value on average implies a smaller distance to the device. The timer evaluates the “utility” of a device in delivering a packet to another device.

A device $v$ chooses the next hop for a packet as follows: $v$ first determines which neighboring device, $u$, has the smallest timer to the packet’s destination, $d$. If $\tau_{v}(d) > \tau_{u}(d) + U_{th}$, i.e., the timer of $v$ to destination $d$ is larger than the timer of $u$ to $d$ by more than the utility threshold, $U_{th}$, the packet is forwarded to device $u$; otherwise, the packet is not forwarded. We ran a set of experiments using utility-based routing, varying the parameter $U_{th}$ over $\{5, 10, 20, 30, 40, 50, 60, 100\}$, optimized for $N = 25$ and $X_{test} = 50$, which are the same settings for which the DeepRL agent used in testing was trained on. We use $U_{th} = 10$ in our simulations as this made a good trade-off between delay and number of transmissions.

**Seek-and-focus routing.** In Seek-and-focus routing [41], utility-based routing (focus phase) and random forwarding (seek phase) are combined. If the smallest timer (among all neighboring devices) to the destination is larger than the focus threshold $U_{f}$, the packet is in seek phase, forwarded to random neighbor with probability $prob$. Otherwise, the packet...
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is in the focus phase, and the carrier of the packet performs utility-based routing with utility threshold $U_{th}$. In addition to $U_f$, prob, and $U_{th}$, Seek-and-focus routing has three more parameters: the time-until-decoupling which controls the amount of time a device is not allowed to forward a packet back to a device it received the packet from, $T_{focus}$ which controls the maximum duration to stay in focus phase before going to re-seek phase (random forwarding of the packet to get out of a local minimum), and $T_{seek}$ which controls the maximum duration to stay in re-seek phase until going to seek phase (random forwarding of the packet until reaching a device with timer smaller than $U_f$).

To find the best parameters for Seek-and-focus, we ran a set of experiments exploring different combinations of parameter values. We vary $prob$ over $\{0.1, 0.2, 0.5, 0.9\}$, $U_{th}$ over $\{10, 100\}$, $U_f$ over $\{10, 20, 100\}$, $T_{focus}$ over $\{10, 20, 100\}$, $T_{seek}$ over $\{10, 50\}$, and time-until-decoupling over $\{10, 50\}$. We use $prob = 0.5$, $U_{th} = 100$, $U_f = 20$, $T_{focus} = 10$, $T_{seek} = 50$, time-until-decoupling = 10. We optimize these parameters for $N = 25$ and $X_{test} = 50$, which are the same settings on which the DeepRL agent used in testing was trained.

**DeepRL agent routing.** This strategy uses a DeepRL agent to make routing decisions. Fig. 5 plots DeepRL training performance and Table 3 lists the DeepRL agents we use in testing. Each training simulation is run for $T_{train}$ timesteps, where each timestep corresponds to one second. Training is done every $T_{round}$ timesteps using all data received up to that timestep but with a new neural network model. Our results in Fig. 5 show the DeepRL agent strategies converging; we discuss these results further in the next section.

To better understand the routing strategy being learned, Fig. 6 shows Q-values observed during training as a function of different state features. For example, Fig. 6(a) shows that Q-values are higher for low values of the distance and delay features, indicating that the DeepRL agent prefers forwarding a packet to next hops with low distance and delay.

5.2 Results

Figs. 5 to 6 show DeepRL agent training results while Figs. 7 to 8 show testing results. For all testing simulations in Figs. 7 to 8, no packets are dropped and all packets are delivered. All performance measures are computed over the delivered packets, such as the delay per packet delivered.

5.2.1 Impact of transmission reward, $r_{transmit}$. In our training results of Fig. 5, the different values of the transmission reward, $r_{transmit}$, make different trade-offs between delay and number of hops per packet. At each timestep the cumulative performance over all packets delivered up to the timestep is shown. When $r_{transmit} = -1$, there is no penalty
for transmission as a packet receives the same reward for transmitting as for staying at a device, since $r_{stay} = -1$. Correspondingly, we see that when $r_{transmit} = -1$, delay per packet delivered is the lowest among the different strategies, but the number of forwards per packet is the highest. Conversely, for $r_{transmit} = -10$, there is a large penalty for making a transmission, and so, while delay per packet delivered is the highest for this strategy, the number of forwards per packet is now the lowest. Though not shown, these results also hold true for $N_{train} = 64$ and $X_{train} = 30m, 50m$. In our testing results in Figs. 7 and 8, we use DeepRL agents trained with $r_{transmit} = -2$ to make decisions as it provides a good trade-off between delay and number of transmissions.

5.2.2 **Impact of network connectivity.** Fig. 7 compares the performance of two DeepRL agents trained on the network scenarios in Table 3 and then tested on other network scenarios varying the number of devices, $N$, and transmission range, $X_{test}$. Each simulation is run for $T_{test}$ timesteps, with traffic generated only for the first $T_{test} - T_{cooldown}$ timesteps; this ensures all packets are accounted for at the end of the simulation. We observe all packets delivered and no packets dropped in our testing results.

Each testing point is the average of 50 simulations; 95% confidence intervals are shown though are often too small to see. All performance metrics are averaged across all simulation runs for a given set of parameters, except for the maximum queue length which is the maximum seen in any of the simulation runs for a given set of parameters.

We see in Fig. 7 that except for the optimal strategy, the DeepRL agent has the lowest delay per packet delivered even for network scenarios on which it was not trained. We also see that as the network topology becomes more well connected (i.e., due to increasing $N$ or increasing transmission range $X_{test}$), the DeepRL agents start to have delay per packet delivered similar to the optimal strategy, albeit with more forwards per packet delivered. As the network topology becomes more sparse (i.e., due to decreasing $N$ or decreasing transmission range $X_{test}$), the DeepRL agents start to have delay that is significantly higher than the optimal strategy and approaching the delay of the other strategies.

The DeepRL agents have their highest delay per packet delivered for the $N_{train} = 25$ and $X_{train} = 30m$ scenario which is the most disconnected scenario considered in our simulations (see Fig. 4). Due to the few neighbors and relatively long intermeeting times between pairs of devices for this scenario, we expect including temporal neighborhood features would be beneficial, as well as taking into consideration predicted future neighbors when choosing next hop actions.

5.2.3 **Impact of context features.** While $r_{transmit}$ penalizes packet transmissions, the context history features themselves do not directly penalize transmissions. Instead, the context history features augment the state space to add context when actions are taken and ensure that actions that lead to unnecessary looping can be more easily identified.

In the training results of Fig. 5, the potential benefits of using context history are unclear. The testing results in Fig. 7, however, show the DeepRL agent with no context history has a consistently higher number of forwards per packet delivered despite the very similar delay per packet. This is an indication that the use of context history improves generalization of the learned routing strategy.

5.2.4 **Queue stability.** Figs. 7 (g) to (l) show the average and maximum queue lengths for the different strategies. The maximum queue length is the maximum queue length seen at any device over all simulations for a given setting of the network parameters. The average queue length is the average
Figure 7: Testing performance of the different routing strategies on different steady-state random waypoint scenarios.
of the queue lengths seen at all devices over all timesteps, and averaged over all simulations for a given parameter setting. We see in Figs. 7 (g) to (l) that the queue lengths are stable for all strategies. We also see that the maximum queue length can be significantly more than the average queue length, leading to possible bottlenecks in the network. The DeepRL agent and Seek-and-focus, however, have significantly lower maximum queue lengths than the Direct transmission or Utility strategies. The Optimal strategy is implemented as a multi-copy scheme with a recovery latency of zero, i.e., when the first packet copy is delivered to the destination with minimum number of hops, all other copies are removed from the network. Consequently the queue lengths for the Optimal strategy include all of the copies present until the first packet copy is delivered.

5.2.5 Transient behavior. Fig. 8 focuses on the initial routing performance when a simulation first begins, showing the first 30,000 of the \( N_{test} - N_{cooldown} = 90,000 \) simulation timesteps for the most extreme parameter settings. of Fig. 7.

In Fig. 8, we see that the different strategies can behave differently at the beginning of a simulation. For instance in Fig. 8 (f), the number of forwards for packets delivered in the first few rounds is quite high for the “No Context” DeepRL agent and then sharply drops even though the earlier number of forwards are still included. Even after the drop, though, the number of forwards is still higher than the other strategies, due the high connectivity of the network leading to many transmission opportunities but no context to avoid devices recently visited. In comparison, the “Context” DeepRL agent experiences a much smaller drop and also starts out at a much smaller number of forwards per packet delivered. We hypothesize that these drops are due to initial uncertainty of the DeepRL agent about the state of the network, with the “No Context” DeepRL agent more sensitive to uncertainty.

5.3 Discussion

All routing strategies must make some kind of trade-off between delay and number of transmissions. While the DeepRL agent uses its reward function to navigate this trade-off, Seek-and-focus uses a less straightforward approach. Among the six parameters of Seek-and-focus, we observe that varying the forwarding probability \( prob \) (while fixing the other five parameters) provides one way to manage this trade-off. But there is no clear way to set these parameters in coordination with \( prob \) to achieve a specific trade-off for a given network scenario. One solution would be to instead learn the optimal settings for the Seek-and-focus parameters.

Seek-and-focus also uses a timer (with transitivity) to evaluate the “utility” of a device for a destination. In contrast, the
DeepRL agent at each device collects and estimates mobility information from its neighbors. Among these features, the Euclidean feature directly estimates a device’s distance to a destination. Consequently, DeepRL’s assumption of device location is a potential advantage. The amount of control overhead due to sharing device locations by the DeepRL agent, however, is similar to the amount of overhead required to implement the timer transitivity used in Seek-and-focus.

6 CONCLUSIONS AND FUTURE WORK
In this work, we show that it is possible to use DeepRL to learn a scalable and generalizable single-copy routing strategy for mobile wireless networks. We leverage three key ideas: i) a reward function specifically crafted to trade-off competing network goals; ii) a novel set of relational features to characterize mobile networks; and iii) a flexible training approach. Our results show that our learned single-copy routing strategy outperforms all other strategies in terms of delay except the optimal strategy, even on scenarios on which the DeepRL agent was not trained.

There are a number of research directions to explore in future work. While we focus on learning a single-copy routing strategy in this work, we are also interested in learning multi-copy routing strategies. We would also like to refine the features we use. We expect that as the kinds of mobility the DeepRL agent sees become more diverse, more features will be needed to characterize the key differences in mobility and enable the DeepRL agent to generalize to a wide variety of mobile networks. Finally, we would like to evaluate our approach on an even broader set of mobility scenarios.
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