GRAPHS WITH NONNEGATIVE CURVATURE OUTSIDE A FINITE SUBSET, HARMONIC FUNCTIONS AND NUMBER OF ENDS

BOBO HUA AND FLORENTIN MÜNCH

Abstract. We study graphs with nonnegative Bakry-Émery curvature or Ollivier curvature outside a finite subset. For such a graph, via introducing the discrete Gromov-Hausdorff convergence we prove that the space of bounded harmonic functions is finite dimensional, and as a corollary the number of non-parabolic ends is finite.

1. Introduction

For a complete, noncompact Riemannian manifold with nonnegative Ricci curvature, Yau [Yau75] proved that the Liouville theorem for positive harmonic functions, i.e. any positive harmonic function is constant. Later, Cheng and Yau [CY75] proved a quantitative gradient estimate for positive harmonic functions, see a parabolic version by Li and Yau [LY86]. Liouville theorems for harmonic functions have received much attention in the literature, e.g. [KV83, Sni83, And83, LTS7, Lyo87, Gri90, Bem91, Gri91, SC92, Kai96, Wan02, Ers04, Woe09, Li12, Bri13].

Liouville type theorems for harmonic functions have been generalized to manifolds with nonnegative Ricci curvature outside a compact set. Let $M$ be such a manifold. Donnelly [Don86] first proved that the space of bounded harmonic functions on $M$ is finite dimensional. Cheng [Che] and Li and Tam [LT92, Theorem 3.2] gave a quantitative estimate of the dimension of bounded harmonic functions via the dimension of $M$, the diameter of the set where $M$ has negative Ricci curvature, and the lower bound of the Ricci curvature on $M$, see e.g. [Li12, Theorem 7.4].

In this paper, we study bounded harmonic functions on graphs with nonnegative Ricci curvature outside a finite subset of vertices (or edges). We recall the setting of weighted graphs. Let $(V, E)$ be a locally finite, simple, undirected graph. Two vertices $x, y$ are called neighbours, denoted by $x \sim y$, if there is an edge connecting $x$ and $y$, i.e. $\{x, y\} \in E$. For any $x \in V$, we denote by $\deg(x) = \sharp\{y \in V : y \sim x\}$ the combinatorial degree of the vertex $x$. A graph is called connected if for any $x, y \in V$ there is a path $\{x_i\}_{i=0}^n \subset V$ connecting $x$ and $y$, i.e.

$$x = z_0 \sim ... \sim z_n = y.$$  

In this paper, we always consider connected graphs. We denote by

$$d(x, y) := \inf\{n | x = z_0 \sim ... \sim z_n = y\}$$

the combinatorial graph distance between vertices $x$ and $y$. For any $R \in \mathbb{N}$, we write

$$B_R(x) := \{y \in V : d(y, x) \leq R\} \text{ (resp. } S_R(x) := \{y \in V : d(y, x) = R\})$$

for the ball (resp. the sphere) of radius $R$ centered at $x$. Let

$$w : E \to (0, \infty), \quad \{x, y\} \mapsto w(x, y) = w(y, x),$$

be an edge weight function, and

$$m : V \to (0, \infty), \quad x \mapsto m(x),$$
be a vertex weight function. We call the quadruple $G = (V, E, m, w)$ a weighted graph.

For a weighted graph $G$ and any function $f : V \to \mathbb{R}$, the Laplace operator $\Delta$ is defined as

$$\Delta f(x) := \sum_{y \in V : y \sim x} \frac{w(x, y)}{m(x)} (f(y) - f(x)), \quad \forall x \in V.$$ 

For $\Omega \subset V$, a function $f$ on $V$ is called harmonic (resp. superharmonic, subharmonic) on $\Omega$ if $\Delta f = 0$ (resp. $\Delta f \leq 0, \Delta f \geq 0$) on $\Omega$. We denote by $H_0(G)$ the space of bounded harmonic functions on $V$ of $G$.

We introduce the curvature notions on graphs. Let $K \in \mathbb{R}$ and $n \in (0, \infty]$. As is well-known, for a Riemannian manifold $M$, the Ricci curvature is bounded below by $K$ and the dimension is bounded above by $n$, if and only if

$$\frac{1}{2} \Delta_M |\nabla f|^2 \geq \frac{1}{n} (\Delta f)^2 + \langle \nabla f, \nabla \Delta_M f \rangle + K |\nabla f|^2, \quad \forall f \in C^\infty_c(M),$$

where $\Delta_M$ is the Laplace-Beltrami operator on $M$ and $\nabla \cdot$ is the gradient of a function. For a general Markov semigroup, Bakry and Émery [BE85, Bak87, BGL14] introduced the $\Gamma$-calculus, and defined the curvature dimension condition mimicking (1), denoted by CD($K, n$). For weighted graphs, this condition is called the Bakry-Émery curvature condition, introduced by [Elw91, Sch99, LY10] independently, see Subsection 2.2. It is proved in [Hua19] that the Liouville theorem for bounded harmonic functions holds for a weighted graph satisfying the CD(0, $\infty$) condition.

Ollivier [Oll09] introduced another curvature notion on graphs via the optimal transport, which was later modified by [LY11, MW19]. In this paper, we call the modified curvature notion the Ollivier curvature on graphs, see Subsection 2.2. The Ollivier curvature is closely related to the Forman curvature for cell complexes, see [JM 21, TT21], and [For03] for Forman’s original work. The Liouville theorem for bounded harmonic functions on a weighted graph satisfying nonnegative Ollivier curvature was proved by [JMR19, Mün19]. It was used by Salez in [Sal22] to show that graphs with non-negative curvature cannot be expanders, and this result even allows negative curvature on a ball of fixed radius.

Since the above curvature notions are local conditions, it is natural to consider a weighted graph with nonnegative curvature outside a finite subset in the sense of either Bakry-Émery or Ollivier. However, the arguments for proving Liouville theorems in [Hua19, JMR19, Mün19] do not work in this setting, since the global information of the graph, i.e. nonnegative curvature everywhere, is crucially used. It arises a common difficulty for semigroup approaches to analyze a space involving some negative curvature, see [Pac12, Min18, LMR19, MR20, Mün22]. Even worse, the bounded Liouville property clearly fails when allowing some negative curvature as one can see from gluing together two copies of $\mathbb{Z}^3$ at a single vertex. To circumvent the difficulty, we introduce a discrete analog of the Gromov-Hausdorff convergence. In metric geometry, Gromov [Gro81] initiated the Gromov-Hausdorff convergence for metric spaces, which extends compactness arguments to a very general setting, see e.g. [BB01]. In this paper, we modify the Gromov-Hausdorff convergence for weighted graphs equipped with combinatorial distances, and prove the Liouville type results for bounded harmonic functions on graphs with nonnegative curvature outside a finite subset. See [BS01, AL07] for other related convergence notions on graphs.

**Definition 1.1.** We say that a weighted graph $G = (V, E, m, w)$ has bounded geometry if there is a positive constant $C$ such that

$$\deg(x) \leq C, \quad \forall x \in V, \quad (2)$$

$$C^{-1} \leq m(x) \leq C, \quad \forall x \in V, \quad (3)$$
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and
\[ C^{-1} \leq w(x, y) \leq C, \quad \forall x, y \in V, x \sim y. \tag{4} \]

We denote by \( B\mathcal{G}(C) \), \( \mathcal{B} \) in short if the constant \( C \) is clear in the context, the class of graphs satisfying the above conditions.

The following are the main results of the paper.

**Theorem 1.2.** Let \( G = (V, E, m, w) \) be a weighted graph with bounded geometry. If \( G \) satisfies \( \text{CD}(0, \infty) \) outside \( B_{R_0}(x_0) \) for some \( x_0 \in V \) and \( R_0 \in \mathbb{N} \), see Definition 2.9, then
\[ \dim \mathcal{H}_0(G) \leq \sharp S_{R_0+1}(x_0) < \infty, \]
where \( \sharp (\cdot) \) denotes the cardinality of a set.

**Theorem 1.3.** Let \( G = (V, E, m, w) \) be a weighted graph with bounded geometry. If \( G \) has nonnegative Ollivier curvature outside \( B_{R_0}(x_0) \) for some \( x_0 \in V \) and \( R_0 \in \mathbb{N} \), see Definition 2.9, then
\[ \dim \mathcal{H}_0(G) \leq \sharp S_{R_0+1}(x_0) < \infty. \]

The proof strategies are as follows. For the first step, we prove that for any bounded harmonic function \( u \) on \( G \) the gradient of the function, \( \Gamma(u) \) (or \( |\nabla u| \)), tends to zero at infinity. To prove that, we use the pointed Gromov-Hausdorff convergence on graphs, see Section 2, and the contradiction argument. Suppose that it is not true, then there is a sequence of vertices \( \{x_i\}_{i=1}^\infty \) tends to infinity such that \( \liminf_{i \to \infty} \Gamma(u)(x_i) > 0 \).

Considering the sequence of rooted graphs \( \{(G, x_i)\}_{i=1}^\infty \), by the compactness, up to subsequence there exist a pointed Gromov-Hausdorff limit \((G_\infty, x_\infty)\) and a limiting harmonic function \( u_\infty \) on \( G_\infty \). By the curvature assumption of \( G \), one can show that \( G_\infty \) has nonnegative curvature everywhere. By the Liouville property (see [Hua19, JMR19, Mün19]), \( u_\infty \) is constant which contradicts that \( \liminf_{i \to \infty} \Gamma(u)(x_i) > 0 \).

For the second step, we show that the maximum of the gradient of \( u \) is attained at the boundary of the negatively curved subset. This can be derived from the subharmonicity of \( \Gamma(u) \) outside a finite subset for the case of Bakry-Émery curvature and the maximum principle. A modified argument is needed for the case of Ollivier curvature, see Lemma 3.3. As a consequence, we obtain some kind of unique continuation property for bounded harmonic functions. In the last step, we adopt linear algebra to count the dimension of bounded harmonic functions. This argument for proving the finite dimensionality of bounded harmonic functions seems new even for the Riemannian case.

As is well-known, the space of bounded harmonic functions is related to the number of non-parabolic ends in Riemannian geometry, see [LT87, LT92, STW00, Li12]. We extend this to the setting of graphs and obtain the following corollary.

**Corollary 1.4.** Let \( G \) be a graph as in Theorem 1.2 or Theorem 1.3. Then the number of non-parabolic ends of \( G \) is at most \( \sharp S_{R_0+1}(x_0) \).

**Remark 1.5.** It was proved in [HM21] that the number of infinite-volume ends of a graph with nonnegative Ollivier is at most two.

The paper is organized as follows: In the next section, we introduce the discrete Gromov-Hausdorff convergence, and curvature notions on graphs. In Section 3, we prove the main theorems, Theorem 1.2 and Theorem 1.3. The last section is devoted to the theory of harmonic functions and ends of graphs.
2. Preliminaries

2.1. Discrete Gromov-Hausdorff convergence. Let $G$ be a combinatorial graph $(V, E)$ or a weighted graph $(V, E, m, w)$. For any vertex $x \in V$, we call the pair $(G, x)$ a rooted graph on $G$ with the root $x$.

Let $C$ be a fixed positive constant. We denote by $BG^p(C)$ the set of rooted graphs $(G, x)$ where $G \in BG(C)$ and $x$ is a vertex in $G$, and write $BG^p$ in short if the constant $C$ is evident in the context. We define the topology on $BG^p$, which is a discrete analog of pointed Gromov-Hausdorff convergence of metric spaces. Let $(V_i, E_i)$ be two combinatorial graphs and $p_i \in V_i$, $i = 1, 2$. If $\varphi : (V_1, E_1) \to (V_2, E_2)$ is a graph isomorphism and $\varphi(p_1) = p_2$, then we call it a rooted graph isomorphism between $(V_1, E_1, p_1)$ and $(V_2, E_2, p_2)$, denoted by

$$\varphi : (V_1, E_1, p_1) \to (V_2, E_2, p_2).$$

**Definition 2.1.** Let $(G_i, p_i), 1 \leq i \leq \infty$ and $(G_{\infty}, p_{\infty})$ be finite rooted graphs. We say that $(G_i, p_i)$ pointed Gromov-Hausdorff converges to $(G_{\infty}, p_{\infty})$, denoted by $(G_i, p_i) \xrightarrow{\text{pGH}} (G_{\infty}, p_{\infty})$, if there exists $N$ such that for any $i \geq N$, there exists rooted graph isomorphism

$$\varphi_i : (V_i, E_i, p_i) \to (V_{\infty}, E_{\infty}, p_{\infty})$$

with the properties

$$m_i(\varphi_i^{-1}(x)) \to m_{\infty}(x), \forall x \in V_{\infty},$$

and

$$w_i(\varphi_i^{-1}(x), \varphi_i^{-1}(y)) \to w_{\infty}(x, y), \forall x, y \in V_{\infty}, x \sim y.$$

**Remark 2.2.** (i) The convergence $(G_i, p_i) \xrightarrow{\text{pGH}} (G_{\infty}, p_{\infty})$ can be regarded as the discrete analog of pointed Gromov-Hausdorff convergence, where $G_i$ and $G_{\infty}$ are endowed with combinatorial distances. In our definition, we further require the convergence of weights on edges and vertices.

(ii) By the definition, if $(G_i, p_i) \xrightarrow{\text{pGH}} (G_{\infty}, p_{\infty})$, then for any $x \in V_{\infty},$

$$(G_i, \varphi_i^{-1}(x)) \xrightarrow{\text{pGH}} (G_{\infty}, x).$$

**Definition 2.3.** Let $\{(G_i, p_i)\}_{i=1}^{\infty} \subset BG^p$ and $(G_{\infty}, p_{\infty}) \in BG^p$. We say that $(G_i, p_i)$ pointed Gromov-Hausdorff converges to $(G_{\infty}, p_{\infty})$, denoted by

$$(G_i, p_i) \xrightarrow{\text{pGH}} (G_{\infty}, p_{\infty}),$$

if for any $R \in \mathbb{N},$

$$(B_R^{G_i}(p_i), p_i) \xrightarrow{\text{pGH}} (B_R^{G_{\infty}}(p_{\infty}), p_{\infty}), i \to \infty,$$

where $B_R^{G_i}(p_i)$ (resp. $B_R^{G_{\infty}}(p_{\infty})$) is understood as the induced graph with inherited weights on $B_R^{G_i}(p_i)$ in $G_i$ (resp. on $B_R^{G_{\infty}}(p_{\infty})$ in $G_{\infty}$). For sufficiently large $i$, we denote the rooted graph isomorphisms by

$$\varphi_{i, R} : (B_R^{G_i}(p_i), p_i) \to (B_R^{G_{\infty}}(p_{\infty}), p_{\infty}).$$

**Definition 2.4.** Let $\{(G_i, p_i)\}_{i=1}^{\infty} \cup \{(G_{\infty}, p_{\infty})\} \subset BG^p$ satisfy that

$$(G_i, p_i) \xrightarrow{\text{pGH}} (G_{\infty}, p_{\infty}), i \to \infty.$$
We prove the discrete analog of Gromov’s compactness theorem for pointed Gromov-Hausdorff convergence on graphs.

**Theorem 2.5.** The space $BG^p$ equipped with the pointed Gromov-Hausdorff topology is sequentially compact, i.e. for any sequence $\{(G_i, p_i)\}_{i=1}^\infty \subset BG^p$, there exist a subsequence, still denoted by $\{(G_i, p_i)\}_{i=1}^\infty$, and $(G_\infty, p_\infty) \in BG^p$ such that

$$(G_i, p_i) \xrightarrow{pGH} (G_\infty, p_\infty).$$

**Proof.** Let $R \in \mathbb{N}$ and $C_1 > 0$. We set

$$G_{R,C_1}^p := \{(V,E,x_0) : x_0 \in V, \deg(x) \leq C_1, d(x,x_0) \leq R \text{ for all } x \in V\}/\sim,$$

where $\sim$ denotes the equivalence condition of rooted graph isomorphism. Note that there are only finitely many combinatorial structure in the class $G_{R,C_1}^p$.

Let $BG^p = BG^p(C)$ for $C > 0$. Choose $C_1 \geq C$. For the sequence $\{(G_i, p_i)\}_{i=1}^\infty \subset BG^p$,

$$\{(\tilde{B}_R^{G_i}(p_i), p_i)\}_{i=1}^\infty \subset G_{R,C_1}^p,$$

where $\tilde{B}_R^{G_i}(p_i)$ denote the induced combinatorial graphs on $B_R^{G_i}(p_i)$. Hence there is a subsequence, still denoted by $\{(G_i, p_i)\}_{i=1}^\infty$, and a rooted graph $(G_\infty, p_\infty) \in G_{R,C_1}^p$ such that $(\tilde{B}_R^{G_i}(p_i), p_i)$ is rooted-graph isomorphic to $(G_\infty^\infty, p_\infty)$ with $G_\infty^\infty = (V_\infty^\infty, E_\infty^\infty)$ for sufficiently large $i$, i.e.

$$\varphi_{i,R} : (\tilde{B}_R^{G_i}(p_i), p_i) \rightarrow (G_\infty^\infty, p_\infty). \quad (7)$$

Note that there are finitely many edges and vertices in $G_\infty^\infty$, and by $\{(G_i, p_i)\}_{i=1}^\infty \subset BG^p$ and Definition [14],

$$C^{-1} \leq m_i(\varphi_{i,R}^{-1}(x)) \leq C, \quad \text{and}$$

$$C^{-1} \leq w_i(\varphi_{i,R}^{-1}(x), \varphi_{i,R}^{-1}(y)) \leq C, \quad \forall x, y \in V_R, x \sim y.$$

Hence there is a subsequence, still denoted by $\{(G_i, p_i)\}_{i=1}^\infty$, such that

$$m_i(\varphi_{i,R}^{-1}(x)) \rightarrow a_R(x) \in [C^{-1}, C], \quad w_i(\varphi_{i,R}^{-1}(x), \varphi_{i,R}^{-1}(y)) \rightarrow b_R(x,y) \in [C^{-1}, C] \quad \forall x, y \in V_R, x \sim y.$$

We set the weights on $G_\infty^\infty$ by

$$m(x) = a_R(x), \forall x \in V_\infty^\infty \quad \text{and} \quad w(x, y) = b_R(x,y), \forall x, y \in V_\infty^\infty, x \sim y.$$

This yields that for the subsequence $\{(G_i, p_i)\}_{i=1}^\infty$,

$$(B_R^{G_i}(p_i), p_i) \xrightarrow{pGH} (G_\infty^\infty, p_\infty), \quad i \rightarrow \infty,$$

where $B_R^{G_i}(p_i)$ are the induced subgraphs with inherited weights on $B_R^{G_i}(p_i)$ from $G_i$.

Now we consider $R + 1$. We fix the rooted graph isomorphism in [7]. Consider the induced subgraphs $\{(\tilde{B}_{R+1}^{G_i}(p_i), p_i)\}_{i=1}^\infty$. There are finitely many combinatorial structures in $G_{R+1,C_1}^p$, when fixing the structure for $(\tilde{B}_R^{G_i}(p_i), p_i)$. So that there is a subsequence, denoted by $\{(G_j, p_j)\}_{j=1}^\infty$, and $(G_\infty^{R+1}, p_\infty) \in G_{R+1,C_1}^p$ such that for sufficiently large $j$ there exist rooted graph isomorphisms

$$\varphi_{j,R+1} : (\tilde{B}_{R+1}^{G_j}(p_i), p_i) \rightarrow (G_\infty^{R+1}, p_\infty)$$

satisfying $\varphi_{j,R+1} : (\tilde{B}_{R+1}^{G_j}(p_i), p_i) \rightarrow (G_\infty^{R+1}, p_\infty)$. That is, in our construction we can require that $\tilde{B}_{R+1}^{G_j}$ extends $\tilde{B}_{R}^{G_j}$. So there is a rooted graph isomorphism $G_\infty^\infty \rightarrow (\tilde{B}_{R+1}^{G_j}(p_\infty), p_\infty)$. Hence we can identify $G_\infty^\infty$ as a subgraph $\tilde{B}_{R+1}^{G_j}(p_\infty)$ of $G_\infty^{R+1}$. By the
same argument for \( R \), there are a subsequence, still denoted by \( \{(G_i, p_i)\}_{i=1}^\infty \) for simplicity, and weights on \( G_R^{\infty} \) such that
\[
(B_R^{G_i}(p_i), p_i) \xrightarrow{pGH} (G_R^{\infty}, p_\infty), \quad i \to \infty.
\]
Note that one can choose a subsequence s.t.
\[
m_R^\infty(x) = m_{R+1}^\infty(x), \forall x \in V_R^\infty, \quad w_R^\infty(x, y) = w_{R+1}^\infty(x, y), \quad \forall x, y \in V_R^\infty, x \sim y.
\]
By the induction for \( R = 1, 2, \cdots \) and the diagonal argument, there exists a subsequence, still denoted by \( \{(G_i, p_i)\}_{i=1}^\infty \), such that for all \( R \in \mathbb{N} \),
\[
(B_R^{G_i}(p_i), p_i) \xrightarrow{pGH} (G_R^{\infty}, p_\infty), \quad i \to \infty.
\]
Note that \((G_R^{\infty}, p_\infty)\) is rooted-graph isomorphic to \( \tilde{B}_R^{G_R^{\infty}}(p_\infty) \) of \( G_R^{\infty} \) with proper edge and vertex weights satisfying [5]. Since the graph structures are consistent, we may find a rooted graph \((G_\infty, p_\infty)\) such that \((G_R^{\infty}, p_\infty)\) is rooted-graph isomorphic to \( B_R^{G_\infty}(p_\infty) \) in \((G_\infty, p_\infty)\) for all \( R \in \mathbb{N} \). We can endow \((G_\infty, p_\infty)\) with the edge and vertex weights by the property [5]. By the definition of pointed Gromov-Hausdorff convergence,
\[
(G_i, p_i) \xrightarrow{pGH} (G_\infty, p_\infty), \quad i \to \infty.
\]
This proves the theorem. \( \square \)

For any function \( u : V \to \mathbb{R} \) and \( \Omega \subset V \), we denote by
\[
\|u\|_{\ell^\infty(\Omega)} := \sup_{x \in \Omega} |u(x)|
\]
the \( \ell^\infty \) norm of \( u \) on \( \Omega \). If \( \Omega = V \), then we write \( \|u\|_{\ell^\infty} \) for simplicity.

**Theorem 2.6.** Let \( \{(G_i, p_i)\}_{i=1}^\infty \subset \mathcal{BG}_R^p \) and \( u_i : V_i \to \mathbb{R} \). Suppose that \( \sup_i \|u_i\|_{\ell^\infty} < \infty \), then there exist a subsequence, still denoted by \( \{(G_i, p_i)\}_{i=1}^\infty \), \((G_\infty, p_\infty) \in \mathcal{BG}_R^p \), and \( u_\infty : V_\infty \to \mathbb{R} \), such that
\[
(G_i, p_i) \xrightarrow{pGH} (G_\infty, p_\infty), \quad u_i \to u_\infty, \quad i \to \infty
\]
where the convergence of \( u_i \) is defined in Definition 2.4. \( \square \)

**Proof.** The result follows verbatim from the proof of Theorem 2.3 by regarding \( u_i \) as \( m_i \) therein. \( \square \)

### 2.2. Curvature conditions
We introduce the \( \Gamma \)-calculus and Bakry-Émery’s curvature dimension conditions on graphs following [Elw91, Sch99, LY10].

First we define two natural bilinear forms associated to the Laplacian \( \Delta \). We denote by \( C(V) \) the set of functions on \( V \).

**Definition 2.7.** The gradient form \( \Gamma \), called the “carré du champ” operator, is defined by, for \( f, g \in C(V) \) and \( x \in V \),
\[
\Gamma(f, g)(x) = \frac{1}{2}(\Delta(fg) - f\Delta g - g\Delta f)(x)
\]
\[
= \frac{1}{2m(x)} \sum_{y \sim x} w(x, y)(f(y) - f(x))(g(y) - g(x)).
\]
For simplicity, we write \( \Gamma(f) := \Gamma(f, f) \). The \( \Gamma_2 \) operator is defined as
\[
\Gamma_2(f, g) = \frac{1}{2}(\Delta \Gamma(f, g) - \Gamma(f, \Delta g) - \Gamma(g, \Delta f)),
\]
and we write \( \Gamma_2(f) := \Gamma_2(f, f) = \frac{1}{2}\Delta \Gamma(f) - \Gamma(f, \Delta f) \).
Now we introduce curvature dimension conditions on graphs.

**Definition 2.8.** Let $K \in \mathbb{R}, n \in (0, \infty]$. We say a weighted graph $G$ satisfies the CD($K, n$) condition at $x \in V$, denoted by CD($K, n, x$), if for any $f \in C(V)$,

$$\Gamma_2(f)(x) \geq \frac{1}{n} (\Delta f(x))^2 + KT(f)(x).$$

(9)

For given $n$ and $x$, we denote by $K^G_n(x)$ the maximal constant $K$ such that the above inequality holds for all $f$. We call it the Bakry-Émery curvature at $x$. We say that a graph satisfies the CD($K, n$) condition if CD($K, n, x$) holds for all $x \in V$.

In contrast to Bakry-Émery curvature based on the Γ-calculus, the Ollivier curvature is based on the Wasserstein distance via the optimal transport [Oll09], see also [LLY11, MW19]. By [MW19, Theorem 2.1], the Ollivier curvature $\kappa(x, y), x, y \in V$, can be calculated as

$$\kappa(x, y) = \nabla_{xy} f \geq \inf_{|\nabla f|_{\infty} = 1} \nabla_{xy} \Delta f.$$

(10)

where $\nabla_{xy} f := \frac{f(x) - f(y)}{d(x, y)}$ and $|\nabla f|_{\infty} := \sup_{x \sim y} \nabla_{xy} f$.

For any subset $\Omega$ in $V$, we denote by

$$E_\Omega := \{e = \{x, y\} \in E : x \in \Omega, y \in \Omega\}$$

the set of edges whose end-vertices are contained in $\Omega$. We define the weighted graph with nonnegative curvature outside a finite subset as follows.

**Definition 2.9.** Let $G$ be a weighted graph and $\Omega$ be a finite subset of $V$. We say that $G$ satisfies CD($0, \infty$) outside $\Omega$ if

$$K^G_\infty(x) \geq 0, \quad \forall x \in V \setminus \Omega.$$

We say that $G$ has nonnegative Ollivier curvature outside $\Omega$ if

$$\kappa(x, y) \geq 0, \quad \forall e = \{x, y\} \in E_{V \setminus \Omega}.$$

Since these curvature conditions are local properties, we can show that the curvature lower bound is preserved under the pointed Gromov-Hausdorff convergence.

**Proposition 2.10.** Let $\{(G_i, p_i)\}_{i=1}^{\infty} \cup \{(G_\infty, p_\infty)\} \subset BG^p$ satisfy

$$(B^G_2(p_i), p_i) \xrightarrow{pGH} (B^G_2(p_\infty), p_\infty), \quad i \to \infty,$$

with the rooted graph isomorphism $\varphi_i$ for sufficiently large $i$. Let $K \in \mathbb{R}$. Suppose that for sufficiently large $i$, $K^G_i(p_i) \geq K$, then

$$K^G_\infty(p_\infty) \geq K.$$

**Proof.** Note that the curvature $K^G_\infty(p_\infty)$ is determined by the structure of $B^G_2(p_\infty)$. For any function $f : B^G_2(p_\infty) \to \mathbb{R}$, we set $f_i = f \circ \varphi_i : B^G_i(p_i) \to \mathbb{R}$. By the curvature condition $K^G_i(p_i) \geq K$,

$$\Gamma_2^{G_i}(f_i) - KT^{G_i}(f_i) \geq 0.$$

By passing to the limit, $i \to \infty$, noting that [4] and [6],

$$\Gamma_2^{G_\infty}(f) - KT^{G_\infty}(f) \geq 0.$$

This yields the result. \qed
Proposition 2.11. Let \( \{ (G_i, p_i) \} \subseteq \mathcal{BG}^p \) satisfy
\[
(B_{G_i}^i(p_i), p_i) \xrightarrow{pGH} (B_{G_\infty}^\infty(p_\infty), p_\infty), \quad i \to \infty,
\]
with the rooted graph isomorphism \( \varphi_i \) for sufficiently large \( i \). Let \( K \in \mathbb{R} \) and \( x \in V_\infty \), \( x \sim p_\infty \). Suppose that for sufficiently large \( i \), \( \kappa_{G_i}^i(p_i, \varphi_i^{-1}(x)) \geq K \), then
\[
\kappa_{G_\infty}(p_\infty, x) \geq K.
\]

Proof. Note that the curvature condition of \( K_{G_\infty}^\infty(p_\infty, x) \) is determined by the structure of \( B_{G_i}^\infty(p_\infty) \). By the property \( (\text{H}) \), for any function \( f : B_{G_i}^\infty(p_\infty) \to \mathbb{R} \) satisfying \( \nabla_{x_\infty} f = 1 \) and \( |\nabla f|_\infty = 1 \), we set \( f_i = f \circ \varphi_i : B_{G_i}^i(p_i) \to \mathbb{R} \). Note that \( \nabla_{\varphi_i^{-1}(x_i)} f_i = 1 \) and \( |\nabla f_i|_\infty = 1 \). By the curvature condition \( \kappa_{G_i}^i(p_i, \varphi_i^{-1}(x)) \geq K \),
\[
\nabla_{\varphi_i^{-1}(x)} \Delta_{G_i} f_i \geq K.
\]
By passing to the limit, \( i \to \infty \), noting that \( (\text{H}) \) and \( (\text{B}) \),
\[
\nabla_{x_\infty} \Delta_{G_\infty} f \geq K.
\]
This proves the result. \( \Box \)

3. Bounded harmonic functions

Let \( G = (V, E, m, w) \) be a weighted graph. Fix a vertex \( x_0 \in V \). For a sequence of vertices \( \{ x_i \} \subseteq V \), we write \( x_i \to x_0 \) if
\[
d(x_i, x_0) \to \infty, \quad i \to \infty.
\]
For a function \( f \in C(V) \) and \( A \in \mathbb{R} \), we say that
\[
f(x) \to A \quad \text{as } x \to \infty,
\]
denoted by \( \lim_{x \to \infty} f(x) = A \), if for all \( \epsilon > 0 \), there exists \( N > 0 \) such that \( |f(x) - A| < \epsilon \) for all \( x \in V \setminus B_N(x_0) \). Similarly, we may also define \( \liminf_{x \to \infty} f \) and \( \limsup_{x \to \infty} f \).

For any \( x, y \in V \), \( x \neq y \), and any function \( f \in C(V) \), we recall that \( \nabla_{xy} f = \frac{f(x) - f(y)}{d(x, y)} \).
Moreover, by the triangle inequality,
\[
|\nabla f|_\infty = \sup_{x, y \in V, x \neq y} |\nabla_{xy} f|.
\]
For any edge \( e = \{ x, y \} \in E \), we write \( |\nabla_e f| = |\nabla_{xy} f| \). For a function \( f \in C(V) \) and \( A \in \mathbb{R} \), we say that
\[
|\nabla_e f| \to A, \quad e \to \infty
\]
if for all \( \epsilon > 0 \), there exists \( N > 0 \) such that for all \( e = \{ x, y \} \in E \) satisfying \( \min \{ d(x, x_0), d(y, x_0) \} \geq N \),
\[
|\nabla_e f| - A < \epsilon.
\]

3.1. Bakry-Émery curvature. In this subsection, we aim to prove that the space of bounded harmonic functions is of finite dimension if the Bakry-Émery curvature is nonnegative outside a ball (see Theorem 1.2).

Lemma 3.1. Let \( (G, x_0) \in \mathcal{BG}^p \) satisfy
\[
K_{G_\infty}^\infty(x) \geq 0, \quad \forall x \in V \setminus B_{R_0}(x_0),
\]
for some \( x_0 \in V \) and \( R_0 \in \mathbb{N} \). Then for any bounded harmonic function \( u \) on \( G \),
\[
\Gamma(u)(x) \to 0, \quad x \to \infty.
\]
Proof. Suppose it is not true, then there exist \( \{x_i\}_{i=1}^{\infty} \subset V, x_i \to \infty \), and a positive constant \( c \) such that \( \Gamma(u)(x_i) \geq c \) for all \( i \in \mathbb{N} \). Consider the sequence of rooted graphs \( \{(G_i, x_i)\}_{i=1}^{\infty} \) with \( G_i = G \) and functions \( u_i : G_i \to \mathbb{R}, u_i = u \), for all \( i \geq 1 \). By Theorem 2.6 there exist a subsequence, still denoted by \( \{(G_i, x_i)\}_{i=1}^{\infty} \), \( G_\infty, x_\infty \in \mathcal{BG}^p \), and \( u_\infty : V_\infty \to \mathbb{R} \), such that

\[
\Gamma(G_i, x_i) \overset{pGH}{\to} (G_\infty, x_\infty), \quad \text{and} \quad u_i \to u_\infty, \quad i \to \infty.
\]

For any \( R \in \mathbb{N} \), and sufficiently large \( i \), there exist rooted graph isomorphisms

\[
\varphi_{i,R} : (B_R^{G_i}(x_i), x_i) \to (B_R^{G_\infty}(x_\infty), x_\infty),
\]

and

\[
u_i \circ \varphi_{i,R}^{-1} \to u_\infty, \quad \text{on } B_R^{G_\infty}(x_\infty).
\]

For \( R \geq 2 \), by the convergence of weights, \([5]\) and \([6]\), we have

\[
\Gamma(G_i, u_i)(x_i) \to \Gamma(G_\infty, u_\infty)(x_\infty), \quad i \to \infty.
\]

Hence

\[
\Gamma(G_\infty, u_\infty)(x_\infty) \geq c. \quad (11)
\]

Since \( u_i \) are harmonic functions on \( G_i \), \( u_\infty \) is harmonic on \( G_\infty \). Moreover, \( \|u_i\|_\infty \leq \|u\|_\infty \leq c \).

We claim that \( G_\infty \) has nonnegative Bakry-Émery curvature everywhere. For any \( y_\infty \in V_\infty \), set \( R = 2d(x_\infty, y_\infty) + 2 \). By the pointed Gromov-Hausdorff convergence for the scale \( R \), setting \( y_i = \varphi_{i,R}^{-1}(y_\infty) \), we get

\[
(B_2^{G_i}(y_i), y_i) \to (B_2^{G_\infty}(y_\infty), y_\infty), \quad i \to \infty,
\]

where the rooted graph isomorphism is given by \( \varphi_{i,R} |_{B_2^{G_i}(y_i)} \). Since \( x_i \to \infty \) in \( G \), \( B_2^{G_i}(y_i) \cap B_{R_0}(x_0) = \emptyset \) for sufficiently large \( i \), which yields that \( K_{\infty}^{G_i}(y_i) \geq 0 \). By Proposition 2.11 we obtain that

\[
K_{\infty}^{G_\infty}(y_\infty) \geq 0.
\]

Hence \( u_\infty \) is a bounded harmonic function on \( G_\infty \), which has nonnegative Bakry-Émery curvature everywhere. By the Liouville theorem in \([Hua19]\), we obtain that \( u_\infty \) is constant. This yields that \( \Gamma^{G_\infty}(u_\infty)(x_\infty) = 0 \) which contradicts \((11)\). This proves the lemma. \( \square \)

Proof of Theorem 1.2. For any bounded harmonic function \( u \) on \( G \), we claim that

\[
\sup_{x \in V} \Gamma(u)(x) = \max_{x \in B_{R_0}} \Gamma(u)(x). \quad (12)
\]

By the curvature condition and the harmonicity of \( u \),

\[
\Gamma_2(u)(x) = \frac{1}{2} \Delta \Gamma(u)(x) \geq 0, \quad \forall x \in V \setminus B_{R_0}(x_0).
\]

Hence \( \Gamma(u) \) is a subharmonic function on \( V \setminus B_{R_0}(x_0) \). By applying the maximum principle on \( V \setminus B_{R_0}(x_0) \), noting that \( \Gamma(u) \to 0, \quad x \to \infty \),

\[
\sup_{x \in V \setminus B_{R_0}(x_0)} \Gamma(u)(x) = \max_{x \in S_{R_0}(x_0)} \Gamma(u)(x).
\]

This proves the claim.

We denote by

\[
\mathcal{H}(B_{R_0}(x_0)) := \{ f : B_{R_0+1}(x_0) \to \mathbb{R} : \Delta f(x) = 0, \forall x \in B_{R_0}(x_0) \}
\]

the space of harmonic functions on \( B_{R_0}(x_0) \). By the maximum principle, \( \mathcal{H}(B_{R_0}(x_0)) \) is linearly isomorphic to \( \mathbb{R}^{S_{R_0+1}(x_0)} \), the space of functions on \( S_{R_0+1}(x_0) \). Hence

\[
\dim \mathcal{H}(B_{R_0}(x_0)) = \sharp S_{R_0+1}(x_0).
\]
We define a linear operator
\[ T : \mathcal{H}_0(G) \to \mathcal{H}(B_{R_0}(x_0)), \quad f \mapsto f|_{B_{R_0+1}(x_0)}. \]

By \(^1\), \( T \) is injective. Hence
\[ \dim \mathcal{H}_0(G) \leq \dim \mathcal{H}(B_{R_0}(x_0)). \]

This proves the theorem. \( \square \)

3.2. Ollivier curvature. We now prove finite-dimensionality of bounded harmonic functions in case of nonnegative Ollivier curvature outside a ball (see Theorem \(^2\)). We first show that the gradient of a bounded harmonic function tends to zero by the Liouville property, similar to the Bakry-Émery curvature case. After that, we will prove a maximum principle for the gradient of a harmonic function.

**Lemma 3.2.** Let \((G, x_0) \in \mathcal{B}^p_G\) satisfy
\[ \kappa(e) \geq 0, \quad \forall e \in E_{V \setminus B_{R_0}(x_0)}, \]
for some \(x_0 \in V\) and \(R_0 \in \mathbb{N}\). Then for any bounded harmonic function \(u\) on \(G\),
\[ |\nabla_c u| \to 0, \quad c \to \infty. \]

**Proof.** Suppose that it is not true, then there exists \(\{e_i\}_{i=1}^\infty \subset E\), \(e_i = \{x_i, y_i\}\), satisfying \(d(x_i, x_0) \to \infty, i \to \infty\), such that
\[ |\nabla_{e_i} u| \geq c > 0. \]

Consider the sequence \(\{(G_i, x_i)\}_{i=1}^\infty\) with \(G_i = G\) and functions \(u_i : V_i \to \mathbb{R}\), \(u_i = u\), for all \(i \geq 1\). By Theorem 2.6 there exist a subsequence, still denoted by \(\{(G_i, x_i)\}_{i=1}^\infty\), \((G_\infty, x_\infty) \in \mathcal{B}^p_G\), and \(u_\infty : V_\infty \to \mathbb{R}\), such that
\[ (G_i, x_i) \xrightarrow{pGH} (G_\infty, x_\infty), \quad \text{and} \quad u_i \to u_\infty, \quad i \to \infty. \]

By passing to the subsequence, there exists \(y_\infty \in V_\infty\), \(y_\infty \sim x_\infty\), such that \(\varphi_i, R(y_i) = y_\infty\) \((R \geq 2)\) for sufficiently large \(i\). Hence
\[ |\nabla_{e_i} u_i| \to |\nabla_{x_\infty, y_\infty} u_\infty|, \quad i \to \infty, \]
which implies that \(|\nabla_{x_\infty, y_\infty} u_\infty| \geq c\). As in the proof of Lemma 3.1 one can show that \(G_\infty\) is an infinite graph with nonnegative Ollivier curvature by Proposition 2.11 and \(d(x_i, x_0) \to \infty, i \to \infty\). Moreover, \(u_\infty\) is a bounded harmonic function on \(G_\infty\). Hence the Liouville theorem in \(\text{JMR19}\) implies that \(u_\infty\) is constant. This contradicts \(|\nabla_{x_\infty, y_\infty} u_\infty| \geq c\) and proves the lemma. \( \square \)

**Lemma 3.3** (Maximum principle for the gradient). Let \(G = (V, E, m, w)\) be a weighted graph and \(W \subset V\) be finite. Suppose \(\kappa(x, y) \geq 0\) for all \(x, y \in W \setminus \delta W\) with \(y \sim x\). Let \(u : V \to \mathbb{R}\) be harmonic on \(W \setminus \delta W\). Then,
\[ \max_{x \in W, y \sim x} |\nabla_{xy} u| = \max_{x \in \delta W, y \sim x} |\nabla_{xy} u| \]
where \(\delta W := \{x \in W : x \sim y \text{ for some } y \in V \setminus W\}\).

**Proof.** Let
\[ M := \max_{x \in W, y \sim x} |\nabla_{xy} u|. \]

We argue by contradiction. Suppose that the maximum is not attained at any boundary point \(x \in \delta W\). Then the maximum is attained for some \(x, y \in W \setminus \delta W\). Let \(\tilde{G}\) be the graph consisting of all edges containing a vertex from \(W\) with the inherited weights from \(G\).
Then, $u$ is $M$-Lipschitz w.r.t the combinatorial graph distance of $\tilde{G}$. Moreover, $\kappa(x,y) \geq 0$ within $\tilde{G}$ for all $x \sim y \in W \setminus \delta W$.

Let $x_0, \ldots, x_n \in W$ be a geodesic w.r.t. $\tilde{G}$ of maximal length s.t. $\nabla_{x,x_{i+1}} u = M$. By assumption, we have $x_i \in W \setminus \delta W$. Since $\{x_i\}$ is a geodesic within $W$, we have $\kappa(x_0, x_n) \geq 0$. By [JMR19, Lemma 2.3] applied to $\tilde{G}$, there exist $x \sim x_0$ and $y \sim x_n$ s.t. $\nabla_{xy} u = M$ and $d_{\tilde{G}}(x, y) = n$. As $x_0, x_n \in W \setminus \delta W$, we have $x, y \in W$. Let $\gamma$ be a geodesic w.r.t. $\tilde{G}$ from $x$ to $y$. If $\gamma \subset W$, then this is a contradiction to maximal length of $\{x_i\}$, as $d_{\tilde{G}}(x, y) > n$. Thus, there exist $v \sim w$ as consecutive vertices of $\gamma$ with $v \notin W$ and $w \in \delta W$. Moreover, $|\nabla_{vw} u| = M$, which contradicts that the maximal gradient is not attained at the boundary. This proves the lemma.

With the maximum principle in hands, we can now show that the space of bounded harmonic functions has finite dimension.

**Proof of Theorem 1.3** Let $u$ be a bounded harmonic function. By Lemma 5.3 and Lemma 3.2 with $W = B_R(x_0) \setminus B_{R_0-1}(x_0)$ as $R \to \infty$, we have

$$\sup_{x \in V \setminus B_{R_0-1}(x_0)} |\nabla_{xy} u| = \max_{y \sim x} |\nabla_{xy} u|$$

In particular, if $u$ vanishes on $B_{R_0+1}$, then it vanishes everywhere. Moreover by harmonicity, the function $u$ on $B_{R_0+1}(x_0)$ is uniquely determined by its values on $S_{R_0+1}(x_0)$. Similarly to the proof of Theorem 1.2 this shows that

$$\dim \mathcal{H}_0(G) \leq 2S_{R_0+1}(x_0).$$

This finishes the proof. \hfill \square

4. Ends and bounded harmonic functions

In this section, we develop the theory of harmonic functions on ends of graphs, see e.g. [Li12] for the Riemannian setting. Let $G = (V, E, m, w)$ be a weighted graph. For any subset $K \subset V$, we denote by $\partial K := \{y \in V \setminus K : d(x, K) = 1\}$, where $d(x, K) = \inf_{z \in K} d(x, z)$, the vertex boundary of $K$, and by $\overline{K} = K \cup \partial K$. For any $\Omega \subset V$, we write $1_\Omega$ as the indicator function on $\Omega$. A weighted graph $G$ is called *non-parabolic* (or transient) if it admits a positive Green’s function on $V$. Otherwise, it is called *parabolic* (or recurrent).

It is well-known that $G$ is non-parabolic if and only if it admits a non-constant, positive, superharmonic function on $V$. For any $\rho \in \mathbb{N}$ and $x_0, x_1 \in V$ with $d(x_1, x_0) \leq \rho$, let $\Gamma_\rho(\cdot, x_1)$ be the Green’s function on $B_\rho(x_0)$ with Dirichlet boundary condition, i.e.

$$\left\{\begin{array}{l}
\Delta \Gamma_\rho(\cdot, x_1) = -\frac{1}{m(x_1)}1_{x_1}(\cdot), \\
\Gamma_\rho(\cdot, x_1)|_{\partial B_\rho(x_0)} = 0.
\end{array}\right. \quad (13)$$

By the maximum principle, $\Gamma_\rho(\cdot, x_1)$ is non-decreasing in $\rho$, so that we define for any $x \in V$,

$$\Gamma(x, x_1) = \lim_{\rho \to \infty} \Gamma_\rho(x, x_1). \quad (14)$$

As is well-known, $G$ is non-parabolic if and only if $\Gamma(x, x_1) < \infty$ for some (hence all) $x, x_1$.

For any finite $\Omega \subset V$, we consider $V \setminus \Omega$ as the induced subgraph on $V \setminus \Omega$ with vertex and edge weights induced from $G$. Any infinite connected component $\Pi$ of $V \setminus \Omega$ is called an end of $G$ w.r.t. $\Omega$. We denote by $N_\Omega(G)$ the number of ends of $G$ w.r.t. $\Omega$, which is finite since the graph $G$ is locally finite. In general, when we say $\Pi$ is an end we mean that $\Pi$ is an end of $G$ w.r.t. some finite $\Omega$. One easily sees that for $\Omega_1 \subset \Omega_2$,

$$N_{\Omega_1}(G) \leq N_{\Omega_2}(G).$$
The sequence of finite subsets \( \{ \Omega_i \}_{i=1}^{\infty} \) is called an exhaustion of \( G \) if \( \Omega_i \subseteq \Omega_{i+1}, \ i \in \mathbb{N} \), and \( V = \bigcup_{i=1}^{\infty} \Omega_i \). We define

\[
N(G) = \lim_{i \to \infty} N_{\Omega_i}(G)
\]

as the number of ends of \( G \). Note that the above limit does not depend on the choice of the exhaustion, so that it is well-defined. If \( N(G) < \infty \), then there exists some finite \( \Omega \subseteq V \) such that \( N(G) = N_{\Omega}(G) \).

For an end \( \Pi, \overline{\Pi} \) is regarded as the induced graph on \( \overline{\Pi} \) with the inherited weights.

**Definition 4.1.** An end \( \Pi \) is called non-parabolic if there exists \( f : \overline{\Pi} \to (0, +\infty) \) satisfying \( \Delta f = 0 \) on \( \Pi \), \( f \big|_{\partial \Pi} = 1 \) and

\[
\liminf_{x \to \Pi(\infty)} f < 1,
\]

where \( \liminf_{x \to \Pi(\infty)} \) is understood as \( x \to \infty \) and \( x \in \Pi \). Here \( f \) is called a barrier function on \( \Pi \). Otherwise, \( \Pi \) is called parabolic.

One can show that \( \Pi \) is non-parabolic if and only if \( \overline{\Pi} \), as an induced subgraph, is non-parabolic. For a non-parabolic end \( \Pi \), by extending \( f \equiv 1 \) to \( V \setminus \overline{\Pi} \), we get a non-constant superharmonic function on \( V \). For any \( \rho \in \mathbb{N} \), we denote \( \Pi_\rho := B_\rho \cap \Pi \). Let \( f_\rho \) satisfy

\[
\begin{align*}
\Delta f_\rho(x) &= 0, \quad x \in \Pi_\rho \\
\frac{\partial f_\rho}{\partial \Pi} &= 1, \\
\frac{\partial f_\rho}{\partial B_\rho \cap \Pi} &= 0.
\end{align*}
\]

By the monotonicity of \( f_\rho \), we define

\[
f = \lim_{\rho \to \infty} f_\rho.
\]

One easily checks that \( f \) is a barrier function on \( \Pi \). In fact, \( f \) is the minimal barrier function on \( \Pi \). By the maximum principle, for any \( x_1 \in V \), there exists a constant \( C \) such that

\[
\Gamma(x, x_1) \leq Cf(x), \quad \forall x \in \Pi.
\]

(15) One can show that \( G \) is non-parabolic if and only if for some (hence for all) finite \( \Omega \subseteq V \) there exists a non-parabolic end w.r.t. \( \Omega \).

Let \( \Pi \) be an end w.r.t. \( \Omega \) and \( \Omega' \) be a finite subset containing \( \Omega \). Then one can prove the following:

(1) If \( \Pi \) is non-parabolic, then there exists a non-parabolic end \( \Pi' \) w.r.t. \( \Omega' \) contained in \( \Pi \setminus \Omega' \).

(2) If \( \Pi \) is parabolic, then all ends w.r.t. \( \Omega' \) contained in \( \Pi \setminus \Omega' \) are parabolic.

For any finite \( \Omega \subseteq V \), we denote by \( N^0_{\Omega}(G) \) (resp. \( N^p_{\Omega}(G) \)) the number of non-parabolic (resp. parabolic) ends of \( G \) w.r.t. \( \Omega \). By the above property, we define

\[
N^0(G) = \lim_{i \to \infty} N^0_{\Omega_i}(G), \quad N^p(G) = \lim_{i \to \infty} N^p_{\Omega_i}(G)
\]

as the number of non-parabolic and parabolic ends of \( G \) respectively, where \( \{ \Omega_i \} \) is an exhaustion of \( G \). Here, they are independent of the choice of the exhaustion.

The following theorem is a discrete analog of [Li12, Theorem 21.1].

**Theorem 4.2.** Let \( G \) be a non-parabolic graph, \( \Omega \) be a finite subset of \( V \) and \( x_0 \in \Omega \). Let \( g : V \to \mathbb{R} \) be harmonic on \( V \setminus \Omega \). Then there exist a harmonic function \( h \) on \( V \) and a constant \( C \) such that

\[
|g(x) - h(x)| \leq CT(x, x_0), \quad \forall x \in V \setminus \Omega.
\]

Moreover, if \( g \) is bounded, then \( \|h\|_{\infty} \leq \|g\|_{L^\infty(V \setminus \Omega)} \).
Hence we obtain that $g$ has finite support in $\Omega$, the above is a finite sum over $\Omega$. As $\Delta g(x) \Gamma(x, \cdot) m(x) = -1_x$, we obtain $\Delta h = 0$. For any $1 \leq i \leq N$, there exists a harmonic function $h_i$ on $V$ and a constant $C_i$ such that

$$|g_i(x) - h_i(x)| \leq C_i \Gamma(x, x_0), \quad \forall x \in V \setminus B_\rho(x_0).$$

For any $\Pi_i$, we denote by $f_i$ the minimal barrier function on $\Pi_i$. Note that

$$\liminf_{x \to \Pi_i(\infty)} f_i = 0.$$ 

Hence, for any $1 \leq i \leq N$, there exists a sequence $\{x_i\}_{i=1}^\infty \subset \Pi_i$ such that $d(x_i, x_0) \to \infty, l \to \infty$ such that

$$\lim_{l \to \infty} f_i(x_i) = 0.$$ 

By (15), there exists a large constant $C$ such that for any $1 \leq i, j \leq N$,

$$|g_i(x) - h_i(x)| \leq C f_j(x), \quad \forall x \in \Pi_j.$$ 

Hence we obtain that

$$\lim_{l \to \infty} h_i(x_i) = \delta_{ij},$$
where $\delta_{ij} = 1$ for $i = j$, and $\delta_{ij} = 0$ otherwise. Therefore $\{h_i\}_{i=1}^{N}$ is linearly independent. This proves the theorem.

\begin{corollary}
For any weighted graph $G$,
\[ N^0(G) \leq \dim \mathcal{H}_0(G). \]
\end{corollary}

\begin{proof}
If $G$ is parabolic, then the statement is trivial. If $G$ is non-parabolic, then by Theorem 4.3
\[ N^0(G) \leq \dim \mathcal{K}_0(G) \leq \dim \mathcal{H}_0(G). \]
This proves the corollary.
\end{proof}

Now we are ready to prove Corollary 1.4.

\begin{proof}[Proof of Corollary 1.4]
The corollary follows from Theorem 1.2 and Corollary 4.4.
\end{proof}
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