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ABSTRACT

Which reduced-mixing strategy maximizes economic output during a disease outbreak? To answer this question, we formulate an optimal-control problem that maximizes the difference between revenue, due to healthy individuals, and medical costs, associated with infective individuals, for SIS disease dynamics. The control variable is the level of mixing in the population, which influences both revenue and the spread of the disease. Using Pontryagin’s maximum principle, we find a closed-form solution for our problem. We explore an example of our problem with parameters for the transmission of Staphylococcus aureus in dairy cows, and we perform sensitivity analyses to determine how model parameters affect optimal strategies. We find that less mixing is preferable when the transmission rate is high, the per-capita recovery rate is low, or when the revenue parameter is much smaller than the cost parameter.

1. Introduction

Infectious-disease outbreaks are a growing problem. The rate at which diseases emerge or re-emerge is increasing [15,31,48,60,62] due to factors such as global travel, rural-to-urban migration, and climate change [2,4,62,64]. Examples of recent disease outbreaks include foot and mouth disease [37], African swine fever [19], olive quick decline syndrome [53], tomato brown rugose fruit virus [67], tuberculosis [45], Zika [43], SARS [17], swine flu or H1N1 [41], Ebola [33], and COVID-19 [17]. Many of these diseases have had severe economic consequences [5,36,37,53,61]. We clearly need to know how to respond to new outbreaks if and when they occur.

Ideally, we would like to minimize the duration of an outbreak, the cost of illness, or the cost of mitigation strategies. We may also wish to optimize some combination of these often-conflicting objectives. To achieve these goals, researchers often use optimal control theory to efficiently control dynamic disease systems [11,22,46,56–58,65]. In general, these systems consist of state variables, control variables, and state equations. The state variables often represent disease classes within a population, such as the number of susceptible (S), infective (I), or recovered (R) individuals, as functions of time. The control variables and
the state equations govern the evolution of the state variables, and we want to choose the control variables so as to maximize or minimize specified objective functionals [38].

An especially important topic in the study of emerging infectious diseases is the use of optimal control theory to control mixing. The goal here is to design strategies that limit the number of contacts between susceptible and infectious individuals. For humans, strategies may include social-distancing measures such as limiting time spent in public spaces, isolating infectives, quarantining infected households, closing schools, and restricting large social gatherings [3,51,52]. For livestock, reduced-mixing strategies may include quarantining infected and exposed animals and shutting down facilities where animals are in close contact. For crops, reduced-mixing strategies may include using screenhouses, introducing barrier plants, or reducing planting density [16,29,32]. Many of these strategies do, however, have high economic costs [21,25,26,30,40,50].

To address these economic costs, many researchers have tried to balance economic output with the cost of infection, which can include death or the burden of disease on an individual or on medical and public health infrastructures. These researchers have frequently used complex multi-compartmental models, which they solve numerically, to minimize the size of an outbreak [6] or to minimize both the size and economic cost of an outbreak [8,39,58,59].

In this paper, we instead focus on finding simple, analytic optimal-mixing strategies for SIS disease dynamics. In an SIS model, individuals are either susceptible or infectious, and individuals who recover may then be reinfected. This model is used to study diseases that do not confer immunity after recovery, such as rotaviruses, sexually transmitted infections, and many bacterial infections [34]. Also, as noted by [14], SIS models are often appropriate for diseases that confer variant-specific immunity, such as when many variants are circulating in a population. Examples of SIS models, in practice, include models of *Staphylococcus aureus* in dairy cows [63], typhoid fever in humans [24], trachoma in humans [23], trypanosomiasis in Indonesian buffaloes [14], and gonorrhea in humans [12,28].

In Section 2, we introduce an optimal-control problem, with SIS disease dynamics, that will let us determine whether reduced mixing is economically beneficial. We assume that economic profit, be it for a farm or a company, is the revenue generated by healthy susceptibles minus the cost of sick infectives over the given time interval. The control variable is the level of mixing in the population, which can range from little or no mixing to high or full mixing. In particular, the ability to reduce mixing may be limited by economic constraints or by a lack of willingness to comply with guidelines, and the ability to mix may be limited by fear of spreading disease or the need to gather resources to restart production.

In Section 3, we determine closed-form optimal solutions and find that reducing mixing can improve economic output. We also study under which conditions a longer period of reduced mixing is more profitable. We find that the optimal reduced-mixing strategy is bang-bang and has at most one switch from the lowest possible level of mixing to the highest possible level of mixing.

In Section 4, we use parameters for the transmission of *Staphylococcus aureus* in dairy cows and compare our analytical solutions with numerical simulations. Then, in Section 5, we explore the effects of varying key parameters such as the minimum and maximum mixing levels, the revenue generated per susceptible per day, the cost per infective per day, and the time horizon. We also look at the effects of varying the infectiousness, recovery time, and the initial number of infected individuals on the optimal length of the reduced-mixing
period. Finally, in Section 6, we summarize our results and discuss the limitations and future directions of our research.

2. Optimizing reduced-mixing for an SIS model

We wish to maximize economic output during an infectious-disease outbreak. In this section, we assume that our outbreak obeys SIS dynamics. The SIS model describes a population transitioning from a susceptible state to an infectious state and back [35]. These models are commonly used for studying diseases that do not confer immunity upon recovery [34].

The ordinary differential equations (ODEs) for the SIS model are

\[
\frac{dS}{dt} = -a(t)\beta SI + \gamma I, \tag{1}
\]

\[
\frac{dI}{dt} = a(t)\beta SI - \gamma I, \tag{2}
\]

where \(S(t)\) and \(I(t)\) are state variables representing the number of susceptible and infectious individuals in the population. Some authors [27,34] use \(S\) and \(I\) for the fractions of a population that are susceptible or infectious. We instead follow [35] and many other authors, e.g., [9,10], in using these variables for the numbers of susceptibles and infectives.

In the above equations, the control variable \(a(t)\) represents the level of mixing of the population at time \(t\). The mixing level ranges between \(m\), for the lowest possible level of mixing, and \(M\), for the highest possible level of mixing. Both \(m\) and \(M\) can range between zero, for no mixing, and one, for full or normal levels of mixing. The parameter \(\beta\) is the transmission coefficient, or the rate of infection per susceptible per infective. The parameter \(\gamma\) represents the per-capita rate of recovery for infected individuals.

After adding Equations (1) and (2), it quickly follows that \(S + I = N\), where \(N\) is the total population size. We can, as a result, reduce Equations (1) and (2) to a single state equation,

\[
\frac{dI}{dt} = a(t)\beta(N - I)I - \gamma I, \tag{3}
\]

with the initial condition \(I(t) = I_0\), where \(I_0 < N\). Our state equation and control variable in this case are like those in [55]. We focus, however, on reducing general mixing rather than solely quarantining infectives.

The objective functional that we will maximize is

\[
\max_{m \leq a(t) \leq M} \int_0^T ra(t)[N - I(t)] - cI(t) \, dt. \tag{4}
\]

The first term in the objective functional is the revenue generated by the active susceptible population, while the second term represents the cost generated by infected individuals. Higher activity increases revenue but also increases the spread of the disease.

The parameter \(r\) is the revenue generated per healthy susceptible per day, and the parameter \(c\) is the cost per sick infective per day. This cost is separate from (and in addition to) lost revenue or productivity. The parameter \(c\) typically includes medical or treatment costs.
Both $r$ and $c$ are, by assumption, positive. $T$ is the terminal time, also called the time horizon. It can be chosen based on factors such as vaccine development time or using economic or logistical criteria.

This formulation assumes that infective individuals do not contribute economically, but that they do interact with the population to the extent that the control variable, which limits mixing, permits. For humans, we assume, in other words, that infectives are too sick to work, but not too sick to interact with household members, health-care workers, and others. For livestock, we assume that sick animals cannot produce goods, but that they do still interact with other animals. For crops, we assume that infected plants cannot be sold but do contribute to the spread of a disease.

3. Analytical solutions

We will determine the analytical solutions to the optimal-control problem described in Section 2 using Pontryagin’s maximum principle [44]. First, we need to define the control Hamiltonian, $H$. The Hamiltonian is

$$H = f(t, I, a) + \lambda g(t, I, a)$$

$$= a\left[N - I(t)\right]\left[r + \lambda(t)\beta I(t)\right] - I(t)\left[c + \lambda(t)\gamma\right], \quad \text{(5)}$$

where $f(t, I, a)$ is the integrand of objective functional (4) and $g(t, I, a)$ is the right-hand side of state Equation (3).

For the problem given by Equations (3) and (4), the maximum principle tells us that, for the optimal trajectories $I^*(t)$ and $a^*(t)$, there exists a piecewise-differentiable adjoint variable, $\lambda(t)$, obeying the differential equation

$$\dot{\lambda}(t) = -\frac{\partial H(t, I(t), a(t), \lambda(t))}{\partial I}$$

$$= a\left[r - \lambda(t)\beta (N - 2I)\right] + c + \gamma\lambda. \quad \text{(6)}$$

and the transversality condition $\lambda(T) = 0$. The maximum principle also tells us that

$$H(t, I^*(t), a(t), \lambda(t)) \leq H(t, I^*(t), a^*(t), \lambda(t)) \quad \text{(7)}$$

for all possible $a$ at time $t$ [7,38].

Before we find the analytical solution, it is helpful to note that we have defined an optimization problem with three variables: the state variable, $I(t)$, the control variable, $a(t)$, and the adjoint variable, $\lambda(t)$. In addition to maximization condition (7), the problem is subject to two ODEs that describe the dynamics of the state and adjoint variables. We also have an initial condition for the state equation and a terminal condition for the adjoint equation. Therefore, the ODEs form a two-point boundary value problem. In general, we want to solve the state equation forwards in time and the adjoint equation backwards in time.
Now, we can begin to solve the problem. First, we observe that the Hamiltonian is linear in the control variable,

$$H = a\phi(t) - (c + \lambda\gamma)I,$$

where

$$\phi = (N - I)(r + \lambda\beta I)$$

is known as the switching function.

The above linearity implies that the form of the optimal control that maximizes the Hamiltonian is bang-bang. If the switching function is either positive or negative, the optimal control is

$$a(t) = \begin{cases} m, & \phi(t) < 0, \\ M, & \phi(t) > 0. \end{cases}$$

A switch occurs when $\phi = 0$ or when

$$\lambda = -\frac{r}{\beta I}.$$ 

In addition, cases may arise where the optimal-control model has a singular solution. This occurs if $\phi(t) = 0$ over an entire interval. To determine if a singular solution exists for our problem, we set the derivative of $\lambda$, obtained from switching condition (11), equal to Equation (6) at the time of the switch. From this, we find that a singular solution is only possible for $c = 0$. Since $c$ is positive, this precludes the possibility of a singular solution for our problem.

The next step is to solve the state and adjoint equations using what we have learned about the control. To do this, we will assume that at most one switch occurs, which we will demonstrate later. Also, the transversality condition for the adjoint equation tells us that $\lambda(T) = 0$, so that $\phi(T) = r(N - I)$ is positive, in light of Equation (3) and our assumption that $I_0 < N$. We now know, from Equation (10), that $a(T) = M$. In other words, the solution to the optimal-control problem must be at the highest level of mixing at the final time. This implies that if a switch occurs, the switch will be from the lowest level of mixing, $a = m$, to the highest level of mixing, $a = M$. If no switch occurs, the population is always at the highest level of mixing.

If we assume that at most one switch occurs, we can find an analytical solution to the generalized optimal-control model. Before the switch occurs at $t = t_1$, we know that $a = m$. Using this and the initial condition, $I(0) = I_0$, we solve the state equation for times $t \leq t_1$ to get

$$I(t) = \frac{\delta_m I_0}{m\beta I_0 + (\delta_m - m\beta I_0)e^{-\delta_m t}},$$

where $\delta_m = mN\beta - \gamma$. 
Similarly, we can solve the state equation at times $t \geq t_1$ using the conditions $I(t_1) = I_1$ and $a = M$ for $t \geq t_1$. The solution to the state equation after the switch is

$$I(t) = \frac{\delta_M I_1}{M \beta I_1 + (\delta_M - M \beta I_1)e^{-\delta_M (t-t_1)}},$$

where $\delta_M = MN \beta - \gamma$. By evaluating Equation (12) at time $t_1$, we find $I_1$, which is used in Equation (13).

To solve the adjoint equation, we again find the solution in two parts. Since we have the transversality condition, $\lambda(T) = 0$, we will solve the adjoint equation backwards in time. First, we will determine the solution to the adjoint equation after the switch. When $t > t_1$, we know that $a = M$, and the adjoint equation is

$$\dot{\lambda}(t) + [\delta_M - 2M \beta I(t)] \lambda(t) = Mr + c.$$  

Using an integrating factor and the transversality condition, we find that the solution after the switch is

$$\lambda(t) = \frac{(Mr + c)[1 - e^{\delta_M (T-t)}]u(t)}{\delta_M u(T)},$$

where

$$u(t) = (\delta_M - M \beta I_1) + M \beta I_1 e^{\delta_M (t-t_1)}.$$  

Before the switch, we know that $t < t_1$ and $a = m$. With this information, we can solve the adjoint equation before the switch. Using an integrating factor, and the condition that the solution must equal Equation (15) at time $t_1$, we find that the solution to the adjoint equation before the switch is

$$\lambda(t) = \frac{e^{-\delta_m t}v(t)}{m \beta I_0 \delta_m} \left[ \frac{cv(t)}{v(t_1)} - (mr + c) \right],$$

where

$$v(t) = (\delta_m - m \beta I_0) + m \beta I_0 e^{\delta_m t}.$$  

By setting Equation (15) for the adjoint variable equal to switching condition (11), we find the ratio of the revenue and cost parameters as a function of the switching time,

$$\frac{r}{c} = \frac{\delta_m I_0 \beta \left[ e^{\delta_M (T-t_1)} - 1 \right]}{\delta_M \left[ m \beta I_0 + (\delta_m - m \beta I_0)e^{-\delta_m t_1} \right]}.$$  

This allows us to numerically solve for the switching time. The effect of the ratio of the revenue and cost parameters on the switching time will be explored numerically in Section 5.1.1.
Figure 1. Phase portrait of the optimal-control problem. The parameters used in this example are given in Table 1 with the exception of \(I_0\), which we set to 499 individuals. In this figure, we see the behavior of \(\lambda\), the adjoint variable (solid curves) and the value of the switching function (dashed curve) versus \(I\), the number of infective individuals. Each of the solid lines is from an evaluation of the optimal-control model for a different terminal time. In this figure, we can see that the adjoint variable crosses the switching function at most once for each simulation. The thin solid line shows the phase portrait of the case study in Section 4.

To prove that at most one switch occurs, we show that a second switch cannot occur before \(t_1\). This means that we must have

\[
\lambda(t) < -\frac{r}{\beta I(t)}
\]

for all \(t < t_1\). Plugging in solutions (17) and (12) for the adjoint and state equations before the switch at \(t = t_1\), Equation (20) becomes

\[
\frac{e^{-\delta_m t} v(t)}{m \beta I_0 \delta_m} \left[ \frac{c v(t)}{v(t_1)} - (mr + c) \right] < -\frac{r e^{-\delta_m t} v(t)}{\beta \delta_m I_0},
\]

which reduces to \(v(t) < v(t_1)\), where \(v(t)\) is defined in Equation (18). Since for \(0 < t < t_1\) equation \(v(t) < v(t_1)\) is true, we know that we can have at most one switch.

Figure 1 shows a typical \((\lambda, I)\) phase portrait, on both sides of the switching function. This figure provides further evidence that, for various terminal times, only one switch is possible.

A special case of the above SIS system occurs when \(\gamma = 0\). Now, infected individuals do not recover. In this case, our outbreak obeys a simple epidemic, or SI, model [1]. This model is frequently used to describe highly-infectious diseases that are not serious [1,18] or to study the initial (pre-recovery) stages of many other diseases [10]. The solution to the optimal-control problem for the SI case can be found by letting \(\gamma = 0\) in the above solutions. For example, the ratio of the revenue and the cost parameters as a function of the switching time for the SI system is now just

\[
\frac{r}{c} = \frac{\left[ e^{MN\beta(T-t_1)} - 1 \right] I_0}{M \left[ (N - I_0) e^{-mN\beta t_1} + I_0 \right]}. \tag{22}
\]
Table 1. Parameters used for numerical verification.

| Parameter | Value | Meaning |
|-----------|-------|---------|
| $\beta$ | $0.0232 \text{ (indiv}\cdot\text{day})^{-1}$ | Transmission coefficient |
| $\gamma$ | $1 \text{ day}^{-1}$ | Per-capita recovery rate |
| $T$ | 90 days | Time horizon |
| $r$ | $0.39 \text{ US$ (indiv}\cdot\text{day}^{-1}$ | Revenue per susceptible per day |
| $c$ | $6.83 \text{ US$ (indiv}\cdot\text{day}^{-1}$ | Cost per infective per day |
| $m$ | 0.2 | Minimum mixing level |
| $M$ | 0.9 | Maximum mixing level |
| $I_0$ | $0.05N$ individuals | Initial number of infectives |
| $N$ | 500 individuals | Total population size |

Sources: Disease parameters are estimated from [63]. Revenue and cost parameters are estimated from [49].

4. Case study: bovine mastitis

As an example, we consider the transmission of *Staphylococcus aureus* genotype B (GTB) in Swiss communal dairy herds [63]. *S. aureus* GTB is a contagious pathogen that commonly causes mastitis in dairy cows. Mastitis, an inflammation of the mammary gland, leads to economic loss in the dairy industry due to reduced yield and poor milk quality. Mastitis can be categorized as clinical or subclinical. In cases of clinical mastitis, abnormalities are visible and can include watery milk with flakes or clots, a red and swollen udder, or fever. In cases of subclinical mastitis, which is more prevalent, abnormalities are not visually detectable and, therefore, cases of subclinical mastitis are often undetected.

Both classes of mastitis decrease milk production during and after infection, but subclinical mastitis accounts for more financial loss than clinical mastitis due to its prevalence. This financial loss is, however, difficult to quantify [13,49]. We will, therefore, use the economics associated with clinical mastitis to determine revenue and cost parameters, while keeping in mind that clinical mastitis is more costly (than subclinical mastitis) on a per-case basis.

In this example, revenue comes from milk produced by the dairy cows, and cost includes the cost of veterinary care, diagnostics, labor, therapeutics, future production loss, and future reproductive loss. These parameters were estimated from [49]. It is important to note that if infected cows are treated with antibiotics during the lactation period, the milk produced is discarded due to contamination. The treatment of subclinical mastitis with antibiotics is not generally cost effective. For highly contagious pathogens like *S. aureus*, however, treatment is still recommended [47]. Reduced-mixing strategies are also useful for preventing the spread of *S. aureus* and include quarantining cows with mastitis and milking cows with mastitis on separate machines or after uninfected cows [66].

As subclinical mastitis cases often go undetected, it may be beneficial to treat cows that are more likely to have subclinical mastitis, such as those with higher somatic cell counts (SCC), as infected. Thus, when the level of mixing is low, more cows are quarantined or milked separately. We also assume that they are treated with antibiotics. Treatment costs and costs due to future production loss are only applied to infectives as we are assuming
a higher cost of treatment associated with clinical mastitis, and only infectives will have future production losses.

We use a time horizon of 90 days because the communal pasture-based dairy operations, in our example, occur in the 2 to 3 months of the summer when cows are brought together at higher altitudes where they share pastures, milking equipment, and housing facilities. As the mean duration for intramammary infections is 110 days, an outbreak during this time can be significant [63]. We adapted the transmission coefficient and the per-capita recovery rate for our simulation of mastitis from [63]. In their model, the transmission coefficient is estimated as \( \beta N = 0.0232 \) per day, so to adapt their parameter to our model, we divide by \( N \). In [63], transmission is assumed to be cow-to-cow. Also, \( S \) represents susceptible cows, and \( I \) represents infected cows.

The parameters used to model the dynamics of \( S. aureus \) GTB transmission are in Table 1. The values of the parameters \( m \) and \( M \) are unknown, so we assume the values \( m = 0.2 \) and \( M = 0.9 \). We assume \( m = 0.2 \) as the minimum mixing level as it is unlikely that mixing between dairy cows can be completely eliminated due to spatial limitations at housing facilities and human error in milking practices that may lead to exposure to pathogens. We assume \( M = 0.9 \) as recommended milking practices will reduce mixing to some extent. We will see how different choices for \( m \) and \( M \) affect the results of our problem in Section 5.1.2.

To numerically solve our optimal-control problem we chose to explore freely available, optimal-control toolkits, including the dsoa package [20]. From the available options, we found dsoa to be the easiest to implement, and it was able to converge for all tested cases. This package transforms the optimal-control problem into a nonlinear programming problem that can be solved using sequential quadratic programming.

Figure 2 shows that with the parameter values for \( S. aureus \) GTB transmission given in Table 1 and the SIS state equations, the results from using dsoa and the analytical solutions are the same. In this case, the optimal solution is to switch to a higher level of mixing about halfway through the simulation. At the time of the switch, which is after 44 days, about 4% of the population is infected, and, at the terminal time, about 6% of the population is infected. These dynamics are reasonable, because subclinical mastitis is a mild infection. Thus, when low levels of infection are present, the cost of care and loss of productivity are not too high.

Figure 3 shows that the switching time determined in this solution maximized the economic output relative to other possible switching times.

5. Sensitivity of results to model parameters

In Section 5.1.1, we will determine how changes in the ratio of the revenue and cost parameters change the switching time from that of the baseline simulations. We will see that, for the SIS model, reducing mixing is economically beneficial in many cases. In Section 5.1.2, we will vary the minimum and maximum mixing levels for the population and find that increasing either increases the switching time. In Section 5.1.3, we will vary the terminal time, \( T \), and find that the switching time increases with the time horizon. In Section 5.2, we will vary the transmission coefficient as well as the per-capita recovery rate to see how the implementation of mitigation strategies affects the switching time. We also vary \( I_0 \) to determine how the initial number of infectives affects the optimal switching time. In all
Figure 2. Analytical results and numerical results for the general SIS model. This figure shows that for the parameters given in Table 1, the results from using dsoa and the analytical solutions are the same. Figure (A) shows that the activity level, $a$, switches after about 44 days. Figure (B) shows that the infective population, $I$, decreases before the switch, and then increases after the switch.

Figure 3. Verification of results for the optimal switching time. For the parameters given in Table 1, we vary $t_1$ from 0 days to $T$ days and calculate the value of the objective functional. The solution for optimal switching time is shown as the dot. For the general SIS model, the maximum economic output is achieved at the solution for the optimal switching time, at about 44 days.

of Section 5, we use analytic formula (19) for the ratio of the revenue and cost parameters from the SIS model to determine how switching times vary with model parameters. In Figure 4, we verify these results numerically using dsoa.

5.1. Sensitivity with respect to optimal-control parameters

First, we would like to see how changes in optimal-control parameter values affect the optimal switching time. If these changes are significant, it indicates that correctly estimating the revenue and cost parameters, minimum and maximum mixing levels, and the time horizon
Figure 4. Switching time as a function of the ratio of the revenue and cost parameters. In this figure, we see that the switching time decreases as the revenue parameter increases relative to the cost parameter. This plot is for the SIS model with the parameters given in Table 1. In this example, the optimal mixing strategy greatly depends on the value of the revenue parameter. The solid curve corresponds to Equation (19) while the circles are points where the switching time was computed numerically, using dsoa.

not only adds to our understanding of the disease but is also important for determining the best reduced-mixing strategy.

5.1.1. Effects of varying the revenue and cost parameters

One of the most important components of our model is the switching time, or when the population should change from a lower mixing level to a higher mixing level. Since we want to explore the optimal switching time from an economic perspective, we first look at how the ratio of the revenue and cost parameters affects the switch.

The effect of the ratio of the revenue and cost parameters on the switching time when the SIS model is used can be seen in Figure 4. We can see that as the revenue parameter, $r$, increases relative to the cost parameter, $c$, the switching time decreases. When $r$ is much smaller than $c$, the switch happens later. When $r$ is approximately 0.2 times $c$, a switch no longer occurs and the population remains at the higher mixing level the entire time. This tells us that, for a mild illness like in our example, mixing should be reduced only if the cost associated with a sick infective is significantly greater than the potential revenue.

5.1.2. Effects of varying $M$ and $m$

For the SIS model, we defined $m$ to be the minimum mixing level and $M$ to be the maximum mixing level. The values of these parameters limit the intensity of the reduced-mixing strategy. Figure 5 shows us that increasing $M$ causes an increase in the switching time. This increase is about 10 days. We also see that increasing $m$ increases the switching time. In this example, there is a greater difference of about 15 days as $m$ increases. Therefore, changes in the lowest and highest possible levels of mixing could result in a significant difference in the amount of time spent at the lowest level of mixing.

5.1.3. Effects of varying $T$

The last optimal-control parameter we vary is $T$, the time horizon of the simulation. This parameter is an important component of the model and can represent the time for a vaccine
5.2. Sensitivity with respect to disease parameters

Next, we would like to see how changes in parameter values relating to the disease under study affect the optimal switching time for the mixing level. If these changes are significant, it may indicate that promoting mitigation strategies other than reduced mixing could be economically beneficial.

5.2.1. Effects of varying $\beta$

The first parameter we will look at is $\beta$, the transmission coefficient. In Figure 8, we vary $\beta$ and find that decreasing the transmission coefficient means that mixing levels can be

Figure 5. Changes in switching time, $t_1$, due to changes in activity levels. In (A), we increase the maximum mixing level, $M$, from 0.5 to 1 while holding $m = 0.2$ constant, and in (B), we increase the minimum mixing level, $m$, from 0.01 to 0.5 while holding $M = 0.9$ constant. In both cases, we see that the switching time increases as the highest or lowest possible level of mixing increases.

to be developed, the time for an infectious disease to run through the population, or a fiscal quarter or year. For our example, $T$ was determined by the amount of time that communal pasture-based dairy operations are typically used. We can see, in Figure 6, the switching time increases monotonically with the terminal time.

In Figure 7, we see that the proportion of time spent at the minimum mixing level initially increases as the terminal time $T$ increases, but eventually, begins to decrease. For larger $T$, about 75% of the time is spent at the least active mixing level.
Figure 6. Changes in switching time, $t_1$, due to changes in the time horizon. This figure shows how the switching time changes depending on the terminal time of the simulation, $T$. We see that as the terminal time increases, the switching time also increases.

Figure 7. Changes in the proportion of time spent at the minimum mixing level due to changes in the time horizon. This figure shows that the proportion of time spent at the minimum mixing level initially increases quickly as the terminal time, $T$, increases. At around $T = 200$ days, this increase slows down. At about $T = 650$ days, the proportion of time spent at the minimum mixing level begins to slowly decrease.

raised sooner, as expected. Since the value of $\beta$ estimated from [63] is around $0.463 \times 10^{-4} (\text{indiv} \cdot \text{day})^{-1}$, using mitigation strategies that further reduce transmission may be effective.

5.2.2. Effects of varying $\gamma$

Another parameter that affects the spread of a disease is $\gamma$, the per-capita rate of recovery. As we increase $\gamma$, infected individuals recover sooner and reenter the susceptible pool faster. Figure 9 shows that, as we increase $\gamma$, the optimal switching time decreases. Therefore, decreasing the time to recover by developing effective treatment strategies is a beneficial mitigation strategy.

5.2.3. Effects of varying $I_0$

Lastly, it is common for a disease to spread through a significant proportion of a population before mitigation strategies are implemented. Therefore, we determine how varying the initial number of infected individuals changes the optimal switching time. Figure 10 shows
Changes in switching time, $t_1$, due to changes in $\beta$. We see that the switching time decreases quickly when we decrease the transmission coefficient, $\beta$, from the baseline value.

Changes in switching time, $t_1$, due to changes in $\gamma$. We see that as the per-capita recovery rate, $\gamma$, increases from $1.0 \times 10^{-6}\text{day}^{-1}$ to $1.0 \times 10^{-2}\text{day}^{-1}$, the optimal switching time decreases from about 62 days to 42 days.

that if a greater proportion of the population is infected before reduced mixing strategies are implemented, mixing levels should be reduced for longer.

5.3. Sensitivity of the objective functional

Although the switching time is our key output and thus, the focus of our analysis, we also explore the effects of changes in parameter values on the objective functional. The figures showing these sensitivity analyses are included in the Supplementary Material. In general, the changes in the objective functional with respect to the disease parameters are as expected. Changes in the optimal control parameters can cause payoff to both increase and decrease.

6. Discussion

In this study, we formulated an optimal-control problem for maximizing economic output during an infectious-disease outbreak. We studied a problem that obeys SIS dynamics, and
Figure 10. Changes in switching time, $t_1$, due to changes in $I_0$. We see that as the initial number of infectives, $I_0$, increases from $0.001N$ individuals to $1.0N$ individuals, the optimal switching time increases quickly from 0 days (always active) to 85 days.

we allowed the level of mixing in the population to range from the lowest possible level of mixing to the highest possible level of mixing.

We determined that the optimal solution used bang-bang controls. This meant that the population was either at its highest level of mixing or its lowest level of mixing at any point in time. We also found that there was at most one switch and that the population had to be at the highest level of mixing at the time horizon. This meant that there was either one switch from low mixing to high mixing or the population remained at the highest level for all times.

We were able to determine analytical solutions for our optimal-control problem, but we were not able to solve for the switching time explicitly. We were, however, able to determine the ratio of the revenue and cost parameters as a function of the switching time. From this, we found that if the ratio of the revenue and cost parameters was small, the population remained at the lower mixing level for longer. As the ratio increased, the switching time occurred sooner. This result emphasizes the importance of correctly identifying the revenue and cost parameters when working with real-world examples.

Next, we studied *S. aureus* GTB transmission using both numerical methods and our analytical solutions. We saw that the economic output was maximized when mixing was reduced for about half of the simulation. Furthermore, for our example, we found that while mixing was reduced, the outbreak was controlled and that once the switch occurred, the number of cases began to increase. We again emphasize that we studied a mild disease. For a potentially fatal disease, the cost parameter should be chosen to properly account for loss of life.

Finally, we analyzed how changes in parameter values affected the optimal switching time. For our example, we found that the optimal switching time decreased as the ratio of the revenue and cost parameters increased. Also, we found that when the revenue parameter was 0.2 times the cost parameter, no switch would occur. The optimal switching time increased as the values of the minimum and maximum mixing levels increased. This effect was stronger for the minimum mixing level. Also, the switching time increased with the time horizon. For our disease parameters, we saw that as the transmission coefficient
increased, the switching time rapidly increased towards the terminal time, and the switching time significantly decreased as the per-capita rate of recovery increased. The results of the sensitivity analysis indicate that it is beneficial to employ further mitigation strategies such as improving treatment options or vaccinations. Another parameter that had a strong effect on the switching time was $I_0$, the initial infected population. Since the prevalence of $S. aureus$ infections in a herd can be high, this is an important value to consider when implementing reduced-mixing control strategies.

An important component of this work is that we were able to determine closed-form analytic solutions for the optimal-control problem of maximizing economic output during an outbreak. These solutions, however, are for a simple disease model that assumes a constant population size, does not consider a discount term in the objective functional, and lacks classes such as exposed, vaccinated, or deceased. When performing a similar analysis on infectious diseases with more complex dynamics, it will be much more difficult to obtain closed-form solutions. Future work may include incorporating these more complex dynamics into our optimal-control problem and working with real-world data.

An assumption of our optimal-control problem that may be limiting is the assumption that infected individuals mix with the general population, but do not produce revenue. If isolation is not an option, mixing with the general population may still occur. We assumed that individuals do not produce revenue when sick as they may be unable to work or to produce usable goods.

If infected individuals can be asymptomatic or can still be productive when symptoms are mild, we can include a parameter, $0 \leq \sigma \leq 1$, that represents disease severity. If $\sigma = 1$, the disease is very severe, and if $\sigma = 0$, the disease is completely asymptomatic. We can then write the revenue produced by infected individuals as

$$\max \int_0^T r_a(t) [N - I(t)] + a(t) r (1 - \sigma) I(t) - c I(t) \, dt. \quad (23)$$

In this paper, we assumed $\sigma = 1$.

We have recently begun analyzing optimal-control problems using objective functional (23) with various levels of disease severity. So far, we have found that the optimal control is still bang-bang. In this case, however, we have found instances where multiple, coexisting extremals are able to satisfy Pontryagin’s maximum principle. Depending on the values of $\sigma$ and $I_0$, some of these solutions have two switches. Theoretical studies suggest that optimal-control problems can routinely possess coexisting extremals [42,54]. These have, however, rarely, if ever, been reported in numerical optimal-control studies of diseases.

In this study, we focused on determining how a population should behave during an outbreak in order to maximize economic output. The population size we used is on a business or farm level. This problem can be scaled up to represent larger populations, such as a region or country, or scaled down to represent even smaller communities. The scale of the problem can be changed by changing parameters like the population size, the revenue parameter, and the cost parameter. A population of any size, however, is not homogeneous in risk of infection and in the consequences of infection. For example, an individual who is able to work from home may behave differently during an epidemic than an individual who must work in-person. Moreover, a large dairy farm in good financial standing may be able to use different reduced-mixing strategies than a smaller dairy farm. Therefore,
an interesting follow-up question to this research is what an individual’s optimal strategy might be during an infectious-disease outbreak.
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