Experimental Planning Factorial: A brief Review
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Abstract— The optimization of experimental relevance parameters can be considered one of the most critical steps in a scientific work according to the chosen model may contribute to a result that does not match the true great. Thus, it is of utmost importance to the observation of the effects of the variables and the interaction between them in a given system, and the multivariate optimization systems, based on factorial design of experiments, a useful and simple alternative, given the need to assess simultaneously the effect of a large number of variables and their interaction between them from a small number of trials. In this paper, we present concepts related to optimization of multivariate procedures with emphasis on experimental design systems experiments and their application in studies of various areas of knowledge, proving its efficiency in the analysis of multivariate systems. Inclusion criteria for articles were: original articles and research on factorial experimental design in common use in laboratories in different fields of research, including studies and pre-installation already installed and in Portuguese, English and Spanish.
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I. INTRODUCTION

Perhaps one of the most critical stages of a scientific work is related to the optimization methodology of experimental parameters of relevance. According to the methodology chosen is not always possible to evaluate the interaction between the variables and may contribute to a result that does not match the great or true. then make use of methodologies factorial experimental designs that can analyze multiple variables at the same time to the same factor (CUNICO, 2008; PERALTA-ZAMORA, 2005).

Freund; Wilson; . Mohr, (2010a) and Dias-Mayer et al, (2017), points out that the methodological systems planning of the experimental projects, the methods must be carefully analyzed, being sophisticated techniques with statistical experiments (ANDERSON; WHITCOMB, 2010), for the purpose of collection data or evidence has the objective of contributing to an investigator to exercise knowledge about one or more questions about his work.

To better understand the processes that are being monitored in a particular research is of utmost importance to the observation of the effects of the variables and the interaction between them (NETO et al 2007; PEREIRA FILHO et al., 2002). In this sense, the optimization of multivariable systems have shown great momentum and is useful in various fields of knowledge, received attention in studies involving biotechnological processes (PERALTA-ZAMORA et al. 2005).

Moura et al (1999) mention about the advantages of employing a multivariate analysis on the recognition of genetic mismatch along allow identification of genetic variability sources, the size of each character analyzed for genetic divergence as well as the levels of P (phosphorus) more appropriate, in addition to the best combinations with greater chances of success for crosses.

In their study, the authors mentioned above, investigated the feasibility of multivariate analysis to identify sources of genetic variability among lines of sweet pepper, whereas nutritional efficiency R and the most appropriate doses, as well as the most appropriate feature of the plant to the selection process .

Silva et al (2016) was used in multivariate analyzes together exploratory study units known as clustering. A hierarchical method with main components to assess the associations between the production components and product doses Ribumin, a conditioner of soil, applied in corn cultivars. The purpose of the multivariate analysis technique for grouping is to gather
the sample units and groups so that there is homogeneity within the group and heterogeneity between them.

However, multivariate optimization systems, based on factorial design of experiments, have proven a useful and simple alternative given the need to simultaneously evaluate the effect of a large number of variables and the interaction between them from a small number of trials (PEREIRA FILHO et al 2002:, PERALTA-ZAMORA et al 2005:, CUNICO et al 2008).

Freund; Wilson; Mohr, (2010b) points out that in the factorial experiment is expected to examine the effect of two or more causes the same type of sampling unit. On a study laboratory factorial experiment can be utilized to analyze the differences in the yields of several varieties, as well as the different levels of function of a microorganism, for example. A model in each combination in all levels of factors are applied. The It is experimental units. From this perspective, understand and project the statistical control of all experimental units of a sample leads to excellence of quality of processes of goods and services of the final product to be desired.

to get nenot score in results of surveys algorithms require data simultaneously applying several factors for each experimental unit in a biotechnology laboratory it is necessary to check its quality and veracity, using bases STATISTICsato validate the survey data to be indexed. Thus, the process of Experimental Planning Factor, it is an essential factor for the development of work in order to mitigate errors in front of tests to a job (FREUND; WILSON, MOHR, 2010b; LEARDI, 2013).

The Experimental Planning Factor It is one statistical tool that can be used to check the logic of the real synthesis method and establish whether it is necessary to revalidate the tests used to access the data provided in a search. A factorial experimental design defines the imposition to make changes in the data production of synthesis in order to establish control of processes such as monitoring and control of processes with the purpose of detecting possible upgrades in the development and processes of research tests. Additionally, it assists in in taken preventive decisions, becoming thus intended action to eliminate the possible causes of an impending shift of an unwanted situation in order to prevent these causes can come actually to occur (ANDERSON; WHITCOMB, 2010; FREUND; WILSON, MOHR, 2010a, 2010b).

Anderson; Whitcomb (2010); Bishop; Petersen; Trayser, 1982; Day-Mayet et al. (2017) having a factorial experimental design is to have a tool that allows to investigate each sample tested during the research meeting the requirements of procedures and protocols used by the researcher, in which, prior to testing, if performed a bibliographic. EssThe review should have a focus at synthesis duality systems, to demonstrate that what isThe producing or being analyzed has been previously validated even if the work is unpublished, demonstrate that to then have the final product quality. Research requires adequate statistical power, sufficient sample to detect scientifically sound effects (JAN &SHIEH, 2016).

1.1 Multivariate Analysis Tools

According Bracarense; Takahashi (2014) and Anderson; Whitcomb (2010) by joining one factorial design becomes important to its use as a part of a gradual improvement process to identify areas of stress that can be allocated effectively. Factorial Experiments are tools like ANOVA, DOE, factorial design 2k, 3k or Periodic Review product (RPP), among others factorial experimental designs that can evaluate possible unwanted situations that the experiment could suffer.

ANOVA can be used to estimate the main effect of each variable and the interactions between them. The main effect is the difference between the average response of a particular variable in a level and this average response at another level, collapsing on the levels of all other variables (COLLINSet al., 2014). The analysis of variance (ANOVA) is considered the best approach when it is desired to relate various means (BOAVENTURA et al., 2017).

But the design of experiments (DOE) provides a conceptual interface through research that disrupt a phenomenon in order to understand their behavior and it is a way to understand the process through the establishment of mathematical relationships from beginning to end of the process (POLITIS et al., 2017; BESSERIS, 2013). Such planning is also an indispensable apparatus in any scientific endeavor that requires information collected Validation (BESSERIS, 2013). Efficiency and effectiveness in designing, collecting and explain the experimental observations are essential in many areas, from engineering to management, providing a solid foundation as the main tactic of research in the physical sciences, health and social (DEJAEGHER & VAN DER HEYDEN 2011,KNIGHT et al., 2012, OBERG & VITEK, 2009).

DOE is a statistical method to establish which variables are important in the process and in what conditions these variables should work in order to optimize the process (ILZARBE et al., 2008). Its fundamental structure for implementation as well as its conversion project and interpretation of data were established by FISHER & BENNETT (1990).

More broadly, an experiment can be defined as a procedure in which a system or process purposeful changes are made to variables in order to come to evaluate the possible undergone changes due to the response
variable, as in order to analyze the changes their reasons. The design of an experiment is the process of planning and executing an experiment. The statistical experimental design point is defined as the set of instructions to assign observational or experimental treatments units (FREUND; WILSON; MOHR, 2010a, 2010b).

Any experiment planning first begins with the definition of objectives, subsequently determined how it will measure performance and finally we list the controllable factors that can affect performance (KENNET; STEINBERG, 2014).

According Kenett and Steinberg (2014), for an experiment to be considered statistically designed, some issues require determination (Table 1).

| Questions                                                                 |
|---------------------------------------------------------------------------|
| 1  | Definition of the problem; Description of the problem of language, as was the identification, who is responsible for product / process consideration. |
| 2  | response variable; What and how will be evaluated; how data will be collected. |
| 3  | control factors; What factors can be controlled by the analyst, or planning decisions. |
| 4  | factor levels; What are the levels of current factors and what are the reasonable alternatives. |
| 5  | noise factors; What factors can not be controlled during regular situations, but can be controlled in an experiment, and what factors simply can not be controlled, but can be observed and recorded. |
| 6  | experimental matrix; What are the main effects and interactions of interest. What is the total number of runs of the experiment. What is the power required detection against which alternatives. What are the experimental conditions. |
| 7  | Number of repetitions of the experiment and order; What is the maximum number of replications in each experimental run. In which order experiment will be conducted. |
| 8  | Data analysis; How will data be analyzed? Who will write the final report. |
| 9  | Budget and project control; Who is responsible for the project. What is the budget. How will the calendar. What resources are needed. |

Note. Adapted from (KENNET; Steinberg, 2014).

The experimental design separates into two distinct phases: 1) screening phase (screening phase) and 2) modeling phase (phasemodeling) (BOXet al, 2005). During the screening process, a group of variables receives a consideration stochastic based on their power levels shown from one or more response (MONTGOMERY, 2006). Only statistically dominant effects are introduced to the modeling phase. Screening can help make the information acquisition costs and more manageable knowledge (THOMKE, 1998).

For screening experiments, we consider the maximum possible variables (WANG, 2007) And once the screening is completed the important factors are selected and studied through the use of more complete designs which include designs three factor levels and able to withstand the effects of quadratic growth or higher (POLITIS et al., 2017). However, in manufacturing processes it is necessary to explore some of the interactions between two factors taken into account for this, are chosen projects that are able to assess the interaction between these two factors. Being able to use the expertise in related fields and draw the experiment considering these interactions and leaving it to find the best design for the experiment (WANG, 2007).
It is necessary to consider some basic principles when planning an experiment in order to ensure that data is obtained in order to provide a correct analysis leading to valid conclusions regarding the problem under study, namely, the principle of repetition, the principle of casualization and local control principle (BORTOLINE, 2012).

This query or literature review possessed intended to check the registered specifications of experimental designs that may or may not be used in a search, your goal is to present a theoretical and didactic knowledge of varieties of methods of a factorial design so you can help in the understanding and production of experimental design in order to optimize the work on an experimental scientific research.

II. METHOD

To identify articles on the subject was held search in the databases PubMed, ScienceDirect, Scopus and Sciello. The factorial experimental designs have based on the study of the influence of each variable in response study, covering in its experimental field the effects of influence between the variables of the systems, and the search strategy consisted in the use of key words in English: 1. Factorial design, 2. Experimental planning, 3. Multivariate analysis and 4 factorial experiment. The following filters have been added to search on ScienceDirect: only journals; title, abstract; key-words.

After consulting the databases and application of search strategy, studies repeated between different searches were identified. Inclusion criteria for articles were: original articles and research on factorial experimental design in common use in laboratories in different fields of research, including studies and pre-installation already installed and in Portuguese, English and Spanish.

The grouped articles were excluded in order: repeated irrelevant review, other publishing formats (notice, short communications, perspectives, letters), and other languages. In addition, manual searches were made in reference lists of review articles found with the predetermined keywords.

III. RESULTS

After removal of the articles repeated between the different searches, the exclusion criteria were applied, as shown in Figure 2. Of the remaining 100 articles were retrieved 66 original research articles involving multivariate optimization in scientific papers in different areas of knowledge. Through manual search were recovered 2 more items. All articles related, after the exclusion criteria were related to the experimental design.
3.1- FACTORIAL EXPERIMENTS

The factorial experiment is a statistical tool that presents itself as a planned experiment, allowing you to observe the effects that several factors tend on a result. The factors from a variety of reactions allows to evaluate both a multitude of factors in an experiment (ANDERSON; WHITCOMB, 2010; WEBSTER, 2006; FREUND; WILSON; MOHR, 2010a, 2010b).

Factorial designs have the advantage of allowing the presumption of the effects of interaction between the various factors in addition to providing greater accuracy to estimate the effects of individual factors (DEY, 2011).

According to (PATIENCE, 2013), tools and techniques to plan, execute, analyze and apply results of experimental or development programs range from basic shapes such as trial and error, to detailed statistical plans that start with the selection of projects to identify factors as variables. According Patience (2013), the trial and error is present with the intuition of the researcher, namely his experience is effective when it begins to understand a problem. Patience (2013) states that despite the understanding, in most cases this strategy is inefficient compared to an experimental project, in which the factors are modified in defined increments at specific levels. Different, but with a didactic sense, LEITE LIMA et al., (2017) qualifies a variable according to its attributes.

The experimental factorial design is effective in the study of two or more factors (Jaynes et al., 2013). The main effect may be defined as the change in the response due to a change in the factor level. The effect of interaction between the factors understands that the difference of a factor is not the same at all levels of the other factors. The main set of effects and interaction effects are the factor effects (WU & HAMADA, 2009).

ANDERSON; WHITCOMB, (2010) and KAREL D.VOHNOUT (2003) state that a factorial design can be defined as full or fractional. A full factorial experiment is an action of the researcher to measure responses in the holiday combinations of factor levels. In full factorial experiments, the effects of the intervention components, or variables are independent, which makes it possible to estimate separately the main effect and their higher order interactions (JAYNES et al., 2013).

In addition, the factorial experiment is able to efficiently estimate the main effects by the average of the other effects, the geometric growth of their samples while additional variables are added (ALLORE & MURPHY, 2008). The full factorial experiment can be the most efficient way to investigate a series of intervention components (COLLINS et al., 2009). In many cases, the main effects of five, six, or more factors can be studied with adequate power using the same sample...
size would be needed for a single factor (COLLINS et al., 2009). Full factorial experiments are possible even with cluster randomization (DZIAK et al., 2012).

However, there is a disadvantage of the full factorial design. According LEITE Lima et al., (2017) and NAHUM-SHANI; DZIAK; COLLINS (2017) the disadvantage is the increase in the number of experimental tests, as the factors or numbers expand. In this way ALASONATI et al., (2015) recommends reducing the maximum possible number of factors and the number of levels of each factor, otherwise the experimental design will be slightly manageable and very complex model. Using this reduction strategy in the number of variables it is possible a focus on key factors or variables (ANTONY, 2002).

When there is a large number of experimental factors you need to consider a fractional factorial design (Cochran & Cox, 1957). Fractional factorial designs as well as offer many of the advantages of a full factorial design requires significantly smaller experimental conditions and is a variation of factorial designs, involving the use of a subset of the experimental conditions of a full factorial design, wisely chosen to preserve the main statistical properties (NAHUM-SHANI DZIAK Collins, 2017).

In a fractional factorial design only a fraction or a subset of the full factorial experiment is selected and used (Allore & MURPHY, 2008). The fractional factorial experiments have been abundantly used in various research areas (ZHOU, BALAKRISHNAN, & ZHANG, 2013).

The choice of which implement conditions has important consequences for the inference, this is done strategically, usually using software to allow an estimate of the effects of primary interest (DZIAK et al., 2012). The fraction is chosen by selecting one or more independent generators (FLEISS 1999) defining which variables are confused with the main effects (COCHRAN and COX, 1957).

The confounded effects cannot be estimated separately and distinguished from each other because the experimental levels of each matrix are identical in the experimental design (ALLORE & MURPHY, 2008). The interactions of more than two variables are considered harmlessly confused while the misconception about the main effects and two-way interactions need to be carefully considered (ALLORE & MURPHY, 2008). The procedure called blocking in factorial designs occurs when it is not possible to perform a large number of homogeneous plays together when this occurs the division into smaller executions is necessary, and is connected to confounding phenomenon (RAMAKRISHNAN, 2005).

To ensure that the effects of importance are not placed together is essential for the fractional factorial design to be chosen a definition of relationship, which usually covers the choice of settings to ensure that only the words corresponding to factor the effects of higher order are included in relation (WOODS & LEWIS, 2017).

The resolution of a plan indicates the highest degree of interaction that is not confused with other interactions of the same order (COCHRAN & COX, 1957). This type of experiment can be useful when resources are limited or the numbers of experimental factors are larger, allowing the use of smaller numbers of tests (PATIENCE, 2013).

Furthermore, in clinical studies also using partial factorial experiment. The partial factorial experiment is a study where the population is randomized. The study is a randomized controlled clinical trial use in medicine where certain variables that can be controlled, can seek to identify the relationship between these variables. The study seek to identify the relationship of the use of a drug and the improvement of patients. If you can control a determinant factor in at least a factor of interest and a subset of this population is randomized on one or more factors. The choice of how to restrict the random assignment has been determined by economic constraints, geographical or clinics (ALLORE & MURPHY, 2008).

Second STEWART (2005) and LEITE LIMA et al., (2017) the factorial design is basically to conduct a survey of factors of a given experiment to analyze and evaluate the effects they exert against each other and on the final product. Still LEITE LIMA et al., (2017) this final product is the number of tests performed.

3.2 - Factorial designs 2K

Several authors have considered the factorial design as an important statistical tool capable of generating precise and accurate results, and enable the evaluation of multivariate way systems, optimizing all the variables that were part of the experimental system COSTA et al. (2006). Its application can be verified (Table 2) and is used in various projects developed in different areas of knowledge.

In general, this type of design is represented by k, where b represents the number of levels chosen and k the number of variables or factors (CUNICO et al., 2008). The levels are commonly called "high" and "low" or "absent" and "present," represented as follows: "+" and "−", "0" and "1", respectively (BORTOLINE, 2012).

This model is able to demonstrate the outstanding advantages of factorial design in a series of single factor studies. A wide range of research problems associated with interactions, main effects, among others, can be examined in terms of a linear combination of the average effects. It emphasizes that the designated linear comparison is the hypothesis of interest and reveals essential information.
that can not be obtained from only factor studies (JAN & SHIEH, 2016).

Factorial Experiments two levels have the advantage of the fact does not always refer to a quantitative parameter can be used for qualitative questions, but also have pitfalls. They have only an approximation within experimental range; It does not contain replicated information; and being performed in just two levels are not able to consider quadratic terms (BRERETON, 2018).

Because they are easy to use the factorial design of two levels are widely popular, moreover have simple calculations, but when the number of factors is considerable number of experiments to be performed becomes large, the front that makes it necessary to use other types of experiments (BRERETON, 2018).

3.3 - WORKS OF RESULTS WITH PLANNING FACTOR

Several authors have considered the factorial design as an important statistical tool capable of generating precise and accurate results, and enable the evaluation of multivariate ways systems, optimizing all the variables that were part of the experimental system COSTA et al. (2006). Its application can be verified (Table 2) and is used in various projects developed in different areas of knowledge.

| Methodology | Reference |
|-------------|-----------|
| Randomized block design with factorial design | Moura et al. 2012, Silva et al. 2016, Lisboa et al. 2016, Cajazeira et al. 2018, Gobbi et al. 2008, Silva et al. 2018 |
| Completely randomized design with factorial design | Chagas et al. 2013, Tomala et al. 2014, Peralta-Zamora et al. 2005, Fandin and Duran 2004, Cossa and Sirqueira |
| Full factorial design on two levels | Santos et al. 2018, Lima and Gouveia 2012, Maretti, E. et al. (2016), Antony, J. (2002), Costa et al. 2006, FREUND; WILSON; MOHR, 2010a, Neto et al. 2007 |
| Simple factorial design | Webster, BJT (2006), Macagnan et al., 2017, KATOVIC et al., 2001, Jan, S. & Shieh, G., 2016, Alasonati, E. et al. (2015), Zhou, Q. et al. (2013), Wang, PC (2007), Jaynes, J. et al., 2013 |
| Fractional factorial two levels | Dziak, J. et al., 2012, Besseris, G., 2013, Collins, L., et al., 2014, Allore, H. & Murphy, T., 2008, Allore, H. & Murphy, T., 2008 |
| Factor planning with central points | Pereira Filho et al. 2002 |
Factorial design in three levels
Full factorial design (2^k), individual experiments (2k), single factor (k + 1) and Fractional factorial design

Investigated the work, according to the table mentioned above it was established the importance of using this model in the evaluation of statistical experimental data (Figure 3) to generate a precise answer and quality in various areas of knowledge, as described below.

To Cossa and Sirqueira (2009) factorial arrangement enabled him to assess the multivariate way system and correlate all the variables related to the experimental system, they evaluate the use of tire compounds with polypropylene powder, in order to check the influence of input variables, represented by (Tire powder, dicumyl peroxide and bismaleimide) on the response variables, comprising (tensile, elongation and oil swell).

Similar, Cunico et al. (2008) found the practical application of experimental design in the statement of a study of relevant operational variables optimization, aimed at curing of methyl methacrylate (MMA) from the commercial acrylic glue B20 (BERKEL).

Since Chagas et al (2013) used a factorial arrangement 5 x 2 to evaluate the performance and pathophysiological of tambaquis responses (Colossoma macropomum) fed with feed supplemented with β-glucan corresponding to five different concentrations of immunostimulatory two sampling times.

For this same species, (TOMALA, 2014) with the objective of evaluating the consumption of oxygen according to body weight at different temperatures, we used a completely randomized design with a factorial arrangement 5x3x3, and (40, 60, 90, 140 and 250 g), and (21 26 to 31 ° C), respectively, with three replications. Associated with other statistical tool. ANOVA, the results showed that oxygen consumption is related to temperature and inversely proportional to body weight.

Amaral et al (2017) used the experimental design for assessing the production of protease Aspergillus niger (SIS18) present in agroindustrial waste media, whey and cream residue. In his work took 22 type, ie adopted two levels +1 and -1 with two variables represented by the serum concentrations of glucose and Leite to the Leite and cream and residual glucose concentration for the second residue tested.

Also according to the authors, it could be seen through the results expressed in matrix encoded factorial design, that was maximum proteolytic activity in the assay two, ice cream and represented by residue glucose concentrations.

Already Arancibia et al (2010) used the factorial design in two stages, in order to optimize a procedure for determining zinc in seawater using voltammetric square wave stripping voltammetry (SWAdsV). In both cases, we used the planning on two levels, with four factors at first, being the variables analyzedpH, concentration of oxine (Cox), time (TADs) and potential (Eads) and the second adsorption optimum values of pH and Cox, by variance analysis showed that these two are the most significant parameters mentioned. The factorial analysis showed the best contractions are 6.0 to 25 mmol L^-1, respectively.
Peloí (2016) determined the antioxidant capacity and determination of total flavonoids in Verbena minutilflora also appealed to the factorial design. Initially used in the extraction method where the variables for the determination of antioxidant capacity were pH, liquid extraction method, and extraction time. Subsequently the determination of total flavonoids evaluating variables: the concentration of hexamethylenetetramine, type of acid, acid volume, and heating time. According to their results the authors concluded to be the factorial design an important tool for extraction optimization of chemical components in natural products.

The effect of some variables on the enzymatic hydrolysis of sugarcane bagasse was investigated by Lima Gouveia (2012) using the factorial design at two levels with four variables 24, temperature, stirring (rpm), ethanol concentration and steps of adding enzymes, the latter being variable that showed significant result according to the authors.

A randomized block design in a factorial 4 x 2 + 6 was adopted by Lisboa et al (2018). This type of design, beyond the principle of repetition and randomization, considers the principle of local control by establishing blocks. In his factorial design, the authors contemplated four cultivars of common bean intercropped with hybrid cultivars of castor, plus the cultivars mentioned in monoculture. Together with other statistical tools, the aforementioned authors were able to identify which of the tested bean species showed better adaptation to the consortium with castor hybrids. Marett et al. (2016) used full factorial design of two levels, with no focal points and with three replicates for each level to assess the influence of new parameters pre-freezing of post SLNas (sets of solid lipid nanoparticles) and factors related to the process of pre-freezing aiming to increase the inalabilidade SLNas filled with inhalable rifampicin. From the application of a DoE the author concluded that a quick freezing associated with a certain degree of dilution of the sample prior to the freezing step was able to refrain from the use of cryoprotectants, leading to extremely inhalable SLNas production showing income powder they require the use of excipients.

IV. FINAL CONSIDERATIONS

Given the above it was found that the experimental design is a very important tool in the application of statistical analyzes in scientific papers, to allow a more complete analysis covering all the variables that make up the system, evaluating them simultaneously from the one fewer experiments compared with other univariate models. We found that many of the works for this article the most essential relative contribution resulting from the interaction of the researchers who make use of statistical methods has been to bring a better understanding of the logical questions that relate to the study. Further to this, we note that many of the scientific contributions are made during the early stages of the experimental design, which proceed to formal consideration of questions of a statistical project with data analysis.

Its application proved effective in the various areas of study, such as medicine, chemistry, agribusiness, veterinary, biotechnology and pharmaceuticals, reinforcing the finding of other authors of the force that this type of system has shown in recent years in various fields of knowledge. A large fragment of statistical literature focuses on the contribution that aleotorização and factorial experiments, and other formal statistics beliefs, contribute to the logic of the development of experimental programs.

A limited number of authors argue the methods that can obtain quantitative and qualitative information that is important to the logo of the period of project planning stages for a search. In examples we can mention that this important information can be obtained from construction diagrams with logic that should describe the proposal of the actions of experimental programs that the researcher want to study. Create exercises diagrams serve as a stimulus to manage evidence to support the needs of the shares, to remove logical inconsistencies in the experimental approach or to generate new ideas.
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