Intermediate levels of scientific knowledge are associated with overconfidence and negative attitudes towards science

Overconfidence is a prevalent problem and it is particularly consequential in its relation with scientific knowledge: being unaware of one’s own ignorance can affect behaviours and threaten public policies and health. However, it is not clear how confidence varies with knowledge. Here, we examine four large surveys, spanning 30 years in Europe and the United States and propose a new confidence metric. This metric does not rely on self-reporting or peer comparison, operationalizing (over)confidence as the tendency to give incorrect answers rather than ‘don’t know’ responses to questions on scientific facts. We find a nonlinear relationship between knowledge and confidence, with overconfidence (the confidence gap) peaking at intermediate levels of actual scientific knowledge. These high-confidence/intermediate-knowledge groups also display the least positive attitudes towards science. These results differ from current models and, by identifying specific audiences, can help inform science communication strategies.

It has been argued that ‘no problem in judgement and decision making is more prevalent and more potentially catastrophic than overconfidence’\(^1\). Overconfidence can be broadly defined as a bias that makes people have a subjective assessment of their own aptitude that is greater than their objective accuracy of such aptitude. These subjective assessments lead to calibration errors with people both overestimating (overconfidence) or underestimating (underconfidence) their ability. A well-studied example concerns how confidence varies with knowledge: does possessing knowledge also come with accurate metacognition about one’s knowledge? That is, are the ones who know less aware of it or, conversely, ‘Do those who know more also know more about how much they know’?\(^2\) If metacognition was perfect, one should expect a linear relationship between how much one knows (knowledge) and how much one thinks one knows (confidence) (Fig. 1a, yellow line). However, there is now general agreement that a perfect linear relationship does not exist and that miscalibrations in the internal representation of accuracy can have dire consequences\(^3–6\). Therefore, accurately identifying populations more at risk of overconfidence is fundamental. Notably, ref. 7 have shown that, at best, there is a weak correlation between knowledge and confidence (Fig. 1a, purple dashed line), with the least knowledgeable being more likely to overestimate their skills. In particular, the Dunning–Kruger effect has been identified in controversial antiscience movements, such as vaccine hesitancy and opposition to genetically modified foods\(^8,9\) and overconfidence can play a role in pandemic control and science communication in general.

Since the publication of the original Dunning–Krueger effect, the field has accumulated a large body of evidence and evolved to suggest a more nuanced pattern than the original proposal. For example, several studies indicate that the main tenet of the effect—that the unskilled are unaware of their lack of skill—might not be universal\(^10–13\), such that not all unskilled people are unaware and different authors, including
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Dunning, have tried to replicate the effect in different circumstances and countries, finding that overconfidence follows individual and cultural trends. Moreover, gauging confidence or knowledge faces its own challenges as the metrics themselves are never perfect and might not be universal or even independent. Therefore, there is reason to believe that the relationship between confidence and knowledge is modulated by several factors, including methodological as well as analytical issues, among which we highlight two. First, the confidence measures typically used in this research often rely on self-reported metrics, whereby participants are asked how well they believe they performed on a given task and this can introduce important biases: participants often show social desirability bias and struggle to accept limitations publicly, with many people offering answers to survey questions even when the subject is fictitious. Furthermore, people are often motivated to view themselves in a positive light, which can also lead to distortions in self-report. Moreover, subtler measures of confidence (for example, response times, skin conductance, brain imaging) suggest that the unskilled often show doubt at a more implicit level. Second, Dunning–Kruger-type studies typically present both knowledge and confidence in comparative scales, in which respondents are asked to compare their performance to the performance of others (for example, student participants in ref. 7 were asked to compare their ability to recognize humor in relation to the average student, using percentile ranking), making it difficult to distinguish between poor self-assessment or underestimation of others’ abilities. In addition, these comparative assessments are often presented in quartiles, which can hide important variability, by grouping together respondents with very different mean knowledge or confidence, as Dunning and Kruger have also observed. However, as the extremes of the distributions often include very little data, not grouping them could also lead to treating noise as signal. Still, it is broadly accepted that the least knowledgeable tend to show the largest confidence gap or, in other words, that the least knowledgeable are often the most overconfident and this was recently restated in relation to controversial science issues, in a study that assesses both objective scientific knowledge and subjective self-assessment.

Here, we use a different approach to address both these issues. First, we introduce a new metric, based on the premise that ‘don’t know’ versus incorrect answers to knowledge questionnaires can be used as a proxy for confidence and we examine how this indirect confidence varies with knowledge. Second, we apply our metric to several large surveys, conducted over 30 years in Europe and the United States. Third, we analyze these surveys over their full range of variability (instead of considering only performance quartiles) and compare their results to three different models: the already described perfect-metacognition model expectation that confidence should grow linearly with knowledge, the Dunning–Kruger pattern of almost no relationship between the two variables and a third model that introduces the possibility of respondents guessing, which could lead to an overestimation of individual knowledge.

We find that, unlike what is suggested by previous work, overconfidence is not highest among the least knowledgeable but rather at intermediate-knowledge levels, in all three models. We further test this result using two non-comparative direct confidence metrics and confirm the trend that confidence grows faster than knowledge, leading to populations that have some knowledge but strongly overestimate it. Finally, we investigate public attitudes towards science and find that this intermediate-knowledge group also corresponds to the one displaying the most negative attitudes. We discuss the impact of our findings in the broad field of overconfidence studies and science communication and how our model, if correct, can guide future research.

Results

Nonlinear relationship between knowledge and confidence

Figure 1a depicts possible models for the relationship between knowledge and confidence: in the case of perfect metacognition, confidence should grow linearly with knowledge (yellow line); if confidence is independent from knowledge, we should observe no correlation (horizontal blue dotted line); and if confidence grows faster than knowledge, we could observe a nonlinear relationship between the two variables (example in the solid purple line). In the case of the Dunning–Kruger effect, confidence would either grow moderately with knowledge (dashed purple line) or be largely independent (‘better than average effect’) would also predict a close to horizontal line, with higher than 50% average confidence.

As mentioned, most studies that assess this relationship use different types of tasks but mostly rely on self-reported confidence measures, which may introduce bias and confound the relation between...
metacognition and motivated processes. Moreover, these results are often presented in quartiles, hiding important variance, particularly in the most extreme groups. To minimize these issues, we introduce an indirect confidence variable (Fig. 1b) and apply it to very large surveys.

The indirect confidence metric is conceptually very simple, relies on widely consensual science knowledge and can be applied to all knowledge questionnaires of the format true/false/don’t know: when given those three options, an individual with perfect metacognition should either offer the correct answer or answer ‘don’t know’. Thus, if incorrect answers correspond to situations where individuals believe they know the answer when in fact they don’t, this represents a measure of overconfidence. As the proportion of incorrect answers corresponds to a deviation from the ‘ideal’ number of zero, it may be interpreted as a calibration error and used to estimate how confidence varies with knowledge. Figure 1b and Extended Data Fig. 1 show some examples: (1) in the case of perfect metacognition, there should be no incorrect answers and no calibration error (yellow line); (2) the Dunning–Krueger effect would predict the fraction of incorrect answers to be higher in lower knowledge groups—dashed-green line; (3) if confidence does not vary with knowledge, the ratio should be similar for all knowledge levels and in the particular case of random answering, both incorrect and ‘don’t know’ answers would have the same probability of occurring (dotted blue line); and (4) if overconfidence grows with knowledge or if respondents guessed only when they did not know the answer, the proportion of incorrect answers should increase (large-dashed grey line). These scenarios give rise to monotonous relationships between confidence and knowledge and, except for the fourth, presume overconfidence to be independent from, or decrease with, knowledge. Therefore, all deviations from these predictions are informative.

To test our metric and eliminate the need for grouping respondents in quartiles we applied it to three large-scale surveys on public understanding of science. These surveys (which we refer to as the Eurobarometer (EB)15, General Social Survey (GSS)16 and Pew Research Center’s American Trends Panel (Pew)17 datasets) asked several general science questions in a true/false/don’t know format (offering two or more possible options) to a total of 96,039 respondents across the United States and 34 European territories, spanning a 30 year period (Extended Data Table 1 and Supplementary Tables 1 and 2).

For each knowledge level, Fig. 2a,d,g show the average proportion of correct (yellow), incorrect (purple) or ‘don’t know’ (green) answers across participants and Fig. 2b,e,h show the distribution of participants with different proportions of ‘don’t know’ (green) and incorrect answers (purple). Respondents in all three surveys offered a sizable number of incorrect answers and these are not randomly distributed: the fraction of incorrect answers varies with knowledge: as the number of individuals who almost never offered wrong answers shrinks very fast this generates a nonlinear relationship, with respondents on both extremes (very low and very high knowledge) offering proportionally more ‘don’t know’ answers and being more likely to never answer incorrectly (Fig. 2b,e,h, dark green bars). To reduce the risk that ‘don’t know’ answers correspond to low-effort answering, we repeated the analysis after removing all straightliners, defined as participants who offered the exact same answer (true, false or don’t know; Supplementary Methods) throughout the knowledge scale and observed a similar pattern (Supplementary Fig. 1).

Overconfidence peaks at intermediate-knowledge levels
Following from our argument that the proportion of incorrect answers can be interpreted as a calibration error, the black dotted line in the middle column of Fig. 2 (marking the fraction of individuals that offered a similar number of incorrect and ‘don’t know’ answers, per knowledge bin; Methods), could be considered a metric of overconfidence. As there are different possible null models regarding the expected proportion of incorrect answers (Fig. 1b and Extended Data Fig. 1) and as varying these assumptions changes the calibration error, we tested different baselines. First, we note that the described models (perfect metacognition, Dunning–Krueger effect) assume not only that different metrics perfectly gauge knowledge but also that the metrics of confidence and knowledge are independent and this is rarely the case (for example, asking respondents to subjectively assess their knowledge before or after they have answered objective knowledge questions might alter their answers40). But this lack of metric independence is particularly obvious for our indirect confidence metric as we are using the same questionnaire to gauge both knowledge and confidence: some respondents can correctly guess the answer when they in fact don’t know, appearing more knowledgeable and this might introduce a bias in our results. For example, when there are only three options (as in the EB survey, true/false/don’t know) respondents who never guess and always answer ‘don’t know’ when they are unsure, would appear as less knowledgeable and simultaneously less confident. On the other hand, if the number of options in the questionnaire increases (for example, four possible answers and one ‘don’t know’ option, as in the Pew survey), guessing correctly becomes less likely and this effect should be less pronounced. Therefore, we simulated different answering strategies, varying the average knowledge and the proportion of guessers in the population. First, we found the parameter space that best fit the knowledge distributions observed in all three surveys (EB, GSS and Pew; Extended Data Figs. 2 and Supplementary Figs. 2 and 3). The best fits were obtained when ~25% of the simulated respondents were guessers (meaning that 75% of the respondents say ‘don’t know’ when they don’t know and the remaining 25% guess) for all surveys.

Then, using these fit parameters (proportion of guessers, average population knowledge and variance), we simulated the expected proportion of incorrect answers and used these simulations to estimate our expected values (represented as dashed black lines with arrows in Fig. 2b,e,h,k and detailed in the Methods). Thus, we compared our observed proportion of incorrect answers to four different models: (1) perfect metacognition, (2) random answering, (3) accuracy varying linearly with knowledge and (4) our simulated expectations, from respondents potentially guessing the correct answer. The calibration errors were calculated as the difference between the simulated (or expected) proportion of incorrect answers (null model) and the observed incorrect answers, per knowledge bin. Extended Data Fig. 3 shows the results for all models and the third column of Fig. 2 shows the calibration error using the simulated proportions as the null model. Consistently, the respondents identified as the least knowledgeable are not the most overconfident. In fact, the calibration errors are markedly nonlinear, peaking at intermediate-knowledge levels in the three surveys, despite these surveys having covered different populations and spanning three decades, from the first EB to the Pew survey (a quadratic model fits the data better than linear and constant models for all datasets; see Supplementary Methods and Supplementary Table 3 for statistical details). This is also true for most null models tested and this observation conflicts with both the perfect-metacognition model, which would predict constant, zero calibration error and with the Dunning–Krueger effect, which describes a higher confidence gap (or higher calibration error) at lower knowledge levels.

Nonlinear relation is robust and independent of metric
The observed nonlinear relationship could be specific to our indirect metric, to non-controversial science-related questions and/or to the analysed demographics. To test this, we followed three different approaches and: (1) compared between different demographics; (2) developed a new survey with both our indirect confidence metric and a more traditional direct measure; and (3) applied our metric to a previously and independently published study that reported evidence of the Dunning–Krueger effect in a controversial science-related topic41.

To compare across populations, we took advantage of the large span of the EB dataset and repeated the analysis per country, age, gender and educational levels. We found very similar trends across the 34
Fig. 2 | Overconfidence is higher at intermediate-knowledge levels. a–l, Data from EB (a–c), GSS (d–f), Pew (g–i) and Lackner (j–l) surveys. The subgroups of each column in a, d, g and j show the average fraction of respondents answering ‘don’t know’ (green), incorrectly (purple) or correctly (yellow), per knowledge level (number of questions answered correctly). Each column in b, e, h and k shows the fractions of respondents according to knowledge level (proportion of ‘don’t know’ to incorrect answers by quintiles of normalized ratios): dark green ≥0.8 normalized ratio (respondents with mostly ‘don’t know’ answers), light green ≥0.6 to <0.8, white ≥0.4 to <0.6, light purple ≥0.2 to <0.4 and dark purple 0 to <0.2 (respondents with mostly incorrect answers). Dotted black lines show the observed average normalized ratios (respondents are similarly likely to answer incorrectly or don’t know) with error bars indicating 99% confidence intervals. Dashed black lines with arrows show the observed average normalized ratio for the simulated agents. Calibration error in c, f, i and l is calculated as the difference between the real (observed, dotted black line) and the simulated (dashed black line) curves. DIOC, difference in observed confidence.
Grouping the lower knowledge levels hides nonlinearity

To our knowledge, this nonlinear relationship between knowledge and confidence has not been described and cannot be predicted by the perfect-metacognition model nor the Dunning–Krueger effect. It is robust and does not require comparative scales. As binning might be a relevant problem, particularly for skewed distributions and for extreme knowledge bins, we suggested that the Dunning–Krueger effect could be hiding important variability, by often relying on quartiles. Again, we tested this in three different ways. First, we plotted the knowledge distributions of all surveys (Fig. 3a,d,g and Extended Data Fig. 2) and confirmed that these are skewed to the right. Second, we repeated the analysis using our confidence metric but representing knowledge and confidence in quartiles (Fig. 3b,e, grey and black lines, respectively). Indeed, by using quartiles, the lower knowledge bins (five bins for the EB, seven for Lackner and four for Fernbach) group together in the first quartile and we now reproduce the Dunning–Krueger effect, with confidence varying little or growing approximately linearly between all knowledge levels, for both the indirect (Fig. 3b,e,h) and direct confidence metrics (Fig. 3f). Importantly, given the large size of the surveys, even the most extreme bins have a sizable number of respondents (>1,000 in the case of the EB; Extended Data Fig. 2), so it is unlikely that this effect is due to randomness caused by low numbers.

Finally, we took advantage of another independent question from the EB survey and used it as a proxy of direct confidence: the EB respondents were asked to estimate how informed they were regarding five different topics, including ‘new inventions and technologies’ and ‘new scientific discoveries’ and could answer on a three-point Likert-scale, with ‘very well informed’, ‘moderately well informed’ and ‘poorly informed’ options, plus a ‘don’t know’ option (Methods). There was a positive and significant correlation between answering ‘don’t know’ to the knowledge questions and to the science-related ‘how informed’ items (Supplementary Fig. 5). We then plotted the fraction of respondents answering that they were poorly (bright yellow), moderately (bright blue) or very well (dark green) informed, against the number of correct knowledge questions answered. These are now two independent metrics, with a self-reported confidence metric and again we observed that the less knowledgeable were more likely to answer that they were poorly informed but this was masked when we plotted the exact same data using quartiles (Extended Data Fig. 5 and Fig. 3c).

In summary, in all studies and for all confidence metrics, representing confidence using the quartile aggregation hides the observation that lower errors are found for low knowledge: the quadratic relation is revealed only when the analysis is done across the full knowledge levels (solid black line versus dotted black lines in Fig. 3b,e,h). It is important to again note that representing the calibration error using either the simulated or the perfect metacognition as the null models penalize the higher knowledge bins, with individuals who answered correctly all but one question appearing as overconfident. In fact, if we were to normalize by knowledge or use either random answering or linear growth of incorrect answers as null models (Extended Data Fig. 3), the largest calibration errors would be found for intermediate-knowledge bins only. Indeed, individuals in the most knowledgeable bins are more likely to offer almost exclusively ‘don’t know’ answers than are individuals in the intermediate-knowledge bins, for all surveys (Fig. 2b,e,h,k, dark green bars).

Altogether, this strongly suggests that, at least in the case of scientific knowledge, possessing some knowledge is more dangerous than having no knowledge, in the sense that the least knowledgeable are in fact aware of their limitations and it is the ones with some knowledge who have less accuracy.

Confidence modulates attitudes towards science

One possible important consequence of overestimating scientific knowledge pertains to public attitudes towards science, as recent studies on controversial science-related topics showed a role of overconfidence on negative attitudes towards science35–37. It is well-established that there is no linear relationship between knowledge and attitudes (unlike what the deficit model predicted38,39) and that such ‘attitudes’ can vary widely depending on the subject, context, political identity and so on37–40. Therefore, and since we found the largest confidence gap at intermediate knowledge, we asked whether the least positive attitudes towards science would also be found in those knowledge levels. The ‘were you interested in science in your youth’ (Methods and Supplementary Information) and Extended Data Fig. 4), also in line with studies from the United States38. However, as the EB does not offer stratified samples, the nonlinear relationship could still be due to the studied demographics. Thus, we developed a new survey (referred to as ‘Lackner’ throughout the paper). This survey focused on three countries (Portugal, Germany and Norway), with different average education levels that displayed different percentages of ‘don’t know’ avoidance in the EB (red in Extended Data Fig. 4d) and compared different confidence metrics. We started by selecting a sample of respondents equally stratified in terms of age, gender and education and repeated the EB knowledge questionnaire with the true/false/don’t know structure (Methods and Supplementary Table 4). Figure 2j shows the proportion of correct (yellow), incorrect (purple) and ‘don’t know’ (green) answers per knowledge level and Fig. 2k shows the distribution of incorrect and ‘don’t know’ answers. As before, the proportion of incorrect answers is smaller at low knowledge levels (Figs. 2i and 3e and Supplementary Fig. 4) and the calibration error, compared to a simulated baseline that replicates the observed knowledge distribution (Supplementary Fig. 3), peaks at intermediate-knowledge levels (Fig. 2i). Still, as this analysis focuses on our indirect confidence metric, we also included a direct confidence metric, resembling the format used in several papers that replicate the Dunning–Krueger effect, by asking respondents to estimate the number of items they thought they answered correctly. Figure 3f shows these self-reported answers per actual knowledge bin. We also calculated the calibration error as the difference between the number of self-reported correct answers and the number of actually correctly answered questions (Supplementary Fig. 4). Once again, confidence grows very quickly (and nonlinearly) in the early knowledge bins for both confidence metrics (Fig. 3e, dotted line; 3f, blue columns), for all calibration error measures except for one (Extended Data Fig. 3, bottom row) and in all three countries analysed (Supplementary Fig. 4). Interestingly, the trend in age, education and gender remained, indicating that some demographics might be particularly likely to overestimate their knowledge (Extended Data Fig. 4).

As our study focuses on scientific knowledge (and we do not have access to the original Dunning–Krueger effect data), we used available data from a 2019 paper that included a true/false/don’t know knowledge questionnaire (referred to here as the Fernbach survey). This paper used a self-assessed, non-comparative confidence metric and reported evidence of the Dunning–Krueger effect on the controversial topic of genetically modified foods. Again, when we plotted the proportion of incorrect answers (Fig. 3h), we observed that this proportion grows very quickly in the lower knowledge bins so that the least and most knowledgeable remain the more likely to answer ‘don’t know’ instead of incorrectly (dark green bars and dotted line).

Thereof and despite the limitations of the metric, we find that the effect is robust across countries, survey formats, scientific topics, distributions of knowledge and proportions of guessers and that different answering strategies alone cannot explain the observed effect of lower confidence in the lower knowledge bins.
We first plotted the fraction of 'don’t know' answers per knowledge level and found that, for every attitude item, with only small variations, the least knowledgeable are the most likely to offer no opinion to the attitudinal questions (Supplementary Fig. 6). Next, we analysed the attitude dependence on knowledge and found that all relationships are quadratic or asymptotic (the effect was particularly strong in the ‘agree’ answers, possibly due to the acquiescence bias; Methods). This nonlinear behaviour appears in all items, with what can be argued to be the most negative attitudes appearing at intermediate levels of knowledge (Fig. 4a, c, e and Extended Data Fig. 6), which also correspond to the highest confidence-to-knowledge ratios (shaded areas in Supplementary Fig. 7).

Therefore, attitudes are neither independent from knowledge, nor do they appear to be more negative in lower knowledge levels, as the deficit model would predict. From our analysis, many of the attitudes that can be identified as negative seem to be modulated by a combination of some knowledge and confidence, with overconfidence appearing at the intermediate-knowledge levels and reflecting itself in more negative attitudes towards science both in controversial and less-controversial topics. This has important implications for science communication and public compliance, discussed below.
In this paper we propose a new indirect, non-self-reported confidence metric, which does not rely on group comparison and a new methodological approach, which looks at the full knowledge and confidence distributions. Using neutral answers as a proxy for confidence, both for the knowledge and the attitudinal questions, we found that (1) confidence grows much faster than knowledge but (2) this growth is nonlinear, with the largest confidence gaps at intermediate- to high-knowledge levels; (3) this effect is robust across metrics and countries; and (4) the least positive attitudes towards science are found for these high-confidence/intermediate-knowledge groups, in both controversial and non-controversial topics.

This is different from what was previously observed and, although not the first demonstration that a little knowledge can be a dangerous thing (for example, ref. 41), might be due to different reasons, including methodological issues, namely that Dunning–Kruger effect-type studies often rely on quartile or model representations and that previous analysis of EB attitudinal items mostly ignore the so-called neutral answers. In fact, more recent work by Sanchez and Dunning provided evidence of a ‘beginners’ effect’, with confidence being low-to-moderate in the initial stages of learning a new task and growing very quickly after a few rounds of completing it, regardless of actual skill42. Despite being a different problem, as there is no correlation between number of trials and scientific knowledge, the fast increase in confidence and slower growth in skill or knowledge also results in nonlinear relationships. Indeed, this effect might be less obvious in questionnaires where there is no rule to be learned and applied to other similar questions (such as deductive-reasoning tasks). Another possibility is that our method uses confidence and knowledge variables that have a similar number of items, whereas Dunning–Krueger effect studies often have more options on the knowledge/aptitude than on the confidence axis (for example, ten different grammar questions versus one single ‘How do you compare with our peers on grammar’). Also, whether this effect is particular to scientific or another academic knowledge remains to be tested. Finally, our indirect confidence metric uses the same questionnaire to gauge both confidence and knowledge and this raises important issues regarding metric independence. Our simulations suggest that this alone cannot explain the results but might introduce some bias. Taken as a whole, this study also highlights how all metrics have issues and using different null models and analytical
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strategies, including binning, might strongly affect results. It adds to the important discussion of how to measure traits as complex as knowledge or confidence and the value of combining different tools, understanding the limitations of each.

Regarding the variation in attitudes towards science, we observed that the least knowledgeable were also more likely to offer ‘neutral’ answers to the attitudinal questions, indicating lower confidence (Supplementary Fig. 6). Previous studies described the least positive attitudes in the lowest knowledge bins but this difference might be due to the mentioned methodological differences in data binning and analysis (Supplementary Fig. 7). Still, this effect is much stronger in the EB dataset than in refs. 5,9 and there are at least three (non-mutually exclusive) explanations: (1) the EB surveyed many more people, unveiling important differences in the lower knowledge bins; (2) there is an important time gap between these surveys and the EB dataset, which preceded the wide expansion of the internet and of online social networks (misinformation and polarization have increased, possibly limiting the quality and diversity of accessible information, effectively creating large groups of misinformed citizens); (3) contrary to refs. 8,9, the EB mostly focuses on non-controversial science issues, while respondents on more contested subjects, such as vaccination, might have access to more information on those subjects (both true and false), have stronger opinions and believe themselves to be right (knowing the scientific consensus despite choosing not to follow it44). Moreover, the politicization of science, made obvious during the COVID-19 pandemic, together with an increase in political polarization, might deepen this divide. Therefore, if the described EB survey was to be repeated, we might observe differences in the gaps between confidence and knowledge and possibly a stronger polarization in the attitude items. Thus, and despite the known problems of knowledge surveys, a new round of a very similar questionnaire should be considered.

Our results indicate that the least knowledgeable show at least some evidence of good metacognition but that individuals with some knowledge are the most likely to overestimate it and to have less-positive attitudes towards science. Importantly, in all studies, most surveyed individuals are on this intermediate-knowledge and high-confidence level (Fig. 3 and Extended Data Fig. 2); this effect was not relevant in our analysis, as bins were normalized by frequency, but is fundamental at a population level, as those intermediate groups are likely to correspond to a large demographic. Conversely, studying the extremes of the distribution was very difficult using classic surveys (with typically low numbers of respondents) but is increasingly possible in the social media and digital era, allowing for a deeper understanding of diversity and identifying subpopulations.

This has clear implications for current science communication and debiasing approaches and strategies should differ as a function of which model is correct. First, if the Dunning–Krueger effect holds, then interventions should target the most unaware, similar to the deficit model; if the present model holds, then they should target those with some intermediate knowledge (corresponding to most of the population). Second, our model indicates that receptiveness to science will be stronger at the lowest and highest knowledge levels, where the confidence-to-knowledge ratios are also lowest. Therefore, offering information that is incomplete, partial or oversimplified, as science communicators often do, might backfire, as it may offer a false sense of knowledge to the public, leading to overconfidence and less support, further reinforcing the negative cycle. Third, if the lowest support for science comes from the overconfident, these might also be the ones more resistant to new information, especially if it contradicts their certainty, creating a negative reinforcement loop. This resistance can manifest as confirmatory tendencies or other cognitive biases. One debiasing intervention that has proven effective involves demonstrating to the overconfident that their sense of knowledge is illusory and it is important to share accurate information, while also conveying humility, both on the scientists’ and the lay public’s side and without colliding with individuals’ values and ideology. Finally, and although our results seem robust across demographics, there were interesting individual differences (for example, between genders; Extended Data Fig. 4). In line with recent work documenting individual variability in overconfidence, which can relate to certain personality dispositions, as well as incautious thinking styles that prompt people to jump to conclusions (that is, to make judgements without sufficient evidence; for example, refs. 61,62) and promote unscientific beliefs such as conspiracy theories. 

Taken together, our work suggests that, at least in the case of scientific topics, some knowledge is more dangerous than little knowledge and it is fundamental to develop multidisciplinary approaches, building from psychology, social media and complex systems analysis, to avoid such dangers.

Methods
Experimental design
This study takes advantage of large surveys in public understanding of science (existing or developed by the authors) to study how confidence varies with scientific knowledge. It introduces a new indirect confidence metric and tests it across many countries and years. All computations were performed using R v.4.2.1, Microsoft Excel 16, Wolfram Mathematica 10 and Jupyter Notebook 6.01.

We have complied with all relevant ethical regulations and a Data Protection Impact Assessment was evaluated by a certified Data Protection Officer. The Lackner survey obtained ethical clearance from the Nova School of Business & Economics Scientific Council (where the corresponding author was previously located and where the study started), following independent advice from its installation committee of the ethics review board, reference 13/2020, from 25 March 2020. We have also obtained informed consent from all participants in the Lackner study, who were paid through a third party (Respondi).

Survey datasets
Five different datasets were used, covering a large temporal range in Europe and the United States (Supplementary Table 1). The first three are large-scale surveys conducted by widely recognized entities, which focus on scientific knowledge and attitudes towards science and include scientific knowledge items in a true/false/don’t know format or similar. The fourth survey was conducted by us, in 2021, in Germany, Portugal and Norway. The fifth dataset is from a 2019 study on the Dunning–Krueger effect in a controversial science-related topic. For simplicity, we refer to these, respectively, as the EB, GSS, Pew, Lackner and Fernbach throughout the text. The detailed items used for analysis are in Extended Data Table 1 (knowledge items for all databases, except Pew), Supplementary Table 2 (Pew’s knowledge items) and Extended Data Table 2 (attitudinal items).

Eurobarometer. The EB dataset was obtained through five rounds of the Eurobarometer Science and Technology campaigns, from 1989 to 2005, surveying 34 territories, including European Union members, candidates at the time and other European Economic Area countries, totalling 84,469 individual interviews (mean age 44.66 yr, range 14–99 yr; 53.21% female). Unlike previous and subsequent campaigns, this set tried to gauge both knowledge and attitudes, in a consistent way. As there were differences both in the questions asked and in the possible answers, our dataset results from a harmonization effort that took the November 1992 (EB 38.1) round as a base and identified similar variables in the remaining four rounds. This harmonized dataset is referred to as the EB dataset throughout the text.
**General social survey.** The GSS dataset was obtained through seven rounds, biyearly from 2006 to 2018, surveying a panel of adults living in households in the United States (both English- and Spanish-language survey-takers)\(^9\). Datasets were homogenized on the basis of knowledge question items, resulting in 7,106 computer-assisted personal interviews (mean age 47.75 yr, range 18–99+ yr; 57.04% female). This dataset is referred to as the GSS dataset throughout the text.

**Pew Research Center's American Trends Panel.** The Pew dataset was obtained through the Wave 42, conducted by Ipsos Public Affairs (ipsos) from 7 January to 21 January 2019, surveying a probability-based online panel of adults living in households in the United States, totalling 4,464 online interviews (modal age group 30–49 yr (32.46%), range 18–29 to 65+ yr; 56.00% female)\(^10\). This dataset is referred to as the Pew dataset throughout the text.

**Our study (Lackner).** The Lackner dataset was obtained between April and May 2021 using Respondi (https://www.respondi.com) to recruit a stratified sample of respondents according to gender, age and years of education or age at education completed, covering Portugal, Germany and Norway. The survey was conducted online using the Qualtrics software. We received 1,436 respondents total from which 442 respondents failed the data quality checks (Supplementary Table 4), resulting in 994 respondents total (368 Portugal, 282 Norway and 344 Germany; modal age group 55+ yr (26.16%), range 18–24 to 55+ yr, 52.72% female; 9.19% unfinished questionnaires; Supplementary Methods). This dataset is referred to as the Lackner dataset throughout the text. The questionnaire (in the different languages) and the informed consent forms are annexed in the Supplementary Information.

**Study 2 (Fernbach).** The Fernbach dataset was obtained from ref. 9 through the Open Science Framework (https://osf.io/t82j3/). The data collection took place in July 2016 using the Qualtrics panel and reached a sample of 1,559 participants from France, Germany and the United States (mean age 48.07 yr, range 17–89 yr; 52.92% female). While the original paper includes other studies, study 2 had the largest sample and all knowledge questions referred to a single scientific knowledge area (genetics) which is relevant to a polarized topic (genetically modified foods). This dataset is referred to as the Fernbach dataset throughout the text.

**Knowledge variables**

The different datasets have different knowledge items listed in Extended Data Table 1 and Supplementary Table 2. The EB dataset includes 12 questions on general textbook science knowledge in a true/false/don’t know format with the indication ‘If you don’t know, say so and we will skip to the next’. While the EB dataset includes a thirteenth item about how long the Earth takes to orbit the Sun, we chose to discard it as it was dependent on answering a previous question correctly. The GSS includes nine questions in the exact same wording and true/false/don’t know format as used for EB with the indication ‘If you don’t know or aren’t sure, just tell me so and we will skip to the next question. Remember true, false or don’t know’. The Pew dataset includes 11 questions to test knowledge of science facts focusing on life science, earth and other environmental science as well as on applications of scientific principles, such as numeracy and chart reading and the understanding of scientific processes. Answers are collected, differently to the EB and GSS, in a four-option multiple choice format and with the indication ‘If you don’t know the answer, select not sure’. The Lackner survey included the same 12 questions of the EB and GSS in a true/false/don’t know format with the indication ‘If you don’t know, please say so’. Finally, the Fernbach dataset includes ten questions on genetics with a true/false/don’t know format that were introduced with the instruction: ‘For each of the following statements, please tell us whether you think it is true or false’.

We tested the independence of the knowledge items by calculating Spearman correlations and by performing a principal components analysis using our largest database, EB (Supplementary Figs. 8 and 9 and Supplementary Methods). As for the purposes of this project we were not so much interested in measuring individual knowledge as in finding relations between this measure and the other variables, we created a single knowledge variable, ranging from 0 (no correct answers) to 12 (all questions answered correctly). In the case of zero correct answers, these can have been answered incorrectly or as ‘don’t know’.

To obtain the knowledge quartiles, we calculated the three values that would result in an approximately equal division of the sample into four groups. As the number of items was reduced (12 in EB to 9 in GSS) and many participants had the same performance, the actual percentage in each quartile was not exactly 25%. As there was no reporting in the literature whether group intervals were typically closed on the left or on the right (for example, are those participants who have a performance equal to Q1 excluded or included in the first group?), we decided to use intervals closed on the left consistently in all databases, as that guaranteed no oversampling of the lowest quartile (observed percentages ranged from 17% to 25%). For Fig. 3, the knowledge quartile axis positioning (to be compared with the quartile’s average confidence as in the Dunning–Kruger effect studies) was calculated through the observed average knowledge ranking of participants in each quartile instead of assuming the theoretical quartile centroid (12.5%, 37.5%, 62.5% and 87.5%).

**Confidence in knowledge**

Confidence in one’s knowledge can be measured in different ways but typically involves asking subjects directly (self-reporting). Common measures include asking subjects how knowledgeable they believe they are regarding specific issues, how well they believe they performed on a certain test (before seeing the actual test results) or asking them to compare (rate or rank) themselves to putative others performing the same test or task. The EB, the Pew and the GSS did not include direct confidence metrics. We propose and use in the paper, an indirect measure of confidence in knowledge, defined as the ratio of incorrect to ‘don’t know’ answers in any knowledge questionnaire, as long as it had the format true/false/don’t know (or similar). The rationale is that an incorrect answer corresponds to an overestimation of one’s knowledge (more details in the main text). To normalize this ratio, we calculated the proportion of incorrect answers over all non-correct answers, as this allowed the data to be displayed in a way such that 0 would represent a ratio with no incorrect (for example, 6 incorrect and 0 ‘don’t knows’), I would represent a ratio with only incorrect (for example, 0 incorrect and 6 ‘don’t knows’) and 0.5 would represent a tied ratio (for example, 3 incorrect and 3 ‘don’t knows’), with meaningful in-between numbers (for example, 0.33 would represent a proportion of 1:2 and all equivalent ratios such as 2:4 or 4:8).

To experimentally test the new indirect confidence measure, we compared it with two other more direct measures. First, the EB dataset also included questions about how informed people were in five topics (‘I would like you to tell me for each of the following issues in the news if you are very well informed, moderately well informed or poorly informed about it?’): sports news, politics, new medical discoveries, new inventions and technologies, new scientific discoveries (new medical discoveries and new inventions and technologies were not asked in years 2001 and 2002). Participants were provided three response options: ‘very well informed’, ‘moderately well informed’ and ‘poorly informed’, plus a ‘don’t know’ option. Second, the Lackner survey included both the indirect metric and overestimation, which is historically used to measure confidence in psychology and cognitive science. Respondents had to self-report how many of the total items they thought they got correctly (‘Of the 12 questions you just answered, how many do you think you answered correctly?’).
Simulations
To gauge the impact of guessing on the knowledge distribution (and whether this could explain the observed low confidence at low knowledge levels) different answering strategies were simulated using R v.4.2.1, using ggplot2 for the figures. This was done in four steps.

First, we generated a baseline knowledge distribution to represent the true knowledge distribution of the agents. EB, GSS and Lackner displayed a bell-like distribution and Pew seemed to follow a more linear pattern. Following from this observation we opted to simulate an approximate normal and approximate one-sided triangular distributions. For the normal distribution, this was done by randomly taking 100,000 points, with mean (M) and standard deviation (s.d.) as variable parameters. The parameter space was explored by varying both M and s.d. and starting from the observed parameters in each survey (EB, GSS, Pew, Lackner and Fernbach; Supplementary Fig. 2). As guessing inflates the knowledge distribution, there is little point in exploring higher 'true' knowledge scenarios, so parameter estimation of M was asymmetrical, testing mostly scenarios in which true average K was lower than observed. Therefore, M was varied in ten steps of 0.5 (1 above and 9 below), unless it reached zero and s.d. was varied in six steps of 0.5, three above and three below the initial observed s.d., unless it reached zero. In the case of the Pew dataset, which displayed an obviously non-quadric distribution, a one-side, two-parameter triangular distribution was also tested and we used a regression equation to calculate the frequency of each knowledge bin, with b0 (intercept) and b1 (slope) as variable parameters. As before, we started from the observed b0 and b1 and tested ten steps for b0 and six steps for b1 of 0.005.

Second, we simulated the observed knowledge distribution, by adding agents who guess when they don’t know the answer and guess correctly with a frequency proportional to the number of options (2% or 50% in the case of the EB, GSS, Lackner and Fernbach and 4% or 25% for Pew). These correct guesses were added to that agent’s total knowledge score, who would appear to be more knowledgeable than the agents who never guessed. To vary the proportion of guessers in the population, we created combined distributions by weighing the sum of the two previous distributions. The weight was 0.25, 0.5 or 0.75, corresponding to the percentage of agents who would always guess when they did not know the correct answer. The frequency of agents who always answered DK was weighted by 1 minus (–) this parameter.

Third, we estimated the proportion of DK to incorrect answers for each knowledge bin, by finding the proportion of agents that came directly from the DK distribution (of step 1) and the proportion of agents that came from the guessing distribution (of step 2), for the different weighting processes. Thus, the proportion of guessers at a given bin represents the proportion of agents in that bin who would have used a guessing strategy (so that all other answers they provided were incorrect answers) and the proportion of agents who always say DK at a given bin represents the proportion of agents in that bin who would have always said DK when faced with an unknown question (so that all other answers they provided are of the DK type).

Finally, the combined knowledge distribution was compared to the actual knowledge distribution observed in each dataset by calculating the mean squared error (MSE) for each combination of parameters. A heatmap with the different MSE can be found in Supplementary Fig. 2. The parameter and distribution type combination with lowest MSE for each dataset is presented in Supplementary Fig. 3.

In our simulations, we can only reproduce a scenario in which the more overconfident are the least knowledgeable when we simultaneously decrease the mean knowledge of the population to very low values and increase the proportion of guessers to 75% but we also lose the quality of the fit (Supplementary Fig. 3), especially in the extreme bins. As anticipated, this reversion is first observed in the Pew survey, that also has a very non-normal distribution of knowledge levels, something that we cannot explain (Extended Data Fig. 2 and Supplementary Fig. 3).

Calibration error models
To obtain an estimate of overconfidence, different proxies for calibration errors were defined (Extended Data Fig. 3). In the case of the indirect confidence metric the calibration error is calculated as the difference between the observed proportion of incorrect and an expected number of incorrect, according to different null models. For the perfect metacognition model, the expectation is that there should be no incorrect answers P(D) = 0, varying between 0 (perfect calibration) and 1 (maximum overconfidence). In the case of random answering, the probability of offering the correct, the incorrect or the don’t know option should be the same P(D) = P(C) = P(DK) = 1/3 and the error varies between −1 (maximum underconfidence, less incorrect answers than expected) and 1 (maximum overconfidence). For accuracy increasing or decreasing with knowledge, different models can be used. In the simple case of linear increase or decrease, we can use as null models P(D) = (1−C)/Cmax or P(D) = C/Cmax, respectively, with Cmax corresponding to total number of knowledge questions in each questionnaire. In the paper, we use a more natural null, accepting that respondents will use a combination of knowledge and guessing, when answering these questions. Thus, we use the simulations described in the previous section that best fit the observed knowledge distribution in each dataset and the calibration error is the difference between the simulated proportion of incorrect answers for a given knowledge level and the actual observed proportion of incorrect and it varies between maximum overconfidence at 1 (for example, if the simulation expected no incorrect answers and the actual observed average is 100%), perfect calibration at 0 (the number of observed incorrect answers matches the expectation) and maximum underconfidence at 1 (if the simulation expected 100% incorrect answers and the observed average is 0). This allows us to account for the fact that people who use a guessing strategy will have inflated performance in the scientific knowledge scale. Extended Data Fig. 3 shows that in all cases, the lowest errors are found in the lowest knowledge bins.

Attitude variables and confidence in attitudes
The EB dataset contains ten core attitude variables listed in Extended Data Table 2. The number of attitude questions in each EB round varied from year to year but there was a core of ten questions homogenized from all rounds that have been used in subsequent studies. Since the GSS survey only included three of the ten attitude questions in the EB survey (marked with asterisk in Extended Data Table 2) and the Pew survey used different items, the ten EB core questions were selected for analysis and repeated in the Lackner survey. The possible answers to the attitude questions were not consistent over time and were systematized (Supplementary Methods and Supplementary Table 5): in the main text, ‘neutral answers’ represent the aggregates of ‘neither agree nor disagree’ and ‘don’t know’ answers. Similarly to what was done for the knowledge questions, the ‘agree’ and ‘disagree’ answers to the attitudinal questions were compared to the proportion of ‘neutral’ answers.

To identify a possible attitude dimension, we expanded the work of ref. 37 and included all Eurobarometers and territories, offering more data and statistical power and the possibility of comparing the results longitudinally. Spearman correlation showed poor correlation between items and the first five components of a principle components analysis represented around 65% of the variances (Supplementary Methods and Supplementary Figs. 8 and 9). Thus, all attitude variables were treated independently. Regardless of the polarity of the questions, ‘agree’ and ‘strongly agree’ answers were typically more prevalent than disagreement answers (a common effect, known as acquiescence bias); therefore, the Results focuses on the ‘agree’ answers, as these tend to show a more obvious effect.

Reporting summary
Further information on research design is available in the Nature Portfolio Reporting Summary linked to this article.
Data availability
Surveys EB, Pew and GSS are publicly available and data and details can be found in ref. 27–29, respectively. The Fernbach study was published in ref. 9 and the authors made the data available. Lackner survey data are available at: https://doi.org/10.5281/zenodo.7920776.

Code availability
All code used for the analysis is available at: https://doi.org/10.5281/zenodo.7920750.
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Extended Data Fig. 1 | See next page for caption.
Extended Data Fig. 1 | Model comparison. Different expectations of the proportions of correct (yellow), incorrect (purple) and ‘Don’t Know’ (green) answers, per knowledge bin (a, c, e, g, i) or proportion of incorrect (purple) and ‘Don’t Know’ (green) within non-correct answers only, per knowledge bin (b, d, f, h, j) depending on different expectations of the relationship between confidence and knowledge (k). Perfect metacognition (a, b, yellow solid line in k) expects all non-correct answers to be of the ‘Don’t Know’ type. Random answering (c, d, dotted blue line in k) expects a constant and even proportion of ‘Don’t Know’ and incorrect answers regardless of knowledge bin. If overconfidence decreases with knowledge (e, f, green lines in k), the proportion of incorrect answers should decrease as knowledge increases. If overconfidence increases with knowledge (i, j, solid purple line in k), the proportion of incorrect answers should increase as knowledge increases. If respondents only ‘guess’ when they do not know the answer, the distribution of incorrect may vary depending on the baseline knowledge and the fraction of incorrect should grow nonlinearly with knowledge (g, h, large-dash grey line in k).
Extended Data Fig. 2 | Knowledge distributions. Knowledge distributions for EB (a), GSS (b), Pew (c), Lackner (d) and Fernbach (e). Absolute frequencies for the first bin in each dataset were: 1179, 107, 165, 2, 42, respectively. Absolute frequencies for the last bin in each dataset were: 2753, 556, 685, 64, 48, respectively.
Extended Data Fig. 3 | Alternative calibration models. Alternative representation of calibration errors, with different null models. Left axis show the answer proportion with green bars representing observed proportion of 'Don’t Know' answers per knowledge bin and purple bars representing observed proportion of incorrect answers per knowledge bin, out of all non-correct answers, for EB (a–d), GSS (e–h), Pew (i–l) and Lackner (m–p). In all plots, solid lines show the expected proportion of incorrect answers (null model) and the dashed line the calibration error calculated as the difference between the observed and the corresponding null. As different null models allow for different expectations please note that the right axis, can vary between 0 and 1 or between -1 and 1. In (a, e, i, m), the null model represents the perfect metacognitive model (yellow lines), in which any incorrect answer represent a calibration error. In (b, f, j, n), the null model represents random guessing (blue lines), such that an equal proportion of incorrect and 'Don’t Know' answers is expected, regardless of knowledge level. In (c, g, k, o), the null model expects confidence to increase in tandem with knowledge (purple lines). In (d, h, l, p), the null model is the result of the simulations with 25% guessers (dark-grey lines).
Extended Data Fig. 4 | Demographic analyses for the EB and Lackner surveys. (a–d) EB data, (e–g) Lackner data. (a, e) Box plot shows the fraction of female (orange) and male (blue) respondents that never say 'Don’t know' across (a) 31 territories or (e) 3 countries. Data was negatively tested for normality using scipy’s stats module’s normaltest function (α = 0.001) and for similarity (two-tailed Mann-Whitney U test) in both datasets. Three black asterisks indicate statistical significance with p < 0.001 in (a) and in (e) no significant difference was found. (b, f) Box plot shows the fraction of different age group bins that never say ‘Don’t know’ across all (b) 31 territories or (f) 3 Lackner-surveyed countries. Diamond indicates an outlier (values in the panel). A two-tailed Kruskal-Wallis H-test and all pairwise comparisons were found to be significant with post hoc Tukey’s tests except for ‘25-39 vs. 40-49’ in (b) and ‘Up to 15’ vs. ‘Still studying’ and ‘16-19’ vs. ‘20+’ in (f) and no evidence of significance in (g) (p = 0.036). (d) Scatter plot shows for each territory the fraction of respondents that never say ‘Don’t know’ sorted according to latitude of the territory. Black line shows the linear regression with low correlation represented R² = 0.21. (h) Table with values for all whiskers (low, 3rd column and high, 7th column) and quartiles (Q1, Median and Q3).
Extended Data Fig. 5 | Answer distributions to the ‘How Informed’ questions and calibration errors. (a, c, e, g, i) Stacked bar plots showing fraction of respondents who answered ‘Poorly’ (yellow), ‘Moderately well’ (light blue) and ‘Very well’ (dark green) when questioned how informed they were about (a) new inventions and technologies, (c) new medical discoveries, (e) new scientific discoveries, (g) politics and (i) sports news, per knowledge level. In all panels, black solid lines with squares indicate mean fraction of respondents who answered ‘Moderately well’ or ‘Very well’ per quartile, while solid grey line shows average knowledge rank per quartile. (b, d, f, h, j) Plot showing the difference between average fraction of respondents who answered ‘Moderately well’ or ‘Very well’ per quartile and average knowledge rank per quartile, each represented by a circle marking the average and a vertical line marking the variation in average between bins of the same quartile.
Extended Data Fig. 6 | EB attitudinal data. (a, c, e, g, i, k, m) show stacked bar plots with fractions of Agree (orange), Neutral (yellow) and Disagree (red) answers in response to 7 EB attitude questions. Order of stacked bars is inverted in (e, k) as, in those two items, a negative attitude could be revealed by the Agree answer, while the reverse might be true for (a, g, m). (c) and (i) show a more nuanced response. Figures in (b, d, f, h, j, l, n) show the mean fractions across 34 EU territories with standard error of the mean.
Extended Data Table 1 | Knowledge questions

| Question                                                                 | Answer options | Surveys |
|-------------------------------------------------------------------------|----------------|--------|
| “The centre of the Earth is very hot.”                                   | “True”, “False” | 1, 2, 4 |
| “The oxygen we breathe comes from plants.”                               | “True”, “False” | 1, 4   |
| “Radioactive milk can be made safe by boiling it.”                       | “True”, “False” | 1, 4   |
| “Electrons are smaller than atoms.”                                      | “True”, “False” | 1, 2, 4 |
| “The continents on which we live have been moving their location for millions of years and will continue to move in the future.” | “True”, “False” | 1, 2, 4 |
| “It is the father’s gene which decides whether the baby is a boy or a girl.” | “True”, “False” | 1, 2, 4 ** |
| “The earliest humans lived at the same time as the dinosaurs.”           | “True”, “False” | 1, 4   |
| “Antibiotics kill viruses as well as bacteria.”                          | “True”, “False” | 1, 2, 4 |
| “Lasers work by focusing sound waves.”                                   | “True”, “False” | 1, 2, 4 |
| “All radioactivity is man-made.”                                         | “True”, “False” | 1, 2, 4 |
| “Human beings, as we know them today, developed from earlier species of animals.” | “True”, “False” | 1, 2, 4 |
| “Does the earth go around the sun or does the sun go around the earth?” | “The sun goes around the earth”, “The earth goes around the sun” | 1, 2, 4 |
| “Yeast for brewing beer or making wine consists of living organisms.”    | “True”, “False” | 5      |
| “Ordinary tomatoes do not contain genes, while genetically modified tomatoes do.” | “True”, “False” | 5      |
| “The cloning of living things produces genetically identical copies.”     | “True”, “False” | 5      |
| “By eating a genetically modified fruit, a person’s genes could also become modified.” | “True”, “False” | 5      |
| “It is possible to find out in the first few months of pregnancy whether a child will have Down’s Syndrome.” | “True”, “False” | 5      |
| “Genetically modified animals are always bigger than ordinary ones.”      | “True”, “False” | 5      |
| “More than half of human genes are identical to those of a chimpanzee.”  | “True”, “False” | 5      |
| “It is not possible to transfer animal genes into plants.”               | “True”, “False” | 5      |
| “Human cells and human genes function differently from those in animals and plants.” | “True”, “False” | 5      |
| “Embryonic stem cells have the potential to develop into normal humans.” | “True”, “False” | 5      |

List of science knowledge questions used for data analysis from the 4 surveys that only offered True/False/Don't Know format*. each of the five surveys. Eurobarometer (1), General Social Survey (2), Pew (3)*, Lackner (4) and Fernbach (5). * The Pew survey offered several options and details can be found in Supplementary Table 2 ST2, in the supplementary materials. ** Note: From Eurobarometer 2005 onward the word 'father' was replaced with 'mother' in this question and the correct answer became 'False'. The Lackner survey used the 'mother's gene' formulation.
## Extended Data Table 2 | Attitude questions

| Question                                                                 |
|--------------------------------------------------------------------------|
| *“Science & Technology are making our lives healthier, easier and more comfortable.”* |
| †“Thanks to scientific and technological advances, the earth’s natural resources will be inexhaustible.” |
| “We depend too much on science and not enough on faith.”                  |
| †“Scientific and technological research cannot play an important role in protecting the environment and repairing it.” |
| †“Scientists should be allowed to do research that causes pain and injury to animals like dogs and chimpanzees if it can produce information about human health problems.” |
| †“Because of their knowledge, scientific researchers have a power that makes them dangerous.” |
| †“For me, in my daily life, it is not important to know about science.”    |
| *“Science makes our way of life change too fast.”                        |
| ††“Thanks to science and technology, there will be more opportunities for the future generations.” |

List of attitudes towards science questions used for data analysis from the Eurobarometer (EB) dataset. For each statement respondents were asked to state their agreement or disagreement. Starred items (∗) indicate items present in General Social Survey. Items marked with a dagger (†) were not part of EB in 1989.
Reporting Summary

Nature Portfolio wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency in reporting. For further information on Nature Portfolio policies, see our Editorial Policies and the Editorial Policy Checklist.

Statistics

For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

- The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement
- A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
- The statistical test(s) used AND whether they are one- or two-sided
  - Only common tests should be described solely by name; describe more complex techniques in the Methods section.
- A description of all covariates tested
- A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons
- A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)
- For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted
  - Give P values as exact values whenever suitable.
- For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings
- For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes
- Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection

For the Lackner survey, the only unpublished dataset in the manuscript, data was collected using an on-line Qualtrics (April 2021 version) survey applied via a third party (Respondi)

Data analysis

All computations were performed using R 4.2.1, Microsoft Excel 16, Wolfram Mathematica 10 and Jupyter Notebook 6.01. All code used in simulations is available in a public repository and can be accessed here: https://doi.org/10.5281/zenodo.7920750

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data

Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:

- Accession codes, unique identifiers, or web links for publicly available datasets
- A description of any restrictions on data availability
- For clinical datasets or third party data, please ensure that the statement adheres to our policy

Surveys EB, Pew and GSS are publicly available and data and details can be found in [manuscript references [26], [27] and [28], respectively. The Fernbach study was
Human research participants

Policy information about studies involving human research participants and Sex and Gender in Research.

Reporting on sex and gender

The publicly available datasets (from Eurobarometer, Pew and GSS) have individual-level surveys classified by self-reported gender. The survey developed by the authors (Lackner) used a stratified sample of respondents that included 524 females and 470 males (self-reported) and the results broadly apply to both genders. Differences between genders may exist and were discussed in the manuscript for the Eurobarometer data (as it represents the largest sample) and for the Lackner survey.

Population characteristics

The study includes close to 90,000 interviews from over 30 European countries and the USA, from a broad number of backgrounds, education levels and ages, with binary self-reported genders represented. The study includes 1) in the EB dataset, 84469 individual interviews (Mean age = 44.66, range 14 to 99; 53.21% female) in five rounds from 1989 to 2005, surveying 34 territories, including EU members, candidates at the time, and other European Economic Area (EEA) countries; 2) in the GSS dataset, 7106 computer-assisted personal interviews (Mean age = 47.75, range 18 to 89+; 57.04% female) in seven rounds from 2006 to 2018, surveying a panel of adults living in households in the United States; 3) in the Pew dataset, a single round in 2019, surveying a probability-based on-line panel of adults living in households in the United States, totaling 4464 on-line interviews (Modal age group = 30-49 (32.46%), range 18-29 to 65+, 56.00% female); 4) in the Lackner dataset, a single survey in 2021 of a stratified sample of respondents according to gender, age, and years of education or age at education completed, covering Portugal, Germany, and Norway, 994 respondents total (368 Portugal, 282 Norway, 344 Germany, Modal age group = 55+ (26.16%), range 18-24 to 55+, 52.72% female); and 5) in the Fernbach dataset, a single survey in 2016 with a sample of 1559 participants from France, Germany, and USA (Mean age = 48.07, range 17-89; 52.92% female). Demographic analyses are also discussed in the manuscript.

Recruitment

For the publicly available surveys recruitment was described elsewhere. The Lackner dataset was obtained between April and May 2021 using Respondi (https://www.respondi.com) to recruit a stratified sample of respondents according to gender, age, and years of education or age at education completed, covering Portugal, Germany, and Norway. For proper comparison between countries in terms of education and age, we requested a sample of 480 respondents for each country DE, NO and PT, with equal quotas for gender, age and years of education / age at education completed. Due to the exclusion of the number of respondents failing quality checks and the difficulty of the recruitment company (Respondi) to recruit more panelists to fill the gaps, data collection was stopped and the final sample is close to representative of each country including self-reported sex (close to 50% each) and educational levels. All participants were volunteers, recruited by a third party company (through which all communication took place, i.e., the researchers never met or contacted the participants) and that did not know the goals of the study. Therefore, it is unlikely that participants self-selected themselves for this particular study. It is not impossible that they had encountered some of the questions in the Lackner survey, but we found no qualitative difference between the Lackner and the other described surveys.

Ethics oversight

We have complied with all relevant ethical regulations and a Data Protection Impact Assessment was evaluated by a certified DPO. The Lackner survey obtained ethical clearance from the Scientific Council of Nova School of Business and Economics - Universidade Nova de Lisboa (where the corresponding author was previously located and where the study started), following independent advice from its installation committee of the ethics review board (CICE), reference 13/2020, from 25/03/2020.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting

Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

- Life sciences
- Behavioural & social sciences
- Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/hr-reporting-summary-flat.pdf

Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

Study description

The study aimed at clarifying the relationship(s) between scientific knowledge and confidence and attitudes towards science. It is correlational and quantitative, analysing close to 90,000 individual surveys. Five different datasets were used, covering a large temporal range in Europe and the USA. The first three are large-scale surveys conducted by widely recognized entities, that focus on scientific knowledge and attitudes towards science and include scientific knowledge items in a True/False/Don’t Know format or similar. The fourth survey was conducted by us, in 2021, in Germany, Portugal, and Norway. The fifth dataset is from a 2019 study on the Dunning-Krueger effect in a controversial science-related topic.

Research sample

The study includes close to 90,000 interviews, covering more than 30 years and over 30 European countries and the USA, from a
Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

| Materials & experimental systems | Methods |
|---------------------------------|---------|
| Involved in the study           | Involved in the study |
| n/a                             | n/a     |
| ☒ Antibodies                    | ☒ ChiP-seq |
| ☒ Eukaryotic cell lines         | ☒ Flow cytometry |
| ☒ Palaeontology and archaeology | ☒ MRI-based neuroimaging |
| ☒ Animals and other organisms   |         |
| ☒ Clinical data                 |         |
| ☒ Dual use research of concern  |         |