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Abstract

Chaotic attractors, chaotic saddles and periodic orbits are examples of chain-recurrent sets. Using arbitrary small controls, a trajectory starting from any point in a chain-recurrent set can be steered to any other in that set. The qualitative behavior of a dynamical system can be encapsulated in a graph. Its nodes are chain-recurrent sets. There is an edge from $A$ to node $B$ if, using arbitrary small controls, a trajectory starting from any point of $A$ can be steered to any point of $B$. We discuss physical systems that have infinitely many disjoint coexisting nodes. Such infinite collections can occur for many carefully chosen parameter values. The logistic map is such a system, as we showed in [14]. To illustrate these very common phenomena, we compare the Lorenz system and the logistic map and we show how extremely similar their bifurcation diagrams are in some parameter ranges.

1 Introduction and definitions

In Seventies, Charles Conley introduced the idea of describing the qualitative behavior of a dynamical system by the graph that we describe below. In [14], we showed that the graph of the logistic map $\mu x(1-x)$ is surprisingly complicated for certain values of $\mu$. We argue that the most complicated logistic map graphs appear within the graphs of much more general and complicated systems. To illustrate this fact, we compare the logistic map with the Lorenz system. That requires that we establish the corresponding facts about the Lorenz system. We alert the reader that there is a similarity between some of the pictures in this paper and in [14].

It might seem to the reader that the Lorenz system and the logistic map might appear to be completely unrelated. That is exactly why we have selected the Lorenz system, when we could have chosen any of a wide variety of physical systems. On the other hand, we have chosen the logistic map because of the rich rigorous literature that is available on it.

Bifurcation diagrams for the logistic map typically show how the attractor changes as the parameter changes. In addition to an attractor, the logistic map has several other disjoint invariant sets, and there are parameter values for which there are infinitely many of them. The invariant sets we speak of are “chain-recurrent”, as we describe below.

An example of dynamical system with a simple graph. Consider the map $z \mapsto z^2$ on the complex plane, to which we add the point at $\infty$. The plane plus $\infty$ should be thought of as a topological sphere. For many important cases, we can “compactify” a space by adding a point at $\infty$ and often, as for this map, $\infty$ is a fixed point and the map is still continuous.

We can use this map as an example of how to represent a dynamical system by a graph. This map has three invariant sets that will be nodes of the graph. Both $\{0\}$ and $\{\infty\}$ are attractors and are nodes, and the third node is the unit circle, a repelling chaotic invariant set. Notice that not all invariant sets are nodes. Explaining what a node is will take some care. Even for such a simple map, the dynamics within a node can be quite complicated. For instance, in the $z^2$ example, the dynamics on the unit circle $z = e^{i\varphi}$, $\varphi \in [0,2\pi]$, is given by the doubling map $\varphi \mapsto 2\varphi$ (also known
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Figure 1: **Examples of chain-recurrence.** (LEFT) Example of nodes in a continuous dynamical system. The set \( D \) is the disc bounded by the outer periodic orbit. Three nodes are visible in the picture: the outer periodic orbit \( N_1 \), the inner periodic orbit \( N_2 \) and a fixed point \( N_3 \). The edges of this graph go from the repellors \( N_3 \) and \( N_1 \) to the attractor \( N_2 \). (RIGHT) An example of an \( \varepsilon \)-chain from \( x_0 \) and back to itself. The dashed circles represent circles of radius \( \varepsilon \).

as *shift* or *Bernoulli map*). This map is one of the best known examples of a chaotic map. Notice that there are infinitely many periodic orbits on the unit circle but none of them is a node. The set of nodes of a general dynamical systems can be quite a bit more complicated than the set of three nodes in this case.

This paper is about a type of control theory. For each point \( p \), it identifies the downstream point \( q \) such that either the trajectory from \( p \) goes to \( q \) or an arbitrarily small amount of control can be added such that the controlled trajectory goes from \( p \) to \( q \). We now extend the stream analogy. If \( p \) is downstream from \( q \) and \( q \) is downstream from \( p \), then \( p \) and \( q \) are in the same pond. A node is a pond. In other words, a node \( N \) is the set of points so that, if \( p \) is in \( N \), then \( q \) is in \( N \) if and only if \( p \) and \( q \) are in the same pond. A trajectory starting form any point in the node can be forced to stay in the pond by using arbitrarily small perturbations that we call controls. We make this precise as follows.

**Chain-recurrence.** By a dynamical system \( \Phi \), we mean a 1-parameter family of continuous maps \( \Phi^t \) from a space \( X \) into itself. Write \( \text{dist}(x,y) \) for the distance between \( x \) and \( y \). The time parameter \( t \) can be either continuous or discrete. Given two points \( p,q \), with \( p \neq q \), in \( X \) and \( \varepsilon > 0 \), we say that there is an \( \varepsilon \)-chain from \( p \) to \( q \) (see Fig. [1]) if there is a finite sequence of points \( p = x_0, x_1, \ldots, x_n = q \) on \( X \) such that, for \( i = 0, \ldots, n - 1 \),

\[
\text{dist}(\Phi^1(x_i), x_{i+1}) \leq \varepsilon. \tag{1}
\]

To our knowledge, \( \varepsilon \)-chains were introduced in literature by R. Bowen in 1975 [8].

We say that \( q \) is downstream from \( p \) if, for every \( \varepsilon > 0 \), there is an \( \varepsilon \)-chain from \( p \) to \( q \); equivalently, we say that \( p \) is upstream from \( q \). We write \( p \sim q \) if \( p \) is upstream and downstream from \( q \), and we say that \( p \) is chain recurrent if \( p \sim p \). We let \( R_\Phi \) denote the chain-recurrent set, i.e. the set of all chain recurrent points of \( \Phi \). Chain recurrence was introduced by C. Conley in his celebrated monograph in 1978 [13] and it is a central concept for this article.

**Examples of chain-recurrent points.** Points on a periodic orbit are chain-recurrent and, if \( p \) and \( q \) are on the same periodic orbit, then \( p \sim q \).

Chaotic sets are defined in various ways but a usual requirement is that there is a trajectory that comes arbitrarily close to every point infinitely often. So, if \( p \) and \( q \) are in a chaotic set, a tiny perturbation of \( p \) will land on the dense trajectory and, when it comes sufficiently close to \( q \), a second tiny perturbation will push it onto \( q \). Hence, \( p \sim q \).

Consider now a dynamical system on a vector space and suppose that all trajectories converge to 0 as time goes to infinity. Then 0 is the only chain-recurrent point.

**Subtle control of dynamical systems.** The idea of \( \varepsilon \)-chains in (1) can be rephrased as the following question in control theory: Assume \( X \) is in a linear space. Given two points \( p,q \), \( p \neq q \), in \( X \), does there exist for each \( \varepsilon > 0 \) a finite sequence of \( u_i \) such that \( |u_i| \leq \varepsilon \) for a sequence of \( i \)'s and
Figure 2: An example of graph. (LEFT) Dynamics induced on the 2-torus by the gradient vector field of the height function. In this case the Lyapunov function is the height function itself, some level set of which is shaded in white. In blue are shown the heteroclinic trajectories joining the critical point (which are exactly the invariant sets of this dynamical system). (RIGHT) The graph of the dynamical system on the left. In this case it is a 4-levels tower.

Figure 3: Examples of graphs. (LEFT) An infinite tower graph. (RIGHT) The graph of the semiflow of the Chafee-Infante PDE (see Sec. 4).

A controlled trajectory

\[ x_{i+1} = \Phi^i(x_i) + u_i \text{ where } p = x_0, x_n = q. \]  

(2)

If \( p \sim q \), then there are such controls and it is possible to create control \( u_i \) that allow us to steer a trajectory from \( p \) to \( q \) and back to \( p \). Furthermore, \( \max |u_i| \) can be made as small as desired, i.e., less than any specified positive number.

A trajectory of a dynamical system. Here we restrict attention to discrete time dynamical systems. For a map \( \Phi \), we will say that the sequence \( p_n \) is a trajectory if \( p_n \) is defined for all \( n \in \mathbb{Z} \), where \( \mathbb{Z} \) is the set of all integers, \( n = 0, \pm 1, \pm 2, \ldots \), and \( p_{n+1} = \Phi(p_n) \) for all \( n \in \mathbb{Z} \).

For some maps, the inverse is not unique. For the map \( z \mapsto z^2 \), each point other than 0 has two inverses. Hence there will be infinitely many trajectories through a given \( p_0 \neq 0 \). Two different trajectories through \( p_0 \) will have the same forward limit set but might have different backward limit sets.

Assumptions on the phase space. In this paper, aside from our infinite dimensional examples, we examine continuous dynamical systems on a compact set \( X \). In the above example, we have added a point at infinity to make the set compact. In this paper we use the following definition.
A set $X$ is compact if for each sequence of points $x_n (n = 1, 2, \ldots, \infty)$, there is a subsequence $x_{n_j} (j = 1, 2, \ldots, \infty)$ that converges to some point $p$. Considering all convergent subsequences, the set of limit points $p$ is the limit set of $x_n$.

**Where are the limit sets.** For any point $x$, its forward limit set $\omega(x)$ is the set of its limit points, namely those points that are the limit a subsequence of points belonging to the forward orbit of $x$. Its trajectory might diverge, i.e., its limit set is empty. Then we can say it converges to the node $\infty$. Otherwise, its limit set must be a subset of a single node. For example picture a situation where a trajectory in the plane lies between two invariant lines and it spirals outward toward those lines. Then the node includes all the points on those two lines. If that node $\Omega$ is a compact set, then the distance of $\Phi^t x$ from $\Omega$ goes to 0 as $t \to \infty$.

**Attractors.** We call a node $N$ an attractor, also sometimes called a Milnor attractor, if its basin of attraction, i.e., the set of points $x$ such that $\omega(x)$ is contained in $N$, has positive measure $\mathcal{J}$. A non-trivial example of a Milnor attractor occurs at the Feigenbaum parameter value.

**The graph of a dynamical system and Lyapunov functions.** Conley realized that chain-recurrence could be used to define a graph of a dynamical system $\mathcal{G}$ and Lyapunov functions. His investigations concerned dynamical systems that come from ordinary differential equations on compact spaces. Over the years his results have been extended to several other settings, in particular: continuous maps $\mathcal{G}$, semi-flows $\mathcal{F}$, non-compact $\mathcal{G}$ and even infinite-dimensional spaces $\mathcal{G}$ (here and throughout this article, we sort multiple citations in the order of their year of publication).

The main contribution of Conley is the discovery that the dynamics outside of the nodes is always gradient-like, namely there is a continuous function $L: X \to \mathbb{R}$ such that:

1. $L$ is constant on each node;
2. $L$ assumes different values on different nodes;
3. $L(\Phi^t x) < L(x)$ for all $t > 0$ and when $x$ not in a node $\mathcal{J}$.

In particular, nodes are equilibria for $L$. Note also that properties 1, 2 and 3 make $L$ a Lyapunov function (e.g. see $\mathcal{J}$).

The graph of a dynamical system consists of nodes and edges between the nodes. The forward and backward limit sets of a trajectory are each contained inside a single node. That limit set can also be the entire node. There is an edge from node $N_1$ to node $N_2$ if and only if there is a trajectory whose backward limit set is in $N_1$ and its forward limit set is in $N_2$ (e.g., see Fig. 2 (right) and Fig. 3). That edge can be denoted by $N_1 \to N_2$, which reads that $N_1$ is above $N_2$. In particular, $N_1 \to N_2$ implies that $L(N_1) > L(N_2)$, so that it is impossible that also $N_2 \to N_1$.

Each node $N$ has a closest point to the critical point $c = 1/2$. Let $\rho(N)$ denote the distance between $c$ and that closest point. We show in [14] that $N_1 \to N_2$ is equivalent to saying $\rho(N_1) > \rho(N_2)$.

The classification of more complex nodes was an important milestone even in the setting of 1-dimensional dynamics (a list of specific references is given in Sec. $\mathcal{J}$). In this last case, though, it seems that the dynamical system community put the emphasis in the classification of the nodes and somehow overlooked the description of the rest of the dynamics, that is, which pairs of nodes $N_1, N_2$ have an edge $N_1 \to N_2$.

We call tower a finite or infinite sequence of nodes $N_i$ such that:

1. there is a first node, denoted by $N_0$;
2. there is a final node, which is the unique attractor; all other nodes are unstable;
3. for any two nodes $N_i$ and $N_j$, with $j > i$, we have that $N_i \to N_j$.

In particular, for each node $N_i$, where $i > 0$, there is a previous node $N_{i-1}$ and, unless $N_i$ is the attractor, a next node $N_{i+1}$.

Our main result on the logistic map is the following:

**Tower Theorem.** The set of all nodes of the logistic map is a tower.
Figure 4: The Bifurcation Diagram of the Logistic Map. To the left of the Feigenbaum-Myrberg parameter value $\mu_{FM} \simeq 3.56994567$, we see the well-known period-doubling cascade. To its right, we see lots of chaos but also many windows, i.e., intervals in parameter space that begin with a periodic attractor which evolves through period-doubling into small intervals of chaos. This picture is created by plotting trajectories. More frequently visited regions are darker. Points on attracting periodic orbits of period less than 26 are indicated by black dots. Notice, in particular, that many of these points are near where $x = 0.5$. In colors are highlighted, besides $\mu_{FM}$, the largest period-6 window, the intersection parameter value $\mu_{Int} = 1.5[1 + (19 - 3\sqrt{33})^{1/3} + (19 + 3\sqrt{33})^{1/3}] \simeq 3.67857$, the largest period-5 window and the largest period-3 window. Notice that many high-density lines intersect at $(\mu_{Int}, x_{Int})$ (see figure). Each of the high-density lines is the image of the $x = 0.5$ line under $\ell_{\mu}^n$ for some $n$. In the bottom right box it is shown a detail of the cascade about $x = 0.5$ inside the period-5 window.
Figure 5: **Bifurcation diagram and sample graphs of the logistic map.** This picture shows the bifurcation diagram of the logistic map in the range of parameter values \([2.9, 4]\). For each value of \(\mu\), the attracting set is painted in shades of gray, depending on the density of the attractor, repelling periodic orbits in green and repelling Cantor sets in red. Below the \(\mu\) axis we show seven samples of the graphs illustrating some of the possible variability. In these graphs, each colored disk is a node. Each black disk represents an attractor, each green disk represents a repelling periodic orbit and red represents a chaotic Cantor set repellor. For simplicity we always omit the top node, which is the point 0. Graph T4 represents the infinite tower at the first Feigenbaum point. It has infinitely many unstable periodic orbit nodes.
Figure 6: **Towers of nodes shown below the period-3 window of the logistic map bifurcation diagram.** This figure is a blow-up from Fig. 5 and uses the color-coding from that figure. Graph T8 has two levels of nodes that are Cantor sets repellors and the second is painted in blue. In the bifurcation diagram, the chain recurrent sets have the same coloring as their nodes. Graph T5 represents the infinite tower at the first Feigenbaum point of the main cascade of the period-3 window.
Figure 7: A periodic window in the bifurcation diagram of the Poincaré map of the Lorenz system. This figure is placed here for comparison with the very similar Fig. 6 for the logistic map. More information about the Lorenz system and its Poincaré map is given in the text. This window runs from \( r \approx 208.520 \) to \( r \approx 209.453 \). There is a rectangle in the right side of Fig. 12 (top) that represents the area shown here. There one can see that the red Cantor set and the attractor have components for \( y \) outside of the range shown here and there is another attractor. Several nodes that are unstable Cantor sets are shown in red and blue.

For specific parameters, the logistic map has infinitely many nodes. In this case, we refer to the graph as an infinite tower. We believe that infinite towers are not restricted to one-dimensional maps:

**Tower Conjecture.** Infinite towers occur within the graphs of generic chaotic dynamical systems in any dimension.

In other words, many chaotic processes have a much more complicated structure than theorists previously expected. We present numerical arguments in support of our conjecture.

The article is structured as follows.

In Sec. 2 we discuss our numerical results on the bifurcation diagram of the Lorenz map. In particular, we plot the attractor together with some of the repelling chain-recurrent sets and argue that there are parameter ranges where the diagram looks exactly as the one of the logistic map. Our Tower Conjecture is a direct consequence of these observations.

Motivated by these results, in Sec. 3 we review some fundamental results on the logistic map and describe the most important features of its bifurcation diagram.

Finally, in Sec. 4 we describe the graphs of some partial differential equations and differential delay equations. All the published results we know of describe the graphs of these systems as being finite and hence simpler than the most complicated cases of the logistic map.

Section 4 describes the graphs of some partial differential equations and differential delay equations. All the published results we know of describe the graphs of these systems as being finite and hence simpler than the most complicated cases of the logistic map.
Figure 8: **The Lorenz Butterfly.** This picture shows the attractor of the Lorenz system for $r = 28$. The color of the trajectory being plotted slowly varies to help visualize the flow. If $z$ is thought of as the vertical coordinate, then the left picture is viewed from above and the right one from the side. In the left, blue represents the $z = r - 1 = 27$ horizontal plane; the attractor appears dark blue for points with $z < r - 1$. On the right, the attractor is colored with a blue tint when $z > r - 1$. The Poincaré map produces points where the colored attractor meets the blue plane. The arrows indicate the direction of flow.

2 **The Lorenz system bifurcation diagram has windows within windows ad infinitum.**

In the 1960s, Edward Lorenz introduced and investigated the ODE system

$$
\begin{align*}
    x' &= -\sigma x + \sigma y \\
    y' &= -xz + rx - y \\
    z' &= xy - bz
\end{align*}
$$

(3)

that is now named after him [43], for a specific set of parameters: $\sigma = 10$, $r = 28$ and $b = 8/3$.

It was in the attempt to understand the dynamics behind the Lorenz map that Li and Yorke showed that “period-3 implies chaos” [42]. Later in the same decade, Yorke and Kaplan [38] showed the presence of chaos, in form of a strange repellor, in the Lorenz system already at $r$ between 13.9 and 24.06, but this chaotic behavior happens only for a measure-zero set of points. At $r \simeq 24.06$ the repellor becomes an attractor and so the chaotic set has a basin. Shilnikov and collaborators [1] had closely related results two years earlier. In another work, Ellen Yorke and James Yorke [84] investigated the transition to chaotic dynamics at $r \simeq 24.06$. 
Figure 9: **Attractors of the Lorenz system.** This picture shows the attractors of the Lorenz system for $r = 208$ (left) and $r = 209.2$ (right) together with the rectangle $-20 \leq x \leq 20$, $-100 \leq y \leq 100$ in the plane $z = r - 1$. If $z$ is thought of as the vertical coordinate, both pictures are viewed from below. The Poincaré map for the Lorenz system is built out of the intersections of the Lorenz orbits crossing this rectangle downwards. The yellow rectangle shown for $r = 209.2$ is the one shown (not in scale) in Fig. 10 and the three intersections of the blue orbit are at the center of the three little circles shown in that picture.
Figure 10: A small region from the Lorenz system Poincaré return map $P_r$ for $r = 209.2$. The region shown corresponds to the small yellow region on the right-hand side of Fig. 9. In that figure, a periodic orbit is shown piercing the yellow rectangle in three points. Those points are shown here as the centers of three circles. Almost all points in the colored region are in the basin of attraction of the periodic orbit. Yellow indicates rapid convergence to the periodic orbit. Red indicates slow convergence. Red points are close to points that are attracted to the Cantor set on the blue line. The blue curve is the unstable manifold of a Cantor set that lies within it. Points in the white region are attracted to the other off-screen attractor. The blue curve includes a chain-recurrent Cantor set of saddle points and the unstable manifolds of all of the periodic orbits in the Cantor set.
Figure 11: **Attractors of the Poincaré Map of the Lorenz system.** The pictures above show the attractor of the Poincaré map of the Lorenz system in the \((x, y)\) plane for five different values of \(r\). Whenever the trajectory hits the \(z = r - 1\) plane, a point is plotted, in blue if \(z\) is decreasing and otherwise in red. There are places where the color switches from blue to red, due to the vector field being tangent to the plane. In all pictures \(x\) ranges from \(-40\) to \(40\) and \(y\) ranges from \(-100\) to \(100\). Each panel is the plot of a single trajectory, hence low density regions of the attractor may not be represented or it may only be represented by a few isolated points. There are two steady states on this plane (Eq. [4]). They are indicated with black dots.
Based on these works, Sparrow investigated numerically the Lorenz system \cite{73} for a wider range of values of \( r \). His Fig. 5.12 on p. 99 shows intervals of \( r \) values (i.e., windows) where the chaotic attractor is replaced by periodic attractors. He reports that below \( r = 30.1 \) there are no windows in the bifurcation diagram.

In 2002, W. Tucker \cite{78} proved rigorously the existence of a strange attractor in the Lorenz System at \( r = 28 \) (see \cite{20} for a review of the analytical study of the Lorenz system and its crucial role in the development of chaos theory). This is the 14th of the list of “mathematical problems for the next millennium” made by Smale in 1998 \cite{70}. It is noteworthy to mention that the proof of Tucker is computer assisted (see \cite{74,80} for interesting reviews of Tucker’s result). See also rigorous results related to the Lorenz attractor \cite{62,01,25,82}. Fig 5 shows two views of the attractor for \( r = 28 \).

More recently, Kobayashi and Saiki \cite{39,40} investigated how periodic windows arise as the parameter \( r \) increases from the Lorenz value and argue that the first bifurcation diagram’s windows are contained in the interval \( 30 \leq r \leq 32 \).

The numerical explorations that we present in this article aim at providing numerical evidence that the structure of the bifurcation diagrams of the Lorenz system is qualitatively similar to the one of the Logistic map. In particular, the logistic map has parameter values, each of which has infinitely many disjoint unstable invariant sets that are chain-recurrent and form a tower (see Sec. 5).

The bifurcation diagram of the Lorenz system is obtained as follows. For every \( r > 1 \), the Lorenz system has three fixed points: the origin and the twin points

\[
C_{\pm} = \left( \pm \sqrt{b(r-1)}, \pm \sqrt{b(r-1)}, r-1 \right). 
\]

The origin is a saddle while \( C_{\pm} \) have a pair of complex eigenvalues. On the plane \( \pi_{r} \) defined by \( z = r - 1 \), integral trajectories passing through points \( p \) close to \( C_{\pm} \) will return and cut again the same plane in some other point \( q \) and so on. As long as the trajectory passes through \( \pi_{r} \), it will cut the plane one time directed upwards and the next time directed downwards.

**Poincaré Return Maps.** Poincaré discussed trajectories that crossed some special plane or line. When he investigated the planar restricted three-body problem, he found it useful to record only half the crossings, those for which a particular coordinate was increasing. He encountered no tangencies to the line. We usually take Poincaré’s approach but, in Fig. 11, we record both crossings in two colors, as was done in \cite{64}.

We define the Poincaré map \( P_{r} \) at a point \( p \) to be the point \( q \) at which the trajectory starting from \( p \) cuts the plane \( \pi_{r} \) with \( z \) decreasing. In Fig. 9 we show two examples of attractors for the Lorenz system, a chaotic one (left) and a periodic one (right). The pictures also show, in gray, the rectangle \(-20 \leq x \leq 20, -100 \leq y \leq 100 \) in the corresponding planes \( \pi_{r} \). By bifurcation diagram of the Lorenz system we mean the bifurcation diagram of the family of maps \( P_{r} \).

In Fig. 12 we show a few projections of the bifurcation diagram: on the \( (y, r) \) plane (top), on the \( (x, r) \) plane (middle) and on some intermediate plane (bottom). In particular, the bottom picture suggests that the bifurcation diagram is the union of two disjoint components, one the image of the other. This fact is also suggested by the \( (x, y) \) sections of the diagram for several values of \( r \) shown in Fig. 11.

The bifurcations pattern of the Lorenz system evolves backwards with respect to the one of the logistic map. At \( r = 235.0 \) the attractors are a pair of period-2 orbits (shown in red and blue), each of which undergoes, as \( r \) decreases, a bifurcation cascade completely analogous to the one of the logistic map. The largest window of the diagram (see Fig. 12 and 13), centered at about \( r = 150.0 \), starts (from the right) with a single period-4 orbit and again contains bifurcation diagrams quite analogous to those of the logistic map. Many other windows of smaller different sizes are clearly visible in all three projections.

By zooming on the cascades, the diagram looks more and more like the one of the logistic map. For instance, in Fig. 13 we show a full picture of the period-4 window (top), a detail of its upper bifurcation diagram (middle) and a detail of the middle cascade of the period-3 window within it (bottom). Both the red cascade and its sub-cascade look almost identical to the logistic map bifurcation diagram (see Fig. 3).
Figure 12: Bifurcation Diagram. These are the projections onto the $(r, y)$ plane (Top panel), $(r, x)$ plane (Middle panel) and $(y - x, r)$ plane (Bottom panel) of the bifurcation diagram for the Poincaré Return map of the Lorenz equations using the plane $\pi_r$ defined by $z = r - 1$. A dot is plotted in the $(r, y)$ (resp. $(r, x)$) plane when a trajectory crosses downward past $\pi_r$ through the point $(x, y, r - 1)$. The regions where there is speckled white and magenta dots is where the attractor is low density. The Lorenz attractor typically has great variations in density, so extremely long trajectories would be needed to reveal such parts of the attractor. In Fig. 13, we show details of the period-4 window that is centered around $r = 150$. The period-3 window shown in Fig. 7 is an enlargement of the black rectangle shown in the top projection. For some parameter values, there are two attractors. They are shown in red and blue. When there is a single attractor, it is shown in magenta.
Figure 13: **Bifurcation Diagram.** These \((r, y)\) projections are enlargements of the main period-4 window of the Lorenz system bifurcation diagram. **Top:** We show a zoom of the full window. **Middle:** We show the content of the region enclosed in the black rectangle in the top picture, namely the upper cascade. **Bottom:** We show the middle cascade of the period-3 window of the cascade above, enclosed in a black rectangle in the middle picture.
We also investigate the structure of the chain-recurrent set of the diagram. We focus on its largest period-3 window, that is the one contained inside its very first cascade from the right. The range of this window is from about 208.52 to 209.453. In Fig. 12 it is visible as the largest window within the red and blue cascades at the top and bottom of the diagram.

In Fig. 7 we show a full size picture of the Lorenz period-3 window. The attractor is shown in black/gray while the invariant Cantor sets are shown in red and blue. Fig. 6 shows the analogous picture for the logistic map. The structures in the two maps look almost identical.

3 Infinite Towers in the logistic map

The logistic map

\[ \ell_\mu(x) = \mu x(1 - x) \]  

is among the simplest continuous maps giving rise to a (highly) non-trivial dynamics. In this article we focus exclusively on the parameter interval \( \mu \in (1, 4) \). For these values, \( \ell_\mu \) maps \([0, 1]\) into itself, 0 is a repelling fixed point and there is exactly an attractor in \((0, 1)\).

To simplify the logistic story, our graphs only include nodes in \((0, 1)\). In particular, our graphs omit the fixed point at \( x = 0 \), which is always the top-most node, and we ignore points outside of \([0, 1]\). Their trajectories diverge to \(-\infty\).

Some history. In a series of celebrated works starting in 1918, Julia and Fatou gave birth to the study of the dynamics of the quadratic map in the complex plane. Surprisingly, the study of the quadratic map in the real line began later. The first example we know of is by Chaundy and Phillips [10] in 1936, inspired by early Mathematical Biology works such as [3].

The study of iterations of real quadratic maps reappeared in a few clever abstract articles (“abstract” in that no applications were mentioned) around 1960 by P.J. Myrberg [55, 56, 57]. Myrberg discovered the infinite number of period-doubling bifurcations in the logistic map. In the same years, fundamental properties on the existence of cycles for general continuous maps of the real line into itself were discovered by A.N. Sharkovski [66] (in Russian; see English translation in [67]).

Possibly the first time that \( \ell_\mu \) was called the “logistic map” was in 1968 in J. Maynard Smith’s book “Mathematical ideas in Biology” [72]. Smith used it as a toy model for population dynamics, analogous to the one-century old logistic ordinary differential equation model of Verhulst [79, 81].

In the 1970’s, many more works on the logistic map appeared in literature, some purely theoretical (e.g. Metropolis, Stein and Stein [52], Li and Yorke [42], Hoppensteadt and Hyman [32]) and some applied (e.g. May [48], Smale and Williams [71], May and Oster [50], Guckenheimer, Oster and Ipaktchi [24], Feigenbaum [17]). The celebrated article by R. May [49] brought the importance of 1-dimensional dynamics to a broad scientific audience.

The theoretical study of the logistic map evolved in 1980s in the study of families of more general one-dimensional real maps such as, in order of generality, S-unimodal, unimodal and multimodal (e.g. see [16], [76], [46]).

The bifurcation diagram. The logistic map has exactly one attractor for each parameter value (e.g. see [10], Thm. 4.1, or [46]). Bifurcation plots for \( \mu \) to the left of the so-called Myrberg-Feigenbaum or Feigenbaum parameter value \( \mu_F \approx 3.5699 \) [17] appeared in several publications in the 1970’s but, to the best of our knowledge, the first picture of the full bifurcation diagram (Fig. 4) appeared first in an article by Grebogi, Ott and Yorke in 1982 [22].

Usually, bifurcation diagrams show how the attractors change with the parameter, just as in Fig. 4. In some of the new bifurcation diagrams we show in this article, however, we also include some that are not attractors.

The bifurcation diagram starts with an infinite cascade of period doublings at the values \( \mu_0 = 1, \mu_1 = 3, \mu_2 = 1 + \sqrt{6} \approx 3.4495, \ldots \), whose speed increases exponentially until the Myrberg-Feigenbaum parameter value \( \mu_F \approx 3.5699 \). This is the border after which there is chaos. There are “period-doubling” parameter values \( \mu_n \) such that for \( \mu_n < \mu < \mu_{n+1} \), the attractor is a periodic cycle of \( 2^n \) distinct points. Feigenbaum’s fundamental discovery was that the speed of the bifurcation cascade

\[
\lim_{n \to \infty} \frac{\mu_n - \mu_{n-1}}{\mu_{n+1} - \mu_n} \approx 4.6692
\]
Figure 14: Example of Cantor set. First steps in the construction of the standard Cantor subset of \([0,1]\), obtained by eliminating recursively the central third part of all segments. The invariant Cantor sets of the logistic map are much less regular than the example shown here.

is universal, in the sense that the same limit is obtained for a large class of not only one-dimensional but also higher-dimensional dissipative maps. (Hamiltonian processes, however, yield different numbers). Sanders and Yorke \[65\] proved that cascades of period doublings are quite ubiquitous in low dimensional dissipative systems.

3.1 The three kinds of attractors for the logistic map.

In \[23\] Guckenheimer proved that, for every value of \(\mu\) in \([0,4]\), the logistic map \(\ell_{\mu}\) (or, to be precise, any S-unimodal map) has exactly one attractor and that this attractor must be precisely of the following three kinds.

**First kind:** a periodic orbit.

**Second kind:** a finite union of intervals. In this case, the attractor is a collection of intervals \(J_1, \ldots, J_n\) such that \(\ell_{\mu}(J_i) = J_{i+1}\) except that \(\ell_{\mu}(J_n) = J_1\). Furthermore the map is chaotic. Most often, there is a single interval \(J_1\) and \(\ell_{\mu}(J_1) = J_1\). In particular, for most \(\mu\) between \(\mu_{\text{Int}}\) and 4 (see Fig. [4] for \(\mu_{\text{Int}}\)), the attractor is an interval and the dynamics on it is chaotic. However, there are windows, i.e., intervals in parameter space, where the attractor is not an interval. Now, also in Fig. [4] each window has a bifurcation diagram that is tiny but extremely similar to the entire diagram (see Subsec. 3.2). Such windows occur not only after \(\mu_{\text{Int}}\) but more generally after \(\mu_{\text{FM}}\).

**Third kind:** a Cantor set attractor. We call this attractor almost periodic \[53\], also sometimes called “odometer”. This kind of attractor is a Cantor set and it is not chaotic. It occurs precisely when the graph has infinitely many nodes. Each node, other than the attractor, is either an unstable periodic orbit or a repelling chaotic Cantor set.

For each point \(x_0\) in the attracting Cantor set and each \(\varepsilon > 0\), there is a periodic point \(x_\varepsilon\) such that the \(n\)th iterate of the map on \(x_0\) and the \(n\)th iterate of the map on \(x_\varepsilon\) stay within \(\varepsilon\) of each other for all time. At \(\mu_{\text{FM}}\), every period orbit has period \(2^n\) for some \(n\) and none of them belongs to the Cantor set. They converge to the Cantor set as \(n \to \infty\).

Recall that any Cantor subset \(C\) in an interval \(I\) is an uncountable set that contains no intervals. Also, it has no isolated points in the sense that each point in the set is a limit of other points in the set.

In all three cases, “almost every” \(x \in (0,1)\) belongs to the basin of attraction. By almost every we mean that the points that are not attracted can be covered by a finite or countably infinite collection of intervals with arbitrarily small total length.

Notice that, in case of an attracting Cantor set, the basin has empty interior. Each open neighborhood of such an attractor contains infinitely many nodes of the graph.

We can write the parameter space as \((1,4) = \mathcal{A}_P \cup \mathcal{A}_{\text{Chaos}} \cup \mathcal{A}_{\text{AP}}\), where the union is disjoint, \(\mathcal{A}_P\) is the set of parameters for which the attractor is a periodic orbit, \(\mathcal{A}_{\text{Chaos}}\) is the set of parameters for which the attractor is chaotic and \(\mathcal{A}_{\text{AP}}\) the set of those for which it is a Cantor set (see \[35\]).

The set \(\mathcal{A}_P\) is open, which simply follows from the stability of attracting cycles under small perturbations, and dense, which instead requires heavy machinery and was proved rigorously only in 1997, independently by Lyubich \[24\] and Graczyk and Swiatek \[21\]. Heuristically, the density of this set follows from the fact that it is to be expected that, for almost all chaotic parameters, the
orbit of the critical point \( c \) will be dense in the attractor and so, in particular, its orbit will get arbitrarily close to itself. This way, arbitrary small changes in \( \mu \) should be able to make the orbit of \( c \) become periodic [69], and a periodic orbit containing the critical point is always super-attracting and lies within a regular window.

Since \( \mathcal{A}_P \) is dense and it contains \((1, \mu_{FM})\), its complement \( \mathcal{A}_{Chaos} \cup \mathcal{A}_{AP} \) is a Cantor subset of \([\mu_{FM}, 4]\). Jakobson [34] proved in 1981 that \( \mathcal{A}_{Chaos} \) has positive measure while it was proved only in 2002 by Lyubich [45] that \( \mathcal{A}_{AP} \) has measure zero.

Notice that all results above hold not just for the logistic map but also for every non-trivial real analytical family and any generic smooth family of unimodal maps [15, 69]. However, it is known that there are non-generic smooth families showing “robust chaos” [1, 2, 77], namely without windows.

The edges of the graph. Our approach to the logistic map aims at finding the nodes, the chain-recurrent sets, and the edges of the graph.

Most of the traditional literature on logistic maps look at the non-wandering sets. One non-wandering set can contain many nodes. Most of the ideas are similar but one must be careful. The non-wandering set of unimodal maps was first described by Jonker and Rand in 1980 [35] (see also [23, 31, 18, 16, 68]).

Furthermore, no one seems to have examined the edges of the graph, therefore we do in [14]. We proved the following.

For every \( \mu \in (1, 4] \), the graph is a tower. In particular, there is an edge between every pair of nodes.

To illustrate this idea, we now argue that the top node always consists of the point 0, except for \( \mu = 4 \). For any point \( x_0 > 0 \) close enough to 0, there is a backward trajectory \( x_n \) with \( n < 0 \) that converges to 0 as \( n \to -\infty \). For \( \mu \in (1, 3] \), there is a unique attractor, which is the non-zero fixed point \( p \), and the trajectory \( x_n \) converges to \( p \) as \( n \to +\infty \). That means there is a edge from 0, which is a node, to the attractor node. Of course, for \( \mu = 1 \), the attractor is 0.

For \( \mu \in [3, 4] \), choose any \( x_0 > 0 \) near 0. Write \( J \) for the interval \([0, x_0]\). When we apply the map \( \ell_\mu \) to \( J \), we obtain a longer interval and, as we repeatedly apply the map, we eventually obtain an interval that includes \([0, \frac{1}{2}]\). Notice that \( \frac{1}{2} \) is critical point of the logistic map. Hence with one more iterate, the image interval is \([0, \ell_\mu(\frac{1}{2})]\). For any point \( p \) in any node, there is a point \( \hat{x}_0 \) near 0 such that there is a \( N \) for which \( \ell_\mu^N(\hat{x}_0) = p \). Since each node is an invariant set, the forward limit set of \( \hat{x}_0 \) is in the node. As discussed above, there is a backward trajectory from \( \hat{x}_0 \) that limits on 0 as \( n \to -\infty \). Hence the graph has an edge going from 0 to the node containing \( p \). That is true for every \( p \) in every node. Hence, for each node other than 0, there is an edge from 0 to that node. For \( \mu = 4 \) there is a single node, that is the whole interval \([0, 1]\).

Because of this fact, to simplify the pictures of graphs, in Figs. 5-6 we do not include the “zero node”, the node that consists of 0, which is always on top of each tower.

### 3.2 Windows in the bifurcation diagram

A period-\( k \) window (of parameter values). Figure 6 shows a “period-3 window”, an interval of parameters in which there are three intervals \( J_i \), \( i = 1, 2, 3 \), in \( x \) space which are permuted by the map. Each of the intervals \( J_i \) changes continuously, starting at the parameter value \( \mu = 1 + \sqrt{8} \approx 3.8284 \), where the period-3 orbit appears in a saddle-node bifurcation. The window ends at the parameter \( \mu \) at which the attractor fills the interval, namely \( \mu \approx 3.8568 \).

Each saddle-node bifurcation of a period-\( k \) orbit begins an analogous window or period-\( k \) window with a final \( \mu \) at which the attractor fills the intervals \( J_i \).

Between the first Feigenbaum parameter value and \( \mu = 4 \), there are infinitely many windows and every \( \mu \) in that range is either in a window or arbitrarily close to one. In Fig. 5 several are visible. The biggest is the period-3 window, which is also shown in Fig. 6.

For each parameter value inside a period-\( k \) window, there are \( k \) intervals \( J_i \) mentioned above and there is a chain-recurrent set \( C \) of points whose forward trajectories do not fall into any of the the \( J_j \). These sets are shown in red for the larger windows in Fig. 5. The set \( C \) is always a Cantor set.
Windows within windows within windows .... In Fig. 6 we see the period-3 window. The bifurcation diagram of the attractor is plotted in black and gray. It consists of three pieces that each look like the entire bifurcation diagram. Each piece lies within one of the $J_j$ for each $\mu$. As such, there are windows within this bifurcation diagram, infinitely many windows within the primary window. Each window has secondary windows within it.

For $\mu$ that has a period-$k_1$ window, there are $k_1$ intervals inside which the attractor lies. We denote them by $J_1, \ldots, J_{k_1}$. There is a chain-recurrent Cantor set $C^1$ of points that do not fall into them. If $\mu$ has a period-$k_2$ window within the window, then $k_1$ divides $k_2$ and there are $k_2$ intervals $J_{k_1}'_1, \ldots, J_{k_1}'_{k_2}$ that are a small-scale version of the $J_j$ above.

The Cantor set $C^2$ for this window lies outside the union $\cup J'_j$ but inside the union $\cup J_j$; see Fig. 6. Such a $C^2$ Cantor set is shown in blue where the primary window has $k_1 = 3$ and the secondary window has $k_2 = 3 \times 3 = 9$.

The graph has a node 0 on top of $C^1$ on top of $C^2$ followed by possible more Cantor set from further windows within windows and finally some attractor at the bottom.

**Tower building blocks.** If $\mu$ does not belong to any window, then the only chain-recurrent sets are the left endpoint 0 and the attractor.

Just after the start of a window, the attractor is a periodic orbit with some period $k$ (e.g. see T2 in Fig. 5). As $\mu$ increases, the periodic orbit goes through a bifurcation process identical to the one at the left of $\mu_{FM}$ (e.g. see T3–T4 in Fig. 5 and T2–T5 in Fig. 6). This reflects in the graph in the following way. Each subwindow corresponds, in the graph, to a Cantor set node. Each Cantor node may be immediately followed by $s$ nodes that are unstable periodic orbits. The periods of these orbits are, in the following order, $k, 2k, 2^2k, \ldots, 2^{s-1}k$. After those nodes, there will be either the attractor or another repelling Cantor set node.

Figures 5 and 6 show examples of towers. In summary, a graph can contain any number of Cantor set nodes, including none and infinitely many. Between two consecutive Cantor set nodes, there can be any finite number of repelling periodic orbit nodes, including no such orbits. In particular, there can be infinitely many nodes and any combination of Cantor sets and repelling periodic orbits is possible. All possible finite or infinite patterns (including only saddles and including only Cantor sets) occur for appropriately chosen parameter values. In addition, (1) there is an attractor, the bottom-most node; (2) for the logistic, the top node is the repelling fixed point 0 for all $\mu < 4$.

### 4 Dynamical systems with infinite dimensional phase space can have graphs simpler than the logistic’s

Here we report on examples of graphs that have been determined for differential delay equations and partial differential equations. These examples do not exhibit chaos in the regimes where the graphs have been determined, but the reader should expect great complexity in other examples that have chaos.

**Example 1: Delay-Differential Equations.** In 1986, J. Mallet-Paret [17] (see also [36, 37, 51, 28, 27]) showed that the graph approach can be applied also to the infinite dimensional dynamical system associated to first-order scalar delay-differential equations of the form

$$\dot{x}(t) = f(x(t), x(t-1)), \quad (7)$$

with the initial condition $x(t) = \varphi(t)$ on $[-1, 0]$ for some continuous function $\varphi$. For instance, the celebrated Wright’s equation

$$\dot{x}(t) = -\alpha x(t-1)(1-x(t)), \quad \alpha > 0,$$

modeling population dynamics, is of this form, as well as equations of the form $\dot{x}(t) = -\alpha x(t) - g(x(t-1))$ that arise in various applications in biology, physiology and optics [47].

The graphs for this type of systems are towers with an arbitrary finite number of levels. From the point of view of the dynamics outside of the nodes, therefore, these systems are simpler than some logistic map. Below we describe in some detail the nodes of these graphs.
Denote by \( x_\varphi(t) \) the solution, defined up to some \( T > 0 \), of \( \Phi^t \). This defines a dynamical system \( \Phi^t \), for \( t \geq 0 \), on the space of continuous functions \( C^0([-1,0]) \), via

\[
(\Phi^t \varphi)(\tau) = x_\varphi(t + \tau), -1 \leq \tau \leq 0.
\]

We assume the following properties, satisfied in many applications:

1. \( f \) is smooth;
2. \( yf(x,y) > 0 \) for all \( y \neq 0 \);
3. \( f_x(0,0) > 0 \);
4. \( f_x(0,0) + f_y(0,0) > 0 \);
5. the image under \( \Phi^1 \) of any bounded ball is bounded;
6. \( \sup_{\varphi \in C^0([-1,0]), t \in \mathbb{R}} \|\Phi^t \varphi\| < \infty \).

Under these conditions, the solutions of Eq. (7) oscillate about zero, the map \( \Phi^1 \) is compact and dissipative \( [26] \) and the flow has a maximal compact attractor \( \mathcal{S} \) \( [5] \) equal to the set of all initial conditions \( \varphi \in C^0([-1,0]) \) such that \( x_\varphi \) is global and bounded.

The decomposition found by Mallet-Paret is relative to the dynamics of the restriction of \( \Phi \) to \( \mathcal{S} \). The unstable nodes of \( \Phi \) in \( \mathcal{S} \) are rapidly oscillating unstable periodic orbits. The more rapidly oscillating nodes are above the more slowly oscillating nodes. Mallet-Paret has a precise definition of rapidly oscillating, based on the number of zeros the trajectory has on every interval \([t, t+1]\). He was able to prove that there are orbits joining every node with all nodes that are oscillating more slowly.

**Example 2: Parabolic partial differential equations (PDEs).** The setting of nonlinear parabolic PDEs proved to be an unexpectedly rich source of dynamical system graphs \( [28, 41] \).

Let \( X \) be a closed segment and denote by \( H^1(X) \) the Sobolev space of square-summable functions on \( X \) with a weak derivative and whose first weak derivative is also square-summable. The set \( H^1_0(X) \subset H^1(X) \) is closure, in \( H^1(X) \), of the set of smooth functions that are zero in some neighborhood of the end-points of \( X \).

We begin with the Chafee-Infante PDE on \( X = [0, \pi] \), namely

\[
\begin{aligned}
    u_t &= u_{xx} + \lambda(1-u^2)u, \\
    u(t,0) &= u(t,\pi) = 0 \text{ for all } t \geq 0, \\
    u(0,x) &= u_0(x) \in H^1_0(X),
\end{aligned}
\]

with \( \lambda \geq 0 \). We denote by \( \Phi^\lambda_1 : H^1_0(X) \to H^1_0(X) \) the semiflow of the Chafee-Infante PDE. Then the map \( \Phi^\lambda_1 \) is a \( C^2 \) (infinite-dimensional) Morse-Smale map for every \( \lambda \) which is not the square of an integer \( [9, 28] \). In particular, each node of its graph is a fixed point, and the dynamics elsewhere is gradient-like. One of the key observations, by Henry \( [29] \), leading to the construction of a Lyapunov function for the system, is that the number of components of the set \( \{ x \in X : u(t,x) \neq 0 \} \) is a monotonously decreasing function of time.

The structure of the graph in this case is more interesting and shows (see Fig. 3 (right)) the following **bistable** behavior: for \( (n - 1)^2 < \lambda < n^2 \), \( \Phi_1^{\lambda} \) has \( 2n - 3 \) repelling fixed points \( N_1, N_j^\pm \), \( 2 \leq j \leq n - 1 \) and two attracting ones \( N_n^\pm \). The node \( N_1 \) has edges to \( N_2^\pm \). All \( N_j^\pm, j < n \), have edges towards both \( N_{j+1}^\pm \), as shown in the figure. Note that, in this case, no other edges arise due to a **blocking connections** principle that holds for these systems (see \( [15] \) for a thorough discussion and examples). In particular, in this case the graph is not a tower.

These results do not depend strictly on the analytical form of \((1-u^2)u\) but rather hold for all \( C^2 \) functions \( f(u) \) with a similar shape (see \( [9, 28, 41] \) and hold for several other important PDEs such as FitzHugh-Nagumo equation and the Cahn-Hilliard equation (see \( [41] \)). They were also further generalized by Chen and Polacik \( [11] \) to the time-periodic non-autonomous version of the Chafee-Infante equation.
Fiedler and Rocha [18], finally, further generalized the PDEs above to the autonomous semilinear variation

\[ u_t = a(x)u_{xx} + f(x, u, u_x) \]

with Neumann boundary conditions \( u_x(t, 0) = u_x(t, 1) = 0 \). Denote by \( H^2([0, 1]) \) the Sobolev space of all functions that are square-summable together with their first and second derivatives. This PDE form arises in many applications such as population dynamics, astrophysics and material sciences (see [19] for references).
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