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ABSTRACT

Providing explanations for recommended items allows users to refine the recommendations by critiquing parts of the explanations. As a result of revisiting critiquing from the perspective of multimodal generative models, recent work has proposed M&Ms-VAE, which achieves state-of-the-art performance in terms of recommendation, explanation, and critiquing. M&Ms-VAE and similar models allow users to negatively critique (i.e., explicitly disagree). However, they share a significant drawback: users cannot positively critique (i.e., highlight a desired feature). We address this deficiency with M&Ms-VAE*. We evaluate our method using two real-world, publicly available datasets. The results show that M&Ms-VAE* (1) matches or exceeds M&Ms-VAE in recommendation and explanation performance and (2) outperforms M&Ms-VAE and other strong models by a large margin on positive and negative multi-step critiquing.

1 INTRODUCTION

Critiquing is a conversational recommendation method that incrementally adapts recommendations in response to user preferences [4]. Several studies have revisited critiquing with neural models [3, 9–11, 15]. They allow users to critique the recommendation by interacting with a set of attributes mined from user reviews. Recently, [2] proposed a multimodal variational-autoencoder, called M&Ms-VAE, that achieves state-of-the-art performance in terms of recommendation, explanation, and multi-step critiquing. Although M&Ms-VAE has made important contributions, it shares an important deficiency with other models: users can only express an explicit disagreement (i.e., negative critiquing); there is no means of highlighting a desired feature (i.e., positive critiquing) [12, 16].

One way to enable positive critiquing is to embed the positive critique identically to the negative one, with the advantage that the recommender remains the same. As we demonstrate empirically in Section 4.4, it underperforms in positive multi-step critiquing compared to negative critiquing. Another means of enabling positive critiquing consists of modeling the positive and negative critiques within the recommender. Although this approach improves critiquing performance, it affects recommendation and explanation performance, in a way that limits their practice performance.

In this study, we present M&Ms-VAE*, an extension of M&Ms-VAE, to enable positive critiquing. We take advantage of the multimodal modeling to introduce a third modality that represents users’ keyphrase-usage dislikes along with their interactions and keyphrase-usage preferences. Finally, we design a method to critique positively and negatively, which trained in a self-supervision manner.

We evaluate our method using two real-world, publicly available datasets. The results show that M&Ms-VAE* (1) matches or exceeds M&Ms-VAE in recommendation and explanation performance and (2) outperforms M&Ms-VAE and other strong models by a large margin on positive and negative multi-step critiquing.

2 MIXTURE-OF-EXPERTSMULTIMODAL VAE

Notation. Before proceeding, we define the following notation:

- $U$, $I$, and $K$: The user, item, and keyphrase sets, respectively.
- $R \in \mathbb{R}^{|U| \times |I|}$: The binary user-item interaction matrix.
- $K^+$, $K^- \in \mathbb{R}^{|U| \times |K|}$: User-keyphrase matrices that reflect users’ keyphrase-usage preferences and dislikes in the reviews. $k_u^+$ are the keywords mentioned by the user $u$, and $k_u^-$ are the all others. Similarly, $K$ is the item-keyphrase matrix.
- $c_u^+$, $c_u^- \in \mathbb{R}^{|K|}$: A one-hot vector whose only positive value indicates the index of the keyphrase to be critiqued positively and negatively by the user $u$ at a given step $t$.
- $z_u, z_u^{+t}, z_u^{-t} \in \mathbb{R}^{|H|}$: The latent representation of the user $u$, the positive critique $c_u^{+t}$, and the negative critique $c_u^{-t}$.

Model Overview. An important feature of M&Ms-VAE [2] is learning the joint distribution $p(r_u, k_u^{+})$ under partial observations: we aim to recommend and generate keyphrase explanation jointly and independently from each observed variable (i.e., modality). Thanks to the multimodal assumption, $r_u$ and $k_u^{+}$ are conditionally independent given the common latent variable $z_u$; an unobserved variable can be safely ignored when evaluating the marginal likelihood. As Fig. 1 (left) shows, we write the joint log-likelihood as follows:

$$
\log p(r_u, k_u^{+}) \geq \mathbb{E}_{q_{\phi}}(z_u| r_u, k_u^{+}) \left[ \log p_{e_{\theta_{r_u}}}(r_u| z_u) + \log p_{e_{\theta_{k_u^{+}}}}(k_u^{+}| z_u) \right] - \beta \mathbb{D}_{KL} [q_{\phi}(z_u| r_u, k_u^{+}) \| p(z_u)]
$$

(1)

where the prior $p(z_u)$ is a normal distribution and $\beta$ is a hyperparameter that controls the strength of the regularization relative.

Currently, learning $q_{\phi}(z_u| r_u, k_u^{+})$ requires $r_u$ and $k_u^{+}$ to be fully observed. [2] remedied this problem by using a mixture of experts (MoE): $q_{\phi}(z_u| r_u, k_u^{+}) = \sum_{\xi} q_{\phi_{\xi}}(z_u| r_u) q_{\phi_{\xi}}(z_u| k_u^{+})$. The MoE $\xi()$ takes the average of the experts when $r_u$ and $k_u^{+}$ are both observed or the unimodal expert when only one modality is observed.

Finally, the proposed training scheme mimics weakly supervised learning to train the individual inference networks $q_{\phi_{r_u}}$ and $q_{\phi_{k_u^{+}}}$:

$$
\mathcal{L}_{M&Ms}(R, K^+) = \sum_u ELBO(r_u, k_u^{+}) + ELBO(r_u) + ELBO(k_u^{+})
$$

(2)
2.1 Negative Keyphrase-based Critiquing

Given the predicted explanation $\hat{k}_u^z$ and the recommendation $\hat{r}_u$, the user can accept or refine the recommendation. In negative critiquing, the user iteratively provides a keyphrase to critique $c^v$, (i.e., disagreement) and obtains a new recommendation $\hat{r}_u'$ until he is satisfied. The representation $\text{z}^-_{v', u}$ is encoded via $q_{\phi_{k,v}}(\text{z}_u|k_{v})$.

To blend the user representation $\text{z}_{u}$ with the $i^{th}$ critique representation $\text{z}_{c_{i', u}}$ [2], it introduces a blending function that treats each critique as independent and uses gated recurrent units [5]: $\xi(\text{z}_u, \text{z}_{c_{i', u}}) = \text{GRU}((\text{z}_u; \text{z}_{c_{i', u}}))$, where $\cdot$ denotes the concatenation operation. The blending module $\xi(\cdot)$ is optimized in a self-supervised fashion. First, a synthetic dataset $\mathcal{D}^*$ is created following Alg. 1 (Lines 1-6 and Line 10). For each negative critique $c^v$ inconsistent with the target item, we compute the item set $I_{u}^c$ (symmetrically $I_{u}^e$) which contains (symmetrically does not contain) the critique. Second, a max-margin ranking-based objective encourages $\xi(\cdot)$ to learn how to re-rank the items according to the critique $c^v$:

$$L_{\text{MEM&Ms}}^{\text{pos}, \text{neg}}(\hat{R}^0, \hat{R}^1, \text{c}^v, I_{u}^c, I_{u}^e) = \sum_{i: e|\epsilon_{e}} \max(0, h - (\hat{t}_{u,i}^e - t_{u,i}^e)) + \sum_{i: c|\epsilon_{c}} \max(0, h - (\hat{t}_{u,i}^c - t_{u,i}^c)).$$

3 ENABLING POSITIVE CRITIQUING

A drawback of M&Ms-VAE and other models ([9–11, 15]) is that users can express a disagreement but cannot highlight a feature. To enable positive critiquing, we propose three incremental solutions.

1) Extending the blending module. A suboptimal way to enable positive critiquing is to adjust only the blending module and the self-supervised task. The advantage of this approach is that there is no need to retrain the generative and inference networks: the recommendation and explanation performance remain the same. The representation $\text{z}^+_{c_{i', u}}$ of the positive critique $c^v$ is computed identically to $\text{z}^-_{c_{i', u}}$, using the inference model $q_{\phi_{k,v}}(\text{z}_u|k_{v})$. Then, we decompose the blending module into $\hat{\xi}^+(\text{z}_u, \text{z}^+_{c_{i', u}}) = \text{GRU}((\text{z}_u; \text{z}^+_{c_{i', u}}))$ and $\hat{\xi}^-(\text{z}_u, \text{z}^-_{c_{i', u}}) = \text{GRU}((\text{z}_u; \text{z}^-_{c_{i', u}}))$. $\hat{\xi}^+(\cdot)$ and $\hat{\xi}^-(\cdot)$ share the same weights. Both $c^v$ and $c^e$ are trainable parameters that condition the gated mechanism to compute a representation that reflects an explicit agreement with $c^v$ and a disagreement with $c^e$.

To include positive critiquing examples, we create a second synthetic dataset $\mathcal{D}^*$ (see Alg. 1). Echoing the approach used in Section 2.1, we sample a critique $e^v$ that is not part of the predicted keyphrase explanation $\hat{k}_u^z$ but is consistent with the target item’s features and compute the item sets $I_{u}^c$ and $I_{u}^e$.

$$L_{\text{MEM&Ms}}^{\text{pos}, \text{neg}}(\bullet) = L_{\text{MEM&Ms}}^{\text{neg}}(\bullet) + \sum_{i: e|\epsilon_{e}} \max(0, h - (t_{u,i}^c - \hat{t}_{u,i}^c)) + \sum_{i: c|\epsilon_{c}} \max(0, h - (\hat{t}_{u,i}^c - t_{u,i}^c)).$$

2) Introducing a third modality. Above, we used the same model $q_{\phi_{k,v}}(\cdot)$ to infer $\text{z}^+_{c_{i', u}}$ and $\text{z}^-_{c_{i', u}}$. However, neither $c^v$ and $c^e$ embed the same meaning, whereas $q_{\phi_{k,v}}(\cdot)$ considers at training only users’ keyphrase-usage preferences. Therefore, we introduce a new modality $k^u$ that represents users’ keyphrase-usage dislikes: the keyphrases that are not part of the user’s profile. As Fig. 1 (M&Ms-VAE3) shows, we update Eq. 1 as follows:

$$\log p(r_u, k^u_u|z_u) \geq \mathbb{E}_{q_k(z_u |r_u,k^u_u)}[\log p_{\omega_{k,u}}(k^u_u|z_u)] + \log p_{\omega_k}(k^u_u|z_u)] - \beta D_{\text{KL}}(q_k(z_u |r_u,k^u_u)||p(z_u)).$$

We augment the mixture of experts with the extra unimodal posterior: $q_k(z_u |r_u,k^u_u, c^v_u) = \sum_{v \in k^u_u} q_k(z_u |r_u,k^u_u, c^v_u)$. We also update the training strategy as $L_{\text{MEM&Ms}}^{\text{pos}, \text{neg}}(R, K^*, K^u)$:

$$\sum_{u} \text{ELBO}(r_u, k^u_u) + \text{ELBO}(r_u) + \text{ELBO}(k^u_u) + \text{ELBO}(k^u_u).$$

Finally, we compute the critique representations $\text{z}^+_{c_{i', u}}$ and $\text{z}^-_{c_{i', u}}$ using $q_{\phi_{k,v}}(\text{z}_u|k_{v})$ and $q_{\phi_{k,v}}(\text{z}_u|k_{v})$. However, the joint likelihood now includes the generative model $p_{\omega_{k,u}}(k^u_u|z_u)$, which leads to two problems: (1) it is unclear what $\text{z}_u^+$ offers the user in addition to the explanation $\hat{k}_u^z$ and the recommendation $\hat{r}_u$, and (2) $k^u_u$ is redundant, because it is equivalent to $K^u_u$. It might affect the latent space and the recommendation and explanation performance.

3) Removing $p_{\omega_k}(k^u_u|z_u)$. Because we aim to develop a generative model of the form $p_{\omega_k}(r_u, k^u_u|z_u)$, and thanks to the multimodal factorization, we can rewrite Eq. 5 by safely removing $p_{\omega_k}(k^u_u|z_u)$:

$$\log p(r_u, k^u_u) \geq \mathbb{E}_{q_k(z_u |r_u,k^u_u)}[\log p_{\omega_{k,u}}(k^u_u|z_u)] + \log p_{\omega_k}(k^u_u|z_u)] - \beta D_{\text{KL}}(q_k(z_u |r_u,k^u_u)||p(z_u)).$$

To summarize, we model the behavior of keyphrases which disfavor and dislikes of users, while predicting only the keyphrase explanation alongside the recommended items, as Fig. 1 (M&Ms-VAE3) shows. The inference networks are identical to those of M&Ms-VAE3 and similar to the generative networks of M&Ms-VAE. A crucial question remains: how do we train $q_{\phi_{k,v}}(\text{z}_u|k_{v})$. Once again, we take advantage of the multimodal modeling and incorporate the partial-paired observations $(r_u, k^u_u)$ and $(k^u_u, k^u_u)$ into the training scheme:

$$L_{\text{MEM&Ms}}^{\text{pos}, \text{neg}}(R, K^*, K^u) = \sum_{u \in \mathcal{U}} \text{ELBO}(r_u, k^u_u, k^u_u) + \text{ELBO}(r_u) + \text{ELBO}(k^u_u) + \text{ELBO}(k^u_u).$$

4 EXPERIMENTS

4.1 Datasets

We run experiments on two real-world datasets: Yelp [17] and HotelRec [1]. Each contains over 100k reviews with five-star ratings. As in [2, 9, 11], we extract the positive keyphrases from user reviews for the explanations. We consider keyphrases negative when they are not mentioned by users in their reviews. Each dataset contains
complete observations and is split into 60% 20%/20% for the train, dev, and test sets. We binary the ratings with the thresholds $t > 4.5$ and $t > 3.5$ for restaurants and hotels, respectively.

### 4.2 Experimental Settings

We treat the prior and the likelihood as normal and multinomial distributions. Each inference and generative network is composed of a two-layer neural network with a tanh activation function. We use dropout [14] and the Adam optimizer [8] with a learning rate of $5 \cdot 10^{-5}$. We anneal linearly the regularization parameter $\beta$ of the KL terms. We tune each model on the NDCG on the validation set with a random search and a maximum of 50 trials. For critiquing, we tune the M&Ms-VAE-based models on the synthetic datasets.

### 4.3 RQ 1: Recommendation and Explanation Performance Comparison

#### 4.3.1 Baselines

We compare M&Ms-VAE$^+$ with the state-of-the-art M&Ms-VAE model, M&Ms-VAE$^3$ (see Section 3), and the following baselines. PLRec [13] is a linear recommender that solves the scalability problem; it projects the user preferences into smaller space prior to a linear regression. PureSVD [6] builds a similarity matrix through SVD decomposition of the implicit rating matrix. CE-VAE [11] is a major improvement of the neural collaborative filtering model [7] with an explanation and a critiquing module$^3$.

#### 4.3.2 Top-N Recommendation Performance

We report the following five metrics: R-Precision and NDCG; MAP, Precision, and Recall at 10. We present the main results in Table 2 (left columns).

Interestingly, M&Ms-VAE$^3$ and M&Ms-VAE$^+$ perform similarly to M&Ms-VAE, and the three models obtain the best results. This validates that their modifications do not affect recommendation performance (M&Ms-VAE$^+$ even performs slightly better, particularly on the Hotel dataset). On both datasets, M&Ms-VAE-based models significantly outperform CE-VAE by an average factor of 1.7. These results indicate that the multimodal modeling of M&Ms-VAE-based models and their training strategies are more robust than those of CE-VAE, which learns a bidirectional mapping between the latent space and the keyphrases, which perturbs the training process.

#### 4.3.3 Top-K Keyphrase-explanation Performance

We evaluate the models in terms of keyphrase-explanation performance. PLRec and PureSVD do not contain an explanation module. In Table 2 (right columns), we report NDCG, MAP, Precision, and Recall at 10.

Overall, M&Ms-VAE and M&Ms-VAE$^+$ obtain the best results. Nevertheless, M&Ms-VAE$^3$ underperforms compared to (respectively outperforms) CE-VAE on the Hotel (respectively Yelp) dataset. It highlights the trade-off between recommendation and explanation that results from the additional training objective or modality.

### 4.4 RQ 2: Multi-step Negative and Positive Critiquing Performance Comparison

#### 4.4.1 Baselines

We use CE-VAE, which learns an inverse mapping between a critique and the latent space. During critiquing, it averages the user embedding with the critique embedding. We also employ uniform average critiquing (UAC) [10], in which the user and critique embeddings are averaged. Finally, we include LLC-Score [10] and LLC-Rank [9], which extend PLRec [13] to co-embed keyphrases into the user embedding. Then, they compute a weighted average between the user’s and each critique’s embedding. Weights are optimized via linear programming; LLC-Score uses a margin-based objective, and LLC-Rank uses a ranking-based one. All models were designed for negative critique. For positive critiquing scenarios, we adapt their inner workings accordingly.

#### 4.4.2 User Simulation

Following prior work [2, 9, 10], we run a user simulation to assess the models in a multi-step conversational recommendation scenario. We limit the critiquing iterations to a maximum of 10 turns. The conversations stop if the target item appears within the top-N recommendations on that iteration. The simulation includes all users and follows Alg. 1, with the following differences: (1) we consider only target items from the test set, and (2) on Line 7, $\hat{k}_\tau$ is replaced by $k^\tau_z$ to guarantee the same sequence of critiques and thus a fair comparison. We assess positive and negative critiquing performance in two separate simulations.

For the critique selection, we assume the user selects a keyphrase to critique according to two strategies: (1) Pop: the most popular keyphrase and (2) Diff: the keyphrase that deviates the most from the target item keywords. We compare the top recommended items’

---

| Dataset | #Users | #Items | #Interactions | Sparsity | #Keyphrases |
|---------|--------|--------|---------------|----------|-------------|
| Yelp    | 9,801  | 4,706  | 140,496       | 99.70%   | 234         |
| Hotel   | 7,044  | 4,874  | 143,612       | 99.58%   | 141         |

---

We remove the prior model CE-VNCF [15] because it consistently underperformed.

---

Figure 1: Probabilistic-graphical-model views of M&Ms-VAE [2] (left), M&Ms-VAE$^3$ (middle), and M&Ms-VAE$^+$ (right). In all models, both the implicit feedback $r_u$ and the keyphrase-usage preferences $k^u$ are generated from user $u$’s latent representation $z_u$. Regarding the keyphrase-usage dislikes $k^\tau_z$, M&Ms-VAE$^3$ considers $k^\tau_z$ a third modality whereas M&Ms-VAE$^+$ treats it only as an input variable. Solid lines denote the generative model, whereas dashed lines denote the variational approximation.
Table 2: Recommendation and keyphrase-explanation results. Bold and underline denote the best and second-best results.

| Model       | R-Precision | NDCG | MAP@10 | Prec. @10 | Rec. @10 | NDCG@10 | MAP@10 | Prec. @10 | Rec. @10 |
|-------------|-------------|------|--------|-----------|----------|----------|--------|-----------|----------|
| PLRec       | 0.0191      | 0.0703 | 0.0189 | 0.0166    | 0.0513   | -        | -      | -         | -        |
| PureSVD     | 0.0253      | 0.0825 | 0.0249 | 0.0206    | 0.0597   | -        | -      | -         | -        |
| CE-VAE      | 0.0136      | 0.0533 | 0.0132 | 0.0119    | 0.0367   | 0.2763   | 0.6356 | 0.5876    | 0.1819   |
| M&Ms-VAE    | 0.0264      | 0.0909 | 0.0261 | 0.0223    | 0.0682   | 0.2787   | 0.6428 | 0.5935    | 0.1834   |
| M&Ms-VAE$^3$| 0.0263      | 0.0904 | 0.0259 | 0.0220    | 0.0685   | 0.2786   | 0.6405 | 0.5919    | 0.1839   |
| M&Ms-VAE$^+$(Ours) | 0.0270  | 0.0905 | 0.0256 | 0.0216    | 0.0671   | 0.2797   | 0.6413 | 0.5931    | 0.1842   |

For each user and target item, we sample 299 unseen items, as [2].

4.4.3 Multi-Step Critiquing Performance. We assess the models with the average success rate and session length at different Top-N. For each user and target item, we sample 299 unseen items, as [2].

Fig. 2a shows the results for positive critiquing. Impressively, M&Ms-VAE$^+$ significantly outperforms all methods on both metrics and datasets. It confirms that positive critiques are effectively embedded. On the Yelp dataset, M&Ms-VAE$^3$ and M&Ms-VAE obtain success rates similar to those of the baselines but the worst session lengths. However, UAC and LLCs clearly underperform on the Hotel dataset. These results validate our intuition that representing negative and positive critiques via the same encoder is suboptimal.

Regarding the depiction of negative critiquing in Fig. 2b, there is a large margin between M&Ms-VAE-based models and baselines. Remarkably, the new positive critiquing terms in the loss function of Eq. 4 dramatically improve the success rate of M&Ms-VAE$^+$ and M&Ms-VAE$^3$ compared to M&Ms-VAE. Also, M&Ms-VAE$^+$ obtains session lengths significantly shorter than those of M&Ms-VAE$^3$.

These observations highlight the importance of inferring the representations of positive and negative critiques differently. Adding users’ keyphrase-usage dislikes $k_{ua}$ as a third modality hinders the positive critiquing performance compared to M&Ms-VAE due to the generative model $p_{uk}$, that perturbs its training. Finally, M&Ms-VAE$^+$ remedies this problem and produces the best results overall.

5 CONCLUSION

We present M&Ms-VAE$^+$, an extension of M&Ms-VAE that enables positive and negative multi-step critiquing. The novelty relies on modeling users’ keyphrase-usage dislikes as a third modality while dropping its generative model, an approach made possible by the multimodal factorization. This enables the model to learn powerful positive and negative critique representation. The key results show...
that M&Ms-VAE* matches or exceeds M&Ms-VAE in recommendation and explanation and is the first model to obtain substantially better positive and negative multi-step critiquing performance.
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