Gradient corrections to the quantum effective action
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Abstract

We derive the quantum effective action up to second order in gradients and up to two-loop order for an interacting scalar field theory. This expansion of the effective action is useful to study problems in cosmological settings where spatial or time gradients are important, such as bubble nucleation in first-order phase transitions. Assuming spacetime dependent background fields, we work in Wigner space and perform a midpoint gradient expansion, which is consistent with the equations of motion satisfied by the propagator. In particular, we consider the fact that the propagator is non-trivially constrained by an additional equation of motion, obtained from symmetry requirements. At one-loop order, we show the calculations for the case of a single scalar field and then generalise the result to the multi-field case. While we find a vanishing result in the single field case, the one-loop second-order gradient corrections can be significant when considering multiple fields. As an example, we apply our result to a simple toy model of two scalar fields with canonical kinetic terms and mass mixing at tree-level. Finally, we calculate the two-loop one-particle irreducible (1PI) effective action in the single scalar field case, and obtain a nonrenormalisable result. The theory is rendered renormalisable by adding two-particle irreducible (2PI) counterterms, making the 2PI formalism the right framework for renormalization when resummed 1PI two-point functions are used in perturbation theory.
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I. INTRODUCTION

In order to address unresolved questions regarding the Early Universe, it is often crucial to go beyond the classical description of the phenomena and account for their quantum physical nature. To do so, the quantum effective action is an important tool to consider. Indeed, it is often used to study phenomena, such as spontaneous symmetry breaking mechanisms, as it allows to account for quantum corrections to the classical action while respecting all the symmetries of the theory. The effective action is the generating functional of the 1PI correlation functions, and thus it encodes the full quantum physics of a theory. It is a functional of the background fields, and its minima correspond to the vacuum expectation value of the quantum fields. It is therefore regarded as a powerful tool to estimate the quantum corrected stationary points of the theory. On the other hand, since the quantum effective action cannot be calculated in an exact way, we have to resort to perturbation theory where it can be evaluated by functional methods in a loop expansion [1–3].

When the background fields are assumed to be spacetime independent, the effective action reduces to the effective potential, which at tree-level is simply given by all the non-derivative terms in the Lagrangian. The effective potential is widely used to study spontaneous symmetry breaking in the semi-classical approximation. Indeed, it allows to probe the structure of the minima of a theory, accounting for the radiative corrections up to desired order in loop expansion. This is of particular interest for theories such as the scale-free (conformal) extensions of the standard model (SM) [4–9]. These models are well-motivated candidates in which a classical scaling symmetry prohibits any mass-dimensionful term in the tree-level Lagrangian. Therefore, the negative mass term present in the scalar sector of the SM is absent in the Lagrangian of the conformal models. The breaking of the conformal symmetry is then realized by radiative corrections via the Coleman-Weinberg mechanism [1]. In these models, the effective potential is essential to find the non-vanishing expectation value of the scalar fields produced by the quantum corrections and, in turn, the mass terms of the other particles.

It is therefore clear that the effective potential is a powerful tool which, nonetheless, is not enough to describe all the dynamical phenomena in cosmology [10, 11]. Indeed, in an evolving universe the assumption on constant background fields often shows to be too restrictive, as including spatial and/or time gradients is crucial for achieving a complete description of the
dynamics. It is therefore of outstanding importance to compute quantum corrections to the kinetic terms and understand in which cases these corrections are quantitatively significant.

An important example of application is provided by the Electroweak Phase Transition where the effective action is used to calculate the tunneling rate from the false to the true vacuum state of the theory. In this scenario, quantum corrections to the effective potential are necessary to correctly estimate the minima of the potential. However, this alone is not sufficient to compute the tunneling path of the fields. Indeed, the full effective action is needed to obtain the correct field configuration, known as the bounce, that describes the tunneling dynamics. Similarly, we expect a wide range of instances within the history of the Universe when the gradient terms of the scalar fields cannot be neglected: sphaleron and instantons calculations [12, 13], baryogenesis [14], $\alpha-$attractor inflationary models [15–17], and multifield inflationary models [18–24] are some other important examples of applications.

To properly account for the quantum corrections, a derivative expansion of the effective action can be performed. This is valid when the background fields are weakly dependent on the spacetime or, equivalently, for soft momenta flowing in the vertices. In the literature, attempts in this direction are already present [25–29]. Using a different technique, we perform a gradient expansion of the effective action at one- and two-loop orders. We expand the scalar propagator in Wigner space using the midpoint and relative coordinates and check that both the symmetric propagator equations of motion are satisfied. This allows us to obtain second-order gradient corrections for the scalar kinetic terms and check if it can compete with the quantum corrections of the effective potential of the same loop order.

In Section II, we start with the simple case of a single real scalar field. In Section III, we then generalise the one-loop calculations to a theory with a generic number of real scalar fields with canonical kinetic terms, but with mass-mixing interactions in the potential. The one-loop corrections to the effective potential are divergent and ought to be renormalised, breaking scaling symmetry and introducing an unphysical scale dependence in the effective potential. It is therefore interesting to understand if a similar behaviour is also found when considering the kinetic corrections. We apply the one-loop results to a simple toy model composed by two real scalar fields. Finally, in Section IV we use the gradient expanded propagator to obtain the two-loop effective action in the single scalar field case. We renormalise the theory considering both the 1PI and the two-particle irreducible (2PI) formalism. The theory is nonrenormalisable in the 1PI formalism, implying that the 2PI is the correct
framework to use in our context. Our discussion and conclusions are in Section V. A detailed comparison with the literature and some technical aspects of the calculations are presented in four extensive appendices.

Quantum effective action

We consider the tree-level action to be a functional of \( n \) real scalar fields \( \Phi^a(x) \) \((a = 1, 2, \ldots, n)\). The background field method posits that the effective action \( \Gamma[\phi_a] \) is obtained by inserting into the classical action the field written as \( \Phi^a(x) = \phi^a(x) + \varphi^a(x) \), with \( \phi^a(x) \) being the background fields, and integrating over the fluctuating fields \( \varphi^a(x) \) according to \( \exp(i\Gamma[\phi_a]) = \int D\varphi_a \exp(iS[\phi_a + \varphi_a]) \). The thus-obtained effective action is a nonlocal functional of \( \phi^a(x) \), and it is not known how to obtain it for general \( \phi^a(x) \). In this work, we construct a framework which can be used to build an approximate quantum effective action by utilising standard perturbative loop expansion and a gradient expansion, which is valid for slowly varying background fields.

To compute the one-loop contribution to the effective action \( \Gamma^{(1)}[\phi_a] \), we start from the following expression,

\[
\Gamma[\phi_a] = S[\phi_a] + \Gamma^{(1)}[\phi_a] + \Gamma^{(2)}[\phi_a] + \mathcal{O}(\hbar^3),
\]

\[
\Gamma^{(1)}[\phi_a] = \hbar i \frac{1}{2} \text{Tr} \log [D_{ab}[\phi_c](x; x')],
\]

with \( S[\phi_a] \) the tree-level (classical) action, expressed in terms of the background fields \( \phi_a \), and \( \Gamma^{(2)}[\phi_a] \) the two-loop contribution which is explicitly given in Section IV. The tree-level two-point vertex function \( D_{ab} \) in equation (2) is obtained by varying the tree-level action,

\[
D_{ab}[^{\phi_c}](x; x') = \frac{\delta^2 S[^{\phi_c}]}{\delta \Phi^a(x) \delta \Phi^b(x')} \bigg| _{\Phi^c = ^{\phi_c}},
\]

where we stress that the tree-level two-point vertex function is evaluated on the background fields. The tree-level propagator \( i\Delta_{cb} \) is defined as the operator inverse of the tree-level two-point vertex function,

\[
\int d^Dy \ D_{ac}[^{\phi_c}](x; y) i\Delta_{cb}[^{\phi_c}](y; x') = \delta_{ab} i\delta^D(x-x'),
\]

where \( D \) is the number of dimensions, summation over repeated field indices is assumed, and we set \( \hbar = 1 \). Using the previous definition, equation (2) can be recast as,

\[
\Gamma^{(1)}[\phi_a] = -\frac{i}{2} \text{Tr} \log [\Delta_{ab}[\phi_c](x; x')].
\]
The Feynman propagator is a two-point function with time-ordered product of fields, and therefore it satisfies the following symmetry requirement:

\[ i \Delta_{ac}[\phi_e](x; x') = i \Delta_{ca}[\phi_e](x'; x). \]  

(6)

In the multifield case, the propagator is invariant under the simultaneous exchange of points \( x \leftrightarrow x' \) and transposition in flavour \( a \leftrightarrow c \). This transposition property follows immediately from the definition of the propagator,

\[ i \Delta_{ab}[\phi_c](x; x') = \theta(x^0 - x'^0)i \Delta_{ab}^{(+)}[\phi_c](x; x') \]

where \( i \Delta^{(+)}[\phi_c](x; x') \) are the positive and negative frequency Wightman functions,

\[ i \Delta_{ab}^{(+)}[\phi_c](x; x') = \langle \Omega | \hat{\phi}_a(x)\hat{\phi}_b(x')|\Omega \rangle = i \Delta_{ba}^{(+)}[\phi_c](x'; x), \]

and \( |\Omega \rangle \) denotes the state of the system. The symmetry property (6) differs from hermiticity, under which the Feynman propagator transforms into the Dyson propagator. This symmetry property directly translates into another equation of motion,

\[ \int d^4y \ i \Delta_{bc}[\phi_e](x'; y) \overleftarrow{\mathcal{D}}_{ca}[\phi_e](y; x) = \delta_{ab}i\delta^D(x-x'), \]

(9)

which is the second equation which ought to be satisfied by the propagator. To summarize, there are two equivalent ways of specifying the propagator: (A) by Eqs. (4) and (9), or (B) by Eq. (4) and the symmetry requirement (6). In this paper we make ample use of this property of the propagator.

Taking the Lagrangian density to be a local function of the fields and its derivatives, then the vertex function is diagonal in position space, \( \mathcal{D}_{ae}[\phi_e](x; y) \rightarrow \mathcal{D}_{ae}[\phi_e](x)\delta^D(x-y) \), and the equations of motion (4) and (9) simplify to,

\[ \mathcal{D}_{ae}[\phi_e](x) i \Delta_{eb}[\phi_e](x; x') = \delta_{ab}i\delta^D(x-x'), \]

(10)

\[ i \Delta_{be}[\phi_e](x; x') \overleftarrow{\mathcal{D}}_{ca}[\phi_e](x') = \delta_{ab}i\delta^D(x-x'), \]

(11)

1 Needless to say, in the single field case, the propagator is invariant under the exchange of the points.

2 The definitions (8) are valid for pure states. For more general mixed states, one replaces the expectation value in (8) with a trace weighted by the density operator.
where $D_{ac} \phi_e(x) = D_{ca} \phi_e(x)$ is a symmetric operator (invariant under transposition), which follows from its definition (3). Clearly, in this simpler case, Eqs. (10–11) simultaneously hold true for the propagator, and are equivalent to Eqs. (10) and (6).

As we have already mentioned, the effective action is in general an unknown functional of the fields, and its one-loop correction can be calculated exactly only in very special cases. When the background fields vary slowly in space and time however, an expansion in derivatives of the fields can represent a useful technique for obtaining an accurate approximation of the effective action. Considering for simplicity the case of a single scalar field $\Phi$, for which the canonically normalized bare action reads,

$$S[\Phi] = \int d^D x \left( -\frac{1}{2} \left( \partial_\mu \Phi \right) \left( \partial_\nu \Phi \right) \eta^{\mu\nu} - V^{(0)}(\Phi) \right), \quad (12)$$

where $V^{(0)}(\Phi)$ denotes a local tree-level potential, the derivative expansion of the effective action in real space yields,

$$\Gamma[\phi] = \int d^4 x \left[ - V_{\text{eff}}(\phi) - \frac{1}{2} Z(\phi) \left( \partial_\mu \phi \right) \left( \partial_\nu \phi \right) \eta^{\mu\nu} + O(\partial^4) \right], \quad (13)$$

where $O(\partial^4)$ stands for the terms with four or more derivatives, $V_{\text{eff}}(\phi)$ the effective potential, and $Z(\phi)$ a field-dependent function that contains the quantum corrections to the kinetic term. The higher derivatives can be included, however their contribution must be treated perturbatively, for stability of the theory to be maintained. In this work we will only investigate second-order corrections, where stability issues do no arise.

The zeroth order term of this expansion is then given by the effective potential of the theory, whose analytic expression can be found by assuming to have spacetime independent background fields. Indeed, with such background fields, it is possible to solve for the functional inverse of $D_{ab}$ in equation (4) and obtain the effective potential to a fixed loop order. At one-loop order, the effective potential is divergent and it ought to be renormalised, for example employing dimensional regularization. In the MS scheme, the well-known result for a single scalar field (12) is [1]:

$$\Gamma^{(1)}_{\text{ren}}[\phi, \mu] = - \int d^4 x V^{(1)}_{\text{eff}}(\phi, \mu), \quad V^{(1)}_{\text{eff}}(\phi, \mu) = \frac{m^4(\phi)}{64\pi^2} \left[ \log \left( \frac{m^2(\phi)}{4\pi\mu^2} \right) + \gamma_E - \frac{3}{2} \right], \quad (14)$$

with $m^2(\phi) = d^2 V^{(0)} / d\phi^2$ the tree-level field-dependent mass of the field, $\mu$ the renormalisation scale and $\gamma_E = -\psi(1) \simeq 0.57\ldots$ the Euler-Mascheroni constant.
When truncated at a fixed loop order, perturbative calculations produce results which depend on the scale $\mu$. This breaking of scaling symmetry is unphysical, and can be traced back to local counterterms needed to renormalise the primitive results of perturbative calculations, which diverge in $D = 4$. This scale dependence can be removed from the effective action (14) by constructing the renormalisation group (RG) improved effective action $\Gamma_{\text{RG}}^{(1)}[\phi, \mu]$, which resums the leading logarithms from all loops. One can obtain the RG-improved effective action e.g. by imposing the Callan-Symanzik equation on the perturbative action. The resulting RG-improved effective action, $\Gamma_{\text{RG}}^{(1)}[\phi, \mu]$, superficially contains dependence on $\mu$, but this dependence just labels an equivalence class, i.e. a one-parameter family of physically equivalent effective actions.

II. ONE-LOOP EFFECTIVE ACTION - SINGLE FIELD CASE

We start from the single field action (12) and we perform an expansion in number of derivatives at one-loop order. Our procedure is based on a midpoint expansion of the propagator that is presented in the following section.

A. Midpoint expansion of the propagator

The approach that we employ consists in writing the propagator in Wigner space and then employing the derivative expansion. In translationally invariant systems (such as Minkowski vacuum or thermal states), the propagator $i\Delta(x; y)$ only depends on the relative coordinate $r = x - y$. Performing a Fourier transform with respect to $r$ – also known as a Wigner transform – yields a momentum space propagator, which can be used for an easy evaluation of the one-loop effective action in equation (5), and the result can be expressed in terms of the effective potential, see equation (14). On the other hand, when the dependence of the propagator on spacetime coordinates is weak, it is still useful to perform the Wigner transform and use it as the starting point for a derivative expansion.

We start considering the set of linearly independent coordinates composed of the relative coordinate $r$ and the midpoint coordinate $X = (x + y)/2$. To transform the equation of motion of the propagator in Wigner space, we use the following general relation [31, 32]:

$$
\int d^D(x - y)e^{ip(x - y)}\int d^Dz A(x; z)B(z; y) = e^{-i\phi}\{A(X; p), B(X; p)\},
$$

(15)
where the diamond operator acts as:

\[ \diamond\{A(X; p), B(X; p)\} = \frac{1}{2} (\partial_X^A \cdot \partial_P^B - \partial_X^B \cdot \partial_P^A) A(X; p) B(X; p). \]  

(16)

This relation is useful since it gives us a starting point for the midpoint expansion of the propagator. Indeed, we first transform the propagator equation of motion to the linearly independent coordinates \((X; r)\) and then to the other set of linearly independent coordinates composed by the midpoint and Wigner momentum \((X; p)\).

We are considering the case of a single scalar field, thus we have:

\[ A(x; z) = (\partial_x^2 - m^2(x)) \delta^D(x - z), \]
\[ B(z; y) = i \Delta(z; y), \]  

(17)

where \(m^2(x)\) is the tree-level mass which depends on the background value of the field \(\phi(x)\). In case of a translationally invariant background field, we could easily use the equation of motion to find the functional inverse of the inverse propagator and, in turn, the one-loop effective potential. Considering instead a spacetime dependent background field, we can formally write the equation of motion of the propagator in Wigner space as,

\[ (-p^2 - m^2(X)) e^{-\frac{i}{2}(\partial^X \cdot \partial^P - \partial^P \cdot \partial^X)} i \Delta(X; p) = i. \]  

(18)

This representation of the propagator is useful when the propagator depends weakly on the midpoint coordinate \(X\). To make that more precise, let us introduce scales \(\Delta X_0\) and \(\Delta p_0\), which characterize the length scale over which the propagator changes significantly, and the typical momentum of these excitations. The gradient expansion in Eq. (18) is then well defined if \(\Delta p_0 \Delta X_0 \gg \hbar\), and can be viewed as a generalization of the WKB expansion in quantum mechanics to quantum field theory. The gradient expansion fails to capture the effects that occur when \(\Delta p_0 \Delta X_0 \sim \hbar\), the most prominent being the generation of particles by rapidly varying background fields.

---

3 Rigorously speaking, the propagator depends on all momenta, with no upper bound. However, the propagator should be understood as a distribution, meaning that its action on test functions is defined by integrating over the momenta, and in such integrals typically very high momenta do not significantly contribute, as their effects are generally canceled by rapid oscillations. When these oscillations are absent, the effects of high momentum modes are canceled by the counterterms needed to renormalise the object of interest.
Taylor-expanding the exponential in Eq. (18) and applying the derivatives on the left-hand side, the previous equation becomes,

$$
\left[-p^2-m^2(X)-ip\cdot\partial_X+\frac{i}{2}(\partial_X m^2(X))\cdot\partial_p + \frac{1}{4}\partial_X^2 + \frac{1}{8}(\partial_\mu_X \partial_\nu_X m^2(X))\partial_\mu_p \partial_\nu_p + O(\partial_X^3)\right]i\Delta(X;p) = i,
$$

(19)

where the double product in the quadratic term vanishes as we apply a second mixed derivative.

We can now transform also the symmetric equation of motion (9) into Wigner space using equation (15) and, as before, keep only terms up to second order in the derivative expansion. Interestingly, we obtain a similar equation as before, but with the imaginary terms of the operator in the left-hand side of equation (19) with opposite signs, implying that (up to second order in gradients) the following equation must be satisfied,

$$
\left[ip\cdot\partial_X - \frac{i}{2}(\partial_X m^2(X))\cdot\partial_p\right]i\Delta(X;p) = 0.
$$

(20)

In fact, the propagator must satisfy both the symmetric equations of motion (11), in which the real parts of the operator remain unchanged, while the imaginary terms flip signs. The same conclusion can be reached from the transposition symmetry of the propagator (6), which in Wigner space reads,

$$
i\Delta_{ac}[\phi_e](X;p) = i\Delta_{ca}[\phi_e](X;-p).
$$

(21)

We can now exploit the inverse matrix expansion to obtain a derivative expansion of the propagator,

$$
i\Delta(X,p) = i\Delta^{(0)} + i\Delta^{(1)} + i\Delta^{(2)} + \cdots
$$

(22)

$$
= i\Delta^{(0)} - i(\Delta^{(0)} D^{(1)} \Delta^{(0)}) + i\left[-\Delta^{(0)} D^{(2)} \Delta^{(0)} + \Delta^{(0)} D^{(1)}[\Delta^{(0)} D^{(1)} \Delta^{(0)}]\right] + \cdots,
$$

(23)

where we keep terms up to second order in derivatives. At zeroth order, it is easy to see that,

$$
D^{(0)} i\Delta^{(0)} = i \implies i\Delta^{(0)}(X,p) = \frac{i}{-p^2 - m^2(X) + i\epsilon}, \quad (D^{(0)} = -p^2 - m^2(X)),
$$

(24)

where we introduced the standard $i\epsilon$ prescription corresponding to the (initial value) boundary prescription for the Feynman (time-ordered) propagator. For notational simplicity, in what follows we use a short-hand notation, $p^2_\epsilon \equiv p^2 - i\epsilon$. The linear correction is given by:

$$
D^{(0)} i\Delta^{(1)} = -D^{(1)} i\Delta^{(0)}, \quad D^{(1)} = -ip\cdot\partial_X + \frac{i}{2}(\partial_X m^2(X))\cdot\partial_p.
$$

(25)
Thus, the first order correction to the propagator in (22–23) can be obtained from,

\[ D^{(1)} \Delta^{(0)} = \left[ -i p \cdot \partial_X + i \frac{1}{2} (\partial_X m^2(X)) \cdot \partial_p \right] \frac{i}{-p_c^2 - m^2(X)} = 0, \tag{26} \]

such that \( i \Delta^{(1)} = 0 \). This is consistent with the fact that the transposition property (21) implies that the propagator in the one-field case can depend on even powers of \( p^\mu \), i.e. only on the combination \( p^2 \equiv p_\mu p^\mu \), which is a Lorentz scalar. This property generalizes to higher order in gradients, in that all odd powers in gradients give zero when acting on the propagator.

As an example, the third order contribution to the propagator is given by:

\[ \Delta^{(3)} = -\Delta^{(0)} D^{(3)} \Delta^{(0)} + \Delta^{(0)} D^{(1)} \Delta^{(0)} D^{(2)} \Delta^{(0)} + \Delta^{(0)} D^{(2)} \Delta^{(0)} D^{(1)} \Delta^{(0)} - \Delta^{(0)} D^{(1)} \Delta^{(0)} D^{(1)} \Delta^{(0)} D^{(1)} \Delta^{(0)}, \tag{27} \]

where the last two terms vanish and the third order contribution to the inverse propagator is:

\[ D^{(3)} = -\frac{i}{48} (\partial^X \partial^X \partial^X m^2(X)) \partial^\mu \partial^\nu \partial^\sigma \partial^\rho. \tag{28} \]

We find that:

\[ -\Delta^{(0)} D^{(3)} \Delta^{(0)} = \frac{i (\partial^X \partial^X \partial^X m^2(X)) p^\mu p^\nu p^\rho}{(-p_c^2 - m^2(X))^5} \tag{29} \]

\[ + \frac{1}{6} \frac{i (\partial^X \partial^X \partial^X m^2(X)) (\eta^{\mu\nu} p^\rho + \eta^{\mu\rho} p^\nu + \eta^{\nu\rho} p^\mu)}{(-p_c^2 - m^2(X))^4}, \]

\[ \Delta^{(0)} D^{(1)} \Delta^{(0)} D^{(2)} \Delta^{(0)} = -\frac{i (\partial^X \partial^X \partial^X m^2(X)) p^\mu p^\nu p^\rho}{(-p_c^2 - m^2(X))^5} - \frac{i (\partial^\nu \partial^\mu \partial^\mu m^2(X)) p^\nu}{2 (-p_c^2 - m^2(X))^4}. \tag{30} \]

Summing the two terms, it is easy to check that \( i \Delta^{(3)} = 0 \), as expected.

Therefore, the expansion of the propagator is simply given by \( i \Delta = i \Delta^{(0)} + i \Delta^{(2)} + \cdots \), where only terms with an even number of derivatives contribute.

For a later use, we also compute the quadratic contribution to the propagator which is given by:

\[ D^{(0)} i \Delta^{(2)} = -i D^{(2)} \Delta^{(0)}, \tag{31} \]

and knowing that \( D^{(2)} \) has a unique expression in the two symmetric equations of motion of the propagator. In Wigner space, we find that the second order contribution to the propagator has the following form:

\[ i \Delta^{(2)}(X, p) = \frac{i}{2} (\partial_\mu \partial_\nu m^2) \left[ \frac{\eta^{\mu\nu}}{(p_c^2 + m^2)^3} - 2 \frac{p^\mu p^\nu}{(p_c^2 + m^2)^4} \right] - \frac{i}{2} \frac{(\partial_X m^2)^2}{(p_c^2 + m^2)^4}. \tag{32} \]
The position space propagator. In what follows we construct the off-coincident propagator in position space by integrating its momentum space expression (24) and (32).

We define the following integral,

\[ J_n(x; x') = \int \frac{d^Dp}{(2\pi)^D} \frac{-ie^{ip \Delta x}}{(p^2 + m^2)^n}. \]  

(33)

At zeroth order in gradients, the off-coincident propagator is found by setting \( n = 1 \) in the previous integral. The solution is:

\[ i\Delta^{(0)}(x; x') \equiv J_1(x; x') = \frac{m^{2\nu}}{(2\pi)^{\nu+1}} \frac{K_\nu(z)}{z^\nu}, \]

(34)

where \( \nu = \frac{D-2}{2} \) and \( K_\nu(z) \) is the modified Bessel function of the second kind, which can be conveniently expressed as the sum of two series,

\[ \frac{K_\nu(z)}{z^\nu} = \frac{1}{2^{1+\nu}} \sum_{n=0}^{\infty} \frac{\Gamma(\nu)(\frac{z}{2})^{2n}}{n!(\nu+1)_n} + \frac{\Gamma(\nu)(\frac{z}{2})^{2n-2\nu}}{n!(1-\nu)_n}, \]

(35)

where \( z = m\sqrt{\Delta x^2} \) and \( \Delta x^2 = -(|t - t'| - i\epsilon)^2 + ||x - x'||^2 \).

We can then write the full off-coincident propagator as,

\[ i\Delta(x; x') = \int \frac{d^Dp}{(2\pi)^D} e^{ip \Delta x} \left[ \frac{-i}{(p^2 + m^2)} + \frac{i}{2}(\partial_\mu \partial_\nu m^2) \left( \frac{\eta^{\mu\nu}}{(p^2 + m^2)^3} - \frac{2p^\mu p^\nu}{(p^2 + m^2)^4} \right) \right. \]

\[ \left. \quad - \frac{i}{2} \frac{(\partial m^2)^2}{(p^2 + m^2)^3} \right], \]

(36)

and using the replacement \( p^\mu p^\nu \rightarrow -\frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \),

\[ i\Delta(x; x') = \int \frac{d^Dp}{(2\pi)^D} \left[ \frac{-ie^{ip \Delta x}}{(p^2 + m^2)} + \frac{i}{2}(\partial_\mu \partial_\nu m^2) \left( \frac{\eta^{\mu\nu}e^{ip \Delta x}}{(p^2 + m^2)^3} \right) \right. \]

\[ \left. \quad + \frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \frac{2e^{ip \Delta x}}{(p^2 + m^2)^4} \right] \quad (37) \]

Noting that \( J_3 = \frac{1}{2}(\partial m^2)^2 J_1 \) and \( J_4 = -\frac{1}{6}(\partial m^2)^2 J_1 \), we can rewrite the full off-coincident propagator as:

\[ i\Delta(x; x') = \left\{ 1 - \frac{1}{2}(\partial_\mu \partial_\nu m^2) \left[ \frac{\eta^{\mu\nu}1}{2} \left( \frac{\partial}{\partial m^2} \right)^2 - 2 \frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \frac{1}{6} \left( \frac{\partial}{\partial m^2} \right)^3 \right] \right. \]

\[ \left. \quad - \frac{1}{2}(\partial m^2)^2 \frac{1}{6} \left( \frac{\partial}{\partial m^2} \right)^3 \right\} J_1. \]

(38)
Using the following relations,

\[
\left( \frac{\partial}{\partial m^2} \right) m^{2\nu} = \frac{m^{2\nu}}{2m^2} \left[ z \frac{\partial}{\partial z} + 2\nu \right],
\]

\[
\left( \frac{\partial}{\partial m^2} \right)^2 m^{2\nu} = \frac{m^{2\nu}}{4m^4} \left[ z \frac{\partial}{\partial z} + 2(\nu - 1) \right] \left[ z \frac{\partial}{\partial z} + 2\nu \right],
\]

\[
\left( \frac{\partial}{\partial m^2} \right)^3 m^{2\nu} = \frac{m^{2\nu}}{8m^6} \left[ z \frac{\partial}{\partial z} + 2(\nu - 2) \right] \left[ z \frac{\partial}{\partial z} + 2(\nu - 1) \right] \left[ z \frac{\partial}{\partial z} + 2\nu \right],
\]

and the recursive relation for the modified Bessel function of the second kind [37],

\[
\left( z \frac{\partial}{\partial z} + \nu \right) K_{\nu}(z) = -z K_{\nu-1}(z),
\]

we can rewrite the off-coincident propagator as the sum of three terms:

\[
i\Delta(x; x') = i\Delta^{(0)}(x; x') + i\Delta^{(2)}_{\nu-2}(x; x') + i\Delta^{(2)}_{\nu-3}(x; x').
\]

The first term is the zeroth order propagator in equation (34), while the terms at second order in gradients are:

\[
i\Delta^{(2)}_{\nu-2}(x; x') = -\frac{m^{2\nu-4}}{(2\pi)^{\nu+1}} \frac{1}{16} \left( \partial_X \right)^2 m^2 K_{\nu-2}(z) \frac{K_{\nu-2}(z)}{z^{\nu-2}},
\]

\[
i\Delta^{(2)}_{\nu-3}(x; x') = \frac{m^{2\nu-6}}{(2\pi)^{\nu+1}} \frac{1}{48} \frac{1}{2} \left( \partial_X m^2 \right)^2 \frac{\partial}{\partial \Delta x^\nu} \frac{\partial}{\partial \Delta x^\nu} K_{\nu-3}(z) \frac{K_{\nu-3}(z)}{z^{\nu-3}}.
\]

Taking the coincident limit, \( x = x' = X \), of the previous equation, we have that \( [K_{\nu}(z)/z^\nu]_{z=0} = 2^{-\nu-1}\Gamma(-\nu) \), and we can verify that the propagator at coincidence is,

\[
i\Delta(X; X) = i\Delta^{(0)}(X; X) + i\Delta^{(2)}(X; X),
\]

where,

\[
i\Delta^{(0)}(X; X) = \frac{m^{D-2}}{(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right),
\]

and

\[
i\Delta^{(2)}(X; X) = \frac{m^{D-8}}{12(4\pi)^{D/2}} \Gamma \left( 4 - \frac{D}{2} \right) \left( \partial_X m^2 \right)^2
\]

\[
- \frac{m^{D-6}}{6(4\pi)^{D/2}} \Gamma \left( 3 - \frac{D}{2} \right) \left( \partial_X m^2 \right).
\]

If expanded around \( D \to 4 \), the coincident propagator becomes,

\[
i\Delta^{(0)}(X; X) = \frac{m^2}{(4\pi)^2} \left( \frac{2\mu^{D-4}}{D - 4} + \ln \left( \frac{m^2}{4\pi\mu^2} \right) - 1 + \gamma_E \right) + O(D - 4),
\]

\[
i\Delta^{(2)}(X; X) = \frac{1}{(4\pi)^2} \left( \left( \partial_X m^2 \right)^2 \frac{12m^4}{6m^2} - \left( \partial_X m^2 \right)^2 \frac{12m^4}{6m^2} \right) + O(D - 4).
\]
As expected, the same expressions can be obtained performing the momentum integrals (33) in the limit \( \Delta x \to 0 \) of equations (24) and (32).

We are now ready to compute the gradient corrections to the one-loop effective action.

**B. Direct integration of the logarithm**

The quantum corrections at one-loop order are given by the functional determinant of the inverse propagator, which can be computed by performing a direct integration of the logarithm of the propagator. Considering equation (5), our starting point is:

\[
\Gamma^{(1)} = -\frac{i}{2} \int d^Dx \int \frac{d^Dp}{(2\pi)^D} \log(\Delta),
\]

where \( \Delta \) is the propagator given in equations (24) and (32). In the following, we adopt the notation:

\[
\Gamma^{(1)} = \Gamma^{(1,0)} + \Gamma^{(1,2)},
\]

with \( \Gamma^{(1,0)} \) the zeroth order in gradients contribution to the one-loop effective action, while \( \Gamma^{(1,2)} \) the second order in gradients one.

Using the substitution \( p^\mu p^\nu \to \eta^{\mu\nu} p^2 \), valid up to second order in gradients expansion \(^4\),

\[\int_p \log[A(p) + B(p)(\partial_\mu \partial_\nu m^2)p^\mu p^\nu] = \int_p \left\{ \log[A(p)] + \sum_{n=0}^{\infty} \frac{(-1)^n}{n+1} \left[ \frac{B(p)}{A(p)}(\partial_\mu \partial_\nu m^2)p^\mu p^\nu \right]^{n+1} \right\}\]

where \( A(p) \) and \( B(p) \) are momentum-dependent expressions that can be inferred from the explicit expression for the propagator in equations (24) and (32).

If \( n = 0 \), the substitution \( p^\mu p^\nu \to \eta^{\mu\nu} p^2 \) is valid. On the other hand, for the next order term we have to use the substitution,

\[ p^\mu p^\nu \to \frac{p^4}{D(D+2)} (\eta^{\mu\nu}\eta^{\rho\sigma} + \eta^{\mu\rho}\eta^{\nu\sigma} + \eta^{\mu\sigma}\eta^{\rho\nu}) \]

such that the \( n = 1 \) term in equation (53) is:

\[
\frac{p^4}{D(D+2)} [(\partial^2 m^2)^2 + 2(\partial_\mu \partial_\nu m^2)(\partial^\mu \partial^\nu m^2)] .
\]

In the main text we use the substitution \( p^\mu p^\nu \to \eta^{\mu\nu} p^2 \) inside the logarithm and so have an error that at leading order is proportional to \( (\partial_\mu \partial_\nu m^2)(\partial^\mu \partial^\nu m^2) - D(\partial^2 m^2)^2 \). This and all the higher order terms can be calculated exactly and included in the calculations. Since our purpose is to compute second-order corrections in number of derivatives, we can neglect these higher order corrections for simplicity.

\(^4\) It is possible to estimate the error we make using this substitution by rewriting the momentum integral of equation (51) as:
we find the following integrand:

$$\log\left[-\frac{(p^2 + m^2)^3 - \left(\frac{D-2}{2D}\right)(\partial^2 m^2)(p^2 + m^2) - \frac{m^2}{2} (\partial^2 m^2) + \frac{1}{2} (\partial m^2)^2}{(p^2 + m^2)^4}\right].$$  \hspace{1cm} (56)

The minus sign inside the logarithm is regulated to zero, and so we can rewrite the previous expression as,

$$\log\left[(p^2)^3 + 3(p^2) m^2 + \left(3m^4 - \frac{(D-2)}{2D} (\partial^2 m^2)\right) p^2\right.\left. + \frac{1}{2}(\partial m^2)^2 - \frac{m^2}{2}(\partial^2 m^2) + m^6\right] - 4 \log(p^2 + m^2).$$  \hspace{1cm} (57)

Decomposing the cubic polynomial inside the first logarithm, we rewrite the previous expression as:

$$\sum_{i=1}^{3} \log(p^2 - x_i m^2) - 4 \log(p^2 + m^2),$$  \hspace{1cm} (58)

with the cubic roots being:

$$x_1 = \frac{p^2_1}{m^2} = -1 - \frac{2^{1/3} \delta}{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}} + \frac{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}}{2^{1/3}},$$  \hspace{1cm} (59)

$$x_2 = \frac{p^2_2}{m^2} = -1 + \frac{2^{1/3} e^{\frac{i \pi}{3}} \delta}{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}} - \frac{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}}{2^{1/3}},$$  \hspace{1cm} (60)

$$x_3 = \frac{p^2_3}{m^2} = -1 + \frac{2^{1/3} e^{-\frac{i \pi}{3}} \delta}{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}} - \frac{\left(z + \sqrt{4 \delta^3 + z^2}\right)^{1/3}}{2^{1/3}},$$  \hspace{1cm} (61)

and with:

$$\delta = \frac{\alpha}{3} - 1, \quad z = \alpha - \beta - 2,$$

$$\alpha = 3 - \frac{(D-2)}{2D} \frac{(\partial^2 m^2)}{m^4}, \quad \beta = \frac{(\partial m^2)^2}{2m^6} - \frac{(\partial^2 m^2)}{2m^4} + 1.$$  \hspace{1cm} (62)

We define the expressions in (62) such that both are second order in gradients. Moreover, it is worth noticing that the cubic roots transform one into each other by flipping the sign in front of the square root, i.e. by sending $+\sqrt{4 \delta^3 + z^2} \rightarrow -\sqrt{4 \delta^3 + z^2}$ in all three cubic roots, we still find a valid set of solutions for the cubic equation. As a consequence, symmetric combinations of the three roots have to be invariant under this transformation.
Moreover, we notice that in the limit \( \delta \to 0 \) and \( z < 0 \) the above solutions (59), (60) and (61) are indeterminate. In this regime, we can consider the set of solutions obtained with the transformation \( +\sqrt{4\delta^3 + z^2} \to -\sqrt{4\delta^3 + z^2} \).

To proceed we need to perform the following integral:

\[
\int \frac{d^D p}{(2\pi)^D} \log(p_E^2 + m^2),
\]

so we rotate to Euclidean space \( (p^0 \to ip^0_E) \) and use the spherical coordinates to write:

\[
\int \frac{d^D p}{(2\pi)^D} \log(p_E^2 + m^2) = \frac{2i}{(4\pi)^{D/2}\Gamma(D/2)} \int_0^\infty dp_E p_E^{D-1} \log(p_E^2 + m^2),
\]

and we notice that the integral of the modulus of the momentum is divergent. We thus introduce a cut-off \( \Lambda \) and split the domain of integration:

\[
\frac{2i}{(4\pi)^{D/2}\Gamma(D/2)} \left( \int_0^\Lambda dp_E p_E^{D-1} \log(p_E^2 + m^2) + \int_\Lambda^\infty dp_E p_E^{D-1} \log(p_E^2 + m^2) \right)
\]

\[
= \frac{2i}{(4\pi)^{D/2}\Gamma(D/2)} \left[ \frac{2m^2\Lambda^{D-2}}{D(D-2)} \right] _2F_1 \left( 1, 1 - \frac{D}{2}, 2 - \frac{D}{2}, -\frac{m^2}{\Lambda^2} \right) + \frac{2\Lambda^D D}{D^2},
\]

where \( B \) is the incomplete beta function and \( _2F_1 \) is Gauss’ hypergeometric function. This result is found assuming that \( \text{Re}(D) < 0 \) in the ultraviolet regime while \( \text{Re}(D) > 0 \) in the infrared. Analytically extending to all \( D \) and expanding around \( \Lambda \to \infty \), we obtain the desired result:

\[
\int \frac{d^D p}{(2\pi)^D} \log(p_E^2 + m^2) = -\frac{i}{(4\pi)^{D/2}} m^D \Gamma\left( -\frac{D}{2} \right).
\]

Using the previous expression, we can rewrite equation (51) as:

\[
\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x m^D \Gamma\left( -\frac{D}{2} \right) \left[ 4 - \sum_{i=1}^3 (-x_i)^{D/2} \right].
\]

Expanding the sum over the cubic roots for \( D \to 4 \), the previous expression can be rewritten as:

\[
\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x m^D \Gamma\left( -\frac{D}{2} \right) \left[ 1 - \sum_{i=1}^3 \left( (-x_i)^2 + \frac{D-4}{4} (-x_i)^2 \log(-x_i)^2 - 1 \right) \right],
\]

the first term in the square brackets corresponds to the zeroth order in gradients contribution to the one-loop effective action. In Figure 1, we plot \( f(z, \delta) = \sum_{i=1}^3 (-x_i)^2 \log(-x_i)^2 \). We
FIG. 1: $f(z, \delta)$ surface for $z > 0$ on the left and for $z < 0$ on the right. The line of white points in the right plot corresponds to a vanishing square root $\sqrt{4\delta^3 + z^2}$. We verified that the function is continuous in this limit.

can study the limit of this function when $\delta = 0$, and find:

$$f(z, \delta = 0) = (1 - z^{1/3})^2 \log[(1 - z^{1/3})^2] + (1 + e^{i\pi/3} z^{1/3})^2 \log[(1 + e^{i\pi/3} z^{1/3})^2]$$

$$+ (1 + e^{-i\pi/3} z^{1/3})^2 \log[(1 + e^{-i\pi/3} z^{1/3})^2],$$

(70)

where the solution is valid both for $z < 0$ and $z > 0$, as previously explained. Similarly, we can expand around $z = 0$,

$$f(z = 0, \delta) = (1 - i\sqrt{3\delta})^2 \log[(1 - i\sqrt{3\delta})^2] + (1 + i\sqrt{3\delta})^2 \log[(1 + i\sqrt{3\delta})^2]$$

$$= 2(1 - 3\delta) \log(1 + 3\delta) - 24\delta z F_1 \left(1; \frac{3}{2}; \frac{3}{2}; -3\delta\right).$$

(71)

We notice that the expressions we obtained are well-defined at the origin where $f(0, 0) = 0$, as can be seen from Figure 2.

Coming back to equation (68), we expand the sum over the cubic roots up to second order in number of derivatives, and we find:

$$\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \ m^D \Gamma \left(- \frac{D}{2}\right) \left[4 - 3 + 3 \left(\frac{D}{2} - 1\right) \frac{D}{2} \delta\right]$$

$$+ \left(\frac{D}{2} - 2\right) \left(\frac{D}{2} - 1\right) \frac{D}{4} w^3,$$

(72)

where $w = \left(\frac{z + \sqrt{4\delta^3 + z^2}}{2}\right)^{1/3}$ if $z > 0$, while $w = \left(\frac{z - \sqrt{4\delta^3 + z^2}}{2}\right)^{1/3}$ if $z < 0$. At zeroth order, the result is:

$$\Gamma^{(1, 0)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \ m^D \Gamma \left(- \frac{D}{2}\right),$$

(73)
FIG. 2: On the left, $f(z, \delta = 0)$ as given in equation (70), and on the right, $f(z = 0, \delta)$ as given in equation (71).

which contains the primitive one-loop effective potential. At second order and for $z > 0$:

$$
\Gamma^{(1,2)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \, m^D \Gamma \left( -\frac{D}{2} \right) \left\{ -\frac{1}{2} \left( \frac{D}{2} - 1 \right)^2 \right. \\
+ \frac{1}{8} \left( \frac{D}{2} - 1 \right) \left( \frac{D}{2} - 2 \right) \left[ \frac{(\partial^2 m^2)}{m^4} - \frac{D}{16} \left( \frac{D}{2} - 1 \right) \left( \frac{D}{2} - 2 \right) \frac{(\partial m^2)^2}{m^6} \right] \\
\left. + \frac{D}{8} \left( \frac{D}{2} - 1 \right) \left( \frac{D}{2} - 2 \right) \left[ 1 \frac{(\partial^2 m^2)}{D} \frac{(\partial m^2)^2}{m^6} \right] \right\} .
$$

(74)

The same expression can be obtained in the regime $z < 0$, so the effective action is continuous in $z = 0$. We can now sum the terms and integrate by parts:

$$
\Gamma^{(1,2)} = \frac{1}{(4\pi)^{D/2}} \int d^D x \left( \frac{1}{8} - \frac{1}{8} \right) m^{D-6} \Gamma \left( 3 - \frac{D}{2} \right) (\partial m^2)^2 = 0 .
$$

(75)

Upon neglecting a boundary term, one finds that the two bulk terms cancel each other exactly, giving a vanishing result.

As a sanity check of the result, we consider the expression in the square brackets in equation (69):

$$
g_1(z, \delta) = \sum_{i=1}^3 -\frac{D-4}{4} (-x_i)^2 \log((-x_i)^2 - (-x_i)^2 + 3 ,
$$

(76)

where we have subtracted the contribution to the zeroth order in gradients one-loop effective action. Notice that to complete the expansion in $D \to 4$, we also have to account for the $D$–dependence of the roots. We can compare the expression in (76) with the one obtained expanding in gradients and keeping only the second order terms given in equation (72):

$$
g_2(z, \delta) = \frac{D-4}{2} \left( \frac{D}{2} - 1 \right) \frac{D}{4} m^3 + 3 \left( \frac{D}{2} - 1 \right) \frac{D}{2} \delta .
$$

(77)
FIG. 3: The finite parts of the functions $g_1$ and $g_2$. In the right panel, we plot them as a function of $\frac{\partial^2 m^2}{m^4}$ and setting $(\partial m^2)^2 = 0$, while in the left panel we choose $\partial^2 m^2 = 0$ and plot as a function of $\frac{(\partial m^2)^2}{m^6}$. As expected, the agreement is good for small ($< 1$) values of the arguments.

Taking the limit $D \rightarrow 4$ we obtain,

$$g_2(z, \delta) = \frac{D-4}{2}(w^3 + 9\delta) + 6\delta$$

$$= \frac{D-4}{2}\left(-\frac{(\partial m^2)^2}{2m^6} - \frac{3}{4} \frac{\partial^2 m^2}{m^4}\right) - \frac{1}{2} \frac{\partial^2 m^2}{m^4}.$$  \hspace{1cm} (78)

While the divergent parts are mathematically equal, in Figure 3 we numerically compare the finite parts of $g_1$, which is expanded only around $D \rightarrow 4$, and $g_2$, which is expanded both around $D \rightarrow 4$ and up to second order in gradients. As can be seen, the two functions show perfect agreement for small values of the derivatives.

C. Expanding the logarithm

We also present an alternative, and quicker, way to compute the second-order corrections to the one-loop effective action. This second method is based on an expansion of the logarithm of the propagator. In the absence of linear correction to the propagator (see Eq. (20)), we can write,

$$\Gamma^{(1)} = \frac{i}{2} \text{Tr} \log(\Delta^{-1}) = -\frac{i}{2} \text{Tr} \log(\Delta^{(0)} + \Delta^{(2)} + ...)$$

$$= -\frac{i}{2} \left[ \text{Tr} \log(\Delta^{(0)}) + \text{Tr}(\Delta^{(0)} \Delta^{(2)}) + \cdots \right]. \hspace{1cm} (79)$$

The first term simply corresponds to the effective potential while the latter one contains the one-loop correction to the kinetic term. After performing a Wick rotation to Euclidean space, the second-derivative term can be integrated in momentum space. Making use of the
Wigner space expression for the propagator (24) and (32) one obtains,
\[
\Gamma^{(1,2)} = -\frac{i}{2} \text{Tr}(\mathcal{D}^{(0)} \Delta^{(2)}) = \frac{i}{2} \int d^D x \int \frac{d^D p}{(2\pi)^D} \left[ \frac{m^2}{D} (\partial^2_{X} m^2) - \frac{1}{2} (\partial_X m^2)^2 \right. \\
+ \frac{(D-2)}{2D} (\partial^2_{\alpha} m^2) \left. \right] + \frac{1}{2} (p^2 + m^2(X))^2 \right]
\]
\[
\quad = \frac{1}{(4\pi)^{D/2}} \int d^D x \left[ \frac{1}{8} (\partial_{\mu} m^2)(\partial_{\nu} m^2)(m^2)^{-3+\frac{D}{2}} \Gamma^{3} \left( \frac{D}{2} \right) - \frac{1}{8} (\partial_{\mu} \partial_{\nu} m^2)(m^2)^{-2+\frac{D}{2}} \Gamma^{2} \left( \frac{D}{2} \right) \right]
\]
\[
\quad = 0 ,
\]
where, to get the second equality, we made use of the integral (D4), and in the last step we integrated by parts the second term in (81). We also used the substitution \( p^\mu p^\nu \rightarrow \eta^{\mu\nu} p^2 \), which is legitimate since we expanded the logarithm at second order in number of derivatives. This result agrees with equation (75), obtained without expanding the logarithm of the propagator. Moreover, it agrees with the recent result [35], obtained by using the propagator constructed in the special case of an accelerating cosmological background.

**D. Taking a parametric derivative**

The third method we wish to present is based on taking a parametric derivative with respect to the mass parameter, and it is the method of choice in the literature [26–29]. Let us begin by rewriting the one-loop effective action (2) in the simple case of one real scalar field with canonical kinetic term as,
\[
\Gamma^{(1)}_{\alpha} = \frac{i}{2} \text{Tr} \log \left[ (\partial^2_{x} - \alpha m^2(x)) \delta^D (x-x') \right] ,
\]
where \( \alpha \) is a parameter to be taken equal to unity at the end of calculation and \( m^2(x) \) is generally a field dependent mass squared. Taking derivative with respect to \( \alpha \) yields,
\[
\frac{\partial}{\partial \alpha} \Gamma^{(1)} = -\frac{1}{2} \text{Tr} \left[ m^2 i \Delta_{\alpha}(x;x') \right] = -\frac{1}{2} \int d^D x m^2 i \Delta_{\alpha}(x;x) ,
\]
where \( i \Delta_{\alpha}(x;x') \) denotes the scalar propagator with the mass parameter \( \alpha m^2(x) \), and \( i \Delta_{\alpha}(x;x) \) is the corresponding coincident propagator. The effective action \( \Gamma^{(1)} \equiv \Gamma^{(1)}_{\alpha=1} \) is

---

5 The method used in [25] is based on a direct evaluation of the effective action by using the Schwinger-DeWitt proper time method. The details of the evaluation are discussed in Appendix C.
then obtained by integrating (84) over \( \alpha \), which equals up to a field-independent integration constant,

\[
\Gamma^{(1)} = -\frac{1}{2} \int_0^1 d\alpha \int d^D x \, m^2(x) i\Delta_\alpha(x;x)
\]

The effective action (85) is evaluated by inserting the coincident propagator \( i\Delta_\alpha(x;x) \) which is obtained from (46)–(48) by substituting \( m^2(x) \rightarrow \alpha m^2(x) \). The result is,

\[
\Gamma^{(1)} = -\frac{1}{2(4\pi)^{D/2}} \int_0^1 d\alpha \int d^D x \, m^2(x) \left\{ (\alpha m^2)^{D-4}_2 \Gamma \left( 1 - \frac{D}{2} \right) - \frac{1}{12} \left( \alpha m^2 \right)^{D-3}_2 \Gamma \left( 3 - \frac{D}{2} \right) (\partial_x \alpha m^2) \right\} \]

where we exchanged the order of integration, \( \int_0^1 d\alpha \int d^D x \rightarrow \int d^D x \int_0^1 d\alpha \). Upon integrating by parts the last term in (87) and dropping a boundary term one obtains \(^6\),

\[
\Gamma^{(1)} = -\frac{1}{2(4\pi)^{D/2}} \int d^D x \left\{ (m^2)^{D-3}_2 \Gamma \left( 1 - \frac{D}{2} \right) - \frac{1}{12} \left( \alpha m^2 \right)^{D-2}_2 \Gamma \left( 3 - \frac{D}{2} \right) (\partial_x m^2) \right\}
\]

which upon renormalization yields,

\[
\Gamma^{(1)}_{\text{ren}} = \frac{1}{32\pi^2} \int d^D x \left\{ -\frac{m^4}{2} \left[ \log \left( \frac{m^2}{4\pi^2} \right) + \gamma_E - \frac{3}{2} \right] - \frac{1}{12m^2}(\partial_x m^2)^2 \right\}
\]

The results obtained by the last method (88–89) agree with those found in the literature [25–29], however the results in (75) and (82) obtained by the first two methods disagree.

To summarize, direct integration of the logarithm in the one-loop effective action and a derivative expansion of the logarithm give a vanishing result for the second derivative correction to the one-loop effective action, while the method of parametric derivative/integration and the method of proper time give a different, non-vanishing result. Even though one of the two results cannot be correct, we were unable to find a convincing argument based on which one could reject one of the two answers \(^7\). A more detailed discussion regarding

---

\(^6\) Instead of using \( \alpha \), we could have used the tree level mass \( M^2 \) as the parameter, defined as \( m^2(x) = M^2 + \lambda \phi^2(x) \), as done in the literature [26–29]. This would result in an ambiguity produced by \( dM^2 = d \left[ M^2 + \frac{1}{2} \phi^2(x) \right] \). This ambiguity would produce an off-shell effective action that differs from the action (88).

\(^7\) One potential source of error might be in exchanging the order of integration, which is illegitimate for divergent integrals, which is the case in our problem.
the disagreement with previous works in the literature can be found in Appendix C and in Section V.

In what follows, we generalise the single-field results of this section to the case of many fields, and we calculate the effective action by expanding the logarithm.

III. GENERALISATION TO MULTIPLE FIELDS WITH MASS MIXING

We now aim at generalising the result obtained with the expansion of the logarithm of the propagator to the case of multiple scalar fields with canonical kinetic terms and mixing mass terms, which can be relevant for multifield inflationary models [18–24] and for electroweak symmetry breaking in scaling symmetric extensions of the standard model [4–9]. In this case, the two symmetric equations of motion of the propagator are:

\[
\begin{align*}
(\mathbb{1} \partial_x^2 - \mathbb{M}^2(x))_{ab} i \Delta(x,y)_{bc} & = i \delta_{ac} \delta_D(x-y) , \\
i \Delta(x,y)_{cb} (\mathbb{1} \partial_y^2 - \mathbb{M}^2(y))_{ba} & = i \delta_{ac} \delta_D(x-y) ,
\end{align*}
\]

where \( \mathbb{M}^2 \) is the off-diagonal mass matrix, which is taken to be real and transpose invariant. It can be obtained from the tree-level potential as \( \mathbb{M}_{ab} = \frac{\partial^2 V(0)}{\partial \phi_a \partial \phi_b} \) and it can contain the tree-level mass but also field-dependent contributions coming from higher order interactions of the fields.

In case of translation-invariant background fields, the off-diagonal mass matrix can be easily diagonalized and the effective potential is obtained by summing over all the diagonal terms. For spacetime dependent fields the situation is more involved however, and the result of the previous section does not carry over to the case of mixing flavours.

Similarly to the single field case, we can transform the two equations of motion into Wigner space using (15):

\[
\begin{align*}
-\mathbb{1} p^2 - \mathbb{M}^2(X) - i \mathbb{1} p \cdot \hat{\partial}_X + \frac{i}{2} (\partial_X \mathbb{M}^2) \cdot \hat{\partial}_p + \frac{1}{4} \mathbb{1} \partial_p^2 + \frac{1}{8} (\partial_{\mu} \partial_{\nu} \mathbb{M}^2) \partial_{p\mu} \partial_{p\nu} \cdot i \Delta(X; p) & = i \mathbb{1} , \\
i \Delta(X; p) \cdot \left[ -\mathbb{1} p^2 - \mathbb{M}^2(X) + i \mathbb{1} p \cdot \hat{\partial}_X - \frac{i}{2} (\partial_X \mathbb{M}^2) \cdot \hat{\partial}_p + \frac{1}{4} \mathbb{1} \partial_p^2 + \frac{1}{8} (\partial_{\mu} \partial_{\nu} \mathbb{M}^2) \partial_{p\mu} \partial_{p\nu} \right] & = i \mathbb{1} .
\end{align*}
\]

Upon transposing the second equation and making use of Eq. (21), one sees that (91) can be obtained from (92), making them consistent. Another way of saying the same is that one can replace equation (92) by the symmetry condition on the propagator (21).
With this in mind, we can focus on solving the first propagator equation in (90). Expanding the propagator in gradients as in the one-field case (22), at zeroth order one gets:

\[
(-\mathbb{1}p^2 - \mathbb{M}^2) \cdot i\Delta^{(0)} = i \implies i\Delta^{(0)}(X;p) = i \left[ -\mathbb{1}p^2 - \mathbb{M}^2 \right]^{-1},
\]

which is clearly transpose invariant (symmetric in flavour \(ab\), as it ought to be.

Similarly, Eq. (91) implies for the first-order correction,

\[
\Delta^{(1)}(X;p) = \Delta^{(0)} \left[ i\mathbb{1}p \cdot \partial_X - \frac{i}{2}(\partial_X \mathbb{M}^2) \cdot \partial_p \right] \Delta^{(0)},
\]

which can be solved by exploiting the relation, \(dA = -A(dA^{-1})A\), with \(A\) being a matrix and \(A^{-1}\) its inverse. The matrices \(\partial_X \mathbb{M}^2\) and \(\Delta^{(0)}\) in (94) in general do not commute resulting in,

\[
\Delta^{(1)}(X;p) = -\Delta^{(0)}D^{(1)} \Delta^{(0)} = \Delta^{(0)}[\Delta^{(0)}, ip \cdot (\partial_X \mathbb{M}^2)] \Delta^{(0)},
\]

which is clearly transpose invariant in the sense of Eq. (21). Therefore, the first-order propagator correction vanishes only if the two matrices commute.

Proceeding to the second-order correction, from (91) one obtains,

\[
\Delta^{(2)}(X;p) = -\Delta^{(0)}D^{(2)} \Delta^{(0)} - \Delta^{(0)}D^{(1)} \Delta^{(1)}.
\]

This can be evaluated by exploiting the matrix relation \(d^2A = -A(d^2A^{-1})A + 2A(dA^{-1})A(dA^{-1})A\) and keeping in mind that \(\partial_\mu \partial_\nu \mathbb{M}^2\) and \(\Delta^{(0)}\) do not commute,

\[
\begin{align*}
\Delta^{(2)} &= -\frac{1}{4} \Delta^{(0)}(\partial^2_X \mathbb{M}^2) \Delta^{(0)}^2 - \frac{1}{4} \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)} - \frac{1}{2} \Delta^{(0)}(\partial_X \mathbb{M}^2)^2 \Delta^{(0)} (\partial_X \mathbb{M}^2) \Delta^{(0)} + \\
&- \Delta^{(0)}[(p \cdot \partial)^2 \mathbb{M}^2] (\Delta^{(0)})^3 - \Delta^{(0)}[(p \cdot \partial)^2 \mathbb{M}^2] (\Delta^{(0)}) (\Delta^{(0)})^2 [(p \cdot \partial)^2 \mathbb{M}^2] (\Delta^{(0)})^2 + \\
&- \frac{1}{2} \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)} - \frac{1}{2} \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)}(\partial_X \mathbb{M}^2) \Delta^{(0)} (\partial_X \mathbb{M}^2) (\Delta^{(0)})^2 + \\
&+ 2\Delta^{(0)}(\Delta^{(0)} p \cdot \partial \mathbb{M}^2) \Delta^{(0)} (\Delta^{(0)} p \cdot \partial \mathbb{M}^2) \Delta^{(0)} - 2\Delta^{(0)}(\Delta^{(0)} p \cdot \partial \mathbb{M}^2) \Delta^{(0)} (\Delta^{(0)} p \cdot \partial \mathbb{M}^2) \Delta^{(0)} (\Delta^{(0)} p \cdot \partial \mathbb{M}^2) \Delta^{(0)} - \\
&- 2 (\Delta^{(0)})^3 (p \cdot \partial \mathbb{M}^2) \Delta^{(0)} (p \cdot \partial \mathbb{M}^2) \Delta^{(0)} - 2\Delta^{(0)}(p \cdot \partial \mathbb{M}^2) \Delta^{(0)} (\Delta^{(0)} p \cdot \partial \mathbb{M}^2) (\Delta^{(0)})^3,
\end{align*}
\]

which is symmetric in flavour and quadratic in \(p^\mu\), and therefore satisfies (21).

As before, we can compute the relative corrections to the one-loop effective action starting from the general expression for real scalar fields and expanding the propagator in number of derivatives. Unlike in the single field case, the first-order corrections do not vanish, thus the complete expression for the one-loop effective action is:

\[
\Gamma^{(1)} = -\frac{i}{2} \left[ \text{Tr} \log(\Delta^{(0)}) + \text{Tr}(D^{(0)} \Delta^{(1)}) + \text{Tr}(D^{(0)} \Delta^{(2)}) - \frac{1}{2} \text{Tr}(D^{(0)} \Delta^{(1)})^2 + \ldots \right].
\]
The first order correction vanishes on two accounts: (1) any contribution to a trace containing a commutator must vanish; (2) an integral over the momenta of a function $\propto p^\mu$ vanishes. Next, using (97) the second-order correction in (98) becomes,

$$\text{Tr}(D^{(0)}\Delta^{(2)}) - \frac{1}{2} \text{Tr}(D^{(0)}\Delta^{(1)})^2 = \text{Tr} \left( -\frac{1}{2} (\partial_X M^2)(\Delta^{(0)})^2 - \frac{1}{2} (\partial_X M^2)(\Delta^{(0)})(\partial_X M^2)(\Delta^{(0)})^2 \right. $$

$$\left. -\left[(p\cdot\partial)^2 M^2\right](\Delta^{(0)})^3 + \left[p\cdot\partial M^2\right](\Delta^{(0)})^2\left[p\cdot\partial M^2\right](\Delta^{(0)})^2 \right. $$

$$\left. -\left[p\cdot\partial M^2\right]\Delta^{(0)}\left[p\cdot\partial M^2\right](\Delta^{(0)})^3 \right),$$

where to simplify the expression we moved the terms cyclically, which is allowed under a trace.

We perform the computations for a generic number of scalar fields with mass mixing and we do not assume a particular form for the mass matrix $M^2$. Firstly, we diagonalise the zeroth-order propagator using a suitable rotation matrix $R$. Having a diagonal propagator, the momentum integral can be performed in the standard way. We find then convenient to separate the sum over the diagonal and off-diagonal terms and to transform all the remaining mass matrices to be diagonal. Depending on the terms in equation (99), we have to deal with first- or second-order spatial derivatives of $M^2$. Consequently, the diagonalisation procedure introduces derivatives of the rotation matrices. It is then useful to define the matrix product $T = R(\partial_X R^T)$. The detailed calculations can be found in Appendix A.

Using equation (A15) we can rearrange the different terms, such that we can write the final expression for the second-order corrections of the effective action as:

$$\text{Tr}(D^{(0)}\Delta^{(2)}) - \frac{1}{2} \left[\text{Tr}(D^{(0)}\Delta^{(1)})^2\right] = \frac{-i}{(4\pi)^{D/2}} \Gamma\left(1 - \frac{D}{2}\right) \int d^D X \sum_{i\neq k} T_{ik} T_{ki}$$

$$\times 2D(8 - D)m_i^2 m_k^2 + (48 - 14D + D^2)m_i^4 + (D^2 - 2D)m_i^4 \frac{(m_k^2)^{D/2-2}}{8D} ,$$

where $m_i^2$ are the spacetime dependent eigenvalues of the diagonalised mass matrix. Interestingly, we see that all the diagonal terms cancel and the second-order corrections to the effective action are given only by the summation of off-diagonal terms. This is consistent with the conclusions that we obtained in the single-field case.

It is important to remember that in four dimensions the Gamma function in equation (100) is divergent so we ought to investigate if this correction has to be renormalised with
appropriate counterterms, similarly to what is usually done for the one-loop effective potential. As it can be seen from the analysis in Appendix B, the divergences in equation (100) cancel exactly so we are left with finite second-order gradient corrections. Consequently, we can also write our result in a manifestly scale-independent way. Considering equation (B7) and taking the limit $D \to 4$ yields to,

$$\Gamma^{(1,2)} = \frac{-1}{8(4\pi)^2} \int d^4X \sum_{i \neq k} T_{ik} T_{ki} \left[ 3m_i^2 + \frac{m_i^4 + 2m_i^2m_k^2}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right].$$

(101)

This is our result for the second-order gradient correction of the one-loop effective action.

The derivatives of the fields are hidden in the matrix product $T = R(\partial_X R^T)$. Notice that if $m_i^2 = m_k^2$ for some $i$ and $k$, then the expression in the square brackets reduces to 0, which is consistent with our single field calculation (82) in section II.

**Application to a simple toy model**

We are now interested in applying the previous result to a simple toy model of two real scalar fields with mass mixing. We consider the following action:

$$S = \int d^Dx \left[ -\frac{1}{2}(\partial^\mu \phi)(\partial^\mu \phi) - \frac{1}{2}(\partial^\mu \psi)(\partial^\mu \psi) - V^{(0)}(\phi, \psi) \right],$$

(102)

where $V^{(0)}$ is the tree-level potential of the theory.

Without assuming a specific expression for the tree-level potential, we have a tree-level mass matrix with the following generic form:

$$M^2 = \begin{pmatrix}
m^2_{11} & m^2_{12} \\
m^2_{12} & m^2_{22}
\end{pmatrix},$$

(103)

where $m^2_{ab} = \frac{\partial^2 V^{(0)}}{\partial \phi_a \partial \phi_b}$. We can diagonalise the mass matrix using the following rotation matrix:

$$R = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix},$$

(104)

with:

$$\tan(2\theta) = \frac{2m^2_{12}}{m^2_{22} - m^2_{11}},$$

(105)

and we find the following mass eigenvalues:

$$m^2_{\pm} = \frac{1}{2} \left( m^2_{11} + m^2_{22} \pm \sqrt{\Delta} \right),$$

(106)
with the discriminant \( \Delta = m_{11}^4 + 4m_{12}^4 - 2m_{11}^2 m_{22}^2 + m_{22}^4 \). We can now compute the second-order gradient corrections to the effective action of this theory. To do so, we apply equation (101). We can start by noticing that the product:

\[
R(\partial_\mu R^T) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta 
\end{pmatrix} \cdot 
\begin{pmatrix}
\partial_\mu \cos \theta & \partial_\mu \sin \theta \\
-\partial_\mu \sin \theta & \partial_\mu \cos \theta
\end{pmatrix}
\]

(107)

is an antisymmetric matrix and thus:

\[
R(\partial_\mu R^T)R(\partial^\mu R^T) = -\mathbb{1}(\partial_\mu \theta)(\partial^\mu \theta),
\]

(108)

such that the condition of summing only over off-diagonal terms in equation (101) is automatically satisfied. Exploiting equation (101) and taking the trace, we obtain for the effective action:

\[
\Gamma^{(1)} = \frac{1}{8(4\pi)^2} \int d^4x (\partial_\mu \theta)(\partial^\mu \theta) \left[ 3m_+^2 + 3m_-^2 + \frac{m_+^4 + m_-^4 + 4m_+^2 m_-^2}{m_+^2 - m_-^2} \log \left( \frac{m_-^2}{m_+^2} \right) \right]
\]

(109)

\[
\Gamma^{(1)} = \frac{1}{32(4\pi)^2} \int d^4x \frac{(\partial_\mu \tan 2\theta)^2}{(1 + (\tan 2\theta)^2)^2} \left[ 3m_+^2 + 3m_-^2 + \frac{m_+^4 + m_-^4 + 4m_+^2 m_-^2}{m_+^2 - m_-^2} \log \left( \frac{m_-^2}{m_+^2} \right) \right],
\]

which, using (105), can be rewritten as,

\[
\Gamma^{(1)} = \frac{1}{8(4\pi)^2} \int d^4x \frac{1}{\Delta^{5/2}} [(m_{11}^4 + m_{22}^4 + 4m_{11}^2 m_{22}^2 - 2m_{12}^4) \log \left( \frac{m_-^2}{m_+^2} \right)]
\]

\[
+ 3(m_{11}^2 + m_{22}^2)\sqrt{\Delta}[(m_{11}^2 - m_{22}^2)\partial_\mu m_{12}^2 + m_{12}^2(\partial_\mu m_{22}^2 - \partial_\mu m_{11}^2)]^2.
\]

(110)

Clearly, expression (109) is invariant under the exchange \( m_+^2 \leftrightarrow m_-^2 \). Of course, this still holds in (110) since if \( m_+^2 \leftrightarrow m_-^2 \), the sign change of the logarithm is compensated by \( \sqrt{\Delta} \rightarrow -\sqrt{\Delta} \), such that the effective action remains invariant. Moreover, it is worth noting that, if the mass eigenvalue \( m_-^2 \) turns negative, \( i.e. \) if

\[
m_{11}^2 m_{22}^2 < m_{12}^4,
\]

(111)

we obtain the logarithm of a negative quantity which gives complex one-loop corrections to the kinetic term. This is not surprising, since in this case there is at least one tachyonic mass, and for actions with tachyonic masses there is no stable equilibrium and thus also no well-defined in-out effective action. The suitable formalism to use in these situations is
the \textit{in-in} formalism. Similarly, complex results are obtained in case when $\Delta < 0$. Finally, vanishing second-order kinetic corrections are found in the limit $m_{11}^2 = m_{22}^2$. In this limit the tangent in equation (105) is undefined. We notice that if $m_{11}^2 = m_{22}^2$, we have that the action is invariant under exchange of the two scalar fields $\phi \Leftrightarrow \psi$.

\section{IV. Two-Loop Gradient Expansion}

So far, we have performed the gradient expansion of the effective action up to one-loop order. As already said, the gradient expansion can be seen as an expansion in $\hbar \partial_x$. Similarly, in the loop expansion, each loop brings a factor of $\hbar$. It is therefore important to highlight that in our framework we are treating the loop and the gradient expansion as different and independent expansions in $\hbar$.

Coming back to the single-field case, in this section we report the results for the two-loop effective action expanded up to second order in gradients. In Figure 4, the two one-particle irreducible diagrams that contribute to the two-loop effective action are shown. The corresponding contributions are:

$$\Gamma^{(2)} = \frac{i}{12} \int d^Dx \, d^Dx' \, \frac{\delta^3 S}{\delta \phi^3(x)} \frac{\delta^3 S}{\delta \phi^3(x')} [i \Delta(x, x')]^3 - \frac{\lambda}{8} \int d^Dx \, [i \Delta(x, x')]^2 + S_{ct}^{(2)}. \quad (112)$$

For the counterterm action, we assume the following form,

$$S_{ct}^{(2)} = \int d^Dx \left( -\frac{\Lambda}{8\pi G} - \frac{Z_0}{2} (\partial_x \phi)^2 - \frac{m_0^2}{2} \phi^2 - \frac{\lambda_0}{4!} \phi^4 \right) - \sum_{n=3}^{\infty} \frac{\lambda(n)}{(2n)!} \phi^{2n} \left( \partial_x \phi \right)^2 - \sum_{n=1}^{\infty} \frac{Z(2n)}{(2n)!} \phi^{2n} \left( \partial_x \phi \right)^2 \right), \quad (113)$$

where the counterterm action is fixed by imposing that $\Gamma^{(2)}$ remains finite in the limit when $D \to 4$. As we will see, surprisingly, an infinite series of counterterms is needed to subtract the divergent parts in $\Gamma^{(2)}$, rendering the theory nonrenormalisable.
It is convenient to transform to midpoint and relative coordinates and rewrite the previous expression as:

\[
\Gamma^{(2)} = \frac{i}{12} \int d^D X d^D r \frac{d^D p}{(2\pi)^D} \frac{d^D p'}{(2\pi)^D} \frac{d^D p''}{(2\pi)^D} \lambda^2 \phi \left( X + \frac{r}{2} \right) \phi \left( X - \frac{r}{2} \right) e^{i(p+p'+p'')r} \\
\times i\Delta(X,p)i\Delta(X,p')i\Delta(X,p'') - \lambda \frac{8}{3} \int d^D X \int \frac{d^D p}{(2\pi)^D} \frac{d^D p'}{(2\pi)^D} i\Delta(X,p)i\Delta(X,p') \tag{114}
\]

\[
+ S_{ct}^{(2)}.
\]

Exploiting the results obtained for the one-loop effective action, we can now perform a midpoint gradient expansion of the propagator as \(i\Delta = i\Delta^{(0)} + i\Delta^{(2)} + \ldots\) as in equation (22). Moreover, we can also expand the field around the midpoint coordinate as \(\phi(X+r/2) = \phi(X) + \partial_\mu \phi \frac{r}{2} + \frac{1}{2} \partial_\mu \partial_\nu \phi \frac{r\nu}{4} \).

In the following, we adopt the notation:

\[
\Gamma^{(2)} = \Gamma^{(2,0)} + \Gamma^{(2,2)}. \tag{115}
\]

\(\Gamma^{(2,0)}\) is the zeroth order in gradients contribution to the two-loop effective action, while \(\Gamma^{(2,2)}\) is the second order in gradients one. It is straightforward to check that the contribution of first order in gradients vanishes, as expected.

### A. \(\Gamma^{(2,0)}\)

To find the contribution of zeroth order in gradients, we use the zeroth order propagator:

\[
i\Delta^{(0)}(X,p) = -\frac{i}{p^2 + m^2(X)}. \tag{116}
\]

and from now on, we assume:

\[
m^2(X) = M^2 + \frac{1}{2} \lambda \phi^2(X), \tag{117}
\]

where \(M\) denotes the tree-level mass. The zeroth order contribution in gradients is then given by,

\[
\Gamma^{(2,0)} = \Gamma_{a}^{(2,0)} + \Gamma_{b}^{(2,0)}, \tag{118}
\]

where the momentum integrals that we ought to solve are:

\[
\Gamma_{a}^{(2,0)} = -\frac{\lambda^2}{12} \int_{X,p,p'} \phi^2(X) \frac{1}{p^2 + m^2(X)} \frac{1}{p'^2 + m^2(X)} \frac{1}{(p + p')^2 + m^2(X)}, \tag{119}
\]
\[ \Gamma_b^{(2,0)} = \frac{\lambda}{8} \int_{X,p,p'} \frac{1}{p_\epsilon^2 + m^2(X)} \frac{1}{p_{\epsilon'}^2 + m^2(X)}, \]  

where we used the shorthand notation \( \int_{X,p,p'} = \int d^D X \int \frac{d^D p}{(2\pi)^D} \frac{d^D p'}{(2\pi)^D} \).

These contributions are evaluated in Appendix D, and the results are given in Eqs. (D40) and (D41),

\[ \Gamma_{\alpha}^{(2,0)} = -\frac{\lambda}{2(4\pi)^4} \int d^D X \lambda \phi^2(X) \left\{ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left[ \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E - \frac{3}{2} \right] \right\} + \mathcal{O}(D-4), \]  

and

\[ \Gamma_{b}^{(2,0)} = -\frac{\lambda}{2(4\pi)^4} \int d^D X m^4(X) \left\{ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left[ \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E - 1 \right] \right\} + \mathcal{O}(D-4), \]  

where \( c_1^* \approx 0.242 \cdots \) is defined in (D23).

It is important to notice that the divergent parts of these results are non-renormalisable due to spacetime dependence of the logarithm terms. As anticipated, we need a counterterm action with an infinite series of terms. Using the counterterm action in equation (113), we find the following coefficients:

\[ \frac{\Lambda}{8\pi G} = -\frac{\lambda M^4}{2(4\pi)^4} - \frac{\lambda^{2} M^2}{(4\pi)^4} \left[ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left( \ln \left( \frac{M^2}{4\pi \mu^2} \right) + \gamma_E - 1 \right) \right], \]  

\[ \frac{m_0^2}{2} = -\frac{\lambda^2 M^2}{(4\pi)^4} \left[ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left( \ln \left( \frac{M^2}{4\pi \mu^2} \right) + \gamma_E - 1 \right) \right], \]  

\[ \frac{\lambda_0}{4!} = -\frac{3\lambda^2}{8(4\pi)^4} \left[ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left( \ln \left( \frac{M^2}{4\pi \mu^2} \right) + \gamma_E - \frac{1}{6} \right) \right], \]

and for \( n \geq 3 \):

\[ \frac{\lambda_n}{(2n)!} = \left( -\frac{\lambda}{2} \right)^{n+1} \frac{M^{4-2n}}{(4\pi)^4} \left[ \frac{\mu^{D-4}}{D-4} \left( -\frac{1}{n} + \frac{4}{n-1} - \frac{3}{n-2} \right) \right]. \]

At leading order, the renormalised effective action has the form of an effective potential,

\[ \Gamma_{\text{ren}}^{(2,0)}[\phi] = -\int d^4 X V^{(2)}(\phi), \]
where the renormalised two-loop effective potential is given by,

\[
V^{(2)}(\phi) = \frac{\lambda}{4(4\pi)^4} \left\{ m^2 (m^2 + \lambda \phi^2) \ln \left( \frac{m^2}{4\pi\mu^2} \right) - m^2 \left( 2(1 - \gamma_E)m^2 + (3 - 2\gamma_E)\lambda \phi^2 \right) \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \left( \frac{\gamma_E^2 - 2\gamma_E + \frac{\pi^2}{12} + \frac{3}{2} \lambda \phi^2 m^2}{m^2(1 - \gamma_E + \frac{\pi^2}{12} + \frac{13}{6} + \frac{2}{3} c_1^2)} \right) \right\}. \tag{128}
\]

\[\text{B. } \Gamma^{(2,2)}\]

We can proceed and calculate the second-order gradient corrections of the two-loop effective action. To do so, we need to consider the second-order propagator,

\[
i\Delta^{(2)} = -\Delta^{(0)} D^{(2)} i\Delta^{(0)} = \frac{1}{2} (\partial_X^2 m^2) [i\Delta^{(0)}]^3 - i \left[ (p \cdot \partial_X)^2 m^2 + \frac{1}{2} (\partial_X m^2)^2 \right] [i\Delta^{(0)}]^4, \tag{129}
\]

where \(D^{(2)} = \frac{1}{4} \partial_X^2 + \frac{1}{8} (\partial_\mu \partial_\nu m^2(X)) \partial_{p_\mu} \partial_{p_\nu}\). Aided by \(m^2(X) = M^2 + \frac{1}{2} \phi^2(X)\), this can be rewritten as,

\[
\Delta^{(2)}(X,p) = \frac{\lambda m^2}{D} ((\partial_X \phi)^2 + \phi(\partial_X^2 \phi) - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2) \frac{1}{(p^2 + m^2(X))^4} + \frac{\lambda(D-2)}{2D} ((\partial_X \phi)^2 + \phi(\partial_X^2 \phi)) \frac{1}{(p^2 + m^2(X))^3}, \tag{130}
\]

where we made use of the fact that, under the integral over the momentum, the following replacement, \(p^\mu p^\nu \rightarrow p^2 \eta^{\mu\nu}/D\), which is legitimate in the coincident limit.

The gradient suppressed contributions to the two-loop effective action (114) can be neatly split into three contributions. The first comes from expanding the vertex around the midpoint, the second (third) comes from the second-order contribution to the propagator (130) in the part of the diagram coming from the cubic (quartic) vertex,

\[\Gamma^{(2,2)} = \Gamma_a^{(2,2)} + \Gamma_b^{(2,2)} + \Gamma_c^{(2,2)}. \tag{131}\]

By expanding the vertex in (114) one obtains,

\[
\Gamma_a^{(2,2)} = \frac{\lambda^2}{24D} \int_{X,p,p'} \left[ (\partial_X \phi)^2 - \phi(\partial_X^2 \phi) \right] \left[ \frac{D-4}{(p^2 + m^2)^2} + \frac{4m^2}{(p^2 + m^2)^3} \right] \times \frac{1}{(p_i^2 + m^2)(p + p')^2 + m^2} \]

\[= \frac{\lambda^2}{24D} \int_X \left[ (\partial_X \phi)^2 - \phi(\partial_X^2 \phi) \right] \left[ (D-4)I_2^* + 4m^2 I_3^* \right]. \tag{132}\]
Expanding the propagators results in,

$$\Gamma_b^{(2,2)} = -\frac{\lambda}{4} \int_{X,p,p'} \left[ \frac{\lambda(D-2)}{2D} \frac{[(\partial_X \phi)^2 + \phi(\partial_X^2 \phi)]}{(p_t^2 + m^2)^3} + \frac{\lambda m^2}{D} \frac{[(\partial_X \phi)^2 + \phi(\partial_X^2 \phi)] - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2}{(p_t^2 + m^2)^4} \right]$$

$$\times \frac{1}{p^2 + m^2}$$

$$= -\frac{\lambda}{4} \int_{X} \left\{ \frac{\lambda(D-2)}{2D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] I_3 + \frac{\lambda m^2}{D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] \right. $$

$$\left. \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2 \right\} I_1, \quad (133)$$

and

$$\Gamma_c^{(2,2)} = \frac{\lambda^2}{4} \int_{X,p,p'} \phi^2 \left[ \frac{\lambda(D-2)}{2D} \frac{[(\partial_X \phi)^2 + \phi(\partial_X^2 \phi)]}{(p_t^2 + m^2)^3} + \frac{\lambda m^2}{D} \frac{[(\partial_X \phi)^2 + \phi(\partial_X^2 \phi)] - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2}{(p_t^2 + m^2)^4} \right]$$

$$\times \frac{1}{p^2 + m^2} \frac{1}{(p + p')^2 + m^2}$$

$$= \frac{\lambda^2}{4} \int_{X} \phi^2 \left\{ \frac{\lambda(D-2)}{2D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] I_3 + \frac{\lambda m^2}{D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] \right. $$

$$\left. - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2 \right\} I_1^*, \quad (134)$$

where $I_n (n = 1, 3, 4)$ and $I_n^* (n = 2, 3, 4)$ denote the integrals, respectively, in equations (D4) and (D5), which are evaluated in Appendix D.

Let us first evaluate the easiest contribution, namely $\Gamma_b^{(2,2)}$. Making use of equation (D4), one immediately obtains,

$$\Gamma_b^{(2,2)} = \frac{\lambda^2}{24(4\pi)^4} \left( m^2 \right)^{D-4} \Gamma \left( 1 - \frac{D}{2} \right) \Gamma \left( 3 - \frac{D}{2} \right)$$

$$\times \int d^D X \left\{ \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] - \frac{(6-D)}{2m^2} (\partial_X \phi)^2 \right\}. \quad (135)$$

This is linearly divergent in $(D-4)$, such that the expansion around the pole is straightforward,

$$\Gamma_b^{(2,2)} = \frac{\lambda^2 \mu^{D-4} m^2}{12(4\pi)^4} \int d^D X \left\{ \left[ \mu^{D-4} D - 4 \ln \left( \frac{m^2 + \lambda \phi^2}{4\pi \mu^2} \right) - (D-4) \frac{\lambda^2 \phi^2}{2m^2} (\partial_X \phi)^2 \right] \right.$$ 

$$\times \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] - \frac{\lambda^2 \phi^2}{2m^2} (\partial_X \phi)^2 \right\} + \frac{\lambda \phi^2}{m^2} (\partial_X \phi)^2 \right\}. \quad (136)$$

---

This is a general feature of perturbation theory. Namely, at $n$ loops, the leading order divergence in the effective potential is of the type $\sim 1/(D-4)^n$, such that the corresponding leading order logarithm is $\ln^n (m^2/(4\pi \mu^2))$. On the other hand, the leading divergence to the two-derivative (kinetic) term is $\sim 1/(D-4)^{n-1}$, implying that the leading order logarithm is $\ln^{n-1} (m^2/(4\pi \mu^2))$. We suspect that this pattern continues for higher order derivative contributions to the effective action.
Summing all three contributions, given in Appendix D in equations (D43), (D45) and (D46), yields equation (D47):

\[
\Gamma^{(2,2)} = \lambda^2 \mu^{D-4} \frac{1}{12(4\pi)^4} \int d^D X \left\{ \left[ (\partial_X \phi)^2 + \phi (\partial^2_X \phi) - \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \right] \left( 1 + \frac{\lambda \phi^2}{m^2} \right) + \frac{1}{4} \left[ (\partial_X \phi)^2 - \phi (\partial^2_X \phi) \right] \right\} \\
\times \left[ \frac{\mu^{D-4}}{D-4} + \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E \right] \\
+ \left[ (\partial_X \phi)^2 + \phi (\partial^2_X \phi) \right] \left[ -\frac{1}{2} + \frac{\lambda \phi^2}{m^2} \left( \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right) \right] + \left[ (\partial_X \phi)^2 - \phi (\partial^2_X \phi) \right] \left[ \frac{1}{16} + \frac{c_3^*}{2} \right] \\
+ \left[ (\partial_X \phi)^2 \left( \frac{\lambda \phi^2}{m^2} \right) \left( \frac{1}{4} + \frac{\lambda \phi^2}{m^2} \left( \frac{1}{6} - \frac{c_4^*}{2} \right) \right) \right].
\] (137)

Similarly to the zeroth order in gradient case contribution, we find that the divergent part is non-renormalisable. In the general case, an infinite series of counterterms is needed to subtract the divergent part. Using equation (113), we find the following coefficients:

\[
Z_0 = \frac{\lambda^2}{12(4\pi)^4} \frac{\mu^{2(D-4)}}{D-4},
\] (138)

and for \( n \geq 1 \),

\[
\frac{Z_{(2n)}}{(2n)!} = \left( -\frac{\lambda}{2M^2} \right)^n \frac{\lambda^2}{12(4\pi)^4} \frac{\mu^{2(D-4)}}{D-4} (2n+3).
\] (139)

We are then left with the renormalised result:

\[
\Gamma^{(2,2)}_{\text{ren}} = \frac{\lambda^2}{12(4\pi)^4} \int d^D X \left\{ \left[ (\partial_X \phi)^2 + \phi (\partial^2_X \phi) - \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \right] \left( 1 + \frac{\lambda \phi^2}{m^2} \right) + \frac{1}{4} \left[ (\partial_X \phi)^2 - \phi (\partial^2_X \phi) \right] \right\} \\
\times \left[ \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E \right] + \left[ (\partial_X \phi)^2 + \phi (\partial^2_X \phi) \right] \left[ -\frac{1}{2} + \frac{\lambda \phi^2}{m^2} \left( \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right) \right] \\
+ \left[ (\partial_X \phi)^2 - \phi (\partial^2_X \phi) \right] \left[ \frac{1}{16} + \frac{c_3^*}{2} \right] + \left[ (\partial_X \phi)^2 \left( \frac{\lambda \phi^2}{m^2} \right) \left( \frac{1}{4} + \frac{\lambda \phi^2}{m^2} \left( \frac{1}{6} - \frac{c_4^*}{2} \right) \right) \right].
\] (140)
which, after integrating by parts, becomes \(^9\),

\[
\Gamma_{\text{ren}}^{(2,2)} = \frac{\lambda^2}{12(4\pi)^4} \int \! d^4 x \left( c_3^* \partial^2 \phi \right)^2 \left[ \left( 1 - \frac{5}{2} \lambda \phi^2 + \frac{\lambda^2 \phi^4}{4} \right) \left( \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E \right) + \frac{1}{4} + 2c^*_3 \\
- \frac{\lambda \phi^2}{m^2} \left( \frac{7}{6} + 3c_3^* + c_4^* \right) - \frac{\lambda^2 \phi^4}{m^4} \left( \frac{19}{12} - \frac{3c_3^* - c_4^*}{2} \right) \right].
\]  

(143)

\[C. \ 2\text{PI formalism}\]

As of now, we considered renormalisation in the context of the 1PI formalism. As mentioned in Section I, the 1PI effective action is a functional of the background field or one-point function only. Conversely, the 2PI effective action is usually expressed as a functional of two independent objects: the background field and the propagator, or two-point function [38, 39]. In our calculations, we utilise the resummed propagator as defined by Coleman-Weinberg [1]. However, differently from previous literature, we lift the assumption of constant background fields and work with a propagator in which the spacetime dependent mass term \(\frac{1}{2} \phi^2(x)\) is resummed. In this context, the 2PI formalism provides a suitable framework to perform renormalisation of our theory.

\[1. \ 2\text{PI renormalisation}\]

Our previous results suggest that this theory is not renormalisable. Indeed, we found that an infinite series of counterterms is needed to subtract the divergences. However, we notice that the 1PI renormalisation framework is not suitable for the resummed propagator

\[\text{As mentioned, Ref. [25] performs the two-loop calculations for the effective action at zeroth and second order in gradients. Therefore, it is possible to compare the results, in particular focusing on the logarithmic terms. Reference [25] finds:}\]

\[
V_{\text{IIM}}^{(2)} = \frac{\lambda}{4(4\pi)^3} \left[ \frac{1}{2} \frac{m^2(m^2 + \lambda \phi^2) \log \left( \frac{m^2}{4\pi \mu^2} \right)}{4\pi \mu^2} - \frac{3}{2} \frac{m^2 \lambda \phi^2 \log \left( \frac{m^2}{4\pi \mu^2} \right)}{\phi^2} \right],
\]

(141)

\[
\Gamma_{\text{IIM}}^{(2,2)} = \frac{\lambda^2}{12(4\pi)^4} \int \! d^4 x \left( \frac{\partial \phi}{2} \right)^2 \log \left( \frac{m^2}{4\pi \mu^2} \right) \left( 1 - \frac{5}{2} \frac{\lambda \phi^2}{m^2} + \frac{1}{2} \frac{\lambda^2 \phi^4}{m^4} \right).
\]

(142)

Comparing the previous expressions with the logarithmic terms in equations (128) and (143), we notice that the leading logarithms differ by a factor of \(\frac{1}{2}\) with respect to the ones we found (except for the first term in Eq. (142), on which we find agreement). On the other hand, some of the differences in the subleading logarithmic terms and in the field-dependent terms containing no logarithms can be explained by a different choice of the finite counterterms. In our case, the minimal subtraction scheme is adopted, where only divergent terms are subtracted.
we are using. As noted, we are working with a resummed two-point function (obtained by resumming mass insertions) and with an off-shell one-point function. In this context, the 2PI formalism provides a suitable framework to renormalise the theory.

To show this we consider the 2PI counterterm action:

\[
S^{(2\text{PI})}_{\text{ct}} = \int_x \left( -\frac{\tilde{Z}_0}{2} \left[ \partial_\mu \partial'_\nu i\Delta(x; x') \right]_{x=x'} \eta^{\mu\nu} - \frac{\tilde{m}_0^2}{2} i\Delta(x; x) - \frac{\tilde{\lambda}_0 \phi^2}{4} i\Delta(x; x) - \tilde{\lambda}_1 \frac{i}{4} [i\Delta(x; x)]^2 \right). \tag{144}
\]

As proven in the following, only the second and third terms in the previous expression are needed in our case. Their explicit form is,

\[
- \left[ \frac{\tilde{m}_0^2}{2} + \frac{\tilde{\lambda}_0}{4} \phi^2 \right] i\Delta(X; X) = - \left[ \frac{\tilde{m}_0^2}{2} + \frac{\tilde{\lambda}_0}{4} \phi^2 \right] \left\{ \frac{m^2}{(4\pi)^2} \left[ \frac{2\mu^{D-4}}{D-4} + \log \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - 1 \right] \right. \\
- \left. \frac{\lambda}{6m^2(4\pi)^2} \left[ (\partial_X \phi)^2 + \phi (\partial_X^2 \phi) + \frac{\lambda \phi^2}{2m^2 (\partial_X \phi)^2} \right] \right\}. \tag{145}
\]

The first counterterm in equation (144) can be calculated by taking the second derivative of the off-coincident propagator in equation (43) and then considering the coincidence limit of the result. The explicit expression of this first counterterm is,

\[
- \int_X \frac{\tilde{Z}_0}{2} \left[ \partial_\mu \partial'_\nu i\Delta(x; x') \right]_{x=x'} \eta^{\mu\nu} = - \int_X \frac{\tilde{Z}_0}{2} \left[ - \frac{m^D}{(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right) \right. \\
- \left. \frac{m^{D-4}}{(4\pi)^{D/2}} \lambda (\partial_X \phi)^2 + \phi (\partial_X^2 \phi) \right] \frac{D+2}{12} \Gamma \left( 2 - \frac{D}{2} \right) \\
+ \frac{m^{D-6}}{(4\pi)^{D/2}} \left[ (\partial_X \phi)^2 \right] \frac{D+6}{12} \Gamma \left( 3 - \frac{D}{2} \right), \tag{146}
\]

which can be calculated by recalling that: \( \partial_\mu \partial'_\nu \frac{K_{\mu\nu}}{x_{x'}} = - \frac{m^2 \eta_{\mu\nu}}{2^{\nu+2} (1+\nu)} \). Since \( \tilde{Z}_0 \) does not depend on the fields, one can integrate by parts the second term in (146) and expand around \( D \to 4 \) to obtain,

\[
- \int_X \frac{\tilde{Z}_0}{2} \left[ \partial_\mu \partial'_\nu i\Delta(x; x') \right]_{x=x'} \eta^{\mu\nu} = \frac{\tilde{Z}_0}{2} \left\{ \frac{m^4}{(4\pi)^2} \left[ \frac{2\mu^{D-4}}{D-4} + \log \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - 1 \right] \right. \\
+ \left. \frac{\lambda^2 \phi^2}{12m^2(4\pi)^2} (\partial_X \phi)^2 \right\}. \tag{147}
\]

Clearly, the structure of (147) differs from the 2PI counterterms in (145), which is precisely the structure of the divergence to be renormalised. Similar considerations are valid for the fourth counterterm in equation (144). In fact, this counterterm is quadratically divergent for \( D \to 4 \), so it is needed to renormalise the action at three and higher loops. Moreover, when \( \tilde{\lambda}_1 \) is finite, the fourth counterterm provides no new divergent structure from that.
already given by the second and third counterterms in (144). Thus we can already choose
\( \tilde{\lambda}_1 = 0 \). Considering the first three counterterms in (144), we can fix their coefficients by
imposing that \( \Gamma_{\text{div}} + S_{\text{ct}} = 0 \). Focusing only on the nonrenormalisable terms within the 1PI
formalism, we have three equations:

\[
\begin{align*}
\frac{m_0^2}{2} - \frac{Z_0}{2}M^2 &= -\frac{\lambda M^2}{2(4\pi)^2} \frac{\mu^{D-4}}{D - 4}, \\
\tilde{\lambda}_0 - \frac{Z_0}{4} \lambda &= -\frac{3\lambda^2}{4(4\pi)^2} \frac{\mu^{D-4}}{D - 4} , \\
\left[ \frac{\tilde{m}_0^2}{2} + \frac{\tilde{\lambda}_0}{4} \phi^2 \right] \frac{\lambda}{6m^2(4\pi)^2} \left[ (\partial_X \phi)^2 + \phi(\partial^2_X \phi) - \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \right] + \frac{Z_0}{2} = \frac{\lambda^2 \phi^2}{12m^2(4\pi)^2} (\partial_X \phi)^2 \left( 1 + \frac{\lambda \phi^2}{m^2} \right).
\end{align*}
\]

This is a system of three equations in three unknowns, whose unique solution is given by:

\[
\begin{align*}
\frac{m_0^2}{2} &= -\frac{\lambda M^2}{2(4\pi)^2} \frac{\mu^{D-4}}{D - 4} , & \frac{\lambda_0}{4} &= -\frac{3\lambda^2}{4(4\pi)^2} \frac{\mu^{D-4}}{D - 4} , & Z_0 &= 0 . 
\end{align*}
\]

Curiously, we find that \( \tilde{Z}_0 \) vanishes and the two counterterms in (145) subtracts both the
logarithmically divergent terms of \( \Gamma^{(2,0)} \) in equations (121) and (122) and the ‘nonrenormalisable’
divergent terms of \( \Gamma^{(2,2)} \) in equation (137). The remaining divergences can be easily
subtracted with the canonical 1PI counterterms with the following coefficients,

\[
\begin{align*}
\frac{\Lambda}{8\pi G} &= \frac{\lambda M^4}{2(4\pi)^4} \frac{\mu^{2(D-4)}}{(D - 4)^2} , \\
\frac{m_0^2}{2} &= \frac{\lambda^2 M^2}{(4\pi)^4} \left( \frac{\mu^{2(D-4)}}{D - 4} + \frac{1}{4} \frac{\mu^{D-4}}{D - 4} \right) , \\
\frac{\lambda_0^2}{4!} &= \frac{\lambda^3}{8(4\pi)^4} \left( \frac{3}{D - 4} + \frac{\mu^{D-4}}{D - 4} + \frac{\mu^{D-4}}{D - 4} \right) , \\
\frac{Z_0}{2} &= \frac{\lambda^2 M^4}{24(4\pi)^4} \frac{\mu^{2(D-4)}}{D - 4} .
\end{align*}
\]

For simplicity here we have used a minimal subtraction scheme, but we note that renormalization can be easily
generalized to a non-minimal subtraction scheme.

Summarising, the two 2PI counterterms in equation (145), aided by the canonical 1PI
counterterm action selected from (113), can fully subtract the divergences of the two-loop
effective action expanded up to second order in gradients. We conclude that the 2PI formalism
is the correct framework to perform renormalisation when working with resummed propagators.
V. DISCUSSION AND CONCLUSION

In this paper we performed a gradient expansion of the scalar sector of the quantum effective action. To do so we considered the scalar propagator and we expanded its equation of motion in Wigner space. We made use of the fact that the Feynman propagator is non-trivially constrained by an additional equation of motion (11), which can be obtained, for example, by noticing that the propagator $i\Delta_{ab}(x; y)$ should be symmetric (6) under the exchange of points $x \leftrightarrow y$, in the single field case, and under the exchange of points and transposition in flavour $a \leftrightarrow b$, in the multi-field case. An expansion in derivatives (also known as gradient expansion) is performed by using a midpoint expansion of the propagator. In our calculations, we verified that both the symmetric equations of motion of the propagator remain satisfied after expanding in number of derivatives. The kinetic corrections to the one-loop effective action are then obtained from the functional determinant of the expanded inverse propagator. Firstly, we performed the calculations for the simple case of a single scalar field with generic tree-level potential. We proceeded both with an exact calculation, by a direct integration of the logarithm of the propagator, and with an approximated one, by expanding the logarithm in gradients. By both methods we find that the second-order gradient corrections to the effective action vanish at one-loop (82). Moreover, by considering both equations of motion for the propagator, we have argued that, when performing a midpoint expansion of the propagator, all the terms with odd number of derivatives should be zero. We explicitly verified this for the first- and third-order corrections to the propagator. The one-loop effective action we thus obtained disagrees with previous works [25, 26, 29], which used parametric differentiation and subsequent integration [26, 29], or a proper-time representation of the effective action [25] to obtain the result. In Appendix C we elucidate some aspects of these works, in particular clarifying the differences between their methods and improving them in various aspects. We also show that at coincidence our gradient expanded propagator in equations (47) and (48) corresponds to the one of these previous works.

Furthermore, we generalized the calculations to the case of multiple scalar fields with canonical kinetic terms, but with mass mixing in the tree-level potential. Considering again a generic tree-level mass matrix, we performed similar calculations as in the one-field case. Interestingly, we find that the previous result does not carry over to the multi-field case.
Indeed, we obtain non-vanishing one-loop kinetic corrections for the scalar fields. Moreover, we verify that the second-order corrections to the propagator are manifestly transpose invariant, confirming that both the symmetric equations of motion are satisfied. We then exploited the propagator expanded up to second order in gradients to find consistent unique one-loop kinetic corrections for the effective action (101).

From this general result, we can notice that, unlike the one-loop corrections of the potential, the one-loop second-order gradient corrections to the effective action are finite and do not need to be renormalised by adding appropriate counterterms. This is interesting to highlight since it signifies that these gradient corrections do not introduce any renormalization scale dependence, thus not breaking scaling symmetry, as demonstrated in Appendix B.

As a simple application, we also used our one-loop result for the case of two real scalar fields with mass mixing (110). From this example, it is worth highlighting that the kinetic terms cannot be written in the canonical form since the second-order one-loop gradient corrections introduce kinetic mixing terms between the two scalar fields which has a non-vanishing configuration space curvature.

Finally, we performed the two-loop computations for the single-field case only and by using the propagator obtained by the midpoint expansion in gradients. Similarly to [25], at second-order in gradients, we found a non-vanishing and divergent result, given in equations (121) and (122) for the zeroth order in gradients contribution and (137) for the second order in gradients one. However, we found that the logarithmically divergent terms and the second-order in gradients divergent terms generate an infinite series of divergent terms, which cannot be renormalised by the standard 1PI counterterm action. As a solution, we considered the counterterm action extended within the 2PI formalism. By imposing that the 2PI counterterms in equation (144) cancel the ‘nonrenormalisable’ two-loop terms, we obtained the coefficients of the 2PI counterterms, given in equation (151). We verified that within this framework, the theory becomes renormalisable. We conclude that, when working with the 1PI propagator, obtained by resumming spacetime dependent field insertions, the 2PI formalism is the correct framework to renormalise the theory. We highlight that this is one of the main results of this work. The fact that the perturbative 2PI counterterms renormalise the theory can be viewed as an independent support for the gradient expansion approach used in this work.

Our computations have a wide range of applicability for early Universe phenomena when
quantum corrections cannot be neglected. For example, in Ref. [34] we study the effect of
gradient corrections for the case of bubble nucleation during the electroweak phase transition
in a conformal extension of the standard model. Indeed, to obtain the tunneling path from
the false to the true vacuum state of the theory the full effective action is needed. In turn,
this brings the necessity to have a good estimate of the loop corrections for the kinetic
terms besides the well-known ones for the potential. Similarly, we expect that many other
instances in cosmology where spatial or time gradients and multiple scalar fields are present,
such as multifield inflationary models, and various baryogenesis and leptogenesis scenarios,
will provide a manifold of applications for our results.
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Appendix A: Second-order gradient corrections in the multi-fields case

In the following, we present the explicit computations for the second-order gradient cor-
rections of the one-loop effective action. To do so, we will consider term by term in equation
(99). We start by considering the first term and we use index notation. We define the matrix
$N = \mathcal{R}(\partial^2_X \mathcal{M}) \mathcal{R}^T$. We have to compute the following integral in momentum space:

$$
\text{Tr}\left( -\frac{1}{2} (\partial^2_X \mathcal{M}^2)(\Delta^{(0)})^2 \right) = -\frac{1}{2} \int d^D X \int \frac{d^D p}{(2\pi)^D} \text{tr}\left[ (\partial^2_X \mathcal{M}^2)(\Delta^{(0)})^2 \right] \\
= -\frac{1}{2} \int d^D X \int \frac{d^D p}{(2\pi)^D} \delta^{ij} N_{ik} (\Delta^{(0)})^2_{kj} \\
= -\frac{1}{2} \int d^D X \delta^{ij} N_{ij} \int \frac{d^D p}{(2\pi)^D} \frac{1}{(-p^2 - m_j^2)^2} \\
= -\frac{i}{2} \frac{\Gamma(2 - D/2)}{(4\pi)^{D/2}} \sum_i \int d^D X \frac{N_i (m_i^2)^{D/2 - 2}}{\Gamma(2 - D/2)} ,$$

(A1)
where $m_i^2$ are the eigenvalues of the diagonalized mass matrix and $\Delta_d^{(0)}$ the diagonalized zeroth-order propagator. With a similar procedure we can calculate also the second term,

$$ - \int d^D X \int \frac{d^D p}{(2\pi)^D} \text{tr} [p^\mu p^\nu (\partial_\mu \partial_\nu m^2)^3 (\Delta^{(0)})^3] , $$

which becomes:

$$ - \int d^D X \frac{d^D p}{(2\pi)^D} \frac{p^2}{D(-p_i^2 - m_j^2)^3} = - i \frac{(D - 2)}{8(4\pi)^{D/2}} \sum_i \int d^D X N_{ii}(m_i^2)^{D/2-2} . $$

Using the property of the Gamma function $\Gamma(z + 1) = z\Gamma(z)$, we see that the sum of (A1) and (A3) is simply,

$$ - i \frac{(2 - D)}{4(4\pi)^{D/2}} \int d^D X \delta^{ij} N_{ij}(m_j^2)^{D/2-2} . $$

By partial integration, we transform the remaining mass matrix to be diagonal and (A4) becomes the following:

$$ \frac{-i}{4(4\pi)^{D/2}} \Gamma \left( 2 - \frac{D}{2} \right) \int d^D X \sum_{i,k} \left( 2T_{ik}T_{ki}(m_i^2)^{D/2-1} - 2T_{ik}T_{ki}(m_k^2)(m_i^2)^{D/2-2} \right) $nolabel

$$ - \left( \frac{D}{2} - 2 \right) (\partial_X m_i^2)^2 (m_i^2)^{D/2-3} , $$

where we have defined the matrix product $T = R(\partial_X M^2) R^T$. It is now convenient to separate the sum over the diagonal terms from the off-diagonal ones, such that equation (A5) becomes,

$$ - \frac{i}{4(4\pi)^{D/2}} \Gamma \left( 2 - \frac{D}{2} \right) \frac{4 - D}{2} \int d^D X \sum_{i,k} \left( (\partial_X m_i^2)^2 (m_i^2)^{D/2-3} \right) $nolabel

$$ + \frac{i}{4(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right) \frac{D - 2}{4} \int d^D X \sum_{i \neq k} T_{ik}T_{ki} \left( (m_i^2)^{D/2-1} - (m_k^2)(m_i^2)^{D/2-2} \right) , $$

and we see that the rotation matrices contribute only to off-diagonal terms.

Following the same procedure, we compute also the remaining terms containing first derivatives of the mass matrix. It is therefore useful to define $L = R(\partial_X M^2) R^T$ and separate
again the sum over diagonal and off-diagonal terms. We have,

\[
\text{Tr} \left( -\frac{1}{2} \Delta^{(0)} (\partial_X \mathcal{M}^2) \Delta^{(0)} (\partial_X \mathcal{M}^2) \Delta^{(0)} \right)
\]

\[
= -\frac{1}{2} \int d^D X \sum_{i,k} L_{ik} L_{ki} \int \frac{d^D p}{(2\pi)^D} \frac{1}{(-p_i^2 - m_i^2)} \frac{1}{(-p_k^2 - m_k^2)}
\]

\[
= -\frac{1}{2} \int d^D X \left( \sum_i (L_{ii})^2 \int \frac{d^D p}{(2\pi)^D} \frac{1}{(-p_i^2 - m_i^2)^3} \right)
\]

\[
+ \sum_{i \neq k} L_{i k} L_{k i} \int \frac{d^D p}{(2\pi)^D} \left( \frac{(m_i^2 - m_k^2)^2}{(-p_i^2 - m_i^2)} - \frac{(m_i^2 - m_k^2)^2}{(-p_k^2 - m_k^2)} + \frac{(m_i^2 - m_k^2)^{-1}}{(-p_i^2 - m_i^2)^2} \right),
\]

where in the last step we have also decomposed in partial fractions. Let us now focus on the summation over the diagonal part. As before, we can transform the mass matrix in the \( L \) product to be diagonal. We find that:

\[
\sum_i (L_{ii})^2 = \sum_i (R(\partial_X \mathcal{M}^2 R^T)_{ii})^2 = \sum_i (R(\partial_X (R^T \mathcal{M}_0^2 R) R^T)_{ii})^2 = \sum_i (\partial_X m_i^2)^2. \quad (A8)
\]

Performing the momentum integral of the diagonal term, we obtain the final expression:

\[
\frac{i}{4(4\pi)^{D/2}} \Gamma \left( 3 - \frac{D}{2} \right) \int d^D X \sum_i \left( (\partial_X m_i^2)^2 (m_i^2)^{D/2-3} \right).
\]

Exploiting again the properties of the Gamma function, we can sum the diagonal terms that we have found so far in equations (A6) and (A9). This yields,

\[
\frac{i}{4(4\pi)^{D/2}} \Gamma \left( 3 - \frac{D}{2} \right) \int d^D X \sum_i \left( (\partial_X m_i^2)^2 (m_i^2)^{D/2-3} \right)
\]

\[
+ \frac{i}{4(4\pi)^{D/2}} \Gamma \left( 2 - \frac{D}{2} \right) \frac{D - 4}{2} \int d^D X \sum_i \left( (\partial_X m_i^2)^2 (m_i^2)^{D/2-3} \right) = 0. \quad (A10)
\]

Therefore, we see that the diagonal terms of the first three terms in equation (99) do not contribute to the second-order corrections of the effective action.

On the other hand, we can perform similar computations for the off-diagonal part of the term in equation (A7). Performing the momentum integral yields,

\[
\frac{i}{(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right) \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \left( \frac{(m_i^2)^{\frac{D}{2}-1} - (m_k^2)^{\frac{D}{2}-1}}{2} \right.
\]

\[
+ \frac{D - 2}{4} (m_k^2 - m_i^2) (m_i^2)^{\frac{D}{2}-2} \bigg). \quad (A11)
\]
Finally, we can consider the last term in equation (99). In this case we have,

\[
\text{Tr}\left(\frac{1}{2}p^\mu p^\nu[\partial_\mu \nabla^2, \Delta^{(0)}]\Delta^{(0)}[\partial_\nu \nabla^2, \Delta^{(0)}]\Delta^{(0)}\right)
\]

\[
= \text{Tr}(p^\mu p^\nu(\partial_\mu \nabla^2)(\Delta^{(0)})^2(\partial_\nu \nabla^2)(\Delta^{(0)})^2 - p^\mu p^\nu(\partial_\mu \nabla^2)(\Delta^{(0)})(\partial_\nu \nabla^2)(\Delta^{(0)}))
\]

\[
= -\int d^D X \sum_{i \neq k} L_{ik} L_{ki} \int d^D p \frac{1}{(2\pi)^D} \frac{1}{D}
\frac{2m_i^2 + m_k^2}{(m_k^2 - m_i^2)^3(-p_-^2 - m_i^2)}
\]

\[
= \frac{2m_i^2 + m_k^2}{(m_k^2 - m_i^2)^3(-p_-^2 - m_i^2)} + \frac{m_i^2 + m_k^2}{(m_k^2 - m_i^2)^2(-p_-^2 - m_i^2)^2}
\]

\[
- \frac{m_i^2}{(m_k^2 - m_i^2)(-p_-^2 - m_i^2)^3} + \frac{m_i^2}{(m_k^2 - m_i^2)^2(-p_-^2 - m_i^2)^2}.
\]

It is worth noticing that this last term does not contribute with any diagonal component. Performing the momentum integral of equation (A12), we obtain,

\[
\frac{-i}{(4\pi)^{D/2}} \Gamma \left(1 - \frac{D}{2}\right) \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \left(\frac{2m_i^2 + m_k^2 (m_i^2)^{\frac{D-2}{2}} - (m_k^2)^{\frac{D-2}{2}}}{m_k^2 - m_i^2}\right)
\]

\[
= \frac{(m_i^2 - m_k^2)(D-4)(D-2)}{8D} (m_i^2)^{\frac{D-2}{2}} + \frac{(m_i^2 + m_k^2) D - 2}{2D} (m_k^2)^{\frac{D-2}{2}}
\]

\[+(m_i^2)^{D-2} (m_k^2)^{\frac{D-2}{2}}.\]

Finally, it is possible to sum all the off-diagonal terms contributing to the second-order corrections, which are given in equations (A6), (A11) and (A13). To do so, it is convenient to keep in mind that all the indices are summed, therefore in each term we can rename \(i \leftrightarrow k\) and then exploit the fact that \(T_{ik} T_{ki}\) is symmetric under the exchange of indices. Applying this, we can notice that the sum of (A6) and (A11) is zero:

\[
\frac{i}{(4\pi)^{D/2}} \Gamma \left(1 - \frac{D}{2}\right) \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \left(\frac{(m_i^2)^{\frac{D-2}{2}} - (m_k^2)^{\frac{D-2}{2}}}{2}\right) = 0,
\]

and we are left only with the contribution of (A13):

\[
\text{Tr}(D^{(0)} \Delta^{(2)}) - \frac{1}{2} \text{Tr}(D^{(0)} \Delta^{(1)})^2 =
\]

\[
= \frac{-i}{(4\pi)^{D/2}} \Gamma \left(1 - \frac{D}{2}\right) \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \left(\frac{2m_i^2 + m_k^2 (m_i^2)^{\frac{D-2}{2}} - (m_k^2)^{\frac{D-2}{2}}}{m_k^2 - m_i^2}\right)
\]

\[+(m_i^2 - m_k^2)^{D-4}(D-2) (m_i^2)^{\frac{D-2}{2}} + (2m_i^2 + m_k^2) \frac{D - 2}{2D} (m_i^2)^{\frac{D-2}{2}}.\]

This result is used in equation (100) in the main text.
Appendix B: Manifestly scale-independent second-order gradient corrections

In this appendix, we investigate whether the second-order corrections to the one-loop effective action for multiple scalar fields are finite or not. Considering equation (100), we can write the argument of the integral as:

\[
\frac{1}{2} \sum_{i \neq k} T_{ik} T_{ki} \frac{2D(8 - D)m_i^2 m_k^2 + (48 - 14D + D^2)m_i^4 + (D^2 - 2D)m_i^4 (m_k^2)^{D-2}}{m_i^2 - m_k^2} 8D
\]

\[
+ \frac{1}{2} \sum_{i \neq k} T_{ik} T_{ki} \frac{2D(8 - D)m_i^2 m_k^2 + (48 - 14D + D^2)m_i^4 + (D^2 - 2D)m_i^4 (m_k^2)^{D-2}}{m_i^2 - m_k^2} D 2 \log \left( \frac{m_i^2}{\mu^2} \right)
\]

we can then expand the mass terms as \( (m_i^2)^{D-2} \approx \mu^{D-4} \left[ 1 + \frac{D-4}{2} \log \left( \frac{m_i^2}{\mu^2} \right) \right] \) and sum the first two terms, such that the previous expression becomes:

\[
\sum_{i \neq k} T_{ik} T_{ki} \left[ \frac{3\mu^{D-4}}{4D} (D - 4)(m_k^2 + m_i^2) \right.
\]

\[
+ \frac{2D(8 - D)m_i^2 m_k^2 + (48 - 14D + D^2)m_i^4 + (D^2 - 2D)m_i^4 (m_k^2)^{D-2}}{m_i^2 - m_k^2} D 2 \log \left( \frac{m_i^2}{\mu^2} \right)
\]

\[
\left. - \frac{2D(8 - D)m_i^2 m_k^2 + (48 - 14D + D^2)m_i^4 + (D^2 - 2D)m_i^4 (m_k^2)^{D-2}}{m_i^2 - m_k^2} D 2 \log \left( \frac{m_k^2}{\mu^2} \right) \right] .
\]

We have now the sum of three terms proportional to a \((D - 4)\) factor which cancels the divergence hidden in the Gamma function of equation (100). From this result we can conclude that the second-order corrections to the effective action are finite and there is no need of subtracting divergences with counterterms. Furthermore, this assures us that our final result has to be independent from the renormalisation scale \( \mu \). Focussing on the last two terms in the previous expression, we can try to massage them to make the \( \mu \)-independence manifest:

\[
\sum_{i \neq k} T_{ik} T_{ki} \frac{\mu^{D-4}}{16D} \frac{D - 4}{2} \left[ \frac{2D(8 - D)m_i^2 m_k^2}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) + D m_k^4 + m_i^4 \log \left( \frac{m_k^2}{m_i^2} \right) \right]
\]

\[
+ \frac{48 - 14D}{m_i^2 - m_k^2} \left( m_k^4 \log \left( \frac{m_k^2}{\mu^2} \right) - m_i^4 \log \left( \frac{m_i^2}{\mu^2} \right) \right)
\]

\[
+ \frac{2D}{m_i^2 - m_k^2} \left( m_k^4 \log \left( \frac{m_k^2}{\mu^2} \right) - m_i^4 \log \left( \frac{m_i^2}{\mu^2} \right) \right) .
\]

We now use a trick to handle the logarithms. We introduce in our calculations a second arbitrary scale with mass dimension, called \( \nu \). In particular we will use it to rewrite the last
It is worth highlighting that we obtained a result in which the \( \nu \) term can be discarded in the limit \( D \to 2 \) terms of the previous expression (B3) as:

\[
\frac{48 - 14D}{m_i^2 - m_k^2} \nu^4 \left( \frac{m_i^4}{\nu^4} \log \left( \frac{m_i^2}{\mu^2} \right) - \frac{m_k^4}{\nu^4} \log \left( \frac{m_k^2}{\mu^2} \right) \right) + \frac{2D}{m_i^2 - m_k^2} \nu^4 \left( \frac{m_i^4}{\nu^4} \log \left( \frac{m_i^2}{\mu^2} \right) - \frac{m_k^4}{\nu^4} \log \left( \frac{m_k^2}{\mu^2} \right) \right)
= \frac{12(4 - D)}{m_i^2 - m_k^2} \nu^4 \log \left[ \left( \frac{m_i^2}{\nu^4} \right)^{\frac{m_i^4}{\nu^4}} \left( \frac{m_i^2}{\mu^2} \right)^{\frac{m_i^4}{\nu^4}} - \frac{2D(m_i^4 + m_k^4)}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right].
\]

It is interesting to notice that only the first term is still dependent on the two arbitrary mass scales \( \mu \) and \( \nu \). Putting together all the terms, we find the following complete result:

\[
\sum_{i \neq k} T_{ik} T_{ki} \mu^{D-4} (D - 4) \left[ \frac{3}{4D} (m_k^2 + m_i^2) + \frac{1}{32D} \left( \frac{2D(8 - D)m_i^2 m_k^2}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right) - 2D \frac{m_i^4 + m_k^4}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right] - \frac{12D(D - 4)}{m_i^2 - m_k^2} \nu^4 \log \left[ \left( \frac{m_i^2}{\nu^4} \right)^{\frac{m_i^4}{\nu^4}} (\mu^2)^{\frac{m_i^4}{\nu^4}} \right].
\]

It is worth highlighting that we obtained a result in which the \( \nu \)- and \( \mu \)-dependent term can be discarded in the limit \( D \to 4 \), such that, as expected, we are left with a result independent from any arbitrary renormalisation scale:

\[
\Gamma^{(1)} = \frac{-1}{2(4\pi)^{D/2}} \Gamma \left( 1 - \frac{D}{2} \right) \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \frac{D - 4}{4D} \left[ 3(m_k^2 + m_i^2) + \frac{1}{8} \frac{D(D - 2)(m_i^4 + m_k^4) - 2D(D - 8)m_i^2 m_k^2}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right],
\]

which can be rewritten as:

\[
\Gamma^{(1)} = \frac{-1}{(4\pi)^{D/2}} \frac{\Gamma \left( 3 - \frac{D}{2} \right)}{2D(D - 2)} \int d^D X \sum_{i \neq k} T_{ik} T_{ki} \times \left[ 6m_i^2 + \frac{D}{4} \times \frac{(D - 2)m_i^4 - (D - 8)m_i^2 m_k^2}{m_i^2 - m_k^2} \log \left( \frac{m_k^2}{m_i^2} \right) \right].
\]

This is the final result for the one-loop second-order gradient corrections of the effective action in \( D \) dimensions. As claimed, it is finite and manifestly scale independent.

**Appendix C: Comparison with the literature**

Our vanishing result for the one-loop corrections to the kinetic term in the single-field case is in disagreement with works already present in the literature [25, 26, 29]. We present
here a more detailed analysis of the result obtained by these previous works.

\[ a. \text{Chan (1985)} \]

In the following we consider reference [29], whose result is in agreement with references [25, 26]. The propagator \( \Delta(x; y) \) given in [29] is,

\[
\Delta(x; y) = \int \frac{d^Dp}{(2\pi)^D} e^{ip(x-y)} \left[ -p^2 - U(x - i\partial_p) \right]^{-1}, \tag{C1}
\]

where \( U(\phi(x)) = M^2 + V''(\phi(x)) \). We modified (C1) in order to be consistent with the sign conventions adopted in this paper. The form of (C1) can be obtained starting from,

\[
\Delta(x; y) = \langle x \mid \frac{1}{\partial^2 - U} \mid y \rangle, \tag{C2}
\]

and inserting the identity,

\[
\Delta(x; y) = \int \frac{d^Dp}{(2\pi)^D} \langle x \mid \frac{1}{\partial^2 - U} \mid p \rangle \langle p \mid y \rangle \nonumber
\]

\[
= \int \frac{d^Dp}{(2\pi)^D} \langle x \mid p \rangle \frac{-1}{p^2 + U(-i\partial_p)} \langle p \mid y \rangle \nonumber \tag{C3}
\]

\[
= \int \frac{d^Dp}{(2\pi)^D} \frac{-1}{p^2 + U(x - i\partial_p)} \langle x \mid p \rangle \langle p \mid y \rangle, \nonumber
\]

where we used \( \langle x \mid p \rangle = e^{ip \cdot x} \). The last line in (C3) represents the propagator expanded around point \( x \) in gradients, which can be contrasted with the midpoint expansion used in this work (see Section II). Note that (C1) can be also written as \(^{10}\),

\[
\Delta(x; y) = \int \frac{d^Dp}{(2\pi)^D} e^{ip(x-y)} \left[ -p^2 - U(y + i\partial_p) \right]^{-1}, \tag{C5}
\]

where the operator \( \partial_p \) now acts to the right. Equation (C5) now represents the propagator expanded in gradients around point \( y \). Notice that the propagator in equations (C3) and

\(^{10}\) In fact, we can insert the identity in a different position,

\[
\Delta(x; y) = \int \frac{d^Dp}{(2\pi)^D} \langle x \mid p \rangle \frac{1}{\partial^2 - U} \langle p \mid y \rangle 
\]

\[
= \int \frac{d^Dp}{(2\pi)^D} \langle x \mid p \rangle \frac{-1}{p^2 + U(i\partial_p)} \langle p \mid y \rangle 
\]

\[
= \int \frac{d^Dp}{(2\pi)^D} \langle x \mid p \rangle \langle p \mid y \rangle \frac{-1}{p^2 + U(y + i\partial_p)} \tag{C4}
\]
(C5) is symmetric under the transformation,
\[ \Delta(x; p) = \Delta(y; -p) , \]  
(C6)
which can be compared with our symmetry requirement (21).

The equation of motion that (C1) should satisfy is:
\[ [\partial_x^2 - U(\phi(x))] i \Delta(x; y) = i \delta^D(x - y) . \]  
(C7)

It is easy to verify that this equation is satisfied by writing its operator version,
\[ (\partial^2 - \hat{U})(\partial^2 - \hat{U})^{-1} = \hat{1} . \]  
(C8)

Indeed, using the fact that \( \langle x| \hat{X} | p \rangle = -i \partial_p \langle x| p \rangle \) and similarly that \( \langle p| \hat{X} | x \rangle = i \partial_p \langle p| x \rangle \), we can project (C8) on the states,\[ \langle x| \partial^2 - \hat{U} \rangle (\partial^2 - \hat{U})^{-1}|x\rangle = \delta^D(x - y) , \]
\[ \int_p \langle x| \partial^2 - \hat{U} \rangle (\partial^2 - \hat{U})^{-1}|p\rangle \langle p| y \rangle = \delta^D(x - y) , \]
\[ \int_p [(-p^2 - U(-i\partial_p))(-p^2 - U(-i\partial_p))^{-1}\langle x| p \rangle \langle p| y \rangle = \delta^D(x - y) , \]
\[ \int_p e^{ip(x-y)}(-p^2 - U(x - i\partial_p))(-p^2 - U(x - i\partial_p))^{-1} = \delta^D(x - y) , \]
(C9)
such that the first equation of motion can be rewritten in momentum space as,
\[ (-p^2 - U(x - i\partial_p))(-p^2 - U(x - i\partial_p))^{-1} = 1 . \]  
(C10)

One can now verify that equation (C10) is satisfied order by order in the gradient expansion.

Let us now consider the second differential equation, which also must be satisfied by the propagator,
\[ [\partial_y^2 - U(\phi(y))] i \Delta(x; y) = i \delta^D(x - y) . \]  
(C11)

Projecting again equation (C8) and inserting the identity in a different position,
\[ \langle x| \partial^2 - \hat{U} \rangle (\partial^2 - \hat{U})^{-1}|y\rangle = \delta^D(x - y) , \]
\[ \int_p \langle x| p \rangle \langle p| \partial^2 - \hat{U} \rangle (\partial^2 - \hat{U})^{-1}|y\rangle = \delta^D(x - y) , \]
\[ \int_p e^{ip(x-y)}(-p^2 - U(y + i\partial_p))(-p^2 - U(y + i\partial_p))^{-1} = \delta^D(x - y) , \]
(C12)
such that the second equation of motion can be written as,

$$
( - p^2 - U(y + i\partial_p)) \left( - p^2 - U(y + i\partial_p) \right)^{-1} = 1 ,
$$

(C13)

and expanding in gradients, one can verify that both equations (C7) and (C11) are satisfied by the propagator of [29].

Using the momentum space expression for the propagator (C1), and expanding up to the second order in derivatives, one obtains,

$$
\Delta(x; p) = - \frac{1}{p^2 + U(x)} + 2i[\partial^\mu U(x)] \frac{p^\mu}{(p^2 + U(x))^3}
$$

$$
+ [\partial^\mu \partial^\nu U(x)] \left[ \frac{\eta^\mu\nu}{(p^2 + U(x))^3} - \frac{4p^\mu p^\nu}{(p^2 + U(x))^4} \right]
$$

$$
- 2[\partial^\mu U(x)][\partial^\nu U(x)] \left[ \frac{\eta^\mu\nu}{(p^2 + U(x))^4} - \frac{6p^\mu p^\nu}{(p^2 + U(x))^5} \right],
$$

(C14)

which differs from our propagator in equation (32), both at first order, for which our correction vanishes, and at second order. Integrating over the momentum, we can obtain the off-coincident propagator following similar calculations as displayed in Subsection II A, i.e. we calculate:

$$
i\Delta(x; y) = \int \frac{d^D p}{(2\pi)^D} e^{ip(x-y)} i\Delta(x; p)
$$

$$
= i\Delta^{(0)}(x; y) + i\Delta^{(1)}_{\nu - 2}(x; y) + i\Delta^{(2)}_{\nu - 2}(x; y) + i\Delta^{(2)}_{\nu - 3}(x; y) + i\Delta^{(2)}_{\nu - 4}(x; y)
$$

(C15)

with $i\Delta^{(0)}(x; y)$ as given in equation (34) and

$$
i\Delta^{(1)}_{\nu - 2} = - \frac{1}{4} \frac{U^{\nu - 2}(x)}{(2\pi)^{\nu+1}} \frac{\partial}{\partial \Delta x_\nu} \frac{K_{\nu - 2}(z)}{z^{\nu - 2}}
$$

(C16)

$$
i\Delta^{(2)}_{\nu - 2} = - \frac{U^{\nu - 2}(x)}{(2\pi)^{\nu+1}} \frac{1}{8} \frac{\partial^2 U(x)}{\partial \Delta x_\nu} \frac{K_{\nu - 2}(z)}{z^{\nu - 2}}
$$

(C17)

$$
i\Delta^{(2)}_{\nu - 3} = \frac{U^{\nu - 3}(x)}{(2\pi)^{\nu+1}} \frac{1}{24} \left[ (\partial_x U(x))^2 - 2(\partial^\mu \partial^\nu U(x)) \frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \right] \frac{K_{\nu - 3}(z)}{z^{\nu - 3}}
$$

(C18)

$$
i\Delta^{(2)}_{\nu - 4} = \frac{U^{\nu - 4}(x)}{(2\pi)^{\nu+1}} \frac{1}{32} \frac{\partial^2 U(x)}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \frac{K_{\nu - 4}(z)}{z^{\nu - 4}} ,
$$

(C19)

with $\nu = \frac{D-2}{2}$ and $z^2 = U(x)\Delta x^2$. At first and second order, this clearly differs from our off-coincident propagator in equation (43).

We now have two ways to obtain the coincident propagator: we can take the coincident limit of (C15), or we can integrate (C14) over the momenta (the first order term drops
out and \( p^\mu p^\nu \rightarrow \eta^{\mu\nu}p^2/D \). We verify that in both ways we obtain the following coincident propagator,

\[
i\Delta(x; x) = \frac{1}{(4\pi)^{D/2}} \left[ \frac{\Gamma(1 - D/2)}{(2\pi)^3} \right] \eta^{\mu\nu} (\partial_\mu x)^2 \left[ \frac{\eta^{\mu\nu} (\partial_\mu x)^2}{p^2 + U(x)} \right]^{2-D/2} + \left[ \frac{\eta^{\mu\nu} (\partial_\mu x)^2}{p^2 + U(x)} \right]^{2-D/2} (\partial_\mu x)^2 \right],
\]

which agrees with equation (9) of [29]. Curiously, upon identifying \( U(x) \rightarrow m^2(x) \), the coincident propagator \((C20)\) is identical to our coincident propagator given in equations (47) and (48).

Up to this point, we have found that using Chan’s procedure results in a different propagator \((C14)\), which at coincidence gives the same answer. Next we shall calculate the one-loop effective action. In what follows we use two procedures, the first is the one advocated in this work, while the second is the one used in [29].

We first compute the one-loop effective action by using our procedure and the propagator \((C14)\). We recall that the action is first expanded as in (98),

\[
\Gamma^{(1)} = -\frac{i}{2} \left[ \text{Tr} \ln[\Delta^{(0)}] + \text{Tr}(D^{(0)} \Delta^{(2)}) - \frac{1}{2} \text{Tr}(D^{(0)} \Delta^{(1)})^2 \right],
\]

where we used the fact that \( \text{Tr}(D^{(0)} \Delta^{(1)}) = 0 \) (since integrating over the momenta an odd function of \( p^\mu \) vanishes). The first term in \((C21)\) is the zeroth order in gradient contribution and can be calculated by using standard methods. The other two terms can be calculated by making use of the propagator \((C14)\), resulting in

\[
\Gamma^{(1)} = -\frac{i}{2} \left[ \int d^D x \left[ U(x) \right]^2 \left[ \frac{\eta^{\mu\nu}}{p^2 + U(x)} \right] \left[ \frac{\eta^{\mu\nu}}{p^2 + U(x)} \right]^{2-D/2} (\partial_\mu x)^2 \right],
\]

where term in the last line, which contributes as \(-1/2\) times the term in the penultimate line, comes from the last term in \((C21)\). This can be easily integrated (upon exacting the
substitution, $p^\mu p^\nu \to \eta^{\mu\nu} p^2 / D$ and making use of (D4)) to yield,

$$\Gamma^{(1)} = \Gamma \left( -\frac{D}{2} \right) \int d^D x [U(x)]^\frac{D}{2}$$

$$+ \frac{1}{2(4\pi)^{D/2}} \int d^D x \left\{ - [U(x)]^\frac{D}{2} - 2[\partial^2 U(x)] \left[ 1 - 4 \left( 1 - \frac{D}{2} \right) \frac{D}{2} \right] \right\}$$

$$+ \frac{1}{2}[U(x)]^\frac{D}{2} [\partial_x U(x)]^2 \left[ 1 - \frac{6}{D} \left( 1 - \frac{3}{3} \frac{D}{2} \right) \right] \right\}$$

$$= 0,$$

which agrees with our result (82), even though here we did not even need to integrate by parts to get a vanishing result. This is probably due to the fact that the effective action is obtained taking the coincident limit, in which the propagators agree.

Chan in [29] calculates the effective action by a different procedure. He first takes a (functional) derivative of the effective action with respect to $U(x)$, and then integrates over the momenta, resulting in (see equation (7) of [29]),

$$\Gamma^{(1)} = -\frac{1}{2} \int d^D x \int dU i\Delta(x;x),$$

(C24)

where $i\Delta(x;x)$ is the coincident propagator given in (C20). Upon integrating over $U$ one obtains,

$$\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \left\{ \Gamma \left( -\frac{D}{2} \right) [U(x)]^\frac{D}{2} \right. \right.$$

$$- \frac{1}{6} \Gamma \left( 2 - \frac{D}{2} \right) [U(x)]^\frac{D}{2} - 2[\partial^2 U(x)] + \frac{1}{12} \Gamma \left( 3 - \frac{D}{2} \right) [U(x)]^\frac{D}{2} - 3[\partial_x U(x)]^2 \right\} \right.$$  

(C25)

Upon integrating the second term by parts, one finally obtains,

$$\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \left\{ \Gamma \left( -\frac{D}{2} \right) [U(x)]^\frac{D}{2} - \frac{1}{12} \Gamma \left( 3 - \frac{D}{2} \right) [U(x)]^\frac{D}{2} - 3[\partial_x U(x)]^2 \right\},$$

(C26)

which disagrees with (C23). This is exactly the result obtained in Ref. [29], which also agrees with earlier literature [25, 26], and with the result obtained in Section II D.

b. Iliopoulos, Itzykson, Martin (1975)

We now proceed with the paper [25], which expanded the (quantum) field in powers of $x^\mu$ (to quadratic order in $\delta x^\mu$) around some fiducial point $x^\mu$. The idea is that integrating
out over the (quantum) fluctuations of $\delta x^\mu$ will account for the spacetime dependence of the
field in the one-loop effective action, at least approximately.

We start by considering equation (2.5.18) for the quantum mechanical kernel [40] valid
for the one-dimensional harmonic oscillator,

$$K(x, x'; t, t') = \langle x | \exp \left[ -\frac{i}{\hbar} \left( \frac{\hat{P}^2}{2m} + \frac{m\omega^2}{2} \hat{Q}^2 \right) (t - t') \right] | x' \rangle$$

$$= \left( \frac{m\omega}{2\pi\hbar \sin(\omega \Delta t)} \right)^{1/2} \exp \left[ -\frac{im\omega}{2\hbar \sin(\omega \Delta t)} \left[ (x^2 + x'^2) \cos(\omega \Delta t) - 2xx' \right] \right],$$

(C27)

where $\Delta t = t - t'$ and $\hat{P}$ and $\hat{Q}$ are the quantum mechanical momentum and position
operators satisfying $[\hat{Q}, \hat{P}] = i$.

We start from the propagator and working in Euclidean signature we calculate,

$$\Delta(x; y) = -i \int_0^\infty ds \langle x | e^{s[\hat{P}^2 - M^2 - \hat{U}]} | y \rangle$$

(C28)

where $\hat{U} = \frac{\lambda \phi^2(\hat{X})}{2}$ and $M^2$ denotes the tree level mass term. As done in [25], we expand
$\phi^2(\hat{X})$ around a reference point $x_0$ by writing $\hat{X} = x_0 + \Delta \hat{x}$ being $\Delta \hat{x}$ a quantum fluctuation,

such that we have:

$$\hat{U} = U(x_0) + \Delta \hat{x}^\mu (\partial_\mu U(x_0)) + \frac{1}{2} \Delta \hat{x}^\mu \Delta \hat{x}^\nu (\partial_\mu \partial_\nu U(x_0)) + \cdots.$$  

(C29)

In order to exploit the result for the one-dimensional harmonic oscillator (C27), we consider the Ansatz,

$$\Delta \hat{x}^\mu (\partial_\mu U(x_0)) + \frac{1}{2} \Delta \hat{x}^\mu \Delta \hat{x}^\nu (\partial_\mu \partial_\nu U(x_0))$$

$$= \frac{1}{2} (\partial_\mu \partial_\nu U(x_0))(\Delta \hat{x}^\mu + a^\mu)(\Delta \hat{x}^\nu + a^\nu) - \frac{1}{2} a^\mu a^\nu (\partial_\mu \partial_\nu U(x_0)),$$

(C30)

where vector $a^\nu$ is defined by,

$$(\partial_\mu \partial_\nu U)a^\nu = (\partial_\mu U),$$

(C31)

and we call $\Omega^2_{\mu\nu} = \partial_\mu \partial_\nu U$. Differently from [25], we choose not to restrict the expansion only
around one direction and we generalise the result from four to $D$ dimensions. We can then rewrite (C41) as,

$$-i \int ds \langle x | \exp \left\{ s \left[ \hat{P}^2 - \frac{1}{2} (\Delta \hat{x} + a) \cdot \Omega^2 (\Delta \hat{x} + a) \right] \right\} | y \rangle \times e^{-s[M^2 - \frac{1}{2} a \cdot \Omega^2 a + U(x_0)]}.$$  

(C32)
Going to the basis in which $\Omega^2$ is diagonal, and exacting the replacements $\Delta t \rightarrow -is$, $\hbar \rightarrow 1$, $m \rightarrow \frac{1}{2}$, $\omega \rightarrow \sqrt{2}\Omega$, we can exploit the result of the harmonic oscillator in (C27), to rewrite (C32) as,

\[
-i\int ds\ e^{-s[M^2 - \frac{1}{2}a \cdot \Omega^2 \cdot a + U(x_0)]} \prod_{i=1}^{D} \left( \frac{\Omega_i}{2\sqrt{2}\pi \sinh(\sqrt{2}\Omega_i s)} \right)^{1/2} \times \exp \left\{ -\frac{\Omega_i}{2\sqrt{2} \sinh(\sqrt{2}\Omega_i s)} \left[ ((\Delta x + a)_i + (\Delta y + a)_i)^2 \cosh(\sqrt{2}\Omega_i s) - 2(\Delta x + a)_i(\Delta y + a)_i \right] \right\}.
\]

Expanding up to second order in derivatives, we obtain the following off-coincident result,

\[
-i\int \frac{ds}{(4\pi)^{D/2}} e^{-s[M^2 - \frac{1}{2}a \cdot \Omega^2 \cdot a + U(x_0)]} e^{-\frac{i}{4s}((\Delta x + a) - (\Delta y + a))^2} e^{-\frac{s^2}{4\nu} \sum_i(\Omega_i^2)} \times e^{-\frac{s}{24} \sum_i [\Omega_i^2 ((\Delta x + a)_i + (\Delta y + a)_i)^2]} \times e^{\frac{s^3}{144} \sum_i \left( \Omega_i^4 \left[ i((\Delta x + a)_i + (\Delta y + a)_i)^2 + 7(\Delta x + a)_i(\Delta y + a)_i) \right] \right)},
\]

where here $x_0$ is an arbitrary point of expansion. It is instructive to study how the result depends on the choice of $x_0$. For the purpose of this paper, two choices are of interest: $x_0 \rightarrow X = \frac{x+y}{2}$ and $x_0 \rightarrow x$ (the third choice of interest $x_0 \rightarrow y$ can be determined from the symmetry requirement). Let us start with $x_0 \rightarrow X$, keeping only terms up to the second order in the number of derivatives, we can rewrite the propagator as,

\[
\Delta(x; y) = -\frac{i}{(4\pi)^{D/2}} \int \frac{ds}{s^{D/2}} e^{-s[M^2 + U(X)]} e^{-\frac{(x-y)^2}{4s}} \times \left[ 1 - \frac{s}{24} (x-y)\mu(\partial_\mu \partial_\nu U)(x-y)\nu \left[ 1 - \frac{s^2}{6} (\partial^2 U) \right] \right] + \frac{s^3}{12} (\partial U)^2 \right].
\]

Using the substitution,

\[
(x - y)\mu(x - y)\nu e^{-\frac{(x-y)^2}{4s}} = 4s^2 \frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} e^{-\frac{(x-y)^2}{4s}} + 2s \eta^{\mu\nu} e^{-\frac{(x-y)^2}{4s}}
\]

and performing the integral over $s$, we obtain the final expression for the propagator expanded around the midpoint coordinate,

\[
i\Delta(x; y) = \frac{1}{(4\pi)^{D/2}} \left[ m^{D-2} \frac{K_{D-2}(z)}{z^{D-2}} - \frac{m^{D-8}}{48} (\partial_\mu \partial_\nu m^2) \frac{\partial}{\partial \Delta x_\mu} \frac{\partial}{\partial \Delta x_\nu} \left( \frac{K_{D-8}(z)}{z^{D-8}} \right) \right] - \frac{1}{16} m^{D-6} (\partial^2 m^2) \frac{K_{D-6}(z)}{z^{D-6}} + \frac{1}{96} m^{D-8} (\partial m^2)^2 \frac{K_{D-8}(z)}{z^{D-8}}.
\]
with \( z = m\sqrt{\Delta x^2} \) and \( m^2(x) \equiv M^2 + U(x) \). This exactly corresponds to our off-coincident propagator given in equation (43).

Next we construct the propagator by expanding around point \( x \). Starting from Eq. (C34), and taking account of \( U(x_0) \to U(x) \), \( \Delta x \to 0 \), \( \Delta y \to y-x \), we can write the propagator (truncated to second order in derivatives) as,

\[
i\Delta(x;y) = \frac{1}{(4\pi)^{D/2}} \int \frac{ds}{s^{D/2}} e^{-s[M^2+U(x)]} e^{-\frac{(y-x)^2}{4s}} \left\{ 1 - \frac{s}{6} \left[ 3(y-x)\mu \partial_\mu U(x) + (y-x)\mu \partial_\mu \partial_\nu U(x)(y-x)^\nu \right] \right. \\
+ \frac{s^2}{8} (\partial_\mu U)(\partial_\nu U)(y-x)\mu (y-x)^\nu - \frac{s^2}{6}(\partial_\mu^2 U) + \frac{s^3}{12}(\partial_\mu U)^2 \right\}.
\]

(C38)

Next, inserting into this the substitution,

\[
(y-x)^\mu e^{-\frac{(y-x)^2}{4s}} \equiv (y-x)^\mu e^{-\frac{(y-x)^2}{4s}} \longrightarrow -2s \frac{\partial}{\partial(y-x)_\mu} e^{-\frac{(y-x)^2}{4s}},
\]

(C39)

and (C36) and integrating over \( s \) one obtains,

\[
i\Delta(x;y) = \frac{1}{(2\pi)^{D/2}} \left\{ m^{D-2} \frac{K_{D-2}(z)}{z^{D-2}} - m^{D-6} \frac{K_{D-6}(z)}{z^{D-6}} \right. \\
+ \frac{m^{D-8}}{24} \left[ (\partial m^2)^2 - 2(\partial_\mu \partial_\nu m^2(x)) \frac{\partial}{\partial \Delta x_\mu} \partial \Delta x_\nu \right] \frac{K_{D-8}(z)}{z^{D-8}} \\
+ \frac{m^{D-10}}{32} (\partial_\mu m^2)(\partial_\nu m^2) \frac{\partial}{\partial \Delta x_\mu} \partial \Delta x_\nu \left( \frac{K_{D-10}(z)}{z^{D-10}} \right) \right\},
\]

(C40)

where here \( z^2 \equiv m^2(x)(x-y)^2 \equiv m^2(x)\Delta x^2 \). This expression completely agrees with the Chan propagator (C15)-(C19) obtained by integrating over the momenta Eq. (C14).

With similar calculations we can now find the one-loop effective action, which is given by,

\[
i \frac{1}{2} \text{Tr} \log \left( \frac{\partial^2 - M^2 - \hat{U}}{\mu^2} \right) = \lim_{\mu \to \infty} \frac{i}{2} \int d^Dx \int_{\mu^{-2}}^\infty \frac{ds}{s} \langle x | e^{s[\partial^2-M^2-\hat{U}]} | y \rangle \bigg|_{x=y},
\]

(C41)

where the equality holds in the limit \( \mu \to \infty \), up to an irrelevant field-independent constant.

To calculate the effective action, we are interested in the coincident limit,

\[
i \frac{1}{2} \langle x | \log \left( \frac{\partial^2 - M^2 - \hat{U}}{\mu^2} \right) | x \rangle \\
= \frac{i}{2(4\pi)^{D/2}} \int_x \int_0^\infty \frac{ds}{s^{1+D/2}} e^{-s[M^2+U(x)]} e^{-\frac{s^2}{4\pi} \sum_i (\Omega_i^2)} e^{\frac{s^2}{12} \sum_i \left( \Omega_i^2 (\Delta x^2 + \alpha_i^2) \right)},
\]

(C42)

as done before, we can now integrate over \( s \) using the fact that \( \Gamma(z) = \int_0^\infty dt t^{z-1} e^{-t} \), and keep only terms up to second order in derivatives. We find the one-loop contribution to the
effective action in Euclidean space,

$$\Gamma^{(1)} = \frac{i}{2(4\pi)^{D/2}} \int d^D x \left[ (m^2)^{D/2} \Gamma \left( -\frac{D}{2}, \frac{m^2}{\mu^2} \right) - \frac{1}{6} (m^2)^{-D/2} \Gamma \left( 2 - \frac{D}{2} \right) (\partial^2_{x} m^2(x)) + \frac{1}{12} (m^2)^{-3} \Gamma \left( 3 - \frac{D}{2} \right) (\partial_{x} m^2)^2 \right],$$

(C43)

where $\Gamma(\nu, z)$ denotes the incomplete gamma function. Rotating back to Lorentzian space ($d^D x \to -id^D x$) and integrating by parts, we find the following one-loop contribution to the effective action,

$$\Gamma^{(1)} = \frac{1}{2(4\pi)^{D/2}} \int d^D x \left[ (m^2)^{D/2} \Gamma \left( -\frac{D}{2}, \frac{m^2}{\mu^2} \right) - \frac{1}{6} (m^2)^{-D/2} \Gamma \left( 2 - \frac{D}{2} \right) (\partial^2_{x} m^2(x)) + \frac{1}{12} (m^2)^{-3} \Gamma \left( 3 - \frac{D}{2} \right) (\partial_{x} m^2)^2 \right],$$

(C44)

which corresponds to the result obtained by [25] generalised to $D$ dimensions. The result (C44) is divergent in $D = 4$, and it can be regularized and renormalised as follows. First note that incomplete gamma function has the following expansion around $\mu \to \infty$,

$$\Gamma \left( -\frac{D}{2}, \frac{m^2}{\mu^2} \right) = \Gamma \left( -\frac{D}{2} \right) + \left( \frac{m^2}{\mu^2} \right)^{-\frac{D}{2}} \left[ \frac{2}{D} - \frac{2}{D-2} \frac{m^2}{\mu^2} + \frac{1}{D-4} \left( \frac{m^2}{\mu^2} \right)^2 \right] + \mathcal{O} \left( \frac{m^2}{\mu^2} \right)^{6-D}. \tag{C45}$$

The first two terms in the square brackets are quartically and quadratically divergent in powers of $\mu$ in $D = 4$, and are automatically subtracted in dimensional regularization (by assuming $\Re[D] < 0$ when taking the limit $\mu \to \infty$, and then analytically extending to all $D$), leaving us with the last term which is logarithmically divergent when $D \to 4$. Combining this with the expansion of $\Gamma \left( -\frac{D}{2} \right)$ around $D = 4$ yields a finite result in $D = 4$,

$$\Gamma \left( -\frac{D}{2}, \frac{m^2}{\mu^2} \right) \to -\frac{1}{2} \left[ \log \left( \frac{m^2}{\mu^2} \right) + \gamma_E - \frac{3}{2} \right] + \mathcal{O}(D-4). \tag{C46}$$

When this is inserted into (C44) one can take the $D \to 4$ limit to obtain,

$$\Gamma^{(1)}_{\text{ren}} = \frac{1}{32\pi^2} \int d^4 x \left\{ -\frac{m^4}{2} \left[ \log \left( \frac{m^2}{\mu^2} \right) + \gamma_E - \frac{3}{2} \right] - \frac{(\partial_{x} m^2)^2}{12m^2} \right\}, \tag{C47}$$

which agrees with [25].

c. Fraser (1985)

Finally, we consider [26]. The method used in this reference is based on the idea that we can expand the field as $\hat{\phi}(x) = \phi_0 + \hat{\psi}(x)$, where $\phi_0$ is a constant referent field and $\hat{\phi}(x)$ a
spacetime dependent perturbation on top of $\phi_0$. Next, they expand the one-loop effective action to second order in powers of the field operator, and evaluate the contribution of fluctuations to quadratic order in fluctuations. As a first step, we write the propagator of action to second order in powers of the field operator, and evaluate the contribution which can then be recast as,

$$\Delta(x, y) = \left\langle x \left| \frac{1}{\partial^2 - \mu^2 - \frac{\lambda}{2} \phi^2} \right| y \right\rangle.$$  

(C48)

Next, calling $\hat{B} = \lambda(\phi_0 \hat{\psi} + \frac{\phi_0^2}{2})$ and $M^2 = \mu^2 + \frac{\lambda}{2} \phi_0^2$, expanding and inserting the identity $\int_k |k\rangle \langle k|$ one finds,

$$\Delta(x, y) = \int_k e^{ik(x-y)} \frac{-1}{k^2 + M^2} + \int_{k-p} e^{ikx-ipy} \int_{z'} e^{i(p-k)z} B(z) \frac{-1}{p^2 + M^2}$$

$$+ \int_{p,q,k} e^{ikx-iqy} \frac{-1}{k^2 + M^2} \int_{z'} e^{i(q-p)z'} B(z') \frac{-1}{q^2 + M^2}.$$  

(C49)

Using the fact that $e^{i(p-k)z} B(z) = B(i\partial_k) e^{i(p-k)z}$ and integrating by parts, the previous expression can be written as,

$$\Delta(x, y) = \int_k e^{ik(x-y)} \frac{-1}{k^2 + M^2} + \int_k \frac{e^{-iky}}{k^2 + M^2} \left[ B(-i\partial_k) \frac{e^{ikx}}{k^2 + M^2} \right]$$

$$- \int_{k} B(-i\partial_k) \left[ \frac{1}{k^2 + M^2} \left( \frac{B(i\partial_x)}{k^2 + M^2} \right) \right],$$

(C50)

which can then be recast as,

$$\Delta(x, y) = \int_k e^{ik(x-y)} \left\{ - \frac{1}{k^2 + M^2} + \frac{1}{k^2 + M^2} B(x - i\partial_k) \frac{1}{k^2 + M^2} \right\}.$$  

(C51)

Finally, in Wigner space the previous expression reads,

$$\Delta(x; p) = -\frac{1}{k^2 + m^2(x)} + 2i[\partial_{\mu} B(x)] \frac{k_{\mu}}{[k^2 + m^2(x)]^3}$$

$$+ [\partial_{\mu} \partial_{\nu} B(x)] \left[ \frac{\eta_{\mu \nu}}{[k^2 + m^2(x)]^3} - \frac{4k_{\mu}k_{\nu}}{[k^2 + m^2(x)]^4} \right]$$

$$- 2[\partial_{\mu} B(x)][\partial_{\nu} B(x)] \left[ \frac{\eta_{\mu \nu}}{[k^2 + m^2(x)]^4} - \frac{6k_{\mu}k_{\nu}}{[k^2 + m^2(x)]^5} \right],$$

(C52)

where $m^2(x) = M^2 + B(x)$ and the propagator corresponds to the one of [29], given in equation (C14). As a consequence, all the considerations in the previous subsections of Appendix C apply also for this method, and therefore the method proposed in Ref. [26] (when resummed) does not bring anything new.
d. Summary

The starting point of these works is the one-loop effective action (2), \( \Gamma^{(1)}[\phi_a] = \frac{i}{2} \hbar \text{Tr} \log \left[ D_{a b}[\phi_c](x; x') \right] \), obtained by integrating out quantum fluctuations of the field to quadratic order around a fixed classical background field \( \phi_c(x) \). Our approach is to evaluate the operator \( D_{a b}[\phi_c](x; x') \) by evaluating its inverse – the propagator – in some consistent approximation scheme, and use it to compute the one-loop effective action, both with an exact calculation and with an approximate one, obtaining the same result. The approximation scheme used in this work is an expansion of the propagator and subsequently the effective action in spacetime gradients, which is valid when the field varies sufficiently slowly in space and time. Computing the propagator with the methods of \([25, 26, 29]\) we find that, although the off-coincident propagators differ due to different choice of expansion points, at coincidence our propagator in equations (47) and (48) is equal to the one of the previous literature. This is remarkable since the coincident propagator expanded up to second order in gradients is the starting point for the one-loop effective action calculation. The physics should not depend on the arbitrary point chosen around which one expands, the effective actions calculated with these different propagators should be physically equivalent. Even though establishing independence of physical results on the choice of the referent expansion point is beyond the scope of this work, an encouraging observation is that the coincident propagators, which can be used to calculate the one-loop effective action, are identical.

In this work we used the techniques of expanding the logarithm in the effective action in derivatives and of integrating the logarithm of the propagator exactly, avoiding its expansion. Surprisingly, these methods produce the gradient corrections to the effective action that differ from the ones obtained by the methods used in the literature. These methods involve taking a parametric derivative of the action with respect to the mass parameter or using the Schwinger-DeWitt proper time method. Up to this point, we were unable to resolve the origin of the discrepancy. For now we just point out that both techniques contain potential pitfalls. Namely, the one-loop effective action is a divergent quantity, so integration over the mass parameter involves changing the order of integration, which may not be legitimate. On the other hand, a naïve Taylor expansion of the logarithm function may produce a wrong answer if the original expression is a trans-series. Even though the preliminary results presented in this work are not completely satisfactory, we have decided to make them public, in the hope
Appendix D: Two-loop calculations

We present here in more details the procedure we adopted to calculate the two-loop contributions to the effective action (114).

The zeroth order contribution in gradients is obtained by inserting (116) into (114) and expanding in gradients the vertex functions,

\[ \Gamma^{(2,0)} = \Gamma^{(2,0)}_a + \Gamma^{(2,0)}_b, \]

where the momentum integrals that ought to be solved are:

\[ \Gamma^{(2,0)}_a = -\frac{\lambda}{2} \frac{\phi^2(X)}{p^2 + m^2(X)} \left( \frac{1}{p^2 + m^2(X)} + \frac{1}{(p + p')^2 + m^2(X)} \right), \]

\[ \Gamma^{(2,0)}_b = \frac{\lambda}{8} \int_{X,p,p'} \frac{1}{p^2 + m^2(X)} \frac{1}{p^2 + m^2(X)}. \]

It is convenient to introduce the following integrals,

\[ I_n = \int \frac{d^Dp}{(2\pi)^D} \frac{1}{(p^2 + m^2)^n} = i \frac{\Gamma(n - \frac{D}{2})}{\Gamma(n)} (m^2)^{\frac{D}{2} - n}, \quad (n = 1, 2, 3, \ldots), \]

and

\[ I_n^* = \int_{p,p'} \frac{1}{(p^2 + m^2(X))^n} \frac{1}{p^2 + m^2(X)} \frac{1}{(p + p')^2 + m^2(X)}. \]

The zeroth-order contributions (D1) can be simply expressed in terms of these integrals,

\[ \Gamma^{(2,0)}_a = -\frac{\lambda^2}{12} \int d^D X \phi^2(X) I_1^*, \]

\[ \Gamma^{(2,0)}_b = \frac{\lambda}{8} \int d^D X I_1^2. \]

The derivative suppressed contributions to the two-loop effective action (114) can be neatly split into three contributions. The first comes from expanding the vertex around the midpoint, the second (third) comes from the second order contribution to the propagator in the part of the diagram coming from the cubic (quartic) vertex,

\[ \Gamma^{(2,2)} = \Gamma^{(2,2)}_a + \Gamma^{(2,2)}_b + \Gamma^{(2,2)}_c. \]
By expanding the vertex in (114) one obtains,

\[
\Gamma^{(2,2)}_a = \frac{\lambda^2}{24D} \int_{X,p,p'} \left[ (\partial_X \phi)^2 - \phi(\partial_X^2 \phi) \right] \left[ \frac{D-4}{(p_e^2 + m^2)^2} + \frac{4m^2(X)}{(p_e^2 + m^2)^3} \right] \times \frac{1}{(p_e^2 + m^2)((p + p')^2 + m^2)} \\
= \frac{\lambda^2}{24D} \int d^D X \left[ (\partial_X \phi)^2 - \phi(\partial_X^2 \phi) \right] [(D-4) I_1 + 4m^2(X) I_3^*]. \tag{D9}
\]

Expanding the propagators results in,

\[
\Gamma^{(2,2)}_b = -\frac{\lambda}{4} \int_{X,p,p'} \left\{ \frac{\lambda (D-2)}{2D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] I_4 + \frac{\lambda m^2}{D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2 \right\} I_1, \tag{D10}
\]

and

\[
\Gamma^{(2,2)}_c = \frac{\lambda^2}{4} \int_{X,p,p'} \phi^2 \left\{ \frac{\lambda (D-2)}{2D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] I_4 + \frac{\lambda m^2}{D} \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] - \frac{\lambda^2 \phi^2}{2} (\partial_X \phi)^2 \right\} \times \frac{1}{(p_e^2 + m^2)(p + p')^2 + m^2}, \tag{D11}
\]

where \( I_n \) and \( I_n^* \) denote the integrals in (D4) and (D5), respectively.

### 1. Evaluation of the integrals

Using the Feynman parametrisation we can rewrite (D5) as,

\[
I_n^* = \int_{p'} / (p_e^2 + m^2)^n \int_{p} \int_{0}^{1} \frac{du_1 du_2}{u_1(p_e^2 + m^2) + u_2((p + p')^2 + m^2) + \delta(1 - u_1 - u_2)}, \tag{D12}
\]

where we have introduced parameter \( n \) for a later convenience. The integral we are interested in here is obtained simply by setting \( n = 1 \).

Performing the shift \( l = p + u_2 p' \) and exploiting the delta function, the previous expression becomes:

\[
\int_{p'} / (p_e^2 + m^2)^n \int_{l} \int_{0}^{1} \frac{du}{(l_e^2 + u(1 - u)p_e^2 + m^2)^2}, \tag{D13}
\]
we can now perform the integral over the momentum \( l \):

\[
I_n^* = \frac{\Gamma\left(2 - \frac{D}{2}\right)}{(4\pi)^{D/2}} \int_0^1 du \left[u(1-u)\right]^{\frac{D}{2} - 2} \left[\frac{p'^2 + m^2}{u(1-u)}\right]^{\frac{D}{2} - 2} \frac{\Gamma(n)}{(p'^2 + m^2)^n}. \tag{D14}
\]

The integral over \( p' \) is now a standard momentum integral and one can solve it using spherical coordinates, and recalling that the volume of the \((D-1)\)-dimensional unit sphere is \( \Omega_{D-1} = 2\pi^{D/2}/\Gamma(D/2) \). For the radial part, we use the following expression,

\[
\int_0^\infty dx \ x^{\nu-1}(\beta+x)^{-\mu}(x+\gamma)^{-\rho} = \beta^{-\mu} \gamma^{-\rho} \frac{\Gamma(\nu)\Gamma(\mu-\nu+\rho)}{\Gamma(\mu+\rho)} \times _2 F_1 \left( \mu, \nu; \mu+\rho; 1 - \frac{\gamma}{\beta} \right). \tag{D15}
\]

Performing the \( p' \) integral in this way, one finds,

\[
I_n^* = -\frac{\Gamma\left(2 - \frac{D}{2}\right)\Gamma(n + 2 - D)}{(4\pi)^{D} \Gamma(n + 2 - \frac{D}{2})} (m^2)^{D-2-n}
\]

\[
\times \int_0^1 du \ _2 F_1 \left( \frac{D}{2}, 2 - \frac{D}{2}; n + 2 - \frac{D}{2}, 1 - u(1-u) \right).
\tag{D16}
\]

By making use of Eq. (9.131.2) in [37] this can be transformed into,

\[
I_n^* = -\frac{(m^2)^{D-2-n}}{(4\pi)^D} \int_0^1 du \left[ \frac{\Gamma\left(2 - \frac{D}{2}\right)\Gamma\left(n - \frac{D}{2}\right)}{\Gamma(n)} \times _2 F_1 \left( \frac{D}{2}, 2 - \frac{D}{2}; 1 - n; u(1-u) \right) \right.
\]

\[
+ \frac{\Gamma(n + 2 - D) \Gamma\left(\frac{D}{2} - n\right)}{\Gamma\left(\frac{D}{2}\right)} \left[u(1-u)\right]^{\frac{D}{2} - n} \times _2 F_1 \left( n, n + 2 - D; n + 1 - \frac{D}{2}; u(1-u) \right) \bigg]. \tag{D17}
\]

The hypergeometric functions can be expanded in powers of \( u(1-u) \), after which the integral over \( u \) can be performed, resulting in two sums, both of which can be summed to (generalized) hypergeometric functions,

\[
I_n^* = -\frac{(m^2)^{D-2-n}}{(4\pi)^D} \left\{ \frac{\Gamma\left(2 - \frac{D}{2}\right)\Gamma\left(n - \frac{D}{2}\right)}{\Gamma(n)} \times _3 F_2 \left( 1, \frac{D}{2}, 2 - \frac{D}{2}; 1 - n, \frac{3}{2}, \frac{1}{4} \right) \right.
\]

\[
+ \frac{\Gamma\left(n + 2 - D\right)\Gamma\left(\frac{n + 2 - D}{2}\right)\Gamma\left(1 + n - \frac{D}{2}\right)}{2^n \Gamma\left(\frac{D}{2}\right)\Gamma\left(\frac{3-D}{2} + n\right)} \times _2 F_1 \left( n, 2 + n - D; \frac{3-D}{2} + n; \frac{1}{4} \right) \bigg\}. \tag{D18}
\]

where we also used Legendre’s duplication formula, \( \Gamma(2z) = \frac{2^{2z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma(z + \frac{1}{2}) \).

In the remainder of this subsection we show how to expand \( I_1^*, I_2^*, I_3^*, \) and \( I_4^* \) around the pole at \( D = 4 \) to the order needed for dimensional regularization of the effective action.

\( I_1^* \). For \( n = 1 \) Eq. (D18) simplifies to,

\[
I_1^* = -\frac{(m^2)^{D-3}}{(4\pi)^D} \Gamma\left(1 - \frac{D}{2}\right) \Gamma\left(2 - \frac{D}{2}\right) \left[ _2 F_1 \left( 1, 2 - \frac{D}{2}; \frac{3}{2}, \frac{1}{4} \right) \right.
\]

\[
+ \frac{1}{D-3} \times _2 F_1 \left( 1, 3 - D; \frac{5-D}{2}; \frac{1}{4} \right) \bigg]. \tag{D19}
\]
The prefactor in (D19) is quadratically divergent, so we need to expand the hypergeometric functions in (D19) to $O((D-4)^2)$. It is convenient to first rewrite these hypergeometric functions as,

$$2F_1 \left(1, 2-D, 3; \frac{1}{2}; \frac{1}{4}\right) = 1 - \frac{D-4}{12} \times 2F_1 \left(1, 3-D, 5; \frac{3}{2}; \frac{1}{4}\right) \tag{D20}$$

$$2F_1 \left(1, 3-D, 5; \frac{3}{2}; \frac{1}{4}\right) = 1 - \frac{D-3}{2(5-D)} + \frac{(D-3)(D-4)}{4(5-D)(7-D)} \times 2F_1 \left(1, 5-D, 9; \frac{5}{2}; \frac{1}{4}\right),$$

such that the hypergeometric functions on the right-hand side need to be expanded only to linear order in $D-4$,

$$2F_1 \left(1, 3-D, 5; \frac{3}{2}; \frac{1}{4}\right) = 3\sqrt{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(n)}{\Gamma(n+\frac{3}{2})} \left(\frac{1}{4}\right)^n \left[1 - \frac{D-4}{2} (\psi(n)-\psi(1))\right] + O((D-4)^2),$$

$$2F_1 \left(1, 5-D, 9; \frac{5}{2}; \frac{1}{4}\right) = 3\sqrt{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(n)}{\Gamma(n+\frac{3}{2})} \left(\frac{1}{4}\right)^n \times \left[1 - (D-4) (\psi(n)-\psi(1)) + \frac{D-4}{2} \left(\psi\left(n+\frac{3}{2}\right) - \psi\left(\frac{3}{2}\right)\right) - \frac{2}{3}\right] + O((D-4)^2). \tag{D21}$$

Inserting these results into (D19), the square brackets in (D19) can be written as,

$$\left[\cdots\right] = \frac{3}{2} - \frac{3}{2} (D-4) + \frac{(D-4)^2}{2} \times \left\{1 + \frac{3}{4} \sum_{n=1}^{\infty} \frac{\Gamma(n)}{\Gamma(n+\frac{3}{2})} \left(\frac{1}{4}\right)^n \left[2 - (\psi(n)-\psi(1)) + \left(\psi\left(n+\frac{3}{2}\right) - \psi\left(\frac{3}{2}\right)\right)\right]\right\}. \tag{D22}$$

It is now convenient to introduce a finite constant,

$$c_1^* \equiv \sqrt{\frac{\pi}{4}} \sum_{n=1}^{\infty} \frac{\Gamma(n)}{\Gamma(n+\frac{3}{2})} \left(\frac{1}{4}\right)^n \left[2 - (\psi(n)-\psi(1)) + \left(\psi\left(n+\frac{3}{2}\right) - \psi\left(\frac{3}{2}\right)\right)\right] \simeq 0.24206957098290097. \tag{D23}$$

When these results are combined with,

$$\Gamma\left(1-D\right) \Gamma\left(2-D\right) \simeq -\frac{4}{(D-4)^2} + \frac{2}{D-4} (1+2\psi(1)) - \left(1+2\psi(1)+2\psi^2(1)+\frac{\pi^2}{6}\right), \tag{D24}$$

and

$$\frac{(m^2)^{D-3}}{(4\pi)^D} \simeq \frac{m^2 \mu^{2(D-4)}}{(4\pi)^D} \left[1 + (D-4) \ln\left(\frac{m^2}{4\pi \mu^2}\right) + \frac{(D-4)^2}{2} \ln^2\left(\frac{m^2}{4\pi \mu^2}\right)\right]. \tag{D25}$$

one finally obtains,

$$I_1^* = \frac{6m^2}{(4\pi)^4} \left\{\mu^{2(D-4)} \left(\frac{\mu^{D-4}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left[\ln\left(\frac{m^2}{4\pi \mu^2}\right) + \gamma_E - \frac{3}{2}\right] + \frac{1}{2} \left[\ln^2\left(\frac{m^2}{4\pi \mu^2}\right) - (3-2\gamma_E) \ln\left(\frac{m^2}{4\pi \mu^2}\right) + c_1^*\right]\right\} + O(D-4). \tag{D26}$$
where the constant $\tilde{c}_1$ is given by,
\[
\tilde{c}_1^* = \gamma_E^2 - 3\gamma_E + \frac{\pi^2}{12} + \frac{13}{6} + \frac{2}{3} c_1^* \simeq 1.7520443431825004 ,
\] (D27)
where we opted for a numerical representation of $c_0$, even though the first two sums in (D23) can be rather easily evaluated.

$\mathbf{I}_2$. For $n = 2$ Eq. (D18) reduces to,
\[
I_2^* = - \frac{(m^2)^{D-4}}{(4\pi)^D} \Gamma^2 \left( 2 - \frac{D}{2} \right) \left[ 3F_2 \left( 1, \frac{D}{2}, 2 - \frac{D}{2}; \frac{D}{2} - 1, \frac{3}{2}; \frac{1}{4} \right) \right.
\]
\[
- \frac{1}{(D-2)(5-D)} \times 2F_1 \left( 2, 4 - D; \frac{7-D}{2}; \frac{1}{4} \right) \right] .
\] (D28)

The prefactor in (D28) is quadratically divergent, so we need to expand the hypergeometric functions in (D28) to $O((D-4)^2)$. We begin with
\[
3F_2 \left( 1, \frac{D}{2}, 2 - \frac{D}{2}; \frac{D}{2} - 1, \frac{3}{2}; \frac{1}{4} \right) = 1 - \frac{D(D-4)}{12(D-2)} \times 3F_2 \left( 1, \frac{D}{2} + 1, 3 - \frac{D}{2}; \frac{D}{2}, \frac{5}{2}; \frac{1}{4} \right) \] (D29)
\[
2F_1 \left( 2, 4 - D; \frac{7-D}{2}; \frac{1}{4} \right) = 1 - \frac{D-4}{7-D} \times 3F_2 \left( 1, 3, 5 - D; 2, \frac{9-D}{2}; \frac{1}{4} \right) ;
\]
such that the hypergeometric functions on the right-hand side need to be expanded only to linear order in $D-4$,
\[
3F_2 \left( 1, \frac{D}{2} + 1, 3 - \frac{D}{2}; \frac{D}{2}, \frac{5}{2}; \frac{1}{4} \right) = \frac{3\sqrt{\pi}}{2} \sum_{n=1}^{\infty} \frac{\Gamma(n)(n+1)}{\Gamma(n+\frac{3}{2})} \left( \frac{1}{4} \right)^n + O(D-4),
\]
\[
3F_2 \left( 1, 3, 5 - D; 2, \frac{9-D}{2}; \frac{1}{4} \right) = \frac{3\sqrt{\pi}}{2} \sum_{n=1}^{\infty} \frac{\Gamma(n)(n+1)}{\Gamma(n+\frac{3}{2})} \left( \frac{1}{4} \right)^n + O(D-4). \] (D30)

Inserting these results into (D28) gives,
\[
I_2^* = - \frac{2}{(4\pi)^4} \left[ \frac{\mu^2(D-4)}{(D-4)^2} + \frac{D-4}{D-4} \left[ \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - \frac{1}{2} \right] \right] + O((D-4)^0) ,
\] (D31)

where we have not included the $O((D-4)^0)$ contribution as we do not need it.

$\mathbf{I}_3$. For $n = 3$ Eq. (D18) reduces to,
\[
I_3^* = - \frac{(m^2)^{D-5}}{(4\pi)^D} \frac{\Gamma \left( 2 - \frac{D}{2} \right) \Gamma \left( 3 - \frac{D}{2} \right)}{2} \left[ 3F_2 \left( 1, \frac{D}{2}, 2 - \frac{D}{2}; \frac{D}{2} - 2, \frac{3}{2}; \frac{1}{4} \right) \right.
\]
\[
+ \frac{2}{(D-2)(5-D)(7-D)} \times 2F_1 \left( 3, 5 - D; \frac{9-D}{2}; \frac{1}{4} \right) \right] .
\] (D32)
The prefactor in (D32) is linearly divergent, so we need to expand the hypergeometric functions in (D32) to $O((D-4))$. We begin with,

$$3F_2 \left( \frac{1}{2}, \frac{1}{2}; 1, \frac{5}{2}; 1, \frac{1}{4} \right) = 1 - \frac{D}{12} \times 3F_2 \left( \frac{1}{2}, \frac{3}{2}; 1, \frac{5}{2}; 1, \frac{1}{4} \right),$$

such that the hypergeometric functions on the right-hand side of (D32) need to be expanded to linear order in $D-4$,

$$3F_2 \left( \frac{1}{2}, \frac{3}{2}; 1, \frac{5}{2}; 1, \frac{1}{4} \right) = 3 \sqrt{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(n+2)}{\Gamma(n+\frac{3}{2})} \left( \frac{1}{4} \right)^n \times \left[ 1 + \frac{D-4}{2} \left( \psi(2+n) - \psi(2) - \frac{1}{2} - 2\psi(n) + 2\psi(1) \right) \right] + O((D-4)^2),$$

$$2F_1 \left( \frac{3}{2}, \frac{9}{2}; \frac{1}{2}; 1 \right) = 3 \sqrt{\pi} \sum_{n=1}^{\infty} \frac{\Gamma(n+2)}{\Gamma(n+\frac{3}{2})} \left( \frac{1}{4} \right)^n \times \left[ 1 + \frac{D-4}{2} \left( -2\psi(n) + 2\psi(1) + \psi(n+\frac{3}{2}) - \psi(\frac{3}{2}) - \frac{2}{3} \right) \right] + O((D-4)^2).$$

Upon inserting these into (D32) gives,

$$I_3^* = \left( \frac{m^2}{4\pi} \right)^{D-4} \left\{ \frac{\mu^{D-4}}{D-4} + \left[ \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E + c_3^* \right] \right\},$$

where we have introduced a constant $c_3^*$ (cf. Eq. (D23)) defined by,

$$c_3^* = \frac{\sqrt{\pi}}{4} \sum_{n=1}^{\infty} \frac{\Gamma(n+2)}{\Gamma(n+3/2)} \left( \frac{1}{4} \right)^n \left( \psi(\frac{3}{2}+n) - \psi(\frac{3}{2}) - (\psi(2+n) - \psi(2)) + 1 \right) \approx 0.2813024128985736.$$

$I_4^*$. For $n=4$ Eq. (D18) reduces to,

$$I_4^* = -\left( \frac{m^2}{4\pi} \right)^{D-6} \frac{\Gamma(2-D)}{D} \frac{\Gamma(4-D)}{6} \left[ 3F_2 \left( \frac{1}{2}, \frac{D-2}{2}; \frac{D}{2} - 3, \frac{3}{2}; 1 \right) \right. \left. - \frac{6}{(D-2)(6-D)(7-D)(9-D)} \times 2F_1 \left( 4, 6-D; \frac{11-D}{2}; \frac{1}{4} \right) \right].$$

The prefactor in (D36) is linearly divergent, so we need to expand the hypergeometric functions in (D36) to $O((D-4))$. We begin with,

$$3F_2 \left( \frac{1}{2}, \frac{3}{2}; 1, \frac{5}{2}; 1, \frac{1}{4} \right) = 1 + \frac{D(D-4)}{12(6-D)} + \frac{D(D+2)}{15 \times 16} \times 3F_2 \left( \frac{1}{2}, \frac{7}{2}; 1, \frac{7}{2}; 1, \frac{1}{4} \right).$$
such that the hypergeometric functions on the right-hand side of (D36) can be expanded
as,

\[ _3F_2 \left( 1, \frac{D}{2} + 2, 4 - \frac{D}{2} : \frac{D}{2} - 1, \frac{7}{2}, \frac{1}{4} \right) = \frac{5\sqrt{\pi}}{4} \sum_{n=1}^{\infty} \frac{\Gamma(n + 3)n}{\Gamma(n + \frac{5}{2})} \left( \frac{1}{4} \right)^n \]

\[ \times \left[ 1 + \frac{D-4}{2} \left( \psi(3+n) - \psi(3) - \psi(n+1) - \psi(n) + 2\psi(1) + \frac{2}{3} \right) \right] + \mathcal{O}((D-4)^2) ,
\]

\[ _2F_1 \left( 4, 6 - D - \frac{11 - D}{2}, \frac{1}{4} \right) = \frac{5\sqrt{\pi}}{4} \sum_{n=1}^{\infty} \frac{\Gamma(n + 3)n}{\Gamma(n + \frac{5}{2})} \left( \frac{1}{4} \right)^n \]

\[ \times \left[ 1 + \frac{D-4}{2} \left( -2\psi(n+1) + 2\psi(1) + \psi(n + \frac{5}{2}) - \psi\left( \frac{5}{2} \right) + \frac{8}{5} \right) \right] + \mathcal{O}((D-4)^2) . \]

Inserting these into (D36) gives,

\[ I_4^* = \frac{(m^2)^2 - 2\mu^2}{3(4\pi)^4} \left\{ \frac{\mu^{D-4}}{D-4} + \left[ \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - \frac{1}{3} + \frac{\pi}{12} + \frac{1}{3} \right] \right\} , \]

where we have introduced a new constant,

\[ c_4^* \equiv \frac{\sqrt{\pi}}{16} \sum_{n=1}^{\infty} \frac{\Gamma(3+n)n}{\Gamma(n + \frac{5}{2} + n)} \left( \frac{1}{4} \right)^n \left( \psi(3+n) - \psi(3) - \psi(\frac{n+5}{2}) + \psi\left( \frac{5}{2} \right) + \frac{1}{n} - \frac{7}{6} \right) \]

\[ \simeq -0.0520309 . \]

2. Leading order contributions to the 2-loop effective action

There are two contributions – (D2) and (D3) – to the effective action at zeroth order in gradients (D1), which have a simple representation (D6)–(D7) in terms of the integrals evaluated above in Appendix D 1.

Upon inserting (D26) into (D6) one immediately gets the first contribution \( \Gamma_a^{(2,0)} \),

\[ \Gamma_a^{(2,0)} = -\frac{\lambda}{2(4\pi)^4} \int d^D X \lambda \phi^2(X) m^2 \left\{ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left[ \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - \frac{3}{2} \right] \right\} \]

\[ + \frac{1}{2} \left[ \ln^2 \left( \frac{m^2}{4\pi\mu^2} \right) - (3 - 2\gamma_E) \ln \left( \frac{m^2}{4\pi\mu^2} \right) + \gamma_E - 3\gamma_E + \frac{\pi^2}{12} + \frac{13}{6} + \frac{2}{3} \right] \]

\[ + O(D-4) , \]

where \( c_1^* \) is the numerical constant given in (D23).
The second contribution is obtained by inserting (D4) into (D7),
\[ \Gamma_b^{(2,0)} = -\frac{\lambda}{8} \int \frac{d^D X (m^2)^{D-2}}{(4\pi)^D} \Gamma^2 \left( 1 - \frac{D}{2} \right) \]

\[ = -\frac{\lambda}{2(4\pi)^4} \int d^D X m^4 (X) \left\{ \frac{\mu^{2(D-4)}}{(D-4)^2} + \frac{\mu^{D-4}}{D-4} \left[ \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E - 1 \right] \right\} \]

\[ + \frac{1}{2} \left[ \ln^2 \left( \frac{m^2}{4\pi \mu^2} \right) - 2(1 - \gamma_E) \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E^2 - 2\gamma_E + \frac{\pi^2}{12} + \frac{3}{2} \right] \right\} + \mathcal{O}(D-4). \]

\[ (D41) \]

3. Gradient corrections to the 2-loop effective action

We are now ready to calculate the two-derivative contributions to the two-loop effective action. These corrections can be split into three parts (131):

\[ \Gamma^{(2,2)} = \Gamma_a^{(2,2)} + \Gamma_b^{(2,2)} + \Gamma_c^{(2,2)}. \]

\[ (D42) \]

Given in Eqs. (D9), (D10) and (D11), respectively, where they are written in terms of the integrals we have evaluated above in Appendix D1.

Let us first consider the first contribution \( \Gamma_a^{(2,2)} \). Making use of (D34) and (D34) in (D9) one obtains,

\[ \Gamma_a^{(2,2)} = \frac{\lambda^2 \mu^{D-4}}{48(4\pi)^4} \int d^D X \left[ (\partial_X \phi)^2 - \phi (\partial_X^2 \phi) \right] \left( \frac{\mu^{D-4}}{D-4} \log \left( \frac{m^2}{4\pi \mu^2} \right) + \gamma_E + \frac{1}{4} + 2c_3^c \right), \]

\[ (D43) \]

Next we consider \( \Gamma_b^{(2,2)} \). Making use of Eq. (D4) in (D10) gives,

\[ \Gamma_b^{(2,2)} = \frac{\lambda^2}{24(4\pi)^4} \Gamma \left( 1 - \frac{D}{2} \right) \Gamma \left( 3 - \frac{D}{2} \right) \]

\[ \times \int d^D X \left( m^2 \right)^{D-4} \left\{ \left( \partial_X \phi \right)^2 + \phi (\partial_X^2 \phi) \right\} - \frac{(6-D)}{2} \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \right\}. \]

\[ (D44) \]

This is linearly divergent in \( (D-4) \), \( ^{11} \) and so the expansion around the pole is straightforward,

\[ \Gamma_b^{(2,2)} = \frac{\lambda^2 \mu^{D-4}}{12(4\pi)^4} \int d^D X \left\{ \left( \frac{\mu^{D-4}}{D-4} + \ln \left( \frac{m^2}{4\pi \mu^2} \right) - \psi(1) - \frac{1}{2} \right) \right\} \]

\[ \times \left[ \left( \partial_X \phi \right)^2 + \phi (\partial_X^2 \phi) \right] - \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \right\} + \frac{\lambda \phi^2}{4m^2} (\partial_X \phi)^2 \right\}. \]

\[ (D45) \]

\(^{11}\) This is a general feature of perturbation theory. Namely, at \( n \) loops, the leading order divergence in the effective potential is of the type \( \sim 1/(D - 4)^n \), such that the corresponding leading order logarithm is \( \ln^n (m^2/(4\pi \mu^2)) \). On the other hand, the leading divergence to the two-derivative (kinetic) term is \( \sim 1/(D - 4)^{n-1} \), implying that the leading order logarithm is \( \ln^{n-1} (m^2/(4\pi \mu^2)) \). We suspect that this pattern continues for higher order derivative contributions to the effective action.
Finally, to calculate $\Gamma_{c}^{(2,2)}$ one inserts (D34) and (D34) into (D11) to obtain,

$$
\Gamma_{c}^{(2,2)} = \frac{\lambda^2 \mu^{D-4}}{12(4\pi)^4} \int d^D X \frac{\lambda \phi^2}{m^2} \left\{ \left( (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right) \left[ \frac{\mu^{D-4}}{D-4} + \left( \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \frac{\gamma}{12} \right) + \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right] \\
- \frac{\lambda \phi^2}{2m^2} (\partial_X \phi)^2 \left[ \frac{\mu^{D-4}}{D-4} + \left( \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \frac{\gamma}{12} \right) + \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right] \right\},
$$

(D46)

where the constants $c_3^*$ and $c_4^*$ are defined in (D35) and (D39), respectively.

Summing all three contributions yields,

$$
\Gamma^{(2,2)} = \frac{\lambda^2 \mu^{D-4}}{12(4\pi)^4} \int d^D X \left\{ \left( (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right) \left( 1 + \frac{\lambda \phi^2}{m^2} \right) + \frac{1}{4} \left( (\partial_X \phi)^2 - \phi(\partial_X^2 \phi) \right) \right\} \\
\times \left[ \frac{\mu^{D-4}}{D-4} + \ln \left( \frac{m^2}{4\pi \mu^2} \right) + \frac{\gamma}{12} \right] \\
+ \left[ (\partial_X \phi)^2 + \phi(\partial_X^2 \phi) \right] \left( -\frac{1}{2} + \frac{\lambda \phi^2}{m^2} \left( \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right) \right) \\
+ \left( \partial_X \phi \right)^2 \left( \frac{\lambda \phi^2}{m^2} \left( \frac{1}{4} + \frac{\lambda \phi^2}{m^2} \right) \left( \frac{1}{24} + \frac{3c_3^* + c_4^*}{4} \right) \right) \left( \frac{1}{16} + \frac{c_3^*}{2} \right) \\
+ (\partial_X \phi)^2 \left( \frac{\lambda \phi^2}{m^2} \left( \frac{1}{4} + \frac{\lambda \phi^2}{m^2} \right) \left( \frac{1}{6} - \frac{c_4^*}{2} \right) \right) \right\}.
$$

(D47)

This is the primitive result for the two-derivative contribution to the 2-loop effective action used in the main text as a starting point for renormalization.
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