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Abstract—In this paper, we focus on sensor placement in linear dynamic estimation, where the objective is to place a small number of sensors in a system of interdependent states so as to design an estimator with a desired estimation performance. In particular, we consider a linear time-variant system that is corrupted with process and measurement noise, and study how the selection of its sensors affects the estimation error of the corresponding Kalman filter over a finite observation interval. Our contributions are threefold: First, we prove that the minimum mean square error of the Kalman filter decreases only linearly as the number of sensors increases. That is, adding extra sensors so to reduce this estimation error is ineffective, a fundamental design limit. Similarly, we prove that the number of sensors grows linearly with the system’s size for fixed minimum mean square error and number of output measurements over an observation interval; this is another fundamental limit, especially for systems where the system’s size is large. Second, we prove that the log det of the error covariance of the Kalman filter, which captures the volume of the corresponding confidence ellipsoid, with respect to the system’s initial condition and process noise is a supermodular and non-increasing set function in the choice of the sensor set. Therefore, it exhibits the diminishing returns property. Third, we provide an efficient approximation algorithm that selects a small number sensors so to optimize the Kalman filter with respect to this estimation error—the worst-case performance guarantees of this algorithm are provided as well.

Index Terms—Least-Squares Linear Estimator, Minimal Sensor Placement, Greedy Algorithms.

I. INTRODUCTION

In this paper, we consider a linear time-variant system corrupted with process and measurement noise. Our first goal is to study how the placement of their sensors affects the minimum mean square error of their Kalman filter over a finite observation interval [1]. Moreover, we aim to select a small number of sensors so to minimize the volume of the corresponding confidence ellipsoid of this estimation error. Thereby, this study is an important distinction in the minimal sensor placement literature [2]–[13], since the Kalman filter is the optimal linear estimator —in the minimum mean square sense— given a sensor set [14].

Our contributions are threefold:

Fundamental limits: First, we identify fundamental limits in the design of the Kalman filter with respect to its sensors. In particular, given any finite number of output measurements over an observation interval, we prove that the minimum mean square error of the Kalman filter decreases only linearly as the number of sensors increases. That is, adding extra sensors so to reduce this estimation error of the Kalman filter is ineffective, a fundamental design limit. Similarly, we prove that the number of sensors grows linearly with the system’s size for fixed minimum mean square error; this is another fundamental limit, especially for systems where the system’s size is large. Overall, our novel results quantify the trade-off between the number of sensors and that of output measurements so to achieve a specified value for the minimum mean square error.

These results are the first to characterize the effect of the sensor set on the minimum mean square error of the Kalman filter. In particular, in [6], the authors quantify only the trade-off between the total energy of the consecutive output measurements and the number of its selected sensors. Similarly, in [12], the authors consider only the maximum-likelihood estimator for the system’s initial condition and only for a special class of stable linear time-invariant systems. Moreover, they consider systems that are corrupted merely with measurement noise, which is white and Gaussian. Finally, they also assume an infinite observation interval, that is, infinite number of consecutive output measurements. Nonetheless, we assume a finite observation interval and study the Kalman estimator both for the system’s initial condition and for the system’s state at the time of the last output measurement. In addition, we consider general linear time-variant systems that are corrupted with both process and measurement noise, of any distribution (with zero mean and finite variance). Overall, our results characterize the effect of the cardinality of the sensor set on the minimum mean square error of the Kalman filter, that is, the optimal linear estimator.

Submodularity: Second, we identify properties for the log det of the error covariance of the Kalman filter, which captures the volume of the corresponding confidence ellipsoid, with respect to the system’s initial condition and process noise over a finite observation interval as a sensor set function —the design of an optimal Kalman filter with respect to the system’s initial condition and process noise implies the design of an optimal Kalman filter with respect to the system’s state. Specifically, we prove that it is a supermodular and non-increasing set function in the choice of the sensor set.

In contrast, in [15], the authors study sensor placement for monitoring static phenomena with only spatial correlations. To this end, they prove that the mutual information between the chosen and non-chosen locations is submodular. Notwith-
standing, we consider dynamic phenomena with both spatial and temporal correlations, and as a result, we characterize as submodular a richer class of estimation performance metrics. Furthermore, in the sensor scheduling literature [16], the log det of the error covariance of the Kalman filter has been proven submodular but only for special cases of systems with zero process noise [17] and [18]. Nevertheless, we consider the presence of process noise, and prove our supermodularity result for the general case.¹

**Algorithms:** Third, we consider the problem of sensor placement so to optimize the log det of the error covariance of the Kalman filter with respect to the system’s initial condition and process noise over a finite observation interval—henceforth, we refer to this error as log det error, and to the latter problem as \( P_1 \). Naturally, \( P_1 \) is combinatorial, and in particular, it involves the minimization of a supermodular set function, that is, the minimum mean square error. Because the minimization of a general supermodular function is NP-hard [19], we provide efficient approximation algorithms for their general solution, along with their worst-case performance guarantees. Specifically, we provide an efficient algorithm for \( P_1 \) that returns a sensor set that satisfies the estimation guarantee of \( P_1 \) and has cardinality up to a multiplicative factor from the minimum cardinality sensor sets that meet the same estimation bound. Moreover, this multiplicative factor depends only logarithmically on the problem’s \( P_1 \) parameters.²

In contrast, the related literature has focused either on the optimization of average estimation performance metrics, such as the log det of the error’s covariance, or on heuristic algorithms that provide no worst-case performance guarantees. In particular, in [26], the authors minimize the log det of the error’s covariance matrix of the Kalman estimator for the case where there is no process noise in the system’s dynamics—in contrast, in our framework we assume both process and measurement noise. Moreover, to this end they use convex relaxation techniques that provide no performance guarantees. Furthermore, in [27] and [28], the authors design an \( H_2 \)-optimal estimation gain with a small number of non-zero columns. To this end, they also use convex relaxation techniques that provide no performance guarantees. Finally, in [29], the author designs an output matrix with a desired norm so to minimize the minimum mean square error of the corresponding Kalman estimator; nonetheless, the author does not minimize the number of selected sensors. Overall, with this paper we are the first to optimize the minimum mean square error of the Kalman filter using a small number of sensors and to provide worst-case performance guarantees.

The remainder of this paper is organized as follows. In Section II, we introduce our model, and our estimation and sensor placement framework, along with our sensor placement problems. In Section III, we provide a series of design and performance limits and characterize the properties of the Kalman estimator with respect to its sensor set; in Section IV, we prove that the log det estimation error of the Kalman filter with respect to the system’s initial condition and process noise is a supermodular and non-increasing set function in the choice of the sensor set; and in Section V, we provide efficient approximation algorithms for selecting a small number of sensors so to design an optimal Kalman filter with respect to its log det error—the worst-case performance guarantees of these algorithms are provided as well. Finally, Section VI concludes the paper. Due to space limitations, the proofs of all of our results, as well as, the corresponding simulations, are omitted; they can be found in the full version of this paper, located at our websites.

### II. Problem Formulation

**Notation:** We denote the set of natural numbers \( \{1, 2, \ldots \} \) as \( \mathbb{N} \), the set of real numbers as \( \mathbb{R} \), and the set \( \{1, 2, \ldots, n\} \) as \( [n] \), where \( n \in \mathbb{N} \). Given a set \( X \), \( |X| \) is its cardinality. Matrices are represented by capital letters and vectors by lower-case letters. For a matrix \( A \), \( A^\top \) is its transpose and \( A_{ij} \) its element located at the \( i \)-th row and \( j \)-th column. \( \|A\|_2 \equiv \sqrt{A^\top A} \) is its spectral norm, and \( \lambda_{\min}(A) \) and \( \lambda_{\max}(A) \) its minimum and maximum eigenvalues, respectively. Moreover, if \( A \) is positive semi-definite or positive definite, we write \( A \succeq 0 \) and \( A \succ 0 \), respectively. Furthermore, \( I \) is the identity matrix —its dimension is inferred from the context; similarly for the zero matrix \( 0 \). Finally, for a random variable \( x \in \mathbb{R}^n \), \( \mathbb{E}(x) \) is its expected value, and \( \mathbb{C}(x) \equiv \mathbb{E}\left( [x - \mathbb{E}(x)] [x - \mathbb{E}(x)]^\top \right) \) its covariance. The rest of our notation is introduced when needed.

#### A. Model and Estimation Framework

For \( k \geq 0 \), we consider the linear time-variant system

\[
x_{k+1} = A_k x_k + w_k, \\
y_k = C_k x_k + v_k,
\]

where \( x_k \in \mathbb{R}^n \) \((n \in \mathbb{N})\) is the state vector, \( y_k \in \mathbb{R}^c \) \((c \in [n])\) the output vector, \( w_k \) the process noise and \( v_k \) the measurement noise —without loss of generality, the input vector is assumed zero. The initial condition is \( x_0 \).

**Assumption 1** (For all \( k \geq 0 \), the initial condition, the process noise and the measurement noise are uncorrelated random variables). \( x_0 \) is a random variable with covariance \( \mathbb{C}(x_0) = \sigma^2 I \), where \( \sigma \geq 0 \). Moreover, for all \( k \geq 0 \), \( \mathbb{C}(w_k) = \mathbb{C}(v_k) = \sigma^2 I \) as well. Finally, for all \( k, k' \geq 0 \)

**1**In [18], the authors prove with a counterexample in the context of sensor scheduling that the minimum mean square error of the Kalman filter with respect to the system’s state is not in general a supermodular set function. We can extend this counterexample in the context of minimal sensor placement as well: the minimum mean square error of the Kalman with respect to the system’s state is not in general a supermodular set function with respect to the choice of the sensor set.

**2**Such algorithms, that involve the minimization of supermodular set functions, are also used in the machine learning [20], leader selection [2], [21], [22], sensor scheduling [17], [18], actuator placement [4], [7], [8], [11], [13], [23] and sensor placement in static environments [15], [24] literature. Their popularity is due to their simple implementation — they are greedy algorithms — and provable worst-case approximation factors, that are the best one can achieve in polynomial time for several classes of supermodular functions [19], [25].
such that \( k \neq k' \), \( x_0 \), \( w_k \) and \( v_k \), as well as, \( w_k \), \( w_{k'} \), \( v_k \) and \( v_{k'} \), are uncorrelated.\(^3\)

Moreover, for \( k \geq 0 \), consider the vector of measurements \( \tilde{y}_k \), the vector of process noises \( \tilde{w}_k \) and the vector of measurement noises \( \tilde{v}_k \), defined as follows: \( \tilde{y}_k \equiv (y_0, y_1, \ldots, y_k)^T \), \( \tilde{w}_k \equiv (w_0, w_1, \ldots, w_k)^T \), and \( \tilde{v}_k \equiv (v_0, v_1, \ldots, v_k)^T \), respectively; the vector \( \tilde{y}_k \) is known, while the \( \tilde{w}_k \) and \( \tilde{v}_k \) are not.

**Definition 1** (Observation interval and its length). The interval \([0, k]\) is called the observation interval of (1). Moreover, \( k + 1 \) is its length.

Evidently, the length of an observation interval \([0, k]\) equals the number of measurements \( y_0, y_1, \ldots, y_k \).

In this paper, given an observation interval \([0, k]\), we consider the minimum mean square linear estimators for \( x_{k'} \), for any \( k' \in [0, k] \) [1]. In particular, (1) implies

\[
y_{k} = O_k z_{k-1} + \tilde{v}_k, \tag{2}
\]

where \( O_k \) is the \((k+1) \times n\) matrix \([L_0^T C_0^T, L_1^T C_1^T, \ldots, L_k^T C_k^T]^T \), \( L_0 \) the \( n \times n \) matrix \([I, 0], L_i \), for \( i \geq 1 \), the \( n \times (n+1) \) matrix \([A_{i-1} \cdots A_0, A_{i-1} \cdots A_1, \ldots, A_{i-1} I, 0] \), and \( z_{k-1} \equiv (x_0^T, \tilde{w}_{k-1})^T \). As a result, the minimum mean square linear estimate of \( z_{k-1} \) is the \( \hat{z}_{k-1} = \mathbb{E}(z_{k-1}) + O_k^T (O_k O_k^T + I)^{-1} (\tilde{y}_{k} - O_k \mathbb{E}(z_{k-1}) - (\tilde{v}_{k})) \); its error covariance is

\[
\Sigma_{z_{k-1}} = \mathbb{E}((z_{k-1} - \hat{z}_{k-1})(z_{k-1} - \hat{z}_{k-1})^T)
= \sigma^2 (I - O_k^T (O_k O_k^T + I)^{-1} O_k), \tag{3}
\]

and its minimum mean square error

\[
\text{mmse}(z_{k-1}) = \mathbb{E}((z_{k-1} - \hat{z}_{k-1})^T (z_{k-1} - \hat{z}_{k-1}))
= \text{tr}(\Sigma_{z_{k-1}}). \tag{4}
\]

As a result, the corresponding minimum mean square linear estimator of \( x_{k'} \), for any \( k' \in [0, k] \), is

\[
\hat{x}_{k'} = L_{k'} \hat{z}_{k-1}, \tag{5}
\]

(since \( x_{k'} = L_{k'} z_{k-1} \)), with minimum mean square error

\[
\text{mmse}(x_{k'}) = \text{tr}(L_{k'}^T \Sigma_{z_{k-1}} L_{k'}^T). \tag{6}
\]

In particular, the recursive implementation of (5) results to the Kalman filtering algorithm [30].

In this paper, in addition to the minimum mean square error of \( \hat{x}_{k'} \), we also consider per (5) the estimation error metric that is related to the \( \eta \)-confidence ellipsoid of \( z_{k-1} - \hat{z}_{k-1} \) [26]. Specifically, this is the minimum volume ellipsoid that contains \( z_{k-1} - \hat{z}_{k-1} \) with probability \( \eta \), that is, the \( \mathcal{E}_\varepsilon \equiv \{ z : z^T \Sigma_{z_{k-1}} z \leq \varepsilon \} \), where \( \varepsilon \equiv F_{1,2}^{-1} \left( \frac{\eta}{2} \right) \) and \( F_{1,2} \) is the cumulative distribution function of a \( \chi^2 \)-distributed random variable with \( n(k+1) \) degrees of freedom [31]. Therefore, the volume of \( \mathcal{E}_\varepsilon \),

\[
\text{vol}(\mathcal{E}_\varepsilon) = \frac{(\varepsilon \pi)^{n(k+1)/2}}{\Gamma((n+1)/2+1)} \det \left( \Sigma_{z_{k-1}}^{1/2} \right), \tag{7}
\]

where \( \Gamma(\cdot) \) denotes the Gamma function [31], quantifies the estimation error of \( z_{k-1} \), and as a result, for any \( k' \in [0, k] \), of \( \hat{x}_{k'} \) as well, since per (5) the optimal estimator for \( z_{k-1} \) defines the optimal estimator for \( x_{k'} \).

Henceforth, we consider the logarithm of (7),

\[
\log \text{vol}(\mathcal{E}_\varepsilon) = \beta + 1/2 \log \det (\Sigma_{z_{k-1}}^-); \tag{8}
\]

\( \beta \) is a constant that depends only on \( n(k+1) \) and \( \varepsilon \), in accordance to (7), and as a result, we refer to the \( \log \det (\Sigma_{z_{k-1}}^-) \) as the log-det estimation error of the Kalman filter of (1):

**Definition 2** (log det estimation error of the Kalman filter). Given an observation interval \([0, k]\), the \( \log \det (\Sigma_{z_{k-1}}^-) \) is called the log det estimation error of the Kalman filter of (1).

In the following paragraphs, we present our sensor placement framework, that leads to our sensor placement problems.

**B. Sensor Placement Framework**

In this paper, we study among others the effect of the selected sensors in (1) on \( \text{mmse}(x_0) \) and \( \text{mmse}(x_k) \). Therefore, this translates to the following conditions on \( C_k \), for all \( k \geq 0 \), in accordance with the minimal sensor placement literature [4].

**Assumption 2** (C is a full row-rank constant zero-one matrix). For all \( k \geq 0 \), \( C_k = C \in \mathbb{R}^{r \times n} \), where \( C \) is a zero-one constant matrix. Specifically, each row of \( C \) has one element equal to one, and each column at most one, such that \( C \) has rank \( r \).

In particular, when for some \( i \), \( C_{ij} \) is one, the \( j \)-th state of \( x_k \) is measured; otherwise, it is not. Therefore, the number of non-zero elements of \( C \) coincides with the number of placed sensors in (1).

**Definition 3** (Sensor set and sensor placement). Consider a \( C \) per Assumption 2 and define \( \mathcal{S} \equiv \{ i : i \in [n] \text{ and } C_{ij} = 1 \text{ for some } j \in [r] \} \); \( \mathcal{S} \) is called a sensor set or a sensor placement and each of its elements a sensor.

**C. Sensor Placement Problems**

We introduce three objectives, that we use to define the sensor placement problems we consider in this paper.

**Objective 1** (Fundamental limits in optimal sensor placement). Given an observation interval \([0, k]\), \( i \in [0, k] \) and a desired \( \text{mmse}(x_i) \), identify fundamental limits in the design of the sensor set.

As an example of a fundamental limit, we prove that the number of sensors grows linearly with the system’s size for fixed estimation error \( \text{mmse}(x_i) \)—this is clearly a major limitation, especially when the system’s size is large. This result, as well as, the rest of our contributions with respect to Objective 1, is presented in Section III.
Objective 2 (log det estimation error as a sensor set function). Given an observation interval \([0, k]\), identify properties of the \(\log \det (\Sigma_{z_{k-1}})\) as a sensor set function.

We address this objective in Section IV, where we prove that \(\log \det (\Sigma_{z_{k-1}})\) is a supermodular and non-increasing set function with respect to the choice of the sensor set—the basic definitions of supermodular set functions are presented in that section as well.

Objective 3 (Algorithms for optimal sensor placement). Given an observation interval \([0, k]\), identify a sensor set \(S\) that solves the minimal sensor placement problem:

\[
\begin{align*}
\min_{S \subseteq [n]} & \quad |S| \\
\text{subject to} & \quad \log \det (\Sigma_{z_{k-1}}) \leq R.
\end{align*}
\]

That is, with \(P_1\) we design an estimator that guarantees a specified error and uses a minimal number of sensors. The corresponding algorithm is provided in Section V.

All of our contributions with respect to the Objectives 1, 2 and 3 are presented in the following sections.

III. FUNDAMENTAL LIMITS IN OPTIMAL SENSOR PLACEMENT

In this section, we present our contributions with respect to Objective 1. In particular, given any finite observation interval, we prove that the minimum mean square error decreases only linearly as the number of sensors increases. That is, adding extra sensors so to reduce the minimum mean square estimation error of the Kalman filter is ineffective, a fundamental design limit. Similarly, we prove that the number of sensors grows linearly with the system’s size for fixed minimum mean square error; this is another fundamental limit, especially for systems where the system’s size is large. On the contrary, given a sensor set of fixed cardinality, we prove that the length of the observational interval increases only logarithmically with the system’s size for fixed minimum mean square error. Overall, our novel results quantify the trade-off between the number of sensors and that of output measurements so to achieve a specified value for the minimum mean square error.

To this end, given \(i \in \{0, k\}\), we first determine a lower and upper bound for \(\text{mmse}(x_i)\).

Theorem 1 (A lower and upper bound for the estimation error with respect to the number of sensors and the length of the observation interval). Consider a sensor set \(S\), any finite observation interval \([0, k]\) and a non-zero \(\sigma\). Moreover, let \(\mu \equiv \max_{m \in [0,k]} \|A_m\|_2\) and assume \(\mu \neq 1\). Given \(i \in \{0, k\}\),

\[
\frac{na^2l_i}{|S|(1 - \mu^{2(k+1)})} / (1 - \mu^2) + 1 \leq \text{mmse}(x_i) \leq na^2u_i,
\]

where \(l_0 = 1, u_0 = 1, l_k = \lambda_{\min}(L_k^TL_k)\) and \(u_k = (k+1)\lambda_{\max}(L_k^TL_k)\).

\(\lambda_{\min}(L_k^TL_k)\) varies with the system’s size, since \(\lambda_{\min}(L_k^TL_k) \leq 1\), the number of sensors can increase sub-linearly with the system’s size for fixed \(\text{mmse}(x_k)\).

The upper bound corresponds to the case where no sensors have been placed \((C = 0)\). On the other hand, the lower bound corresponds to the case where \(|S|\) sensors have been placed.

As expected, the lower bound in (9) decreases as the number of sensors or the length of the observational interval increases; the increase of either should push the estimation error downwards. Overall, this lower bound quantifies fundamental limits in the design of the Kalman estimator: first, this bound decreases only inversely proportional to the number of sensors. Therefore, the estimation error of the optimal linear estimator decreases only linearly as the number of sensors increases. That is, adding extra sensors so to reduce the minimum mean square estimation error of the Kalman filter is ineffective, a fundamental design limit. Second, this bound increases linearly with the system’s size. This is another fundamental limit, especially for systems where the system’s size is large.

Corollary 1 (Trade-off among the number of sensors, estimation error and the length of the observation interval). Consider any finite observation interval \([0, k]\), a non-zero \(\sigma\), and for \(i \in \{0, k\}\), that the desired value for \(\text{mmse}(x_i)\) is \(\alpha (\alpha > 0)\). Moreover, let \(\mu \equiv \max_{m \in [0,k]} \|A_m\|_2\) and assume \(\mu \neq 1\). Any sensor set \(S\) that achieves \(\text{mmse}(x_i) = \alpha\) satisfies

\[
|S| \geq \left(na^2l_i/\alpha - 1\right) \frac{1 - \mu^2}{1 - \mu^{2(k+1)}},
\]

where \(l_0 = 1\) and \(l_k = \lambda_{\min}(L_k^TL_k)\).

The above corollary shows that the number of sensors increases as the minimum mean square error or the number of output measurements decreases. More importantly, it shows that the number of sensors increases linearly with the system’s size for fixed minimum mean square error. This is again a fundamental design limit, especially when the system’s size is large.

IV. SUBMODULARITY IN OPTIMAL SENSOR PLACEMENT

In this section, we present our contributions with respect to Objective 2. In particular, we first derive a closed formula for \(\log \det (\Sigma_{z_{k-1}})\) and then prove that it is a supermodular and non-increasing set function in the choice of the sensor set.

We now give the definition of a supermodular set function, as well as, that of an non-decreasing set function—we follow [32] for this material.

Denote as \(2^n\) the power set of \([n]\).

Definition 4 (Submodularity and supermodularity). A function \(h : 2^n \rightarrow \mathbb{R}\) is submodular if for any sets \(S \subseteq S' \subseteq [n]\), and any \(a \notin S'\),

\[
h(S \cup \{a\}) - h(S) \geq h(S' \cup \{a\}) - h(S').
\]

For fixed and non-zero \(\lambda_{\min}(L_k^TL_k)\), the comments of this paragraph extend to the \(\text{mmse}(x_k)\) as well, for any finite \(k\) —on the other hand, if \(\lambda_{\min}(L_k^TL_k)\) varies with the system’s size, since \(\lambda_{\min}(L_k^TL_k) \leq 1\), the number of sensors can increase sub-linearly with the system’s size for fixed \(\text{mmse}(x_k)\).
A function $h : 2^{[n]} \mapsto \mathbb{R}$ is supermodular if $(-h)$ is submodular.

An alternative definition of a submodular function is based on the notion of non-increasing set functions.

**Definition 5** (Non-increasing and non-decreasing set function). A function $h : 2^{[n]} \mapsto \mathbb{R}$ is a non-increasing set function if for any $S \subseteq S' \subseteq [n]$, $h(S) \geq h(S')$. Moreover, $h$ is a non-decreasing set function if $(-h)$ is a non-increasing set function.

Therefore, a function $h : 2^{[n]} \mapsto \mathbb{R}$ is submodular if, for any $a \in [n]$, the function $h_a : 2^{[n]} \mapsto \mathbb{R}$, defined as $h_a(S) = h(S \cup \{a\}) - h(S)$, is a non-increasing set function. This property is also called the diminishing returns property.

The first major result of this section follows, where we let $O_k = O_k^T O_k$, given an observation interval $[0,k]$.

**Proposition 1** (Closed formula for the log det error as a sensor set function). Given any finite observation interval $[0,k]$ and non-zero $\sigma$, irrespective of Assumption 2,

\[
\log \det (\Sigma_{z_{k-1}}) = 2n(k+1) \log(\sigma) - \log \det (O_k + I).
\]

Therefore, the log det $(\Sigma_{z_{k-1}})$ depends on the sensor set through $O_k$. Now, the main result of this section follows, where we make explicit the dependence of $O_k$ on the sensor set $S$.

**Theorem 2** (The log det error is a supermodular and non-increasing set function with respect to the choice of the sensor set). Given any finite observation interval $[0,k]$, the

\[
\log \det (\Sigma_{z_{k-1}}, S) = 2n(k+1) \log(\sigma) - \log \det (O_{k,S} + I) : S \in 2^{[n]} \mapsto \mathbb{R}
\]

is a supermodular and non-increasing set function with respect to the choice of the sensor set $S$. The above theorem states that for any finite observation interval, the log det error of the Kalman filter is a supermodular and non-increasing set function with respect to the choice of the sensor set for any finite $k$. Hence, it exhibits the diminishing returns property: its rate of reduction with respect to newly placed sensors decreases as the cardinality of the already placed sensors increases. On the one hand, this property implies another fundamental design limit, in accordance to that of Theorem 1: adding new sensors, after a first few, becomes ineffective for the reduction of the estimation error. On the other hand, it also implies that greedy approach for solving $P_1$ is effective [19], [25]. Thereby, we next use the results from the literature on submodular function maximization [33] and provide an efficient algorithm for $P_1$.

**V. Algorithms for Optimal Sensor Placement**

In this section, we present our contributions with respect to Objective 3: $P_1$ is combinatorial, and in Section IV we proved that it involves the minimization of the supermodular set function log det error. In particular, because the minimization of a general supermodular function is NP-hard [19], in this section we provide efficient approximation algorithms for the general solution of $P_1$, along with their worst-case performance guarantees.

Specifically, we provide an efficient algorithm for $P_1$ that returns a sensor set that satisfies the estimation bound of $P_1$ and has cardinality up to a multiplicative factor from the minimum cardinality sensor sets that meet the same estimation bound. More importantly, this multiplicative factor depends only logarithmically on the problem’s $P_1$ parameters.

To this end, we first present a fact from the supermodular functions minimization literature that we use so to construct an approximation algorithm for $P_1$ — we follow [32] for this material. In particular, consider the following problem, which is of similar structure to $P_1$, where $h : 2^{[n]} \mapsto \mathbb{R}$ is a supermodular and non-increasing set function:

\[
\begin{align*}
\text{minimize} & \quad |S| \\
\text{subject to} & \quad h(S) \leq R.
\end{align*}
\]

The following greedy algorithm has been proposed for its approximate solution, for which, the subsequent fact is true.

**Algorithm 1** Approximation Algorithm for $P_1$.

**Input**: $h, R$.

**Output**: Approximate solution for $P_1$.

$S \leftarrow \emptyset$

while $h(S) > R$

\[a_i \leftarrow a' \in \arg \max_{a \in [n] \setminus S} (h(S) - h(S \cup \{a\}))\]

$S \leftarrow S \cup \{a_i\}$

end while

**Fact 1.** Denote as $S^*$ a solution to $P$ and as $S_0, S_1, \ldots$ the sequence of sets picked by Algorithm 1. Moreover, let $l$ be the smallest index such that $h(S_l) \leq R$. Then,

\[
\frac{l}{|S^*|} \leq 1 + \log \frac{h([n]) - h(\emptyset)}{h([n]) - h(S_{l-1})}.
\]

For several classes of submodular functions, this is the best approximation factor one can achieve in polynomial time [19]. Therefore, we use this result to provide the approximation Algorithm 2 for $P_1$, where we make explicit the dependence of log det $(\Sigma_{z_{k-1}})$ on the selected sensor set $S$. Moreover, its performance is quantified with Theorem 3.

**Algorithm 2** Approximation Algorithm for $P_1$.

For $h(S) = \log \det (\Sigma_{z_{k-1}}, S)$, where $S \subseteq [n]$. Algorithm 2 is the same as Algorithm 1.
Theorem 3 (A Submodular Set Coverage Optimization for $P_1$). Denote a solution to $P_1$ as $S^\star$ and the selected set by $L$. Nemhauser and L. A. Wolsey, Integer and Combinatorial Optimization. New York, NY, USA: Wiley-Interscience, 1988.

Algorithm 2 as $F_i$—that is, $F_i$ is a worst-case approximation guarantee for Algorithm 2. Additionally, $F_i$ depends only logarithmically on the problem’s $P_i$ parameters. Finally, the dependence of $F_i$ on $n$, $R$ and $\sigma^2$ is expected from a design perspective: increasing the network size $n$, requesting a better estimation guarantee by decreasing $R$, or incurring a noise of greater variance, should all push the cardinality of the selected sensor set upwards.

VI. CONCLUDING REMARKS

We considered a linear time-variant system and studied the properties of its Kalman estimator given an observation interval and a sensor set. Our contributions were threefold. First, in Section III we presented several design limits. For example, we proved that the number of sensors grows linearly with the system’s size for fixed minimum mean square error; this is a fundamental limit, especially for systems where the system’s size is large. Second, in Section IV we proved that the log-det error is a supermodular and non-increasing set function with respect to the choice of the sensor set. Third, in Section V, we used this result to provide an efficient approximation algorithm for the solution of $P_1$, along with its worst-case performance guarantees. Our future work is focused on extending the results of this paper to the problem of sensor scheduling.
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