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Variational hybrid quantum-classical optimization represents one of the most promising avenues to show the advantage of nowadays noisy intermediate-scale quantum computers in solving hard problems, such as finding the minimum-energy state of a Hamiltonian or solving some machine-learning tasks. In these devices noise is unavoidable and is impossible to error-correct, yet its role in the optimization process is not well understood, especially from the theoretical viewpoint. Here we consider a minimization problem with respect to a variational state, iteratively obtained via a parametric quantum circuit, taking into account both the role of noise and the stochastic nature of quantum measurement outcomes. We show that the accuracy of the result obtained for a fixed number of iterations is bounded by a quantity related to the Quantum Fisher Information of the variational state. Using this bound, we find the unexpected result that, in some regimes, noise can be beneficial, allowing a faster solution to the optimization problem.

Introduction:– Quantum computers are nowadays available as physical devices that are expected to perform calculations essentially impossible for our best classical supercomputers [1]. However, the quantum advantage has been proven only for a specifically designed problem whose practical application is currently unknown. In fact, the devices currently being built are noisy intermediate-scale quantum devices (NISQ) [2], for which many of the most promising uses can be formulated as hybrid optimizations using parametric quantum circuits [3–9]. These optimizations can solve useful problems, and potentially show quantum advantage, by using the quantum device to manipulate objects that live in a space whose dimension grows exponentially with the number of qubits. The manipulation is done via gates that depend on parameters which are iteratively updated via a feedback strategy: measurement outcomes of the device are classically processed to propose better parameters in the spirit of a variational approach.

Different authors, see for instance Refs. [5–10], studied the effect of noise (e.g. noisy gates, dephasing etc.) in protocols designed for the noiseless case, and found that noise is usually detrimental. Meanwhile, the role of stochasticity of outcomes from quantum measurements has been described using the stochastic gradient descent framework [12–13]. However, how to tame the combined effect of noise and stochasticity in hybrid variational optimization is still far from being understood.

Here we analytically study the convergence properties of hybrid variational optimizations, in terms of the number of times, hereafter dubbed iterations, that the NISQ device must be queried to find the optimal parameters with a desired precision. We focus on the effects both of noisy gates and of stochastic measurement outcomes, not matter whether optimal observables are chosen to properly extract information from the noisy process, or not. We find that the attainable precision for fixed number of iterations is bounded by a quantity that depends on the Quantum Fisher Information [14–16]. Our analysis of such bound shows that, in some circumstances, noise can speed up the solution in the sense that it can provide better approximations for fixed number of iterations. The meaning of our theoretical prediction is corroborated by numerical experiments.

Variational Hybrid Optimization:– We consider the minimization of the cost function

\[ C(\theta) := \langle \psi(\theta) | \hat{H} | \psi(\theta) \rangle, \]

where \( | \psi(\theta) \rangle \) is a variational quantum state of \( N \) qubits, namely a state that depends on \( P \) classical parameters \( \theta = (\theta_1, \ldots, \theta_P) \in \mathbb{R}^P \), and \( \hat{H} \) is a cost operator that depends on the problem. In the variational quantum eigensolver [3], for instance, \( \hat{H} \) is the Hamiltonian of a quantum many-body system and the task is to find a good variational approximation of the ground state; in the quantum approximate optimization algorithm (QAOA) [4] the task is to solve some combinatorial optimization problem and \( \hat{H} \) is an Ising-like Hamiltonian whose ground state contains the solution to the problem [17]; in quantum control [18], it is \( \hat{H} = \hat{U} | \psi_0 \rangle \langle \psi_0 | \hat{U}^\dagger \) where \( \hat{U} \) is a target unitary, \( | \psi_0 \rangle \) is a reference state, and \( C(\theta) \) is the fidelity of state preparation; finally, it is also possible to express in this language some machine learning applications, such as quantum classifiers [5–19].

One of the most popular choices for the variational ansatz \( | \psi(\theta) \rangle \) in (1) is the output of a parametric quantum circuit

\[ | \psi(\theta) \rangle = e^{-i\theta_0 \hat{X}_1} \cdots e^{-i\theta_0 \hat{X}_j} | \psi_0 \rangle, \]

i.e. of a series of evolutions generated by different, and yet fixed, Hamiltonian operators \( \hat{X}_j \), for times \( \theta_j \) representing the variational parameters. The reason for this choice is that parametric quantum circuits are implementable in nowadays NISQ devices [2] as long as \( \hat{X}_j \) contains 1- and 2-local interactions only. The fixed reference state \( | \psi_0 \rangle \) is chosen among states that are easy to prepare, and it is typically separable

\[ | \psi_0 \rangle = \bigotimes_{j=1}^N | \psi_j^{(1)} \rangle. \]

Variational hybrid quantum-classical algorithms, schematically shown in Fig. (1), operate by using a quantum device to prepare the variational state (2) and estimate the cost (1), and possibly its derivatives \( \partial_\theta C \), via quantum measurements
This is the computationally hardest part, as it requires the manipulation of states of Hilbert spaces whose dimension exponentially increases with the number of qubits $N$. Then, a classical algorithm iteratively processes the estimated values of $C(\theta^{(i)})$, or derivatives $\partial_\theta C$, for each iteration $i$ and proposes new parameters $\theta^{(i+1)}$ that are expected to flow towards the minimum. Therefore, classical optimization and quantum measurements are performed iteratively till convergence. The advantage of this hybrid approach is that the quantum computer is always reset after each iteration so the coherence times required are just those necessary to operate a circuit with depth $O(P)$ and then perform a measurement.

The main difference with other common variational approaches used in quantum mechanics is that $C(\theta)$, or derivatives $\partial_\theta C$, are estimated from measurement outcomes and, as such, are affected by uncertainty due to the probabilistic nature of quantum measurements, even in the noiseless case. Having access to stochastic values of the cost function dramatically changes the convergence time [21]. Algorithms for stochastic optimization are classified as zeroth-order, or derivative-free when only $C(\theta)$ is measured, first-order when it is possible to directly measure the derivatives w.r.t. $\theta$ of the cost function or, in general, $k$th-order when also $k$th-order derivatives are available. It has been recently shown [12] that first-order methods can lead to substantially faster convergence than zeroth-order methods. On the other hand, the convergence time is not more strictly bounded when using higher-order derivatives, although some advantage may be observed in practical implementations. Motivated by that analysis, here we focus on the convergence of first-order methods using the framework of stochastic optimization.

In the notation of stochastic optimization [12, 21, 22], let $C(\theta) = \mathbb{E}_{\mathcal{P}_\theta(y, \tilde{y})}[f(\theta, y)]$ be the cost function, where only the stochastic outcomes $f(\theta, y)$ are directly measurable by sampling different values of $y$ that are distributed according to a distribution $p(y|\theta)$. The cost function [1] can be written in the above form by using the (possibly unknown) eigendecomposition of $\tilde{H} \equiv \sum_{i} E_i |i\rangle\langle i|$: each measurement outcome $y$ has a probability $p(y|\theta) = \langle y | \tilde{\rho}(\theta) | y \rangle$, where $\tilde{\rho}(\theta) = |\psi(\theta)\rangle\langle \psi(\theta)|$,

and $f(\theta, y) = E_y$ is the associated cost, which is independent of $\theta$. When the eigendecomposition of $\tilde{H}$ is not known, one can still get $C(\theta)$ from Pauli measurements, namely by decomposing $\tilde{H}$ as $\tilde{H} = \sum_{j} h_j \hat{\sigma}_j$ where each $\hat{\sigma}_j$ is a tensor product of Pauli matrices and $h_j$ the corresponding coefficient, and then by independently estimating each $\langle \psi(\theta)| \hat{\sigma}_j |\psi(\theta)\rangle$. Note that many $\hat{\sigma}_j$ typically commute with each other, so the required number of independent measurements can be smaller than $L$.

Suppose now that $\nabla C(\theta) = \mathbb{E}_{z \in q(\theta)}[\tilde{g}(\theta, z)]$, with $\nabla_j := \frac{\partial}{\partial \theta_j}$, i.e. that the gradient of $C$ can be written as an expectation of a vector-valued function $g(\theta, z)$ over some stochastic outcomes $z$, distributed with a probability distribution $q$, possibly different from $p$. The simplest first-order method for stochastic optimization is stochastic gradient descent (SGD) that, intuitively, acts as a gradient descent algorithm where $\nabla C$ is substituted with an unbiased estimate $g$. If the parameters are updated at each iteration $i$ as $\theta^{(i+1)} = \theta^{(i)} - \alpha_i g(\theta^{(i)})$ then, after $I$ iterations, the algorithm converges [12, 21, 23, 24] to a local optimum $\theta^{opt}$ with precision given by

$$\mathbb{E}[C(\theta^{(1/I)})] - C(\theta^{opt}) \leq R \frac{G}{\sqrt{I}},$$

where $R$ is a constant that depends on the function and on the parameter space, $G$ is an upper bound on the norm of the gradient estimate, $\mathbb{E}[|\tilde{g}(\theta)|^2] \leq G^2$ and $\theta^{(1/I)} = \frac{1}{I} \sum_{i=1}^{I} \theta^i$. Such rate is achieved with $\alpha_i \equiv \alpha = RI^{-1/2}/G$. The inequality (3) means that a larger gradient variance implies slower convergence. Note that, due to the stochastic nature of $g$, even the parameters $\theta^{(i)}$ are stochastic. On the other hand, Eq. (3) shows that $\theta^{(1/I)}$ is a good estimator of the optimal value $\theta^{opt}$ in the limit of many iterations $I$, and an arbitrarily small error $\epsilon \ll G / \sqrt{I}$ may be achieved. In other algorithms [12, 21, 22], the convergence depends on the bound $\mathbb{E}[|\tilde{g}(\theta)|^2] \leq G_\infty^2$, obtained with a different norm. Since norm inequalities imply $G \leq \sqrt{PG_\infty}$, we can always focus on $G_\infty$. Although different algorithms may have different convergence times, for instance with adaptive $\alpha_i$ and other definitions of $\theta^{(1/I)}$, most upper bounds have a form similar to (3). Faster convergence, $\epsilon \ll G^2/I$, can be obtained when $C(\theta)$ satisfies extra properties [12, 21], such as strong convexity, with a slightly different definition of $\theta^{(1/I)}$. The bound (3) assumes that the parameters are updated after each query, namely after a single measurement outcome $g$. An alternative is mini-batch learning [21], where $M > 1$ queries are used to better estimate the gradient. Although this yields a less-noisy gradient estimator, which for instance provides better numerical results in training quantum dynamical systems [25, 26], the theoretical worst-case convergence rate is similar to (3). Indeed, a bound like (3) can be written with $I = MN_{iter}$, with $N_{iter}$ the number of iterations and $I$ the total number of measurements.

Here we show that noisy quantum operations can speed-up the convergence of hybrid variational optimization. In order to show this, we do not have to consider all possible algorithms, and we rather focus on the simplest one, stochastic gradient descent. We believe that similar enhancements may also be observed with more sophisticated techniques. Indeed, we will...
show a theoretical experiment in the IBM’s QASM Simulator [27] where our predictions are confirmed.

**Noise-Assisted Variational Optimization:** Due to the unavoidable errors in their operation, NISQ devices cannot exactly prepare the ideal variational state [2], which must hence be substituted with $\hat{\rho}(\theta) = \mathcal{E}(\theta)[\hat{\rho}_0]$, where $\hat{\rho}_0$ is the noisy version of $|\phi_0\rangle$ and $\mathcal{E}(\theta)$ the noisy dynamical map. Although most of our results hold for more complex noise models, for the sake of simplicity in the following we use the decomposition

$$\hat{\rho}(\theta) = \mathcal{E}_1^{\text{noisy}} \circ \cdots \circ \mathcal{E}_I^{\text{noisy}}[\hat{\rho}_0],$$

where $\circ$ indicates composition and $\mathcal{E}_j^{\text{noisy}}$ is the noisy version of the ideal parametric unitary channel $\mathcal{U}_j^{\text{ideal}}[\rho] = e^{-i\theta_j \hat{X}_j} \rho e^{i\theta_j \hat{X}_j}$ implemented by the $j$-th parametric gate of the NISQ device. In what follows, $C_{\text{noisy}} := \min_\theta \langle \psi(\theta) | H | \psi(\theta) \rangle$ is the exact minimum of the cost function. Since $\hat{\rho}(\theta)$ is a mixed state, the minimization of the cost function $C_{\text{noisy}}(\theta) := \text{Tr}[\hat{\rho}(\theta)\hat{H}]$ only provides an approximation to the minimum $C(\theta^{\text{opt}})$ that can be obtained in the noiseless case. The convergence rate of stochastic optimization towards the noisy minimum $C_{\text{noisy}}(\theta^{\text{opt}})$, with optimal parameters $\theta^{\text{opt}}$, can be bounded as in Eq. (3). Considering both the error due to the finite number of iterations and the error due to the difference between $C(\theta^{\text{opt}})$ and $C_{\text{noisy}}(\theta^{\text{opt}})$ we may write

$$C_{\text{noisy}}(\theta^{1:L}) - C(\theta^{\text{opt}}) \leq \text{Err}(\theta^{\text{opt}}, \theta^{\text{opt}}) + R \frac{G_{\text{noisy}}}{\sqrt{T}},$$

where

$$\text{Err}(\theta, \vartheta) := C_{\text{noisy}}(\vartheta) - C(\theta).$$

The inequality (5) shows a simple and yet important aspect: after a fixed number of iterations $I$, our best approximation to the noiseless variational minimum has an error that is given by two different terms. The first one follows from the difference between the noiseless and noisy cases, while the second one depends on the gradient estimator and always decreases for increasing $I$. To simplify our discussion and provide a worst-case scenario, we assume that we know how to choose an ideal variational ansatz [2] that provides $C_{\text{min}} = C(\theta^{\text{opt}})$, and consequently ensures $\text{Err}(\theta^{\text{opt}}, \theta^{\text{opt}}) \geq 0$. This is not the case, as variational ansatzes are normally chosen as simple circuits that are easy to implement in a NISQ device, for which one might get a negative $\text{Err}(\theta^{\text{opt}}, \theta^{\text{opt}})$. The worst-case error coming from the first term in the r.h.s. of (5) can be bounded by adapting the “peeling” technique from [28, 29]. Indeed, we show in the supplementary material that \text{Err}(\theta, \vartheta) \leq P\|\hat{H}\|_\infty \max_j \|\mathcal{E}_j^{\text{noisy}} - \mathcal{U}_j^{\text{ideal}}\|_1, so the error increases at most linearly with the depth $P$ and depends on the maximum distance, as measured by the ideal norm [30, 31], between the ideal gates and their noisy implementations. An alternative inequality $\text{Err}(\theta, \vartheta) \leq 2\|\hat{H}\|_\infty \sqrt{1 - \langle \psi(\theta) | \hat{\rho}(\theta) | \psi(\theta) \rangle}$ shows that the first error term is bounded by the fidelity between the optimal pure state and its noisy version.

We now focus on $G_{\text{noisy}}$ in [5], which depends on the procedure to estimate the gradient from quantum measurements. The measurement of an observable with associated operator $\hat{g}_j$ provides an unbiased estimator of the gradient if $\nabla_j \mathcal{C} = \text{Tr}[\hat{\rho} \hat{g}_j]$ for each $j$. In this sense, we refer to the observables $\hat{g}_j$ as estimators of the gradient. In the noiseless case different estimators have been proposed [6, 12, 19, 20], either based on the Hadamard test or the so-called parameter-shift rule. However, those estimators may result biased if noisy gates only are available: therefore, a rigorous generalization to the noisy regime is still lacking. The convergence of SGD with biased gradient estimators is not much understood, aside from specific algorithms such as SPSA [32] where the bias can be controlled. In order to define an unbiased estimator in the general case we use the geometry of quantum states, from which we known that any derivative can be written as [15, 33]

$$\nabla_j \hat{\rho} = \frac{\hat{L}_j \hat{\rho} + \hat{\rho} \hat{L}_j}{2},$$

where the operator $\hat{L}_j$ is called the symmetric logarithmic derivative (SLD). The gradient of the cost $\nabla_j \mathcal{C} = \text{Tr}[\hat{\rho} \hat{H}]$ can hence be obtained by measuring observables with associated operators

$$\hat{g}_j(\theta) = \frac{\hat{L}_j(\theta)\hat{H} + \hat{H}\hat{L}_j(\theta)}{2} + \lambda_j \hat{L}_j(\theta),$$

for any $\lambda_j$. The freedom in choosing $\lambda_j$ follows from [7], since $\text{Tr}[\hat{L}_j \hat{\rho}] = \text{Tr}[\nabla_j \hat{\rho}] = \nabla_j \text{Tr}[\hat{\rho}] = 0$, implying the expectation value $\nabla_j \mathcal{C} = \text{Tr}[\hat{g}_j \hat{\rho}]$ is independent of $\lambda_j$. Therefore, the free parameters $\lambda_j$ are analogous to the so-called baselines, commonly employed in reinforcement learning for variance reduction [34]. The optimal $\lambda_j$s are discussed in the supplementary material. The measurement of the gradient operators provides stochastic outcomes $\hat{g}_j^{\text{SLD}}(\theta, \gamma)$ with probabilities $\langle g_j | \hat{\rho}_{\text{noisy}}(\gamma) \rangle$, where we used the eigendecomposition $\hat{\rho}_{\text{noisy}} = \sum_j g_j^{\text{SLD}}(\theta, \gamma) | g_j, \lambda_j \rangle | g_j, \lambda_j \rangle$. For pure states, the SLD operator has a simple form $\hat{L}_j = | \psi(\theta) \rangle \langle \nabla_j \psi(\theta) | \psi(\theta) \rangle$ and the above estimation strategy becomes equivalent to others already proposed in the literature [6, 12, 19, 20], which can be explicitly measured using a generalization of the Hadamard test [12].

An alternative estimator can be obtained using the log-derivative (LD) trick [35], also called “reinforce” in the machine learning literature [36], which consists in writing the gradient of the cost function $\nabla_j \mathcal{C} = \sum_y E_y \nabla_j \mathcal{C}(\psi_y(\theta))$ as an expectation value of $g_j^{\text{LD}}(\theta, \gamma) = E_y \log p(\gamma | \theta) \hat{g}_j(\theta)$ over the original distribution $p(\gamma | \theta) = | \psi(\theta) \rangle \langle \gamma | \hat{\rho}(\theta) | \gamma \rangle$ where $\hat{H} = \sum_y E_y | \gamma \rangle \langle \gamma |$.

In the supplementary material, we show that all different estimators for the gradient satisfy the upper bound

$$G_{\text{noisy}} \leq \sqrt{P} G_{\text{noisy}} \leq \sqrt{P} \|\hat{H}\|_\infty \max_{j, \theta} \sqrt{\text{QFI}_j(\theta)},$$

where QFI is the Quantum Fisher Information

$$\text{QFI}_j(\theta) = \text{Tr}[\hat{\rho}(\theta) \hat{L}_j(\theta, \gamma)^2],$$

(10)
different non-commuting Hamiltonians, typically called $\hat{H}_\gamma$ and $\hat{H}_\beta$. Here $\hat{H}_\gamma \equiv \hat{H}$ is equal to the cost operator appearing in Eq. (1) and is a function of the Pauli $\hat{\sigma}$ operators, where the indices $j = 1, \ldots, N$ refer to the different qubits. In the computational basis defined by the eigenstates $|0\rangle, |1\rangle$ of $\hat{\sigma}_j^z$, $\hat{H}$ is diagonal. The other Hamiltonian is fixed as $\hat{H}_\beta = -\sum_j \hat{\sigma}_j^x$, where $\hat{\sigma}_j^x$ are other Pauli operators, which are not diagonal in the computational basis. The QAOA evolution can be written as in Eq. (2) with sequential applications of $\hat{H}_\gamma$ and $\hat{H}_\beta$

$$|\psi(\gamma, \beta)\rangle = e^{-i\gamma\hat{H}_\beta} e^{-i\gamma\hat{H}_\gamma} \cdots e^{-i\beta_0\hat{H}_\beta} e^{-i\beta_0\hat{H}_\gamma} |+\rangle^N \quad . \quad (11)$$

The parameters are then split as $\theta = (\gamma, \beta)$ and the total depth of the circuit is $2P$. The initial state $|\psi_0\rangle = |\psi\rangle^N$, where $|\psi\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$, is the ground state of $\hat{H}_\beta$. QAOA is a universal model for quantum computation \[43, 44\], meaning that, with specific choices of $\hat{H}_\gamma$, any state can be arbitrarily well approximated by $|\psi(\gamma, \beta)\rangle$ with suitable parameters $\gamma, \beta$ and $P \to \infty$. For the specific choice $\gamma_j \propto |j|/P$ and $\beta_j \propto (1 - |j|)/P$, Eq. (11) can be interpreted as a discretization of an adiabatic evolution \[4, 45\] and QAOA is guaranteed to perform well for large enough $P$. Nonetheless, QFI can be very large when the adiabatic evolution crosses a dynamical phase transition \[37, 39\]. Therefore, we expect that the error from $G_{\text{noisy}}$ in (5) can be significant when the Hamiltonian $\beta\hat{H}_\beta + \gamma\hat{H}_\gamma$ displays a quantum phase transition for some choices of $(\beta, \gamma)$. One such example is the Ising ring \[46\] studied below, where $\hat{H}_\beta$ models the global transverse field.

Here we study QAOA applied to an antiferromagnetic ring with $\hat{H}_\gamma = \sum_{j=1}^N \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x$ and periodic boundary conditions $\hat{\sigma}_N^x \equiv \hat{\sigma}_1^x$. QAOA with this model has been studied in \[10, 11\], using the exact mapping to a free-fermion model. In particular, it has been proven \[10\] that the ground state can be exactly expressed with the QAOA ansatz (11) as long as $P \geq N/2$. The effect of noise in an overparameterized QAOA is shown in Fig. 2 where we consider the effect of a local depolarising error, as in (4) with $E_\eta[\hat{\rho}] = D[\epsilon^{-\theta_0\hat{\beta}} \hat{\rho} \epsilon^{\theta_0\hat{\beta}}]$, $D = \bigotimes_{j=1}^N D_j$ and $D_j(\rho) = (1 - \eta)\rho + \eta \hat{\sigma}_j^x \hat{\sigma}_j^x \rho \hat{\sigma}_j^x \hat{\sigma}_j^x$. All bounds are computed by numerically finding the operators $\hat{L}_j$ from Eq. (7). In Fig. 2 we see that our theory predicts a decreasing $G_{\text{noisy}}$ in (5) as a function of $\eta$. In the Supplementary Material, we also study a different noise model, where the NISQ computer implements noisy yet unitary gates $e^{-i\theta_0(\rho \epsilon)}$, where $\epsilon_j \sim N(0, 1)$ is a Gaussian random variable. We found that also with this noise, the error terms display the same behaviour shown in Fig. 2.

We test our theoretical predictions using the QASM kit \[27\] that simulates QAOA on a physical hardware. In these simulations, the error model consists of single- and two-qubit gate errors, i.e. depolarizing error followed by a thermal relaxation error, and lastly single-qubit-readout errors. Furthermore, the gradient estimator is obtained using the SPSA algorithm \[47\]. In spite of the more complex model, the numerical results shown in Fig. 3 agree with our theoretical predictions. In Fig. 3 we show the probability of sampling from the different bit strings in the ideal and noisy case, for $P < N/2$ and $P > N/2$. We observe that the exact ground state, which cor-

Explicit example:- QAOA \[4\] is a specific ansatz for variational hybrid optimization which consists in the repetition of two types of parametric quantum evolutions generated by two different non-commuting Hamiltonians, typically called $\hat{H}_\gamma$ and $\hat{H}_\beta$. Here $\hat{H}_\gamma \equiv \hat{H}$ is equal to the cost operator appearing in Eq. (1) and is a function of the Pauli $\hat{\sigma}$ operators, where the indices $j = 1, \ldots, N$ refer to the different qubits. In the computational basis defined by the eigenstates $|0\rangle, |1\rangle$ of $\hat{\sigma}_j^z$, $\hat{H}$ is diagonal. The other Hamiltonian is fixed as $\hat{H}_\beta = -\sum_j \hat{\sigma}_j^x$, where $\hat{\sigma}_j^x$ are other Pauli operators, which are not diagonal in the computational basis. The QAOA evolution can be written as in Eq. (2) with sequential applications of $\hat{H}_\gamma$ and $\hat{H}_\beta$

$$|\psi(\gamma, \beta)\rangle = e^{-i\gamma\hat{H}_\beta} e^{-i\gamma\hat{H}_\gamma} \cdots e^{-i\beta_0\hat{H}_\beta} e^{-i\beta_0\hat{H}_\gamma} |+\rangle^N \quad . \quad (11)$$

The parameters are then split as $\theta = (\gamma, \beta)$ and the total depth of the circuit is $2P$. The initial state $|\psi_0\rangle = |\psi\rangle^N$, where $|\psi\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$, is the ground state of $\hat{H}_\beta$. QAOA is a universal model for quantum computation \[43, 44\], meaning that, with specific choices of $\hat{H}_\gamma$, any state can be arbitrarily well approximated by $|\psi(\gamma, \beta)\rangle$ with suitable parameters $\gamma, \beta$ and $P \to \infty$. For the specific choice $\gamma_j \propto |j|/P$ and $\beta_j \propto (1 - |j|)/P$, Eq. (11) can be interpreted as a discretization of an adiabatic evolution \[4, 45\] and QAOA is guaranteed to perform well for large enough $P$. Nonetheless, QFI can be very large when the adiabatic evolution crosses a dynamical phase transition \[37, 39\]. Therefore, we expect that the error from $G_{\text{noisy}}$ in (5) can be significant when the Hamiltonian $\beta\hat{H}_\beta + \gamma\hat{H}_\gamma$ displays a quantum phase transition for some choices of $(\beta, \gamma)$. One such example is the Ising ring \[46\] studied below, where $\hat{H}_\beta$ models the global transverse field.

Here we study QAOA applied to an antiferromagnetic ring with $\hat{H}_\gamma = \sum_{j=1}^N \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x$ and periodic boundary conditions $\hat{\sigma}_N^x \equiv \hat{\sigma}_1^x$. QAOA with this model has been studied in \[10, 11\], using the exact mapping to a free-fermion model. In particular, it has been proven \[10\] that the ground state can be exactly expressed with the QAOA ansatz (11) as long as $P \geq N/2$. The effect of noise in an overparameterized QAOA is shown in Fig. 2 where we consider the effect of a local depolarising error, as in (4) with $E_\eta[\hat{\rho}] = D[\epsilon^{-\theta_0\hat{\beta}} \hat{\rho} \epsilon^{\theta_0\hat{\beta}}]$, $D = \bigotimes_{j=1}^N D_j$ and $D_j(\rho) = (1 - \eta)\rho + \eta \hat{\sigma}_j^x \hat{\sigma}_j^x \rho \hat{\sigma}_j^x \hat{\sigma}_j^x$. All bounds are computed by numerically finding the operators $\hat{L}_j$ from Eq. (7). In Fig. 2 we see that our theory predicts a decreasing $G_{\text{noisy}}$ in (5) as a function of $\eta$. In the Supplementary Material, we also study a different noise model, where the NISQ computer implements noisy yet unitary gates $e^{-i\theta_0(\rho \epsilon)}$, where $\epsilon_j \sim N(0, 1)$ is a Gaussian random variable. We found that also with this noise, the error terms display the same behaviour shown in Fig. 2.

We test our theoretical predictions using the QASM kit \[27\] that simulates QAOA on a physical hardware. In these simulations, the error model consists of single- and two-qubit gate errors, i.e. depolarizing error followed by a thermal relaxation error, and lastly single-qubit-readout errors. Furthermore, the gradient estimator is obtained using the SPSA algorithm \[47\]. In spite of the more complex model, the numerical results shown in Fig. 3 agree with our theoretical predictions. In Fig. 3 we show the probability of sampling from the different bit strings in the ideal and noisy case, for $P < N/2$ and $P > N/2$. We observe that the exact ground state, which cor-
The enhancement is less pronounced for stronger noise; the second term, though, is proportional to the difference w.r.t. the exact ones can be upper bounded by the sum of two terms: the first one is the diﬀerence of two values of \(\theta\) in the noisy and the noiseless result, and typically increases for stronger noise; the second term, though, is proportional to the square root of the quantum Fisher information, that usually decreases with noise. Due to the competition between these two terms, once the precision of the final result is chosen, the time the algorithm needs in order to get to its goal can be shorter in a noisy setting. In conclusion, we have theoretically found and numerically conﬁrmed that there exist operational regimes where noise can be beneﬁcial to speedup convergence, a result that we believe can inspire the development of new hybrid algorithms that fully take advantage of quantum effects.
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Appendix A: Bound on $\text{Err}(\theta, \varnothing)$

Most of our results hold irrespective of assumption (4), and are valid for any error model

$$\hat{\rho}(\theta) = E(\theta_1, \ldots, \theta_P)[\hat{\rho}_0].$$  \hfill (A1)

Here we show on the other hand that when the local error model (4) is assumed, then the error $\text{Err}(\theta, \varnothing)$ grows at most linearly with the number of parameters. We study an upper bound to the first error in (5), which is clearly valid irrespective of the sign of $\text{Err}(\theta, \varnothing)$

$$\text{Err}(\theta, \varnothing) := \text{Tr} \left[ \hat{H} (\hat{\rho}(\theta) - |\psi(\theta)\rangle \langle \psi(\theta)|) \right]$$

$$\leq \|\hat{H}\|_\infty \|\hat{\rho}(\theta) - |\psi(\theta)\rangle \langle \psi(\theta)|\|_1$$

$$\leq \|\hat{H}\|_\infty \|E(\theta) - U(\theta)\|_\infty,$$  \hfill (A2)

where $\|\hat{X}\|_\infty$ is the maximum singular value of $\hat{X}$, namely the maximum absolute value $|x_j|$ where $x_j$ are the eigenvalues of $\hat{X}$, $\|X\|_1 = \text{Tr} \sqrt{XX^\dagger}$ is the trace norm, and $\|\rho\|_p$ is the diamond norm for quantum channels [30, 31]. In the last line it is $U(\theta) := U_{\theta^p} \cdots U_{\theta^1}$, \hfill (A3)

and

$$\hat{\rho}(\theta) = E(\theta)[|\psi_0\rangle \langle \psi_0|], \quad |\psi(\theta)\rangle \langle \psi(\theta)| = U(\theta)[|\psi_0\rangle \langle \psi_0|],$$

where for simplicity we have absorbed the noisy preparation of $|\psi_0\rangle$ into $E_1$. To derive (A2), in (a) we used the Hölder inequality and in (b) we used the distance induced by the diamond norm

$$\|E - U\|_\infty = \max_p \|I \otimes E(\rho) - I \otimes U(\rho)\|_1,$$  \hfill (A4)

where $I$ is the identity channel. We can now apply the “peeling” technique from [28, 29] to bound the error in the diamond distance. To this aim, we now use the decomposition from Eq. (4) from the main text, and let $\delta_p = \|E_{1:p} - U_{1:p}\|_\infty$, where the $1:k$ refers to the composition of the first $k$ channels. Then, using the monotonicity of the diamond norm over CPTP maps and the triangle inequality, we may write

$$\delta_p = \|E_p \circ E_{1:p-1} - E_p \circ U_{1:p-1} + E_p \circ U_{1:p-1} - U_p \circ U_{1:p-1}\|_\infty$$

$$\leq \|E_p \circ E_{1:p-1} - E_p \circ U_{1:p-1}\|_\infty + \|E_p \circ U_{1:p-1} - U_p \circ U_{1:p-1}\|_\infty$$

Iteratively applying the above inequality one gets

$$\delta_p \leq \sum_{k=1}^{p} \|E_k - U_k\|_\infty \leq P \max_k \|E_k - U_k\|_\infty.$$  \hfill (A5)

Combining (A5) and (A2), we find that the error increases at most linearly with $P$, according to

$$\text{Err}(\theta, \varnothing) \leq P\|\hat{H}\|_\infty \max_k \|E_k - U_k\|_\infty.$$  \hfill (A6)

An alternative bound can be obtained from (A2) via the Fuchs-van de Graaf inequality [50]

$$\text{Err}(\theta, \varnothing) \leq 2\|\hat{H}\|_\infty \sqrt{1 - \langle \psi(\theta) | \hat{\rho}(\theta) | \psi(\theta) \rangle}.$$  \hfill (A7)

Appendix B: Bound on $G_{\text{noisy}}$

We first focus on the estimator based on the log-derivative trick. We write the cost function as $C = \sum_y E_y p(y|\theta)$, where $p(y|\theta) = \langle \psi(\theta) | \psi(y) \rangle$. $\hat{H} = \sum E_y \hat{F}_y$ is the possibly unknown eigendecomposition of $H$ and $\hat{F}_y = |y\rangle \langle y|$. Then

$$\nabla_y C = \mathbb{E}_{y \sim p(y|\theta)}[E_y \nabla_y \log p(y|\theta)].$$  \hfill (B1)

From the above, we find that $g_j = E_j \nabla_y \log p(y|\theta)$ is an unbiased estimator of $\nabla_y C$. We recall the definition of the constants $G_{\text{noisy}}$ and $G_{\infty}$ such that

$$\mathbb{E} \left[ \sum_j g_j^2 \right] \leq G_{\text{noisy}}, \quad \max_j \mathbb{E} \left[ g_j^2 \right] \leq G_{\infty}^2.$$  \hfill (B2)

To get those constants we need to find upper bounds for $\mathbb{E} \left[ g_j^2 \right]$. By explicit calculation, following a similar derivation of Ref. [15] we find

$$\mathbb{E} \left[ g_j^2 \right] = \sum_y E_y^2 p(y|\theta) \mathbb{E} \left[ \nabla_y \log p(y|\theta) \right]^2$$

$$= \sum_y E_y^2 \mathbb{E} \left[ \nabla_y \log p(y|\theta) \right]^2$$

$$\leq \sum_y E_y^2 \mathbb{E} \left[ \frac{\text{Tr} (\hat{F}_y \rho \hat{L}_j)}{\text{Tr} (\hat{F}_y \rho)} \right]^2$$

Iteratively applying the above inequality one gets

$$\mathbb{E} \left[ g_j^2 \right] \leq \sum_y E_y^2 \mathbb{E} \left[ \frac{\text{Tr} (\hat{F}_y \rho \hat{L}_j)}{\text{Tr} (\hat{F}_y \rho)} \right]^2$$

Combining (A5) and (A2), we find that the error increases at most linearly with $P$, according to

$$\text{Err}(\theta, \varnothing) \leq P\|\hat{H}\|_\infty \max_k \|E_k - U_k\|_\infty.$$  \hfill (A6)
where QFI\(_j\) is the Quantum Fisher Information (10). The upper bounds \([\ref{eq:B2}]\) then follows with

\[
G = \|\hat{\mathcal{H}}\|_{\infty} \sqrt{P \left( \max_j \text{QFI}_j \right)}, \tag{B12}
\]

\[
G_{\infty} = \|\hat{\mathcal{H}}\|_{\infty} \sqrt{\max_j \text{QFI}_j}. \tag{B13}
\]

A similar bound is obtained with another unbiased estimator of the gradient. Here we set \(\lambda_j = 0\), while the general case is studied in the next section. Using the SLD we note that

\[
\nabla_j C = \text{Tr} \left[ \hat{\mathcal{H}} \left( \hat{\rho} \hat{L}_j + \hat{L}_j \hat{\rho} \right) / 2 \right] = \frac{1}{2} \left( \text{Re}(\hat{H}_j) \right)_{\hat{\rho}(\theta)}, \tag{B14}
\]

\[
\equiv \left( \text{Re}(\hat{H}_j) \right)_{\hat{\rho}(\theta)}, \tag{B15}
\]

where \(\langle \hat{A} \rangle_{\hat{\rho}} = \text{Tr} \left[ \hat{\rho} \hat{A} \right] = (\hat{A} + \hat{A}^\dagger) / 2\), so the gradient can be estimated by quantum measurements of the operator \(\text{Re}(\hat{H}_j)\). An upper bound is then obtained as

\[
\text{E}[g^2_j] \equiv \left( \text{Re}(\hat{H}_j) \right)_{\hat{\rho}(\theta)}^2
\leq \left( \text{Re}(\hat{H}_j) \right)_{\hat{\rho}(\theta)}^2 + \text{Im}(\hat{H}_j)^2 \tag{B16}
\]

\[
= \frac{1}{2} \text{Tr} \left[ \hat{\rho}(\hat{L}_j^2 + \hat{L}_j^2 \hat{H} \hat{L}_j) \right] \tag{B17}
\]

\[
= \frac{1}{2} \text{Tr} \left[ \hat{L}_j^2 \hat{\rho} \hat{L}_j + \hat{L}_j^2 \hat{H}_j \hat{L}_j \right], \tag{B18}
\]

\[
\leq \frac{1}{2} \| \hat{L}_j^2 \|_{\infty} QFI_j, \tag{B19}
\]

where we have assumed that \(\hat{L}_j^2\) exists. Using again the Hölder inequality we get

\[
\text{E}[g^2_j] \leq \frac{1}{2} \| \hat{L}_j^2 \|_{\infty} + \| \hat{L}_j^2 \|_{\infty} QFI_j \tag{B20}
\]

\[
\leq \| \hat{H} \|_{\infty} QFI_j, \tag{B21}
\]

which is equivalent to Eq. \([\ref{eq:B11}]\).

**Appendix C: Optimal baselines**

We discuss the role of the free parameters \(\lambda_j\), dubbed “baselines”, in the optimization. In principle, such parameters should be chosen to minimize \(\text{E}[g^2_j]\). We may write

\[
\text{E}[g^2_j] \equiv \left\langle \left( \frac{\hat{H}_j \hat{L}_j}{2} + \lambda_j \hat{L}_j \right)^2 \right\rangle_{\hat{\rho}(\theta)}, \tag{C1}
\]

\[
= \left\langle \left( \frac{\hat{H}_j \hat{L}_j}{2} \right)^2 + \lambda_j \left( \frac{\hat{L}_j \hat{H}_j + \hat{H}_j \hat{L}_j}{2} \right) + \lambda_j^2 \hat{L}_j^2 \right\rangle_{\hat{\rho}(\theta)}
\]

\[
= \left\langle \left( \frac{\hat{H}_j \hat{L}_j}{2} \right)^2 + \lambda_j \left( \frac{\hat{L}_j \hat{H}_j + \hat{H}_j \hat{L}_j}{2} \right) \right\rangle_{\hat{\rho}(\theta)} + \lambda_j^2 QFI_j,
\]

where \(\{ \hat{A}, \hat{B} \} = \hat{A} \hat{B} + \hat{B} \hat{A}\). Since QFI is always positive, the optimal value of the “baseline” \(\lambda_j\) is the vertex of the above parabola, namely

\[
\lambda_j^{\text{opt}} = -\frac{\langle\hat{L}_j \hat{H}_j, \hat{H}_j \rangle_{\hat{\rho}(\theta)}}{4QFI_j}. \tag{C2}
\]

We note that the bound \([\ref{eq:B11}]\) continues to hold even when the optimal baseline is used, as by definition \(\mathbb{E}[g^2_j]\) with the optimal baseline is smaller than \(\mathbb{E}[g^2_j]\) for the non-optimal \(\lambda_j = 0\).

**Appendix D: Fluctuating parameters**

We consider an experimentally motivated noise model where the parameters \(\theta_j\) cannot be tuned exactly. The lack of exact accuracy is modeled by a Gaussian noise with variance \(\sigma_j^2\). This corresponds to the following substitution

\[
\theta_j \rightarrow \mathcal{N}(\theta_j, \sigma_j^2), \tag{D1}
\]

namely that the parameters are normally distributed around a mean value \(\theta_j\) with variance \(\sigma_j^2\). In the limit \(\sigma_j \rightarrow 0\) we recover the deterministic unitary operation \([\ref{eq:2}]\). For \(\sigma_j \neq 0\) we show that the above noise can be expressed into the form of Eq. \([\ref{eq:4}]\). We first note that

\[
\mathcal{E}_j^{\theta}(\hat{\rho}) = \int d\theta e^{-\frac{(\theta_\theta - \theta_j)^2}{2\sigma_j^2}} e^{i\theta_j \hat{X}_j} \hat{\rho} e^{i\theta_j \hat{X}_j}, \tag{D2}
\]

\[
= \mathcal{D}_j \circ \mathcal{U}_j^{\theta}(\hat{\rho}) \equiv \mathcal{U}_j^{\theta} \circ \mathcal{D}_j(\hat{\rho}), \tag{D3}
\]

where \(\mathcal{U}_j^{\theta}(\hat{\rho}) = e^{-i\theta_j \hat{X}_j} \hat{\rho} e^{i\theta_j \hat{X}_j}\) is the noiseless gate and

\[
\mathcal{D}_j(\hat{\rho}) = \int d\theta e^{-\frac{\theta^2}{2\sigma_j^2}} e^{i\theta_j \hat{X}_j} \hat{\rho} e^{i\theta_j \hat{X}_j}, \tag{D4}
\]

is independent on \(\theta_j\). To simplify our discussion we assume that \(\hat{X}_j^2 = 1\). Although a more general form can also be obtained in other cases, any tensor product of Pauli matrices satisfies the constraint \(\hat{X}_j^2 = 1\), so we believe that this restriction covers the most common gates that can be implemented in current NISQ devices. From series expansion it is simple to show that

\[
e^{-i\theta_j \hat{X}_j} \hat{\rho} e^{i\theta_j \hat{X}_j} = \hat{\rho} + \sin^2(\theta_j) (\hat{X}_j \hat{\rho} \hat{X}_j - \hat{\rho}) - \frac{i}{2} \sin(2\theta_j) [\hat{X}_j, \hat{\rho}] . \tag{D5}
\]

Performing the integration in \([D4]\) we get a dephasing-like channel, but with more general operators \(\hat{X}_j\)

\[
\mathcal{D}_j(\hat{\rho}) = (1 - \eta_j) \hat{\rho} + \eta_j \hat{X}_j \hat{\rho} \hat{X}_j, \tag{D6}
\]

where

\[
\eta_j = \frac{1 - e^{-2\sigma_j^2}}{2}. \tag{D7}
\]

For \(\sigma_j \rightarrow 0\) we see that \(\eta_j \rightarrow 0\) and \(\mathcal{D}_j\) reduces to the identity channel.

We have studied the effect of Gaussian fluctuations in the parameters of a QAOA as a function of the noise rate \(\eta_j \equiv \eta\). We found that the two terms in the bound \([\ref{eq:B11}]\) display the same behaviour as observed in Fig. \([\ref{fig:2}]\).