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The advent of space-based photometry missions in the early 21st century enabled the application to asteroseismic data of advanced inference techniques until then restricted to the field of helioseismology. The high quality of the observations, the discovery of mixed modes in evolved solar-like oscillators and the need for an improvement in the determination of stellar fundamental parameters such as mass, radius and age led to the development of sophisticated modelling tools, amongst which seismic inversions play a key role. In this review, we will discuss the existing inversion techniques for the internal structure of distant stars adapted from helio-to asteroseismology. We will present results obtained for various Kepler targets, their coupling to other existing modelling techniques as well as the limitations of seismic analyses and the perspectives for future developments of these approaches in the context of the current TESS and the future PLATO mission, as well as the exploitation of the mixed modes observed in post-main sequence solar-like oscillators, for which variational formulations might not provide sufficient accuracy.
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1 INTRODUCTION

In the last 2 decades, asteroseismology has established itself as the golden path to study the internal structure of distant stars. Amongst these, solar-like oscillators have held a special place due to the number of them detected at various masses, chemical composition and evolutionary stages. This revolution was made possible by the recent space-based photometry missions CoRoT (Baglin et al., 2009), Kepler (Borucki et al., 2010) and TESS (Ricker et al., 2015). In the near future, the PLATO mission (Rauer et al., 2014) will further extend the dataset, and proposals for future missions have also been laid out, testifying to the scientific success of these missions (e.g., Miglio et al., 2021).

In addition to providing numerous targets to work on, space-based photometry missions also led to a drastic change in data quality compared to previous ground-based observations. While ground-based telescope networks (see Grundahl et al., 2006, for the SONG network) are still very important and can provide high quality data for some close targets (e.g., Bouchy and Carrier, 2001; Bedding et al., 2004; Martić et al., 2004; Kjeldsen et al., 2005; Grundahl et al., 2006), they are no match for nanohertz precision on the observed frequencies of some of the best Kepler targets and the large number of stars that can be observed simultaneously by photometric surveys.

This drastic change motivated the use of advanced seismic analyses techniques that were before restricted to the field of helioseismology, where the proximity of the Sun allows the detection of thousands of oscillation modes. Seismic inferences became routinely used and the determination of
fundamental parameters of stars for the purposes of fields such as exoplanetology and Galactic archaeology drove the development of dedicated numerical tools. Large grids of stellar models were also computed for such purposes and coupled to automated seismic modelling pipelines (e.g., Mathur et al., 2012; Gruberbauer et al., 2013; Metcalfe et al., 2015; Bellinger et al., 2016; Rendle et al., 2019; Bazot, 2020; Aguirre Børsen-Koch et al., 2022).

Inference problems are widespread in physics, from the calibration of instrumental responses to the radiative transfer problem in the Earth’s atmosphere. They correspond to a specific class of mathematical problems called ill-posed problems, for which specific dedicated techniques have to be developed (see Tarantola, 2005; Pijpers, 2006, for example). These methods require having an appropriate formalism and regularization of the problem, in line with the known or assumed properties of the physical problem under study.

The inversion techniques used in asteroseismology are no exception to this rule. They most often derive from methods developed for helioseismology and for this reason have mostly been applied to solar-like oscillators, for which the underlying hypotheses of the inversion remain valid. It is worth mentioning that most seismic inversion techniques used in helio- and asteroseismology have actually been first applied to inferring the internal rotation of slowly rotating stars, including our Sun (see Thompson et al., 2003, and references therein). Thanks to space-based photometry data, inferences of internal rotation have been made in various cases, from solar-like main-sequence stars (see e.g., Lund et al., 2014; Benomar et al., 2015; Schunker et al., 2016a; Schunker et al., 2016b; Benomar et al., 2018; Bazot et al., 2019), to more massive oscillators (Kurtz et al., 2014; Saio et al., 2015; Hatta et al., 2019; Hatta et al., 2022) and towards later evolutionary stages (see e.g., Deheuvels et al., 2014; Deheuvels et al., 2015; Di Mauro, 2016; Di Mauro et al., 2018; Deheuvels et al., 2020; Fellay et al., 2021) with great successes.

In this short review, we will focus on seismic inversions of the internal structure of stars. We will start by discussing the goals of seismic inversions in Section 2. In Section 3, we will discuss inversion techniques relying on the calibration of evolutionary models and mention examples of static approaches applied to specific cases in stellar evolution. In Section 4, we introduce the variational formalism applied in linear inversions, that will be discussed in Section 5 for both localized and indicator inversions. Finally, we will discuss non-linear inversions from the use of inner phaseshifts of the oscillations in Section 6 and conclude in Section 7.

2 GOALS OF SEISMIC INVERSION TECHNIQUES AND UNDERLYING HYPOTHESES

The goal of seismic inversion techniques is to provide a model of the internal structure that takes into account all the available observational constraints. This procedure can take various forms that we will discuss in the following sections.

From a mathematical point of view, the inversion procedure consists in solving the system of differential equations describing the stellar structure while taking all the available observational constraints into account. In practice, this already implies assuming a few hypotheses regarding the equilibrium state of the star and the physical processes considered in the description of its internal structure.

The cases on which we focus will be slowly rotating solar-like stars without strong magnetic fields or being subject to tidal interactions capable of breaking the spherical symmetry. While these hypotheses might appear strong, they are in good agreement with observations and can be used for a wide range of targets. Hydrostatic and thermal equilibrium are also considered and the equilibrium equations of stellar structure are written in eulerian form as follows.

$$\frac{\partial m}{\partial r} = 4\pi r^2 \rho,$$  (1)

$$\frac{\partial P}{\partial r} = -\frac{Gm\rho}{r^2},$$  (2)

$$\frac{\partial \rho}{\partial r} = 4\pi r^2 \epsilon,$$  (3)

$$\frac{\partial T}{\partial r} = \frac{\Gamma_1 T \rho}{r^2 P} v,$$  (4)

with $r$ the radial position in the spherically symmetric model, $m$ the mass of the sphere of radius $r$, $\rho$ the local density, $T$ the local temperature, $l$ the local luminosity, $P$ the local pressure, $\nabla = \frac{\partial}{\partial r}$ the temperature gradient, and $\epsilon$ the local rate of energy generation. In addition to this system, the equation of state of the stellar material must be defined, namely the relation

$$P = P(\rho, T, X_\epsilon),$$  (5)

with $X_\epsilon$ the chemical mixture of the stellar plasma. Alongside the determination of the internal structure, the inversion may also provide precise values of the fundamental stellar parameters such as mass, radius and age (when computing evolutionary models).

In some specific cases, the full structure equations are solved in a static way, for example when the evolutionary path is unclear or difficult to compute with evolutionary models as for B-type subdwarf stars or white dwarfs for example.

In other cases, the seismic inversion does not aim at determining the full structure. Its goal is rather to determine both the global parameters of the star such as mass and radius, the density profile inside the star, $\rho(r)$ and the first adiabatic exponent profile $\Gamma_1(r) = \frac{\partial \ln \rho}{\partial \ln T}$.

In practice however, $\Gamma_1$ deviates only very little from 5/3 in the stellar interior, apart from the ionization regions in the upper convective envelope. It is thus assumed constant or fixed at the value of a given reference structure used for the inversion. This situation is very different from helioseismology, where the quality of the data allows us to distinguish between various equations of state for the solar material based on the inversion of the $\Gamma_1$ profile in the convective envelope (See e.g., Elliott, 1996; Elliott and Kosovichev, 1998; Vorontsov et al., 2013, and references therein).

Due to the lower quality of asteroseismic data and the absence of high-degree modes allowing to determine localized corrections
in the upper layers, the equation of state of the stellar material will not be considered an issue\(^1\). This point will be further discussed in the following sections when presenting the variational formalism used in linear inversion techniques.

In this context, the application of seismic inversions serve as a complement to evolutionary modelling. The inverted quantities can then be compared with those of evolutionary models and potentially constrain missing physical processes. Consequently, seismic inversions constitute an essential approach to improve the accuracy of stellar models and the determination of fundamental stellar parameters such as mass, radius and age.

\(^1\)Constraints on the convective envelope can still be inferred from so-called "acoustic glitches", that can provide estimates of the helium abundance or the position of a sharp transition in temperature gradients at the bottom of the convective zone.

### 3 STATIC AND EVOLUTIONARY MODELLING

The inference of the internal structure of a star can take various forms. It may for example result from the adjustment of an evolutionary sequence to an observed target. For stellar systems such as binaries or clusters, simultaneous fitting of all members can even be done so that the modelling is more constraining, sometimes assuming the same chemical composition and age for all members. We hereby provide for the interested reader a few additional references on seismic modelling and asteroseismology of solar-like oscillators (Roxburgh (2002); Christensen-Dalsgaard and Houdek (2010); Gzik (2011); Goupil et al. (2011); Chaplin and Miglio (2013); Di Mauro (2016) as well as seismic studies of stellar clusters (Handberg et al., 2017; McKeever et al., 2019) and binaries (see e.g., Bazot et al., 2016; Bazot, 2020; Salmon et al., 2021). In other cases, an inversion can refer to the determination of the internal structure of a given star in a static way, departing from hypotheses regarding its evolutionary history. Such static approaches will sometimes even aim at determining only a key few internal quantities from dedicated formalisms while avoiding simplifying assumptions regarding the internal structure of the star.

Such static approaches constitute powerful tools to further refine stellar evolutionary models and are often referred as "seismic inversion", while the use of evolutionary models is referred to as "forward modelling". This division is only present in the field of asteroseismology and can be misleading when studying inversion techniques used in other fields (See Tarantola, 2005; Pijpers, 2006, for example).

In what follows, we will briefly describe evolutionary and static inferences as applied to asteroseismic data.

#### 3.1 Inferences From Evolutionary Models

The most common approach to determine the internal structure of a star is by coupling an optimization procedure to a stellar evolution code. While this is commonly referred as "forward modelling" in the seismic modelling community, it actually consists in a type of inversion in the mathematical sense of the word.

In this type of inference, the structure of the star is coupled to an assumed evolutionary history. Namely, the evolution of the chemical abundances of the star is simulated by considering the effects of nuclear reactions and transport processes such as microscopic diffusion, macroscopic transport by rotation, convection, accretion and mass-loss.

The main advantage of using evolutionary models resides in the possibility to test the evolutionary scenarios used to model stars and check the validity of the theory of stellar evolution. Moreover, in view of the recent needs of neighbouring fields such as exoplanetology and Galactic archaeology for fundamental stellar parameters such as masses, radii and ages, the use of optimization techniques on large grids of stellar models has now become routine, especially for main-sequence solar-like oscillators. Such modelling approaches have been applied to a wide range of targets from missions such as CoRoT, Kepler, and TESS, as well as closer objects such as Alpha Centauri A&B.

In this context, numerous optimization techniques have been adapted to determine optimal stellar parameters. For example, local minimization techniques such as Levenberg-Marquardt algorithms have been applied in the past (e.g., Frandsen et al., 2002; Teixeira et al., 2003; Miglio and Montalbán, 2005). However, due to the problem of local minima, especially with high-quality Kepler data, and the treatment of the uncertainties in such methods, global minimization techniques have been favoured such as Genetic algorithms, Markov Chain Monte Carlo approaches, or even Machine Learning software. Such methods have been applied to either precomputed grids of stellar evolutionary models or by computing the models on the fly to avoid relying on interpolation that could lead to a loss of accuracy. A few examples of such techniques and their associated results can be found in Mathur et al. (2012); Gruberbauer et al. (2013); Metcalfe et al. (2015); Bellinger et al. (2016); Rendle et al. (2019); Bazot (2020); Aguirre Borsen-Koch et al. (2022).

A major drawback of the grid-based approach stems from the limitation to the physical ingredients of the precomputed models. Therefore, any change of abundance scale, opacity table, equation of state, or prescription for the mixing of chemical elements requires the whole grid to be recomputed, which can be time consuming. However, computing the models on the fly is not a viable option for sampling algorithms such as MCMC techniques that require large numbers of walkers to provide a proper distribution of the optimal parameters.

More recently, a hybrid approach was presented (Buldgen et al., 2019a; Bétrésey et al., 2022), where a combination of local and global minimization techniques are used. In the era of high-quality Kepler data, the uncertainties derived from solely propagating the observational error bars are small enough to sometimes be comparable, or smaller, than the changes in the optimal solution observed when varying the physical ingredients of the models. In this context, local minimization techniques offer the flexibility to estimate the change in the solution from a change of the physics, using the optimal solution obtained from an MCMC sampling of the parameter space. A combination of
both is probably a good approach to test the impact of known physical processes on stellar fundamental parameters, while departing from an evolutionary history using static inferences might be optimal to study the presence of unknown physical processes. A schematic illustration of the interplay between the different modelling strategies is provided in Figure 1.

Besides the algorithm used to determine the optimal model, the way seismic constraints are combined is also extremely important. One major issue of solar-like oscillations is their sensitivity to surface effects. To mitigate this issue, a first approach is to develop so-called empirical “surface corrections”, that are based on solar frequencies (See e.g., Rabello-Soares et al., 1999; Kjeldsen et al., 2008; Ball and Gizon, 2014) and/or on 3D averaged atmospheric models for which adiabatic oscillations are computed (e.g., Sonoi et al., 2015; Ball et al., 2016). More recently, such analyses have been generalized to dipolar mixed modes by Ong and Basu (2020); Ong et al. (2021).

Given the amplitude of the surface effect, a direct fitting of the individual frequencies will be extremely sensitive to the empirical corrections. This is illustrated in the left panel of Figure 2, showing the individual frequencies of Kepler 93 and those of the associated optimal stellar model fitting them using the Ball and Gizon (2014) empirical surface correction. The actual amplitude of the surface correction is much larger than the uncertainties on the frequencies themselves, which may lead to strong biases, especially at high frequencies and can result in significant biases in the inferred stellar mass (Jørgensen et al., 2020; Bétrisey et al., 2022).

**FIGURE 1** | Schematic representation of combinations of evolutionary and static inferences used in stellar modelling. Each box includes the strenghts (green) and weaknesses (red) of the various methods and the arrows represent their relations.

**FIGURE 2** | Left: Illustration of the effects of surface corrections for the Echelle diagram of Kepler 93, showing the significant effect of the parametric corrections on high frequencies. Right: Frequency separation ratios for the data of the left panel, showing their low sensitivity to the empirical surface corrections as the blue and reen symbols are essentially the same.
Another way to circumvent surface effects is to use combinations of frequencies, such as the so-called frequency separation ratios of the large and small frequency separations defined in Roxburgh I. W. and Vorontsov S. V. (2003).

\[
\begin{align*}
    r_{01}(n) &= \frac{\delta_{01}(n)}{\Delta \nu_1(n)}, \\
    r_{10}(n) &= \frac{\delta_{10}(n)}{\Delta \nu_0(n + 1)}, \\
    r_{02}(n) &= \frac{\delta_{02}(n)}{\Delta \nu_1(n)}
\end{align*}
\]

with \(\Delta \nu(n)\) the large separations, \(\delta_{ij}(n)\) the small separations, and \(n\) the radial order of the mode:

\[
\begin{align*}
    \Delta \nu_1(n) &= \nu_{n,0} - \nu_{n-1,1}, \\
    \delta_{01}(n) &= \frac{1}{8} \left( 5 \nu_{n-1,1} - 4 \nu_{n-1,0} + 6 \nu_{n,0} + 4 \nu_{n+1,0} - 4 \nu_{n+1,1} \right), \\
    \delta_{10}(n) &= -\frac{1}{8} \left( 5 \nu_{n-1,1} - 4 \nu_{n-1,0} + 6 \nu_{n,1} - 4 \nu_{n+1,0} + 4 \nu_{n+1,1} \right), \\
    \delta_{02}(n) &= \nu_{n,0} - \nu_{n-1,2}.
\end{align*}
\]

As shown in the right panel of Figure 2, these ratios are largely independent of the surface layers and thus much more efficient at constraining the internal structure of an observed target. Other techniques of surface-independent model fitting have been developed and presented in Roxburgh (2015). More recently, Farnir et al. (2019) also developed a comprehensive approach to decompose the spectrum of solar-like oscillations in seismic indicators uncorrelated to each other, taking into account both the smooth and the glitch component of the oscillation spectrum.

In general, non-seismic constraints will also be considered when carrying out evolutionary modelling, such as the stellar luminosity, the effective temperature, the surface metallicity or the photospheric radius determined from interferometry (whenever available), or the mass if studying a spectroscopic binary system. While not always available, such non-seismic constraints, especially if determined with high precision, can prove extremely useful in lifting degeneracies between various solutions provided by pure seismic modelling.

### 3.2 Inferences From Static Models

Static models are depictions of the internal structure of stars without considering their evolutionary history. In a strict sense, the observed oscillation frequencies carry information only on the current state of the star, but there can be multiple paths leading to the current observed properties. Static models are particularly useful to study stars in an evolutionary stage difficult to compute numerically, or for which the evolutionary path is unclear.

Various techniques have been applied in the past to study the internal structure of SdB stars and white dwarfs (Charpinet et al., 2008; Van Grootel et al., 2016; Giampiciele et al., 2018; Charpinet et al., 2019; Fontaine et al., 2019), providing constraints on the equation of state of dense stellar matter and the properties of semi-convective mixing in advanced evolutionary phases.

Static seismic models have also been computed for the solar case (See e.g., Basu and Thompson, 1996; Takata and Shibahashi, 1998; Shibahashi et al., 1999; Shibahashi and Tamura, 2006; Buldgen et al., 2020) where the presence of high degree modes allows us to carry out a full scan via iterative methods. Some non-standard static models have also been computed by Hatta et al. (2021) for KIC 11145123, a young \(\gamma\)-Doradus \(\delta\)-Scuti hydrid pulsator. As such, static modelling may also prove useful for modelling non-standard evolutionary products such as results of mergers, stripped cores, … for which pulsational properties may significantly differ from what their standard evolutionary counterparts would predict (See e.g., Deheuvels et al., 2022).

### 4 VARIATIONAL EQUATIONS

The most commonly used inversion techniques rely on the so-called variational principle of adiabatic stellar oscillations (See Chandrasekhar, 1964; Clement, 1964; Chandrasekhar and Lebovitz, 1964; Lynden-Bell and Ostriker, 1967), that can be derived from the functional analysis of the adiabatic oscillation equations. It essentially states that at first order, perturbation of the adiabatic eigenfrequencies of gaseous spheres will be related to perturbations of the oscillation operator and link the seismic observables to interior quantities. In other words, small perturbations will follow, to first order, the following equation

\[
\frac{\delta \nu^{\ell m}}{\nu^{\ell m}} = \frac{\left< \xi^{\ell m}, \delta \mathcal{L}(\xi^{\ell m}) \right>}{f^{\ell m}},
\]

with \(\nu^{\ell m}\) the frequency of the oscillation mode, \(\xi^{\ell m}\) its eigenfunction, \(f^{\ell m}\) the mode inertia (see e.g., Unno et al., 1989, for a general description of non-radial stellar oscillations) and \(\delta \mathcal{L}\) the perturbed operator of adiabatic oscillations. The notation \(\left< ., . \right>\) denotes the scalar product over the functional space of the solutions of the adiabatic oscillation equations. It is defined as

\[
\left< a, b \right> = \int_V a \cdot b \rho dV,
\]

with \(V\) the volume of the sphere and \(\rho\) the local value of the density in the sphere.

Examples of small perturbations in the stellar case include the effects of slow rotation, or minor mismatches between the internal structure of the model and the observed star. The former, that serves as initial condition for the inversion, will often be called “reference model”, while the observed star or the target model will often be refereed to as the “target” of the inversion procedure.

It is worth mentioning that while the variational principle is valid for “small perturbations” of an Hermitian operator (as is the general operator describing the full \(4^{th}\) order system of adiabatic stellar oscillations), the domain of validity of the linear approximation is unclear, and likely depends on the oscillation modes and the quality of the reference model. The variational expressions have for example been generalized in the case of mixed oscillation modes by Ong and Basu (2020) and Ong et al. (2021).
For the purpose of structure inversions, the equations are reworked to provide a formally simple expression allowing us to derive corrections to the internal structure of a given model. This expression is

\[
\frac{\delta \Gamma_{1}}{\Gamma_{1}} = \frac{\partial \ln \Gamma_{1}}{\partial \ln P} \frac{\delta P}{P} + \frac{\partial \ln \rho}{\rho \partial Y} \frac{\delta Y}{Y} + \frac{\partial \ln \Gamma_{1}}{\partial \ln P} \frac{\delta Y}{Y} + \frac{\partial \Gamma_{1}}{\partial \ln \rho} \frac{\delta Z}{Z},
\]

where \(s_{1}\) and \(s_{2}\) are structural variables such as density, pressure, sound speed, ... \(K_{n,m}^{s,s}\) the structural kernel related to variable \(s_{j}\) in the \((s_{j}, s_{k})\) pair which depends on the structure of the model and the eigenfunction of the oscillation mode. The notation \(\delta\) defines a difference between the reference model and the observed target of a variable such as the frequency, the density as a function of radius, ... (See Dziembowski et al., 1990, for the associated developments).

In Eq. (15), the last term denotes that the formalism is valid to first order, and in some cases, higher order terms can become non-negligible, making the first order approximation inappropriate. Various pairs of structural kernels are illustrated in Figure 3, namely for the density, squared adiabatic sound speed, squared isothermal sound speed and Ledoux discriminant. The similarity between the kernels illustrates well the difficulties of asteroseismic inversions who will only have a few available modes to carry out the inversions.

The classical variational expressions are related to the adiabatic sound speed and density profiles. However, these expressions can be easily generalized to any physical quantity appearing in the adiabatic oscillation equations (Elliott, 1996; Basu and Christensen-Dalsgaard, 1997; Kosovichev, 2011; Buldgen et al., 2017b). In addition, assuming a linearized form of the equation of state can also be used to determine “secondary” variables such as temperature or in principle, chemical abundances. In such cases the \(\Gamma_{1}\) perturbations are rewritten as

\[
\frac{\delta \Gamma_{1}}{\Gamma_{1}} = \frac{\partial \ln \Gamma_{1}}{\partial \ln P} \frac{\delta P}{P} + \frac{\partial \ln \rho}{\rho \partial Y} \frac{\delta Y}{Y} + \frac{\partial \ln \Gamma_{1}}{\partial \ln P} \frac{\delta Y}{Y} + \frac{\partial \Gamma_{1}}{\partial \ln \rho} \frac{\delta Z}{Z},
\]

with \(P\), the local pressure, \(\rho\), the local density, \(Y\), the helium mass fraction and \(Z\), the heavy element mass fraction. Other thermodynamic variables can be used in combination with the appropriate \(\Gamma_{1}\) derivatives.

In practice however, this expression is not used in asteroseismology to carry out inversions of the chemical composition, but rather to naturally damp the contribution of the second integral in the inversion thanks to the low amplitude of the \(\Gamma_{1}\) derivatives with respect to \(Y\). Such “tricks” lead to more stable inversions for which the variational equation almost reduces to an integral expression with one structural variable instead of two. We will come back to this point in Section 5.

Lagrangian perturbations can also be considered in Eq. (15). In this case, the perturbations of the structural variables will be considered at fixed mass instead of fixed radius (Christensen-Dalsgaard and Thompson, 1997). Instead of using individual frequency differences, it is also possible to express the variational equations for frequency separation ratios, as was shown in Floranes et al. (2005) and applied in Bétrisey and Buldgen (2022).

One major weakness of the variational expressions using individual frequencies is their strong sensitivity to surface effects. They indeed rely on the adiabatic approximation, which is not valid in the upper layers where the thermal and dynamical timescales are of the same order of magnitude. Moreover, adiabatic oscillation codes often use simplified boundary conditions and the poor modelling of the upper convective layers by the mixing-length theory will lead to inaccuracies of the oscillation frequencies at a significant level with respect to the observational errors. Such sensitivity can however be damped when using frequency separation ratios for the inversion.
Indeed, as they directly use frequency differences, the variational equations will suffer to some extent from the same caveats as directly using the individual frequencies as constraints in evolutionary or static modelling. This implies that the variational expression 15 will have to be supplemented by a surface correction term that often takes a polynomial form

$$F(\nu) = \sum c_k(\nu)\nu^k,$$

with $\nu$ a given frequency and $c_k$ the surface correction coefficients associated with the power $k$ of the frequency. Existing surface corrections include the classical polynomial approach of degree 7 applied in helioseismology (Rabello-Soares et al., 1999), the two-terms Ball and Gizon (2014) correction and the Sonoi et al. (2015) formula that can also be linearized, or applied to the frequencies beforehand using their empirical relation of the surface correction with effective temperature and surface gravity.

It is therefore important to keep in mind that the validity of the variational relations is limited. It can for example be measured using error functions such as

$$E_{n,\ell} = \frac{\Lambda_{\text{LHS}}^{\text{nH}} - \Lambda_{\text{RHS}}^{\text{nH}}}{\Lambda_{\text{LHS}}^{\text{nH}}},$$

with $\Lambda_{\text{LHS}}^{\text{nH}}$ the relative frequency difference and $\Lambda_{\text{RHS}}^{\text{nH}}$ the right-hand side of Eq. (15).

As illustrated in Figure 4, the accuracy of the variational inversion will vary depending on the oscillation modes considered as well as the structural variables used. Such considerations might be very important when choosing the most adapted variable pair for a given target and set of observed frequencies before carrying out an inversion of the structure.

5 LINEAR INVERSION TECHNIQUES - THE SOLA METHOD

The variational equations provide the basis for the use of linear inversion techniques in helioseismology. Namely, under the hypothesis of the validity of the linear integral relation 15, these equations can be solved to provide corrections to structural variables. The linear approaches provide one step of correction, and are not iterated, unlike the non-linear methods we present in Section 6. As mentioned above, the variational equations can be rewritten for a wide range of physical quantities, offering some degree of freedom regarding the target of the inversion.

However, the situation is in practice far more complex. Linear inversion techniques such as the OLA (Backus and Gilbert, 1970), SOLA (Pijpers and Thompson, 1994) or RLS methods (Tikhonov, 1963) have been adapted for inverting helioseismic data (see Christensen-Dalsgaard et al., 1990; Sekii, 1997, for a comparison between OLA and RLS) and (see Reese, 2018, for a review). Inversions of stellar structure using asteroseismic data have so far been limited to the use of the SOLA method2, which is the one we will describe here.

The philosophy behind the SOLA inversion is to compute linear combinations of the relative frequency differences based the following cost function

$$P(\sigma) = \int_0^R K_{\text{avg}}(r) - T(r)dr + \beta \int_0^R K_{\text{cross}}(r)dr + \lambda N + \tan \theta \sum_{i=1}^N \frac{\sigma_i^2}{\sigma^2} + \sum_{i=1}^N \sum_{k=1}^{N_{\text{fits}}} a_k \psi_k(\nu_i),$$

2We note however that instances of RLS inversions of the internal rotation of distant stars can be found in Deheuvels et al. (2014); Schunker et al. (2016a).
with $T$ the target function of the inversion, $\lambda$ a Lagrange multiplier, $N$ an additional regularization term (as will be discussed later), $c_i$ the inversion coefficients, $\theta$ and $\beta$ the trade-off parameters, $\sigma_i$ the uncertainties of the relative frequency differences, $\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} \sigma_i^2$, and $N$ the number of observed frequencies. The term $\sum_{i} c_i \psi_i(\nu)$ is a polynomial expression for the surface correction defined in Eq. (17), with $L$ the number of surface terms in the polynomial definition. In addition to these quantities, we define in Eq. (19) two terms, $K_{\text{avg}}$ and $K_{\text{cross}}$, the averaging and cross-term kernels, defined from the recombination of the structural kernels with the inversion coefficients. They will have the form.

$$K_{\text{avg}} = \sum_{i} c_i K_{s_1 s_2}$$

$$K_{\text{cross}} = \sum_{i} c_i K_{s_2 s_1}$$

if the target function of the inversion is related to the variable $s_1$ in the $(s_1, s_2)$ structural pair.

In other words, the SOLA method is based on a trade-off between precision and accuracy. The goal is to compute the best fit to the target function of the inversion while avoiding to amplify too much the observational uncertainties. Looking at Eq. (20), it is straightforward to see that the number of observed frequencies will play a crucial role for the accuracy of the method. The more frequencies are observed, the more structural kernels are available for recombination, and the more accurate the inversion will be.

The situation in asteroseismology is however very far from that of helioseismology. Since the surface of the star is not resolved, geometric cancellation forbids the detection of solar-like oscillations of angular degree higher than 3. This has important consequences for the capabilities of linear inversions, as the datasets for the best Kepler targets count at most $\approx 50$ to $\approx 60$ individual frequencies with low degrees. In such conditions, full scans of the internal structure, as carried out for the Sun, are not achievable.

Most of the time, the linear inversion of the structure will be limited by the number of frequencies and the validity of the linear formalism. An important difference between asteroseismic and helioseismic inversions is that the fundamental parameters, mass, radius and age of the star under study are not known. The solar case thus consists in an ideal environment where the bounds of the integrals in Eq. (15) are known, and where the knowledge of the age of the Sun provides a degree of control on the computed models, ensuring the validity of the linear formalism.

This will not be the case in asteroseismology, implying that a workaround has to be found, and some care has to be taken when interpreting the results of linear inversions. In practice, one can include an additional term in the cost function of the inversion related to the minimization of the mean density, as suggested by Roxburgh et al. (1998). In such conditions, one can consider that using dimensional and dimensionless frequencies, denoted $\nu$ and $\tilde{\nu}$ would be equivalent and that

$$\frac{\nu_{\text{obs}} - \nu_{\text{ref}}}{\nu_{\text{ref}}} = \frac{\tilde{\nu}_{\text{obs}} - \tilde{\nu}_{\text{ref}}}{\tilde{\nu}_{\text{ref}}}$$

if the mean density is perfectly fitted. This implies that the actual corrections derived by the inversion are for the dimensionless variable and not its dimensional counterpart. Another pragmatic approach to take this scaling effect into account is to carry out inversion for ensembles of models with the same mean density, determined for example from mean density inversions (See Section 5.3). This “scaling” effect can become very important when comparing actual differences between models. It also illustrates some degree of degeneracy in seismic inferences, and shows the importance of independent radii estimates from interferometric measurements, or combination of parallaxes and spectroscopic measurements. In practice, any high-quality non-seismic constraints will prove very useful to seismic modelling, and also explains why binary systems are still key testbeds of stellar physics, even in the era of space-based photometry missions (Appourchaux et al., 2015; Metcalfe et al., 2015; Bazot et al., 2016; Farnir et al., 2020; Salmon et al., 2021). Figure 5 illustrates such differences for two models of the Kepler target 16CygA from Farnir et al. (2020). The behaviour of the dimensional and dimensionless relative differences in squared isothermal sound speed can be quite different, showing the importance of understanding what variable is actually constrained by the inversion.

Another limitation of linear inversions is the range of validity of the linear formalism. In practice, calibrations using only non-seismic parameters will not be sufficient to ensure the applicability of the variational formalism to the inverse problem. Thus, as already noted by Thompson and Christensen-Dalsgaard (2002), a preliminary form of seismic modelling must be carried out before the inversion is performed, which implies that seismic data is already used beforehand. From a modelling point of view, this means that the inversion step is not completely independent of the preliminary modelling procedure, and that inversions relying on the variational equations can often be biased. This problem can become more substantial if the amplification of the observational uncertainties is small, meaning that the
inversion appears artificially precise. In this context, providing a set of reference models large enough is very important to ensure that the precision of the inversion is correctly assessed from the point of view of model-dependencies, non-linearities, and impact of empirical surface corrections.

### 5.1 Dealing With Surface Effects

The additional surface correction term in Eq. (17) leads to various complications in asteroseismic inversions. The additional term in Eq. (19) can often have a very significant impact on the inversion results, as it leads to a less favourable trade-off for a method already limited by the low number of observed modes to fit the target function. Determining the actual impact of the surface corrections on inversion results is particularly important, as in some cases they will lead to a larger variation of the inverted result than the uncertainties derived from the SOLA method. This is the case for mean density inversions, which thus require a more careful analysis. Indeed, the precision on the determined mean density will have an impact on the determined stellar mass using evolutionary modelling or the determined planetary mass from a radial velocity curve.

The classical polynomial fit used for helioseismic inversions is not applicable in the context of asteroseismology. It was usually advised to consider a polynomial of order up to 7 to fit the “surface term” (Rabello-Soares et al., 1999), which is not possible with asteroseismic data. Reese et al. (2012) initially attempted to limit the correction to the first order, but tests in hare and hounds exercises showed that this was even less efficient than not considering any correction (Reese et al., 2016).

With the advent of the new empirical corrections of Ball and Gizon (2014) and Sonoi et al. (2015), the surface term could be reduced to two additional terms. In such conditions, the surface term can sometimes be directly included in the fitting of the SOLA cost-function with limited impact on the quality of the fit of the target function of the inversion regarding accuracy, but will actually impact the amplitude of the inversion coefficients and thus the precision of the inversion. However, with very limited datasets, or for some more unstable inversions, the addition of two terms in the cost-function can lead to low quality reproduction of the target.

In such conditions, surface corrections can also be applied following the empirical formula of Sonoi et al. (2015) as a function effective temperature and surface gravity before carrying the inversion, using the corrected frequencies as the observed ones. An analysis of the importance of surface corrections for mean density inversions on red giant stars using averaged 3D atmospheric models and non-adiabatic frequency computations has been carried out in Bulgen et al. (2019b). They showed that applying the surface corrections beforehand could be more efficient than including it in the cost-function, as it did not affect the fit of the target function. A similar observation was made for Kepler 93 by Bétrisey et al. (2022). However, further tests and more thorough analyses have to be carried out for other indicators and datasets before concluding on the best approach to take into account surface effects. In addition, such studies do not necessarily indicate that the surface corrections are ultimately accurate, and an efficient workaround is then to avoid the surface effect dependency in the inversion altogether, as will be discussed in Section 6.

### 5.2 Inversions of Localized Corrections

The original SOLA inversions have been designed for determining local average corrections of the solar rotation profile (Pijpers and Thompson, 1994) from the variational expressions applied in the slowly rotating case. The same approach can be directly applied to structural inversions, with the only major change being that a cross-term contribution appears due to Eq. (15) including two integrals compared with the single integral relation of rotation perturbations.

Inversions of localized averages have been extensively performed in helioseismology, as well as comparisons with the RLS technique and applications to various structural pairs. The application of SOLA inversions to asteroseismic data was foreseen quite early, with studies on artificial data already carried out in the 1990s and early 2000s (Gough and Kosovichev, 1993a; Gough and Kosovichev, 1993b; Roxburgh et al., 1998; Basu et al., 2002; Takata and Montgomery, 2002). In most cases, the expected quality of the dataset was actually higher than what was actually brought by the space-based photometry missions, with some artificial datasets going as high as 100 observed frequencies, which unfortunately has not been achieved for any solar-like oscillator observed by Kepler.

In the case of localized inversions, the target function of the inversion usually is a Gaussian-like function of the form

$$ T = a \exp \left( -\left( \frac{r-y}{\Delta} + \frac{\Delta}{2\sigma_r} \right)^2 \right), $$

with $a$ a normalisation constant, $y$ the center of the Gaussian target function and $\Delta = \Delta(c(y))$ is linked to the width of the Gaussian, $\Delta c$ being a free parameter, and $c(y)$ and $c_{4}$ the adiabatic sound speed at the maximum of the kernel and at a radius of $0.2 R$, respectively.

The regularisation term $\mathcal{N}$ of Eq. (19) is then a unimodularity constraint on the averaging kernel of the form

$$ \int_0^R K_{\text{avg}} \, dr = 1, $$

to avoid high amplitudes of the inversion coefficients that can make the procedure unstable.

Applications of the SOLA method in its original form to actual asteroseismic data can be found as early as 2004 (di Mauro, 2004). More recent applications aiming at determining localized corrections to Kepler targets can be found in (Bellinger et al., 2017; Bellinger et al., 2019; Kosovichev and Kitiashvili, 2020; Bellinger et al., 2021; Bulgen et al., 2022). Such applications have been limited to the best Kepler targets, such as the 16Cyg binary system. Even in such cases, localised kernels can only be obtained in the deep layers, as a result of the availability of only low degree modes. An illustration of Gaussian averaging kernels obtained for 16CygA is illustrated in the right panel of Figure 6.

As shown in the left panel of Figure 6, such inversions have confirmed the accuracy of the reference evolutionary models for both stars determined from asteroseismic modelling using the
method of Farnir et al. (2020). The fact that the SOLA inversion cannot pinpoint differences between models of solar twins is not really a surprise. Indeed, the effects of varying the transport of chemicals by inhibiting settling of heavy elements to mimic turbulence at the base of the convective envelope, changing the radiative opacity tables, or changing the reference solar abundances is rather small for a given set of parameters such as mass, radius and age. From the analysis of solar models, the differences seen are of the order of 1% at the base of convective envelope and reduce to 0.2% in the deep radiative layers. In these conditions, linear asteroseismic inversions, showing uncertainties of a few percent, might not be able to pinpoint such small differences in structure if the fundamental parameters of a star are well constrained.

This points towards a quite stringent restriction of linear inversions, as they have a sort of "niche" where their application might be useful. In practice, an unsatisfactory agreement between the observed and modelled frequency separation ratios, \( r_{02} \) or \( r_{01} \), may indicate that carrying out inversions of the internal structure can be useful, as shown in Bellinger et al. (2019). However, if all frequency separation ratios are well reproduced, linear inversions of the internal structure might only confirm the validity of the evolutionary models and the traces of additional processes such as macroscopic mixing of chemicals might be looked for using frequency glitches (Monteiro and Thompson, 2005; Mazumdar et al., 2012; Mazumdar et al., 2014; Verma et al., 2014; Verma et al., 2017; Verma et al., 2019; Verma and Silva Aguirre, 2019) or depletion of light elements such as Lithium and Beryllium (Deal et al., 2015).

Localised inversions have also been applied to post main-sequence Kepler targets such as in Kosovichev and Kitiashvili (2020) and Bellinger et al. (2021). However, the validity of the variational equations in the context of mixed modes still needs to be thoroughly investigated, as shown by Ong and Basu (2020) and Ong et al. (2021), as coupling effects can cause the classical relation to break down for mixed modes, implying that a non-linear formalism, taking properly into account the coupling using the full system of oscillation equations might be required. In this context, non-linear inversions appear the most favourable approach for extracting meaningful constraints from asteroseismic data.

### 5.3 Inversions of Global Indicators

As a result of the difficulties of carrying out full profile inversions, a compromise was struck by Reese et al. (2012) who decided to focus on global quantities rather than attempt at localizing kernels. The main goal of such "indicator" inversions is to focus on one single quantity at a time using the variational expressions, trying to extract constraints on some well-chosen key quantities instead of detailed profiles. The chosen quantities are determined based on the structural properties under investigation, such as the mean molecular weight gradient in the deep radiative layers, or the profile of an entropy proxy close to the border of a convective zone.

A main difficulty of linear asteroseismic inversions is to find appropriate target functions for SOLA inversions that can be easily fitted with a very limited number of frequencies. Consequently, Reese et al. (2012) focused on a physical quantity well-known to be constrained by solar-like oscillations, the mean density. Buldgen et al. (2015a), Buldgen et al. (2015b), Buldgen et al. (2018) then focused on generalizing the formalism to other physical quantities. The linear inversion of an indicator will be computed as follows

\[
\frac{\delta E}{E} = \sum_{i=1}^{N} \delta y_i \frac{c_i}{y_i},
\]

with \( E \) the indicator, \( c_i \) the inversion coefficients determined by the SOLA method and \( y_i \) the individual frequencies.
The indicator is related to structural variables using an integral definition

$$E = \int_{0}^{R} f(r)g(s_1)dr,$$

and applying an eulerian linear perturbation to this equation leads to

$$\frac{\delta E}{E} = \int_{0}^{R} \frac{s_1 f(r) \delta g(s_1) \delta s_1}{s_1} dr = \int_{0}^{R} T_{E} \frac{\delta s_1}{s_1} dr,$$

which defines the target function of the indicator $T_{E}$ which will be used in Eq. (19) for this specific inversion.

An additional term is introduced in the SOLA cost-function, denoted $\mathcal{N}$ in Eq. (19). For the case of indicator inversion, it takes the following form

$$\mathcal{N} = \left[k - \sum_{i}^{N} c_i\right],$$

with $k$ an integer that relates the scaling of the indicator with respect to mass. The argument is based on the relation between an indicator and the frequencies, which go as $\sqrt{GM/R}$. Since the radius is essentially fixed by the definition of the boundary of the integral variational relation, the scaling ends up being a scaling with mass. The idea is to determine the properties of a homologous transformation that will lead to the correct rescaling of the indicator value.

Essentially, if the indicator goes as $E \propto M^{k/2}$, then a small perturbation of $\delta E/E = \epsilon/k$ will lead to a small perturbation of the frequencies $\delta \nu/\nu = \epsilon/k$. In these conditions, it can be shown that a homologous transformation with $\sum c_i = k$ leads to the correct rescaling of the indicator. Such inversions have been called “unbiased” in Reese et al. (2012). In practice, this term acts as an additional regularization term for the inversion to avoid high amplitudes of the inversion coefficients. As seen above, similar regularization terms are introduced for localized inversions in the form of unimodularity constraints for the kernels.

This additional constraint has also been associated with simple “non-linear” generalizations of the indicator inversions, following the approach of an iterative scaling of the model using homologous relations. This iterative scaling can be shown to provide generalized formulations of Eq. (25) which will depend on the value of the additional coefficient in the regularization term.

### 5.3.1 Mean Density

Mean density inversions were defined in Reese et al. (2012), as a potential application of the SOLA method to refine the determinations of stellar fundamental parameters from asteroseismic data. These inversions have been further tested later on in Buldgen et al. (2015b) for solar like stars, and applied to radial oscillations of post-main sequence stars in Buldgen et al. (2019b). The integral definition of the mean stellar density is

$$\bar{\rho} = \frac{3}{4\pi R^3} \int_{0}^{R} 4\pi r^2 \rho dr.$$

Hence, the target function is given by

$$T_{\rho}(r) = \frac{4\pi r^2 \rho}{R^3 \bar{\rho}},$$

with $\bar{\rho} = \frac{M}{R^3}$. An illustration of the target function in the case of 16CygA is provided in the bottom right panel of Figure 8. This function is usually fitted using structural kernels of the $(\rho, \Gamma_1)$ structural pair in the variational equation.

Mean density inversions have been applied to a wide variety of targets, mostly on the main sequence. They offer the advantage of providing an accurate determination of the mean density, beyond the capabilities of asymptotic estimates such as the large frequency separation (Vandakurov, 1967) and being less sensitive to surface effects than the latter.

Due to the easily fitted target function, mean density inversions are one of the few that can be applied with a very limited number of observed frequencies (See Reese et al., 2012; Buldgen et al., 2015b), without recalibration of the trade-off parameters. These inversions are thus suitable for an “automated” approach in modelling pipelines. However, they suffer from an overestimated precision of the inversion. As a result of the shape of the target function, the inversion coefficients are not very large and the amplification of the uncertainties is small. While this may seem as an advantage, it also means that the error bars on the determined mean density cannot be directly estimated using the SOLA method. In fact, the spread of results observed when using multiple models and empirical surface corrections is often much larger than the $1 \sigma$ error bars provided by the SOLA method. This is illustrated in Figure 7 for Kepler 93. In practice, mean density inversions must then be applied to a given set of models and their precision is closer to 0.2% or 0.3% (See Bétrisey et al., 2022) rather than the claimed 0.1% or less computed from the propagation of the observational uncertainties.
5.3.2 Acoustic Radius

Acoustic radius inversions were defined in Buldgen et al. (2015b). The acoustic radius of a star is defined as

$$\tau = \int_0^R \frac{dr}{c},$$  \hspace{1cm} (31)

and is related to the large frequency separation in the asymptotic regime as $$\Delta \nu = 2/\tau$$.

These inversions can be carried out with both the $$(c^2, \rho)$$ or the $$(\rho, \Gamma_1)$$ structural pair. As discussed above, structural pairs involving either $$\Gamma_1$$ or $$Y$$ as secondary variable should be preferred to minimize naturally the cross-term contribution. Therefore, for the $$(\rho, \Gamma_1)$$ structural pair, some manipulations are made using the definition of the squared adiabatic sound speed, $$c^2$$, and permutations of integrals to define the target functions of the inversion. In this form, the acoustic radius inversion has a non-zero target function for the cross-term contribution.

The target functions are defined as.

$$T_{\tau, \text{avg}} = \frac{1}{2c^2} \int_0^R \frac{m(r)}{r^2} \left[ \int_0^r \frac{1}{2c^2 P} dx \right] - 4\pi r^2 \rho \left[ \int_0^r \frac{1}{r^2} \int_0^x \frac{1}{2c^2 P} dy \right] dx,$$  \hspace{1cm} (33)

$$T_{\tau, \text{cross}} = -\frac{1}{2c^2},$$  \hspace{1cm} (34)

with $$\rho$$ the local density, $$m$$ the mass contained within the layer of radial position $$r$$, $$P$$ the pressure, $$c$$ the adiabatic sound speed, and $$\tau$$ the acoustic radius. An illustration of the target functions for 16CygA is illustrated the upper panels of Figure 8. Moreover, the supplementary regularization constraints on the inversion coefficients shows that their sum must be equal to $$-1$$.

Acoustic radius inversions show a similar behaviour to mean density inversions, as the target functions are easily fitted by the kernels. They can thus be applied to a wide range of targets, but suffer from two main drawbacks. First, just as the mean density inversion, the SOLA method overestimates the precision of the inversion, meaning that the uncertainties derived from the propagation of the observational uncertainties cannot be trusted. Second, as a result of the behaviour of the target function, which results from the definition of the acoustic radius, the inversion is more sensitive to surface effects and thus difficult to apply to observed targets. This high sensitivity prohibits the use of acoustic radius inversions in practice and they have only been applied to the 16Cyg binary system in Buldgen et al. (2016a). While Buldgen et al. (2015b) concluded that the method was robust with respect to surface changes in the models and non-adiabatic effects in the oscillation computations, further investigations are required to determine in more details the robustness of these inversions using more sophisticated tests and comparisons.

5.3.3 Core Condition Indicators

Given the importance of constraining the core conditions of distant stars to determine reliable estimates of their ages, much effort has been devoted to define appropriate core condition indicators. Three of them were defined in recent years, with different observed targets in mind.

The first indicator was defined in Buldgen et al. (2015b) and based on the asymptotic expression of the small frequency separation. The idea was to determine the quantity

$$t = \int_0^R \frac{1}{r} \frac{dc}{dr} dr,$$  \hspace{1cm} (35)

using the $$(c^2, \rho)$$ structural pair. As mentioned above, the use of this structural pair has been shown to lead to higher amplitude of cross-term contributions. The target function for this indicator is defined by

$$T_t = \frac{1}{t} \frac{dc}{dr},$$  \hspace{1cm} (36)
Due to the difficulty of fitting the target function of this indicator, Buldgen et al. (2015b) opted for a modified version of the SOLA method, trying to fit the antiderivative of the target function rather than the target function itself. This leads to a slight modification of the SOLA cost function with the first term being written

$$\int_0^R \int_0^r T_t(x) dx - \int_0^r K_{\text{avg}}(x) dx \right]^2 dr. \quad (37)$$

This approach has been shown by Reese et al. (2012) and Buldgen et al. (2015b) to show reasonably accurate results for both mean density and core condition indicator, at the expense of a lower stability since oscillatory behaviours are allowed around the target function of the inversion. Regarding the additional regularization term, the value of k for the sum of the inversion coefficients is shown to be 1.

An illustration of the target function of the $t_0$ indicator is provided in the lower left panel of Figure 8. Buldgen et al. (2015b) concluded that this indicator would be mostly well-suited for young low mass stars, and published results only include tests on artificial data. It is worth noting that all indicators defined so far, namely $\rho$, $r$ and $t$ have their roots in the asymptotic relations of solar-like oscillations.

A second core condition indicator, denoted $t_n$, was derived in Buldgen et al. (2015a), to allow us to access to the core conditions of low-mass stars at later stages of core hydrogen burning. The definition of this new quantity is

$$t_n = \int_0^R f(r) \left( \frac{du}{dr} \right)^2 dr, \quad (38)$$

with $u = P/\rho$, the squared isothermal sound speed and $f(r)$ a weight function defined as

$$f(r) = r (r - R) \exp \left( -7 \frac{r^2}{R} \right). \quad (39)$$

The target function for this indicator is defined as

$$T_{t_n} = -2u \frac{d}{dr} \left( f(r) \frac{du}{dr} \right), \quad (40)$$

and the inversion is carried out using either the $(u, Y)$ or the $(u, \Gamma_1)$ structural pair. Tests on artificial data showed that both pairs led to a similar accuracy of the inversion. From a numerical point of view, the $(u, Y)$ pair leads to a lower cross-term that is more easily damped, whereas using the $(u, \Gamma_1)$ pair relies on the low amplitude of the relative differences in $\Gamma_1$ between the reference model and the target. An illustration of the target function of the $t_n$ indicator is shown for 16CygA in the right panel of Figure 9.

The value of $k$ in Eq. 28 is $-2/3$. The inversion will be carried out using the $(S_{5/3}, \Gamma_1)$ or $(S_{5/3}, Y)$ structural pair.

An illustration of the target function for an F-type star model with a convective core is provided in the left panel of Figure 10, the extent of the core can be clearly seen from the plateau in the profile of $1/S_{5/3}$, with $S_{5/3} = \frac{\delta M_{\text{e}}}{\delta S_{5/3}}$. This inversion has been applied to artificial data in Buldgen et al. (2018), and to actual observed targets in Buldgen et al. (2017a), Salmon et al. (2021), and Buldgen et al. (2022), showing in some cases significant differences with respect to the reference models.

Detailed studies of F-type stars have not yet been undertaken and require more care as a result of the potential higher impact of surface effects. A generalization of the technique to the use of frequency separation ratios instead of individual frequencies could perhaps alleviate the issue.

5.3.4 Envelope Indicator

In addition to defining core conditions indicators, Buldgen et al. (2018) decided to attempt at providing constraints on the entropy plateau in the convective envelope of solar-like stars. This approach was partly motivated by results in the solar case (Buldgen et al., 2017c), showing a significant variation of the height of the entropy plateau in the solar convective zone for models built with different opacity tables.

The indicator was defined as follows

$$S_{\text{env}} = \int_0^R h(r) S_{5/3} dr. \quad (44)$$
with the weight function $h(r)$ defined as

$$h(r) = \left[ \alpha_1 \exp\left(-\alpha_2 \left( \frac{r}{R} - \alpha_3 \right)^2 \right) + \alpha_4 \exp\left(-\alpha_5 \left( \frac{r}{R} - \alpha_6 \right)^2 \right) \right] \\
\times \frac{0.78}{1 + \left( \exp\left( \frac{R - 1}{\alpha_7} \right) / \alpha_8 \right)^{1/3}} \times r^{\alpha_9} \tanh\left( \alpha_{10} \left[1 - \left( \frac{r}{R} \right)^4 \right] \right).$$

(45)

With these definitions, the value of $k$ in the additional regularization term is given by $2/3$. An illustration of the target function, as well as the normalized variable $S_{5/3} = \frac{GM^2}{R^4} S_{5/3}$, is provided in the right panel of Figure 10.

While the number of parameters in the definition of the weight function is high, only the $\alpha_1$, $\alpha_2$ and $\alpha_3$ values are modified in practice. They drive the peak in the target function that can be used to extract information in intermediate radiative regions or even regions close to the base of the convective envelope. It is however extremely difficult to extract information on the entropy plateau of the convective envelope for asteroseismic targets due to the absence of high and intermediate degree modes. Thus, the corrections derived by the $S_{\text{env}}$ indicator will be linked to a
mixture of variations in the deep and intermediate radiative layers.

This indicator has been tested on artificial data, showing promising results, and more recently on 16Cyg, where it did not succeed in providing significant corrections to the models, but rather a confirmation of their quality. This indicator seems to be better suited for low mass stars, for which the convective envelope goes deeper and can be more easily probed with low degree modes using the variational expressions.

6 SURFACE INDEPENDENT NON-LINEAR INVERSIONS

As noted above, linear variational inversions show two main weaknesses. First, the simplified single step correction provided by linear methods may not be sufficient to actually reproduce the data. Iterative approaches (although used for solar models (Antia and Basu, 1994), but have yet to be successfully adapted and applied to asteroseismic data. The adaptation would be quite difficult, especially with the RLS method originally used that usually retains a strong linear trend due to the regularization term. In contrast, damping too much the regularization leads to non-physical oscillatory behaviour of the solution, which is also problematic. Switching from the RLS method to the SOLA method, as done for example in Buldgen et al. (2020) for the Sun, would require additional interpolations and the convergence of the technique would depend heavily on the behaviour of the averaging kernels as well as on the surface correction.

Indeed, the use of individual frequencies leads to a strong impact of surface effects on the inferred values, meaning that the inversion will be intrinsically limited by the accuracy of the empirical surface corrections. Using relative differences in frequency separation ratios instead of individual frequencies may partially alleviate the issue, but it might lead to intrinsic non-linearity problems and frequency separation ratios might still be, in some cases, significantly affected by activity effects (Thomas et al., 2021). Another limitation of using frequency separation ratios is that the information of the stellar mean density is lost through the scaling of the ratios by the large frequency separation.

In this context, asteroseismic inversions would ideally need to be able to intrinsically and reliably circumvent the surface effects of solar-like oscillations, within an efficient iterative scheme.

In the following Sections, we will present two approaches based on the phase relation of solar-like oscillations that fulfill those two requirements. Another advantage of these methods is that, as they solve the full fourth order system of oscillation equations, the issue of mode coupling arising in the case of mixed modes observed in subgiants and red giants will not affect the results, unlike the variational equations (Ong and Basu, 2020; Ong et al., 2021).

The approach chosen here is based on the fact that if \( \omega \) is an eigenfrequency of the star, then it must satisfy a phase equation (Vorontsov, 1998; Roxburgh and Vorontsov, 2000) in which the internal structure can be described from inner phaseshifts and the outer layers from outer phaseshifts (see below). In such an approach, the fitting is carried out by reconnecting partial wave solutions in the inner and outer layers at a suitable point. The reconnexion point is chosen such that the oscillation will be almost vertical but still deep enough so that surface effects do not impact the inner solution.

This method allows us to efficiently separate the contribution of the outer layers without the need for additional empirical corrections. As the inner phase shift is independent of the surface layers and is the constraint used to represent the internal structure, the inversion of the inner layers is essentially independent of the surface effects.

The technique will be applied to HD177412A, the more massive component of the binary system HIP 93511, using the dataset derived by Appourchaux et al. (2015) from almost 2 years of continuous Kepler observations.

6.1 Non-Linear Inversion Using Inner Phaseshifts

The inversion technique presented in this Section subtracts the effect of the surface layers and seeks to infer the structure of the inner layers. More specifically, we use as fitting condition that the inner phase shifts of the solution of the oscillation equations of a model, using the observed frequencies, should collapse to a function only of frequency in the outer layers of a star (Vorontsov, 1998; Vorontsov, 2001; Roxburgh I. and Vorontsov S., 2003; Roxburgh, 2015). In other words, we use the fact that the contribution of the outer layers is a function only of frequency (although unknown) for low degree modes. Other surface layer independent fitting procedures could equally be used, e.g., matching the ratio of small to large separations of the model and observations, or matching phase differences (Roxburgh and Vorontsov, 2013; Roxburgh, 2015).

The inner phase shift \( \delta_{nl}(\nu) \) is the departure of the solution of the oscillation equations from a harmonic function and is defined by

\[
\frac{\psi}{\partial t} = \tan(\omega \tau - \ell \pi/2 + \delta), \quad \psi(t) = \frac{rP'}{(\rho c)^2}, \quad \omega = 2\pi \nu, \quad (47)
\]

calculated at some fractional radius \( \nu \) in the outer layers, where \( \tau = \int_0^r dr/c \) is the acoustic radius at the radial position \( r \), \( c \) the local sound speed and \( P' \) the Eulerian pressure perturbation.

This provides a fitting criterion for the inversion of the form

\[
\alpha_{nl} = \frac{\pi}{\Delta_0} \delta_{nl} - \pi(n + \ell/2) = \alpha_0(\nu), \quad (48)
\]

where \( \Delta_0 \) is an estimate of the large frequency separation and \( \alpha_0(\nu) \) is an unknown function only of frequency and not of \( \ell \), depicting the contribution of the surface layers to the eigenfrequency. The outer phase shift, \( \alpha_0 \), is a parametrised function of \( \nu \), (here we used a sum of \( N_n \) Chebyshev polynomials) and the associated coefficients are determined by a best fit to \( \alpha_{nl} \). The fitting condition is then

\[
\chi_{df}^2 = \frac{1}{N_\nu - N_n} \sum \left( \frac{\alpha_{nl} - \alpha_0}{\epsilon_{nl}} \right)^2, \quad (49)
\]
where $\epsilon_{n,\ell}$ is the error in the inner phase shift, $\delta_{n,\ell}$, obtained by propagating the error in the frequencies ($\sigma_{n,\ell}$) through the calculation of the inner phaseshift. $N_\alpha$ is the number of coefficients in the polynomial representation of the outer phase shift $\alpha$. It is worth noting that the value of $\Delta_0$ or the effects of a misidentification of radial order values for the modes has no impact on the method, as they are absorbed in the value of $\alpha_0$.

### 6.1.1 Inversion Procedure

The acoustic structure of a model is determined by the profiles of the local density $\rho(r)$, the local pressure $P(r)$ and the first adiabatic exponent $\Gamma_1(r)$. The density profile provides the mass distribution and the pressure follows from hydrostatic support and a pressure surface value, denoted here $P_s$. The first adiabatic exponent can be taken either from an initial trial model or as given a fixed value of $5/3$ since the departure from $5/3$ remains very small in the stellar interior (except in massive stars). Errors in the value of the surface pressure are unimportant as they have only a very small effect on the interior solution obtained with the inversion.

The model can be parametrised in many ways. For example one can use the value of the stellar mass and radius, or the local density $\rho(r)$ on a radial mesh or, as we used here, with the values of $d\log \rho/dr$ at a set of radial mesh points together with some interpolation and integration algorithm to reconstruct the structure.

The starting point of the inversion is some initial trial (input) model. It can be in principle a very simplified depiction of the structure such as a polytrope, but will be in practice some stellar model calculated with some stellar evolution code. The parameters used in the representation of the model through its inner and outer phaseshifts are iteratively modified to reduce the value of $\chi^2_{df}$, stopping when it reaches 1.0, meaning that the internal structure as seen by the data is correctly reproduced with the parametric profile.

Figure 11 shows the results starting with an input model of HD177412A computed with the Liège evolution code (Scuflaire et al., 2008), denoted here “LM” model. This model has a mass, $M$, of 1.3 $M_\odot$, a radius, $R$, of 1.68 $R_\odot$ and a central hydrogen abundance, $X_c$ of 0.09. Its initial chemical composition is $X_0 = 0.7$, $Z_0 = 0.02$. This model was also rescaled to the mass and radius values provided by the seismic scaling relations (Brown et al., 1991; Kjeldsen and Bedding, 1995) and the observed values of $\nu_{\text{max}}$ and $\Delta$. It should be noted that the initial model exhibited a convective core and that the inversion has kept it in the final solution.

Figure 12 shows an inversion starting with an input STAROX model (Roxburgh, 2008) denoted here “IR” with a mass of 1.1 $M_\odot$, a radius of 1.22 $R_\odot$, a central hydrogen abundance of 0.05 and an initial chemical composition of $X_0 = 0.7$, $Z_0 = 0.02$. This model was also rescaled to the mass and radius values provided by the seismic scaling relations, namely $M = 1.25 M_\odot$, $R = 1.81 R_\odot$. 

![Figure 11](image-url)
The models were represented by $N_k$ values of $d \log \rho / dr$ on a discrete mesh, and inversions undertaken with different values of $N_k$ between 10 and 180. A downhill simplex method (Nelder and Mead, 1965) was used to search for a minimum in $\chi^2$. The minimisation was made using the downhill simplex method with the adjustable parameters being the density derivatives on the model mesh (but any other model parameters would be suitable). The model was constructed from these model parameters - and the inner phase shift calculated for the model using the observed frequencies as in Eq. 46 and $\chi^2$ as in Eq. 48. Various values of the reconnexion point $x_f$ and different $\Gamma_1$ profiles (constant or that of the input model) were tested to see the impact on the results.

The results of the inversion using the iterative regularization procedure of Section 6.2 are also presented in Figure 12. In this case, the radius of the model was further adjusted to $1.742 R_\odot$ to improve the fit. The solution of both the method illustrated here and that of Section 6.2 are very similar, if starting from the same input model. However they differ widely from the results using the “LM” model instead of the “IR” one, as the presence of the convective core is not confirmed in the latter case.

6.1.2 Results
As is clear from the figures, different types of inverted models were obtained when starting from different initial conditions: the solution is thus not unique and it appears that some feature of the initial model remain after the inversion. This indicates a degree of degeneracy in the solutions. We can separate two families of solutions:

1. Using the “LM” model as input, the solution of the inversion shows clear signatures of a convective core. However, as shown in Figure 11 it was already present in the initial model.
2. Using the “IR” model as input, the solution has no convective core but a steep hump in the sound speed typical of the end of main sequence evolution of lower mass stars. Again, this feature was already present in the reference model and the inversion has just enhanced it.

We conclude that seismic inversion alone is unable to distinguish between the solution with or without a convective core. More precise data and higher frequency modes could help lift this degeneracy and distinguish between the two families of solutions. This requires a detailed study of the dependence of the inner phase shifts on the precision of both the model and of the frequencies, and possibly estimates of the limits on the luminosity of the inverted model compared with the observed value.

6.2 Iterative Regularization
The basic approach to make asteroseismic inversions insensitive to the structure of the outermost stellar layers and physics of the oscillations in these layers is here the same as in the previous
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FIGURE 13 | Result of structural inversion for HD177412A: the sound speed (A), density (B) and buoyancy frequency (C). Dashed lines show a (re-scaled) model taken as an initial guess; solid lines display the inverted result. Dotted lines are the results obtained when the measured frequencies were added with Gaussian noise, of variance corresponding to the reported uncertainties, in 10 realizations, to address the sensitivity of the inversion to random errors in the input data. The nearly-optimal mean density of the model is 0.293 \text{g/cm}^3. The \text{M} = 1.1M_\odot mass but a bigger R = 1.74R_\odot radius.

section. Due to the low values of the sound speed in the subsurface layers, the radial wavenumber of low-degree p-modes is much larger than the horizontal wavenumber. Therefore the radial eigenfunctions are expected to depend on the oscillation frequency \( \omega \) only, but not on the degree \( \ell \).

The major difference is in the regularization technique of the inversion. Here, we use a nested iterative algorithm: inner and outer iterations. Inner iterations are performed with a limited number of linearized descents using conjugate gradients; the number of inner iterations plays the role of regularization parameter. The seismic model is taken as a new initial guess, and the optimization process is repeated in the outer iterations. In stellar seismology, the algorithm was tested on artificial data in Roxburgh and Vorontsov (2002), Roxburgh I and Vorontsov S (2003). It was applied to the inversion of observational frequencies of HD177412A (Appourchaux et al., 2015), with the results being described later in this section.

The practical implementation of the technique derives largely from the helioseismic structural inversions of Vorontsov (2001, 2002); Vorontsov et al. (2013). The hydrostatic model is described by cubic B-splines for \( m(r)/r^2 \) with knots distributed uniformly in \( r^2 \), allowing a piecewise-analytic representation of the pressure, density and density-gradient profiles. The number of splines is chosen high enough to reproduce adequately regions of rapid spatial variation (e.g., the base of the convective envelope). In stellar inversions, the radial profile of the adiabatic exponent \( T_\ell(r) \) is taken from the initial model and remains unchanged.

The seismic model is truncated at some level \( r = r_b \) below the photosphere, where wave propagation is close to that of a pure sound wave, but not too deep for waves to remain nearly vertical \( (r_b = 0.99R \text{ in the inversion described below}) \). For each mode in the data set, of frequency \( \omega \) and degree \( \ell \), we solve the fourth-order system of the adiabatic oscillation equations by a shooting technique in the interval \( 0 \leq r \leq r_p \). From the two solutions regular at the center, we form the linear combination satisfying the Laplace equation for gravity perturbations in the envelope. At the truncation boundary \( r = r_b \), we match this numerical solution with the wave function \( \psi_p \) proportional to the Eulerian pressure perturbation (see Vorontsov et al. (2013)), and measure the “phase propagation time” \( T_{\ell n} \) defined as

\[
\omega T_{\ell n} = n \left( n - n_{int} + \frac{1}{2} \right) + \arctan \left( \frac{d\psi_p}{dt} \right) \bigg|_{r=r_b},
\]

with \( n \) the mode radial order, \( n_{int} \) the number of nodes in the Eulerian pressure perturbation below the truncation boundary, and \( \tau \) the acoustic depth. \( T_{\ell n} \) can be interpreted as the wave propagation time between \( r = r_b \) and the upper turning point. When the model fits the observational frequencies, the \( T_{\ell n} \) values of all the observed modes fit an approximation

\[
T_{\ell n} = T_1(\omega),
\]

where \( T_1(\omega) \) is a slowly-varying function of frequency. We approximate this function by a polynomial. The degree of the polynomial shall be significantly smaller than the number of modes in the observational data set, but high enough to absorb variations coming from e.g., HeII ionization (which enter \( T_1(\omega) \) if this region is not well described by the model). In the results presented below, the polynomial degree is 10.

The mismatch between the model and the data is measured by the merit function \( M \) defined as
\[ M^2 = \frac{1}{N} \sum_{\ell} \left( \frac{T_{\ell\omega} - T_{1}(\omega)}{\delta T_{\ell\omega}} \right)^2, \]  

where \( N \) is number of modes in the data set, and uncertainties \( \delta T_{\ell\omega} \) are calculated from the uncertainties of the frequencies. Values of \( M \) close to 1.0 or below indicate that the model fits the oscillation frequencies adequately.

The relations between small variations of the model parameters and variations of the phase of the wave function \( \psi_{\ell} \), at the truncation boundary (the last term in Eq. (49)), needed for the linearized descents, as well as the relation between this phase variation and variation of frequency, needed for calculating \( \delta T_{\ell\omega} \), stem from the linear perturbation analysis of Vorontsov et al. (2013), Appendix A.

A set of “elementary” model variations is then defined as partial sums of the B-splines describing \( m(r)/r^3 \) starting from the stellar center (i.e., each elementary variation is defined as a truncated representation of the equilibrium model). They are then normalized such as to ensure nearly equal relative variations of equilibrium density. We thus arrive to an algebraic system

\[ Ax = f_b, \]  

where the components of the \( x \) vector are the amplitudes of elementary variations, and the mismatch between \( T_{\ell\omega} \) and \( T_{1}(\omega) \) defines the components of \( f_b \). The equations are then normalized to bring random errors in the right-hand side to unit variance.

The amplitudes of elementary variations are controlled by a set of orthogonal polynomials of a discrete (integer) variable (index \( i \) of \( \chi_i \)). A choice of the polynomial set is known to be governed by a choice of the weight function in their orthogonality relation. This function is specified by the Euclidean norms of corresponding columns of matrix \( A \) (Strakhov and Vorontsov, 2001). This particular choice of the weight function, which defines the polynomials, ensures that the response of the components of \( x \) to random frequency errors is nearly uniform, at least in the first gradient descents. The upper degree of the polynomial set has to be high enough to allow proper resolution of the inversion (set at 35 in the results below; the exact choice is not important as regularization is performed by limiting the number of iterative descents, not by constraining the functional space of allowed solutions). To ensure better stability of the inversion in the outer layers, the polynomials were additionally apodized with a cosine bell function in the interval between \( r = 0.7R \) and \( r = 0.9R \) and set to zero above.

An important ingredient of the seismic inversion when the stellar mass \( M \) and radius \( R \) are not well known is the degeneracy of the oscillation frequencies with respect to an homology rescaling. When represented in dimensionless variables, one particular seismic model describes a two-parametric family of physical models, where the density profile \( \rho(r) \) scales as \( M/R^3 \), the squared sound speed \( c^2(r) \) scales as \( M/R \), the squared buoyancy frequency \( N^2 \) and squared oscillation frequencies \( \omega^2 \) both scale as \( M/R^3 \). Thus an initial proxy model represented in dimensionless variables will describe a two-parametric family of physical models which differ in \( M \) and \( R \). We bring the measured frequencies to their dimensionless values without imposing the stellar mass and radius: instead, we adjust \( M/R^3 \) in this scaling such as to achieve the best performance of the inversion (the best likelihood of the result after convergence). In this way, the inversion provides a best-fit value for \( M/R^3 \). The inverted dimensionless model now describes a one-parametric family of physical models, all of which satisfy the input data. Each model in this family can be rescaled to different values of \( M \) and \( R \), keeping \( M/R^3 \) unchanged. In this re-scaling, which does not change the oscillation frequencies, \( \rho(r) \) and \( N^2(r) \) remain unchanged, but \( c^2(r) \) re-scales in proportion to \( M/R^3 \).

The results obtained with the observational p-mode frequencies of HD177412A and an evolved model of 1.1\( M_\odot \) star with a central hydrogen abundance of \( X_c = 0.05 \) (model “IR” of the previous section) taken as an initial guess are shown in Figure 13. Descents to an adequate value of the merit function (below 1.0) were performed in 7 inner and 15 outer iterations. The steep decrease in the sound-speed towards the center (panel a of Figure 13), together with big density contrast (panel b of Figure 13) indicate that the star is at a very late stage of the main-sequence evolution. The resulting steep gradient in the molecular weight is responsible for the sharp variation of the buoyancy frequency (panel c of Figure 13). We note that the prominent wigglies in the \( N^2 \)-curves below 0.1\( R \) are due to model discretisation (the cubic spline for \( m(r)/r^3 \) is continuous together with two derivatives, but provides \( N^2(r) \) with discontinuities in its gradient).

We do not see any signature of a convective core in the results of this inversion. Comparing with results reported in the previous section, we have to admit that with the amount and quality of frequency measurements available for HD177412A, the seismic inversion alone cannot answer the question of whether or not the star has a convective core. Additional non-seismic constraints have to be invoked to address this question.

7 CONCLUSION

This paper is an attempt at providing a brief review of the available inversion techniques for determining the structure of solar-like oscillators. In general, seismic inversions can also involve the determination of the internal structure of a star from evolutionary computations or static computations, which we briefly discussed in Section 3. Most inversions wrongly refer today to the specific class of the linear methods based on the variational integral relations between frequency perturbations and structural corrections. These techniques have originated in helioseismology and are now being applied to the high-quality datasets provided by space-based photometry missions.

These methods still allow us to provide interesting estimates of the corrections to be applied to the internal structure of a given target, but intrinsic limitations such as the linearity of the integral relations and the treatment of surface effects remain major weaknesses of these techniques. In practice, while the era of space-based photometry missions has provided high quality data, it is still far from being enough to enable a full scan of the internal structure of a distant star using, for example, the SOLA method described in Section 5. As discussed in this section, the versatility
in the definition of the target function of the SOLA method allows us to compromise between determining global or local estimates of corrections, with global estimates being sometimes more easy to derive from a limited dataset. Another good example of this versatility being shown in Pijpers et al. (2021). Such approaches have been applied with success to the best Kepler targets and will remain applicable to both TESS and PLATO data in the future, especially to very precisely estimate the mean density of observed targets from a limited oscillation spectrum. Inversions of indicators as well as localized inversions would remain only applicable for the best targets with very rich oscillation spectra. Further improvements of the linear methods include the development and application of inversions based on relative frequency separation ratios. Indeed, Deheuvels et al. (2016) and Farnir et al. (2019) have shown that they could be used to constrain the extent of convective cores from solar-like oscillations and such inversions would likely alleviate the issue of the surface-effect dependency.

In addition to discussing linear variational inversion techniques, we also presented surface independent non-linear inversions based on the phase shifts of solar-like oscillations. Such methods have proven to be very efficient at determining the internal structure of solar-like oscillators for both artificial and real Kepler datasets while suppressing efficiently the contribution of surface regions.

In practice however, our results confirm that non-seismic data can play a key role in discriminating between various families of inverted models. In this context, GAIA data will certainly be helpful in determining precise luminosity values, provided that accurate spectroscopic parameters are available. Interferometric radii determinations, when available, may also prove extremely helpful in this respect. It is indeed no surprise that the results presented here are for bright components of binary system, which are known to be prime testbeds of the theory of stellar structure and evolution.

An important point to note is that most of the inversions so far have been performed for main-sequence solar-like oscillators exhibiting only pure pressure modes (with the exception of Kosovichev and Kitiashvili (2020) and Bellinger et al. (2021)). The wealth of seismic information contained in mixed oscillation modes thus still remains to be fully exploited. In this aspect, the non-linear inversions presented in Section 6 are a promising avenue to take directly into account the intrinsic non-linearity of the mixed modes and to provide constraints on the internal stratification of subgiant and red-giant stars. Initial applications of phase matching for mixed modes can be found in Roxburgh (2015) for artificial data and a detailed characterization using evolutionary models of the stratification of a subgiant can be found in Noll et al. (2021), studying its consequence for core overshooting in the main sequence. These works provide benchmark approaches to further constrain the internal structure of evolved stars, for which insights on the core stratification will play a key role in improving our understanding of the missing efficient angular momentum transport at play in these stages.

**AUTHOR CONTRIBUTIONS**

GB, JB, and DR provided the data for Sections 2, 3, 4 and 5. IR and SV provided the data for Section 6. All authors read the manuscript and contributed to the discussion.

**FUNDING**

GB and JB acknowledge fundings from the SNF AMBIZIONE grant No 185805 (Seismic inversions and modelling of transport processes in stars).

**REFERENCES**

Aguirre Bersen-Koch, V., Rørsted, J. L., Justesen, A. B., Stokholm, A., Verma, K., Winther, M. L., et al. (2022). The BAYesian SToellar Algorithm (BASTA): a Fitting Tool for Stellar Studies, Astroseismology, Exoplanets, and Galactic Archaeology. *Mm. Notice R. Astronomical Soc.* 509, 4344–4364. doi:10.1093/mnras/stab2911

Antia, H. M., and Basu, S. (1994). Nonasymptotic Helioseismic Inversion for Solar Structure. *Astronomy Astrophysics Suppl. Ser.* 107, 421–444.

Appourchaux, T., Antia, H. M., Ball, W., Creevey, O., Lebreton, Y., Verma, K., et al. (2015). A Seismic and Gravitationally Bound Double Star Observed by Kepler. *Astronomy Astrophysics Suppl. Ser.* 206, 10.1051/0004-6361/2015256610

Backus, G., and Gilbert, F. (1970). Uniqueness in the Inversion of Inaccurate Gross Earth Data. *Phil. Trans. R. Soc. Lond. A* 266, 123–192. doi:10.1098/rsta.1970.0005

Baglin, A., Auvergne, M., Barge, P., Deleuil, M., and Michel, E. CoRoT Exoplanet Science Team (2009). CoRoT: Description of the Mission and Early Results. *Transiting Planets, Proc. Int. Astronomical Union, IAU Symposium* 253, 71–81. eds. F. Pont, D. Sasselov, and M. J. Holman. doi:10.1017/S1743921308026252

Ball, W. H., Beeck, B., Cameron, R. H., and Gizon, L. (2016). MESA Meets MURAM: Surface Effects in Main-Sequence Solar-like Oscillators Computed Using Three-Dimensional Radiation Hydrodynamics Simulations. *Astronomy Astrophysics* 592, A159. doi:10.1051/0004-6361/201628300

Ball, W. H., and Gizon, L. (2014). A New Correction of Stellar Oscillation Frequencies for Near-Surface Effects. *Astronomy Astrophysics* 568, A123. doi:10.1051/0004-6361/201424325

Basu, S., and Christensen-Dalsgaard, J. (1997). Equation of State and Helioseismic Inversions. *Astronomy Astrophysics* 322, L5–L8.

Basu, S., Christensen-Dalsgaard, J., and Thompson, M. J. (2002). “SOLA Inversions for the Core Structure of Solar-type Stars,” in *Stellar Structure and Habitable Planet Finding*, Editors B. Battrick, F. Favata, I. W. Roxburgh, and D. Galadi (Córdoba, Spain: ESA Special Publication), 485, 249–252.

Basu, S., and Thompson, M. J. (1996). On Constructing Seismic Models of the Sun. *Astronomy Astrophysics* 305, 631.

Bazot, M., Benomar, O., Christensen-Dalsgaard, J., Gizon, L., Hanasoge, S., Nielsen, M., et al. (2019). Latitudinal Differential Rotation in the Solar Analogues 16 Cygni A and B. *Astronomy Astrophysics* 623, A125. doi:10.1051/0004-6361/201834594

Bazot, M., Christensen-Dalsgaard, J., Gizon, L., and Benomar, O. (2016). On the Uncertain Nature of the Core of a Cen A. *Mon. Not. R. Astron. Soc.* 460, 1254–1269. doi:10.1093/mnras/stw921

Bazot, M. (2020). Uncertainties and Biases in Modelling 16 Cygni A and B. *Astronomy Astrophysics* 635, A26. doi:10.1051/0004-6361/201935565

Bedding, T. R., Kjeldsen, H., Butler, R. P., McCarthy, C., Marcy, G. W., O’Toole, S. J., et al. (2004). Oscillation Frequencies and Mode Lifetimes in a Centauri A. *Astrophysical J.* 614, 380–385. doi:10.1086/423484
Vandakurov, Y. V. (1967). The Frequency Distribution of Stellar Oscillations. *Astron. Zhurnal* 44, 786.
Verma, K., Faria, J. P., Antia, H. M., Basu, S., Mazumdar, A., Monteiro, M. J. P. F., et al. (2014). Asteroseismic Estimate of Helium Abundance of a Solar Analog Binary System. *Astrophysical J.* 790, 138. doi:10.1088/0004-637X/790/2/138
Verma, K., Raodeo, K., Antia, H. M., Mazumdar, A., Basu, S., Lund, M. N., et al. (2017). Seismic Measurement of the Locations of the Base of Convection Zone and Helium Ionization Zone for Stars in the KeplerSeismic LEGACY Sample. *Astrophysical J.* 837, 47. doi:10.3847/1538-4357/aa5da7
Verma, K., Raodeo, K., Basu, S., Silva Aguirre, V., Mazumdar, A., Mosumgaard, J. R., et al. (2019). Helium Abundance in a Sample of Cool Stars: Measurements from Asteroseismology. *Mon. Notices R. Astronomical Soc.* 483, 4678–4694. doi:10.1093/mnras/sty3374
Verma, K., and Silva Aguirre, V. (2019). Helium Settling in F Stars: Constraining Turbulent Mixing Using Observed Helium Glitch Signature. *Mon. Notices R. Astronomical Soc.* 489, 1850–1858. doi:10.1093/mnras/stz2272
Vorontsov, S. V. (2002). “Helioseismic Structural Inversion with SOHO MIDI Data,” in Proceedings of the SOHO 11 Symposium on From Solar Min to Max: Half a Solar Cycle with SOHO, Davos, March 11–15, 2002. Editor A. Wilson (ESA Special Publication), 107–110.508
Vorontsov, S. V. (2001). “Inversion for the Solar Hydrostatic Structure,” in SOHO 10/GONG 2000 Workshop: Helio- and Asteroseismology at the Dawn of the Millennium, Santa Cruz de Tenerife, October 2–6, 2000. Editors A. Wilson and P. L. Pallé (ESA Special Publication), 563–566.464

Vorontsov, S. V. (1998). “Seismic Sounding of the Solar Interior: Differential Response Technique,” in Sounding Solar and Stellar Interiors, IAU Symp. 181 (Posters), Nice, September 30–October 3, 1996. Editors P. Janine and S. Francois-Xavier, 135.
Vorontsov, S. V., Baturin, V. A., Ayukov, S. V., and Gryaznov, V. K. (2013). Helioseismic Calibration of the Equation of State and Chemical Composition in the Solar Convective Envelope. *Mon. Notices R. Astronomical Soc.* 430, 1636–1652. doi:10.1093/mnras/stt701

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Buldgen, Bétrisey, Roxburgh, Vorontsov and Reese. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.